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The 4th International Conference on Formal Structures for Computation and Deduction (FSCD 2019) was held June 24–30, 2019 in Dortmund, Germany. FSCD (http://fscd-conference.org/) covers all aspects of formal structures for computation and deduction, from theoretical foundations to applications. Building on two communities, RTA (Rewriting Techniques and Applications) and TLCA (Typed Lambda Calculi and Applications), FSCD embraces their core topics and broadens their scope to closely related areas in logics and proof theory, new emerging models of computation (e.g. homotopy type theory or quantum computing), semantics and verification in new challenging areas (e.g. blockchain protocols or deep learning algorithms). The FSCD program featured four invited talks given by Beniamino Accattoli (Inria, Paris, France), Amy Felty (University of Ottawa, Canada), Sarah Winkler (University of Innsbruck, Austria) and Hongseok Yang (KAIST, South Korea). FSCD 2019 received 69 submissions with contributing authors from 18 countries. The program committee consisted of 32 members from 18 countries. Each submitted paper has been reviewed by at least three PC members with the help of 105 external reviewers. The reviewing process, which included a rebuttal phase, took place over a period of eight weeks. A total of 30 papers, 29 regular research papers and one system description paper, were accepted for publication and are included in these proceedings.

The Program Committee awarded two FSCD 2019 Best Paper Awards for Junior Researchers: Mirai Ikebuchi for the paper “A Lower Bound of The Number of Rewrite Rules Obtained by Homological Methods”, and Jonathan Sterling, Carlo Angiuli and Daniel Gratzer for the paper “Cubical Syntax for Reflection-Free Extensional Equality”. Mirai Ikebuchi is a graduate student and Jonathan Sterling, Carlo Angiuli and Daniel Gratzer are all PhD students.

In addition to the main program, 7 FSCD-associated workshops were planned on days before and mostly after the conference:

- 8th International Workshop on Confluence, IWC 2019,
- 10th Workshop on Higher Order Rewriting, HOR 2019,
- IFIP Working Group 1.6: Rewriting IFIP Meeting 2019 - 22nd edition,
- 3d Workshop on Trends in Linear Logic and Applications, TLLA 2019,
- 6th International Workshop on Rewriting Techniques for Program Transformations and Evaluation, WPTE 2019,
- 33nd International Workshop on Unification, UNIF 2019,
- 5th International Workshop on Structures and Deduction, SD 2019.

This volume of the proceedings of FSCD 2019 is published in the LIPIcs series under a Creative Common license: online access is free to all papers and authors retain rights over their contributions. We thank the Leibniz Center for Informatics at Schloss Dagstuhl, in particular Michael Wagner for his efficient and reactive support during the production of these proceedings.

Many people have helped to make FSCD 2019 a successful meeting. On behalf of the Program Committee, I thank the many authors of submitted papers for considering FSCD as a venue for their work and the invited speakers who have agreed to speak at this meeting. The Program Committee and the external reviewers deserve big thanks for their careful review and evaluation of the submitted papers. (The members of the Program Committee and the list of external reviewers can be found on the following pages.) The EasyChair conference management system has been a useful tool in all phases of the work of the Program Committee.
Committee. The associated workshops have made a big contribution to the lively scientific atmosphere of this meeting and I thank the workshop organizers for their efforts in bringing their meetings to Dortmund and the local Workshop Chair, Boris Düdder, for making the workshops run smoothly. Jakob Rehof, the Conference Chair for FSCD 2019, deserves a very warm thanks for the overall organisation of FSCD 2019, for the smooth functioning of the meeting and for producing the web site. Sandra Alves, as Publicity Chair, made a great contribution in advertising the Conference. The steering committee, lead by Delia Kesner, provided valuable guidance in setting up this meeting and in ensuring that FSCD will have a bright and enduring future. Finally, I thank all participants of the conference for creating a lively and interesting event.

On behalf of the FSCD community, I would like to thank the City of Dortmund, the TU Dortmund University, and the U-Tower for providing the venue of FSCD 2019. I furthermore would like to thank MAXIMAGO, the Friends of the TU Dortmund, and the Alumni of the Faculty of Informatics (aido) for supporting FSCD 2019. The Center of Excellence Logistics & IT (Leistungszentrum Logistik und IT), is gratefully acknowledged as scientific partner of FSCD 2019.
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A Fresh Look at the $\lambda$-Calculus
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Abstract
The (untyped) $\lambda$-calculus is almost 90 years old. And yet – we argue here – its study is far from being over. The paper is a bird’s eye view of the questions the author worked on in the last few years: how to measure the complexity of $\lambda$-terms, how to decompose their evaluation, how to implement it, and how all this varies according to the evaluation strategy. The paper aims at inducing a new way of looking at an old topic, focussing on high-level issues and perspectives.

2012 ACM Subject Classification Theory of computation → Lambda calculus; Software and its engineering → Functional languages; Theory of computation → Operational semantics
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Introduction

The $\lambda$-calculus is as old as computer science. Many programming languages incorporate its key ideas, many proof assistants are built on it, and various research fields – such as proof theory, category theory, or linguistics – use it as a tool. Books are written about it, it is taught in most curricula on theoretical computer science, and it is the basis of many fashionable trends in programming languages such as probabilistic or quantum programming, or gradual type systems. Is there anything left to say about it? The aim of this informal paper is to provide evidence that yes, the theory of $\lambda$-calculus is less understood and stable than it may seem and there still are things left to say about it.

A first point is the solution of the schism between Turing machines and the $\lambda$-calculus as models of computation. The schism happened mostly to the detriment of the $\lambda$-calculus, that became a niche model. Despite belonging to computer science, indeed, the whole theory of the $\lambda$-calculus was developed paying no attention to cost issues. Adopting a complexity-aware point of view sheds a new light on old topics and poses new fundamental questions.

A second point is the fact that the $\lambda$-calculus does not exist. Despite books such as Barendregt’s [31] and Krivine’s [54], devoted to the $\lambda$-calculus, it is nowadays clear that, even if one sticks to the untyped $\lambda$-calculus with no additional features, there are a number of $\lambda$-calculi depending at least on whether evaluation is call-by-name, call-by-value, or call-by-need, and – orthogonally – whether evaluation is strong or weak (that is, whether abstraction bodies are evaluated or not) and, when it is weak, whether terms are closed or can also be open. These choices affect the theory and impact considerably on the design of abstract machines. A comparative study of the various dialects allows to identify principles and differences, and to develop a deeper understanding of higher-order computations.
A third point is about decomposing λ-calculi and the role of sharing. More or less ubiquitously, for practical as well as for theoretical reasons, λ-calculi are presented with \texttt{let} expressions, that are nothing else but constructs for first-class sharing, logically corresponding to the logical rule behind computation, the \texttt{cut} rule. Sharing is also essential for the two previous points, complexity-aware understandings of λ-calculi and defining evaluation strategies such as call-by-need. Perhaps surprisingly, there are simple extensions with sharing that have important properties that “the” λ-calculus lacks. Therefore, there is a third \textit{sharing axis} – beyond the strong/weak axis and the call-by-name/value/need axis – along which the λ-calculus splits into various calculi, that should gain the same relevant status of the other λ-calculi.

This paper tries to explain and motivate these points, through an informal overview of the author’s research. The unifying theme is the ambition to harmonise together theoretical topics such as denotational semantics or advanced rewriting properties and practical studies such as abstract machines and call-by-need, using as key ingredients sharing and cost analyses.

## 2 The Higher-Order Time Problem

The \textit{higher-order time problem} is the problem of how to measure the time complexity of programs expressed as λ-terms. It is a subtle and neglected problem. There are indeed no traces of the question in the two classic books on the λ-calculus, Barendegt’s and Krivine’s, for instance.

### Size Explosion.

The λ-calculus has only one computational rule, β-reduction, and the question is whether it is possible to take the number of β-steps as a reasonable time measure or not. Of course, the question is subtler than that, because a λ-term in general admits many different evaluation sequences, of different length, so that one should rather first fix an evaluation strategy. Unfortunately, we have to first deal with a deeper difficulty that affects every strategy.

The essence of the problem indeed amounts to a degeneracy, called \textit{size explosion}: there are families of programs \( \{t_n\}_{n \in \mathbb{N}} \) such that \( t_n \) evaluates in \( n \) β steps to a result \( s_n \) of size exponential in \( n \) (and in the size \( |t_n| \) of \( t_n \)). Now, it seems that the number of β-steps cannot be a reasonable measure, because \( n \) – the candidate measure of time complexity – does not even account for the time to write down the exponential result \( s_n \).

Size explosion is extremely robust: there is an exploding family \( \{t_n\}_{n \in \mathbb{N}} \) (for details see [6]) such that
- \( t_n \) is closed;
- all its evaluation sequences to normal form have the same length;
- strong and weak evaluations produce the same result, in the same number of steps;
- lives in the continuation-passing style fragment of the λ-calculus, what is sometimes considered as a sort of simpler kernel;
- can even be typed with simple types.

Moreover, even if one restricts to, say, terms evaluating to booleans, for which normal forms have constant size, size explosion can still happen \textit{along the way}: evaluation can produce a sub-term of exponential size and then erase it, making the number of steps a doubtful notion of cost model even if it is no longer possible to produce an exponential normal form.

Phrased differently, there are no easy tricks: size explosion is here to stay.

Surprisingly, until very recently size explosion was folklore. There are no traces of it in the major literature on the λ-calculus. It was known that duplications in the λ-calculus can have a nasty behaviour, and this is why the λ-calculus is never implemented as it is defined –
all implementations indeed rely on some form of sharing. In 2006, Dal Lago and Martini
started the first conscious exploration of the higher-order time problem [39], having instances
of size explosion in mind. But it is only in 2014 that Accattoli and Dal Lago named the
degeneracy size explosion [17], taking it out from the collective unconscious, and starting a
systematic exploration.

**Reasonable Cost Models.** What does it exactly mean for a cost measure to be reasonable?
First of all, one has to fix a computational model $M$, whose role in our case is played by the
$\lambda$-calculus. As proposed by Slot and van Emde Boas in 1984 [88], a time cost model for $M$
is reasonable when there are simulations of $M$ by Turing machines and of Turing machines by
$M$ having overhead bounded by a polynomial of the input and of the number of steps (in
the source model). For space, similarly, one requires a linear overhead. The basic idea is
to preserve the complexity class $\mathcal{O}$, that then becomes robust, that is, model-independent.
Random access machines for instance are a reasonable model (if multiplication is a primitive
operation, they need to be endowed with a logarithmic cost model).

The question becomes: are there reasonable cost models for the $\lambda$-calculus? At least for
time? In principle, everything can be a cost model, but of course one is mainly interested in
the natural one, the number of $\beta$-steps. The precise question then is: are there reasonable
evaluation strategies, that is, strategies whose number of steps is a reasonable time cost model?

**Sharing.** The good news is that there are strategies for which size explosion is avoidable,
or, rather, it can be circumvented, and so, the answer is yes, reasonable strategies do exist.
The price to pay is the shift to a $\lambda$-calculus enriched with sharing of subterms. Roughly, size
explosion is based on the blind duplication of useless sub-terms – by keeping these sub-terms
shared, the exponential blow up of the size can be avoided and the number of $\beta$-steps can be
taken as a reasonable measure of time complexity.

Fix a dialect $\lambda_X$ of the $\lambda$-calculus with a deterministic evaluation strategy $\rightarrow_X$, and note
$nf_X(t)$ the normal form of $t$ with respect to $\rightarrow_X$. The idea is to introduce an intermediate
setting $\lambda_{sh}X$ where $\lambda_X$ is refined with sharing (we are vague about sharing on purpose) and
evaluation in $\lambda_X$ is simulated by some refinement $\rightarrow_{sh}X$ of $\rightarrow_X$. The situation can then be
refined as in the following diagram:

$$
\begin{array}{c}
\lambda_X \\
polynomial
\end{array} \quad \Rightarrow_RAM \quad
\begin{array}{c}
\lambda_{sh}X \\
polynomial
\end{array} 
$$

In the best cases [85, 13, 21] the simulations have bilinear overhead, that is, linear in the
number of steps and in the size of the initial term. A term with sharing $t$ represents the
ordinary term $t_\downarrow$ obtained by unfolding the sharing in $t$ – the key point is that $t$ can be
exponentially smaller than $t_\downarrow$. Evaluation in $\lambda_{sh}X$ produces a shared normal form $nf_{sh}X(t)$
that is a compact representation of the ordinary result, that is, such that $nf_{sh}X(t)_\downarrow = nf_X(t)_\downarrow$.

Let us stress that one needs sharing to obtain the simulations but then the strategy
proved to be reasonable is the one without sharing (that is, $\rightarrow_X$) – here sharing is the key
tool for the proof, but the cost model is not taken on the calculus with sharing.

**Sharing and Reasonable Strategies.** The kind of sharing at work in diagram (1), and
therefore the definitions of $\lambda_{sh}X$ and $\rightarrow_{sh}X$, depends very much on the strategy $\rightarrow_X$. Let us
fix some terminology.
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The weak $\lambda$-calculus is the sub-calculus in which evaluation does not enter into abstractions, and, with the additional hypothesis that terms are closed, it models functional programming languages. The strong $\lambda$-calculus is the case where evaluation enters into function bodies, and its main domain of application are proof assistants.

The first result for weak strategies is due to Blelloch and Greiner in 1995 [32] and concerns weak CbV evaluation. Similar results were then proved again, independently, by Sands, Gustavsson, and Moran in 2002 [85] who also addressed CbN and CbNeed, and by combining the results by Dal Lago and Martini in 2009 in [41] and [40], who also addressed CbN in [61]. Actually already in 2006, Dal Lago and Martini proposed a reasonable cost model for the CbV case [39], but that cost model does not count 1 for each $\beta$-step.

Note, en passant, that reasonable does not mean efficient: CbN and CbV are incomparable for efficiency, and CbNeed is more efficient than CbN, and yet they are all reasonable. reasonable and efficient are indeed unrelated properties of strategies. Roughly, efficiency is a comparative property, it makes sense only if there are many strategies and one aims at comparing them. Being reasonable instead is a property of the strategy itself, independently of any other strategy, and it boils down to the fact that the strategy can be implemented with a negligible overhead.

In the strong case, at present, only one reasonable strategy is known, the leftmost-outermost (LO) strategy, that is the extension of the CbN strategy to the strong case. The result is due to Accattoli and Dal Lago [17] (2014), and it is inherently harder than the weak case, as a more sophisticated notion of sharing is required.

There also is an example of an unreasonable strategy. Asperti and Mairson in [27] (1998) proved that Lévy’s parallel optimal evaluation [67] is unreasonable. Careful again: unreasonable does not mean inefficient (but it does not mean efficient either).

An Anecdote. To give an idea of the subtlety but also of how much these questions are neglected by the community, let us report an anecdote. In 2011, we attended a talk where the speaker started by motivating the study of strong evaluation as follows. There exists a family $\{s_n\}_{n \in \mathbb{N}}$ of terms such that $s_n$ evaluates in $\Omega(2^n)$ steps with any weak strategy while it takes $O(n)$ steps with rightmost-innermost strong evaluation. Thus, the speaker concluded, strong evaluation can be faster than weak evaluation, and it is worth studying it.

Such a reasoning is wrong (but the conclusion is correct, it is worth studying strong evaluation!). It is based on the hidden assumption that it makes sense to count the number of $\beta$-steps and compare strategies accordingly. Such an assumption, however, is valid only if the compared strategies are reasonable, that is, if it is proved that their number of steps is a reasonable time measure. In the talk, the speaker was comparing weak strategies, of which we have various reasonable examples, together with a strong strategy that is not known to be reasonable. In particular, rightmost-innermost evaluation is probably unreasonable, given that even when decomposed with sharing it lacks one of the key properties (the sub-term property) used in all proofs of reasonability in the literature.

That talk was given in front of an impressive audience, including many big names and historical figures of the $\lambda$-calculus. And yet no one noticed that identifying the number of $\beta$ steps with the actual cost was naive and improper.

Apart from avoiding traps as the one of the anecdote, a proper approach to the cost of computation sheds a new light on questions of various nature. The next two subsections discuss the practical case of abstract machines and the theoretical case of denotational semantics.
2.1 Abstract Machines

The first natural research direction is the re-understanding of implementation techniques from a quantitative point of view.

Environment-Based Abstract Machines. The theory of implementations of λ-calculi is mainly based on environment-based abstract machines, that use environments to implement sharing and avoid size explosion. Having a reasonable cost model of reference, namely the number of β-steps of the strategy implemented by the machine, it is possible to bound the complexity of the machine overhead as a function of the size of the initial term and the number of steps taken by the strategy in the calculus.

A complexity-based approach to abstract machines is not a pedantic formality: Cregut’s machine [37], that was the only known machine for strong evaluation for 25 years, has an exponential overhead with respect to the number of β-steps. Essentially, Cregut machine is as bad as implementing β-reduction literally as it is defined, without any form of sharing.

Similarly, the abstract machine for open terms described by Grégoire and Leroy in [50] suffers of exponential overhead, even if the authors in practice implement a slightly different machine with polynomial overhead.

In collaboration with Barenbaum, Mazza, Sacerdoti Coen, Guerrieri, Barras, and Condoluci, we developed a new theory of abstract machines [9, 10, 13, 7, 14, 11, 21, 15], where different term representations, data structures, and evaluation techniques are studied from a complexity point of view, compared, and sometimes improved to match a certain complexity. Some of the outcomes have been:

- A reasonable variant of Cregut’s machine [7].
- A detailed study of how to improve Grégoire and Leroy’s machine [13, 21].
- The first results showing that de Bruijn indices bring no asymptotic speed-up with respect to using names and perform α-renaming [11].
- The proof that administrative normal forms bring no asymptotic slowdown [15] (in contrast to what claimed by Kennedy in [52]).
- and, as a side contribution, the simplest presentations of CbNeed [9].

Apart from two exceptions actually focusing on other topics (the already cited studies by Blelloch and Greiner [32] and by Sands, Gustavsson, and Moran [85]), the literature before this new wave never studied the complexity of abstract machines.

Token-Based Abstract Machines. There is another class of abstract machines that is much less famous than those based on environments. These are so-called token-based abstract machines, introduced by Danos and Regnier [43], then studied by Mackie [69], Schöpp [86] and more recently by Mazza [72], Muroya and Ghica [78], and Dal Lago and coauthors [56, 57, 62, 58]. Their theoretical background is Girard’s geometry of interaction. The basic idea is that, instead of storing all previously encountered β-redexes in environments, these machines keep a minimalistic amount of information inside a data structure called token, that is used to navigate the program without ever modifying it. The aim is to have an execution model that sacrifices time, by possibly repeating some work already done, in order to be efficient with respect to space. Various researchers conjecture the size of the token to be a reasonable cost model for space, but there are no results in the literature.
2.2 Denotational Semantics

Another research direction is the connection between the cost of computations and denotational semantics. At first sight, it looks like a non-topic, because denotational semantics are invariant under evaluation, and so it seems that they cannot be sensitive to intensional properties such as evaluation lengths. There are however hints that the question is subtler than it seems at first sight.

There are works in the literature trying to address somehow the question, by either building model of logics / λ-calculi with bounded complexity [77, 28, 59, 66], or by designing resource-sensitive models [48, 60, 63], or by extracting evaluation bounds from some semantics, typically game semantics [34, 35, 26]. The questions we propose here are related, but – at present – very open and somewhat vague. They stem from the work of Daniel de Carvalho on non-idempotent intersection types [44] (finally published in 2018 but first appeared in 2007), or, as we prefer to call them, multi types (because non-idempotent intersections can be seen as multi-sets).

One of de Carvalho’s ideas is that even if the interpretation \([t]\) of a λ-term \(t\) cannot tell us anything about the evaluation of \(t\) itself, there is still hope that (when \(t\) and \(s\) are normal) \([t]\) and \([s]\) provide information about the evaluation of \(ts\), typically about the number of steps to normal form and the size of the normal form. De Carvalho studies the CbN relational model (induced by the relational model of linear logic via the call-by-name translation of λ-calculus into linear logic), that can be syntactically presented via multi types. The key points of his study are:

1. the size of a type derivation \(\pi\) of \(\Gamma \vdash t : A\) provides bounds to both the number of CbN steps to evaluate \(t\) to its normal form \(nf(t)\) and the size \(|nf(t)|\) of \(nf(t)\).
2. the size of the types themselves – more precisely \(A\) plus the types in the typing context \(\Gamma\) – bounds \(|nf(t)|\).
3. the interpretation of a term in the model is the set of type judgements – again, \(A\) plus the types in the typing context \(\Gamma\) – that can be derived for it in the typing system, that is,
   \[
   [t] := \{((M_1, \ldots, M_n), A) \mid x_1 : M_1, \ldots, x_n : M_n \vdash t : A\}.
   \]
   where the \(M_i\) are multi-sets of types.
4. Minimal derivations provide the exact measure of the number of steps plus the size of the normal form. Similarly the minimal derivable types provide the exact measure of the normal form.
5. From \([t]\) and \([s]\) one can bound the number of steps plus the size of the normal form of \(ts\).

Such a strong correspondence does not happen by chance. Further work [45, 19] has shown that multi types and the relational model compute according to natural strategies in linear logic proof nets, including in particular CbN evaluation. The link is natural: multi types are intersection types without idempotency, that is, without the principle \(A \cap A = A\), or, said differently, the number of times that \(A\) is appear does matter... exactly as in linear logic. Similar results connect strategies in linear logic proof nets and game semantics [42, 34, 35].

The Extraction of Computational Mechanisms from Models. De Carvalho’s work suggests that denotational models hide a computational machinery behind their compositional principles. The one between relational and game semantics and evaluation strategies may be only the easiest one to observe. A natural question is: what about (idempotent) intersection types? They are syntactic presentations of domain-based semantics à la Scott. Despite being the first discovered model of the λ-calculus, nothing is known about their hidden evaluation
scheme, apart from the fact that it is not the one behind the relational model, for which non-idempotency is required. Intuition says that idempotency may model some form of sharing. The question is however open.

**Models Internalising Sharing.** The key points about size explosion and reasonable cost models are:

1. In an evaluation to normal form $t \rightarrow^\beta_n \text{nf}(t)$ the size $|\text{nf}(t)|$ of the normal form may be exponential in $n$;
2. $n$ is nonetheless a reasonable measure of complexity (if evaluation is done according to a reasonable strategy);
3. this is possible because sharing allows to compute a compact representation $\text{nfs}_{\text{sh}}(t)$ of the normal form that is polynomial in $n$.

Now, the interpretation of a term $t$ in de Carvalho’s ChN relational model is a set whose smallest element is as large as the normal form $\text{nf}(t)$. It seems then difficult that such a model may give accurate information about the time cost of $\lambda$-terms, as in general from $[t]$ and $[s]$ one can only obtain information about the evaluation of $ts$ together with the size of $\text{nf}(ts)$, which may however be much larger than the length of evaluation to normal form.

For such a reason, Accattoli, Graham-Lengrand, and Kesner in [19] refined de Carvalho’s type system as to have type derivations that provide separate bounds with respect to evaluation lengths and the size of normal forms. The idea is that judgements now have the form:

$$x_1 : M_1, \ldots, x_n : M_n \vdash^{(b,r)} t : A$$

where $b$ provides a bound to number of $\beta$-steps to evaluate $t$ to its normal form $\text{nf}(t)$ (that is, the evaluation length) and $r$ is a bound to the size of $\text{nf}(t)$. This is a slight improvement, but still not enough, as such a refined information is on type derivations but not on the types themselves, that are what defines the semantical interpretation.

An important open question is then whether there are models where the (smallest point in the) interpretation of $t$ is of the order of the size of the compact representation $\text{nfs}_{\text{sh}}(t)$ of the normal form, and not of the order of $|\text{nf}(t)|$. Roughly, it would be a model whose hidden computational mechanism uses sharing as it is needed to obtain reasonable implementations.

We believe that this is an important question to answer in order to establish a semantical understanding of sharing and close the gap between semantical and syntactical studies.

We conjecture that the ChV relational model may have this property, as – despite being built from non-idempotent intersection types – it allows a special use of the empty intersection, which is the only idempotent type of the model (as the intersection of two empty intersections is still empty) and that may be the key tool to internalise sharing.

**Lax and Tight Models with Respect to Strategies.** A related question is how to refine the notion of model as to be relative to an evaluation strategy. The need for a refined notion of model arises naturally when studying ChNeed evaluation. ChNeed is sometimes considered simply as an optimisation of ChN. It is however better understood as an evaluation scheme on its own, obtained by mixing the good aspects of both ChN and ChV, and observationally equivalent to ChN. Because of such an equivalence, every model of ChN provides a model of ChNeed. In particular, the relational model built on multi types discussed above is a model of ChNeed – Kesner used it to provide a simple proof of the equivalence of ChN and ChNeed [53].
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The bounds provided by that relational model, however, are not exact for CbNeed, since they are exact for CbN, and thus cannot capture its faster alternative. Recently, Accattoli, Guerrieri, and Leberle have obtained a multi type system providing exact bounds for CbNeed [23]. The type system induces a model, which is “better” than de Carvalho’s one, as it more precisely captures CbNeed evaluation lengths. There is however no abstract, categorical way – at present – to separate the two models, as there are no abstract notions of lax or tight model with respect to an evaluation strategy. To be fair, there is not even a notion of categorical model of CbNeed, that should certainly be developed.

3 From the \( \lambda \)-calculus to \( \lambda \)-calculi

There are at least two theories of the \( \lambda \)-calculus, the strong and the weak. Historically, the theory of \( \lambda \)-calculus rather dealt with strong evaluation, and it is only since the seminal work of Abramsky and Ong [2] that the theory took weak evaluation seriously. Dually, the practice of functional languages mostly ignored strong evaluation, with the notable exception of Crégut [36, 37] (1990) and, more recently, the semi-strong approach of Gréggoire and Leroy [50] (2002), following the idea that a function is an algorithm to apply to some data rather than data by itself. Strong evaluation is nonetheless essential in the implementation of proof assistants or higher-order logic programming, typically for type-checking in frameworks with dependent types as the Edinburgh Logical Framework or the Calculus of Constructions, as well as for unification modulo \( \beta \eta \) in simply typed frameworks like \( \lambda \)-prolog.

There is also another axis of duplication of work. Historically, the theory is mostly studied with respect to CbN evaluation, while functional programming languages tend to employ CbV (of which there are no traces in Barendregt’s and Krivine’s books) or CbNeed. The differences between these settings is striking. What is considered the \( \lambda \)-calculus is the strong CbN \( \lambda \)-calculus, and it has been studied in depth, despite the fact that no programming language or proof assistant implements it. Given the practical relevance of weak CbV with closed terms, that is the backbone of the languages of the ML family, such a setting is also well known, even if its theory is anyway less developed than the one for strong CbN. Weak CbN is also reasonably well studied. But as soon as one steps out of these settings the situation changes drastically. The simple extension of weak CbV to open terms is already a delicate subject, not to speak of strong CbV. About CbNeed— that is the strategy implemented by Haskell – the situation is even worse, as its logical (Curry-Howard) understanding is less satisfactory than for CbN and CbV, its semantical understanding essentially inexistent, and there is only one paper about Strong CbNeed, by Balabonski et al. [29].

We believe that there is a strong need of reconciling theory and practice. A key step has to be a change of perspective. The \( \lambda \)-calculus comes in different flavors, and in my experience a comparative study is very fruitful, as it identifies commonalities, cleaning up concepts, and also stresses differences and peculiar traits of each setting.

The Open Setting. There actually is an intermediate setting between the weak and the strong \( \lambda \)-calculi. First of all, it is important to stress that weak evaluation is usually paired with the hypothesis that terms are closed, which is essential in order to obtain the key property that weak normal forms are all and only abstractions – this is why we rather prefer to call it the closed \( \lambda \)-calculus. On the other hand, in the strong case it does not make sense to restrict to closed terms, because evaluation enters into function bodies, that cannot be assumed closed. Such a difference forbids to see the strong case as the iteration of the closed one under abstraction, as the closed hypothesis is not stable under iterations.
It is then natural to consider the case of weak evaluation with open terms, what we like to refer to as the open $\lambda$-calculus. The open $\lambda$-calculus can be iterated under abstraction providing a procedure for strong evaluation – this is for instance done by Grégoire and Leroy in [50]. Historically, the open case was neglected. The reason is that the differences between the closed and open case are striking in CbV but negligible in CbN. Since the CbV literature focused on the closed setting, the open case sat in a blind spot.

The study of reasonable cost models made evident that different, increasingly sophisticated techniques are needed in the three settings – closed, open, and strong – in order to obtain reasonable abstract machines. Moreover, such a classification is stable by moving on the other axis, that is, closed CbN, closed CbV, and closed CbNeed share the same issues, and similarly for the three open cases and the three strong cases.

### 3.1 Open Call-by-Value

The ordinary approach to CbV, due to Plotkin, has a famous property that we like to call harmony: a closed term either is a value or it CbV reduces.

**The Issue with Open Terms.** Plotkin’s operational semantics for CbV does have some good properties on open terms. For instance, it is confluent and it admits a standardisation theorem, as Plotkin himself proved [81]. It comes however also with deep problems. First, open terms bring stuck $\beta$-redexes such as 

$$((\lambda x.t)(yz))\delta$$

the argument is not a value and will never become one, thus the term is CbV normal (there is a $\beta$-redex but it is not a $\beta_v$-redex) – that is, harmony is lost.

Unfortunately, stuck redexes induce a further problem: they block creations. Consider the open term (where $\delta$ is the usual duplicator)

$$((\lambda x.\delta)(yz))\delta$$

As before, it is normal in Plotkin’s traditional $\lambda$-calculus for CbV. Now, however, there are semantic reasons to consider it as a divergent term. Roughly, there are denotational semantics that are adequate on closed terms (adequacy means that the semantical interpretation of a term $t$ is non-empty if and only if $t$ evaluates to a value; by harmony, it is equivalent to say that $t$ is not divergent) and with respect to which $(\lambda x.\delta)(yz)\delta$ has empty interpretation (that is, it is considered as being a divergent term, while it is normal). This semantical mismatch has first been pointed out by Paolini and Ronchi Della Rocca [80, 79, 82]. A similar phenomenon happens if one looks at the interpretation of the term according to the CbV translation into linear logic, as pointed out by the author in [5]. Essentially, that term is expected to reduce as follows 

$$((\lambda x.\delta)(yz))\delta \rightarrow \delta\delta$$

and create the redex $\delta\delta$. Evaluation then would go on forever. If one sticks to Plotkin’s rewriting rule, however, the creation is blocked by the stuck redex $(\lambda x.\delta)(yz)$ and the term is normal – quite a mismatch with what is expected semantically and logically. A similar problem affects the term $\delta((\lambda x.\delta)(yz))$ that is also normal while it should be divergent.

The subtlety of the problem is that one would like to have a notion of CbV evaluation on open terms making terms such as $(\lambda x.\delta)(yz)\delta$ and $\delta((\lambda x.\delta)(yz))$ divergent, thus extending Plotkin’s evaluation, but at the same time preserving CbV divergence without collapsing on CbN, that is, such that $(\lambda x.y)(\delta\delta)$ has no normal form.
Open CbV. In his seminal work, Plotkin already pointed out an asymmetry between CbN and CbV: his continuation-passing style (CPS) translation is sound and complete for CbN, but only sound for CbV. This fact led to a number of studies about monad, CPS, and logical translations [76, 83, 84, 70, 46, 51] that introduced many proposals of improved calculi for CbV. The dissonance between open terms and CbV has been repeatedly pointed out and studied per se via various calculi related to linear logic [24, 5, 33, 13]. To improve the implementation of the Coq proof assistant, Grégoire and Leroy introduced another extension of CbV to open terms [50]. A further point of view on CbV comes from the computational interpretation of sequent calculus due to Curien and Herbelin [38]. An important point is that most of these works focus on strong CbV.

Inspired by the robustness of complexity classes via reasonable cost models, in a series of works Accattoli, Guerrieri and Sacerdoti Coen define what they call open CbV, that is the isolation of the case of weak evaluation with open terms (rather than strong evaluation) that they show to be a simpler abstract framework with many different incarnations:

- **Operational semantics:** in [20], 4 representative calculi extending Plotkin’s CbV are compared, and showed to be termination equivalent (the evaluation of a fixed term \( t \) terminates in one of the calculi if and only if terminates in the others). Moreover, evaluation lengths (in 3 of them) are linearly related;
- **Cost model:** In [13, 21], such a common evaluation length is proved to be a reasonable cost model, by providing abstract machines that are proved reasonable;
- **Denotational semantics:** In [22], Ehrhard’s relational model of CbV [47] is shown to be an adequate denotational model of open CbV, providing exact bounds along the lines of de Carvalho’s work.

Last, let us stress both the termination equivalence of the 4 presentations of open CbV and the relationship with the denotational semantics make crucial use of formalisms with sharing.

A key point is that each presentation of open CbV has its pros and cons, but none of them is perfect. This is in contrast to CbN, where there are no doubts about the canonicity of its presentation.

Strong CbV. The obvious next step is to lift the obtained relationships to strong evaluation. This is a technically demanding ongoing work.

### 3.2 Benchmark for \( \lambda \)-Calculi

The work on open CbV forced to ask ourselves what are the guiding principles that define a good \( \lambda \)-calculus. This is especially important if one takes seriously the idea that there is not just one \( \lambda \)-calculus but a rich set of \( \lambda \)-calculi, in order to fix standards and allow comparisons.

It is of course impossible to give an absolute answer, because different applications value different properties. It is nonetheless possible to collect requirements that seem desirable in order to have an abstract framework that is also useful in practice. We can isolate at least six principles to be satisfied by a good \( \lambda \)-calculus:

1. **Rewriting:** there should be a small-step operational semantics having nice rewriting properties. Typically, the calculus should be non-deterministic but confluent, and a deterministic evaluation strategy should emerge naturally from some good rewriting property (factorisation / standardisation theorem, or the diamond property). The strategy emerging from the calculus principle guarantees that the chosen evaluation is not ad-hoc.

2. **Logic:** typed versions of the calculus should be in Curry-Howard correspondences with some proof systems, providing logical intuitions and guiding principles for the features of the calculus and the study of its properties.
3. **Implementation**: there should be a good understanding of how to decompose evaluation in micro-steps, that is, at the level of abstract machines, in order to guide the design of languages or proof assistants based on the calculus.

4. **Cost model**: the number of steps of the deterministic evaluation strategy should be a reasonable time cost model, so that cost analyses of $\lambda$-terms are possible and independent of implementative choices.

5. **Denotations**: there should be denotational semantics that reflect some of its properties, typically an adequate semantics reflecting termination. Well-behaved denotations guarantee that the calculus is somewhat independent from its own syntax, which is a further guarantee that it is not ad-hoc.

6. **Equality**: contextual equivalence can be characterised by some form of bisimilarity, showing that there is a robust notion of program equivalence. Program equivalence is indeed essential for studying program transformations and optimisations at work in compilers.

Finally, there is a sort of meta-principle: the more principles are connected, the better. For instance, it is desirable that evaluation in the calculus correspond to cut-elimination in some logical interpretation of the calculus. Denotations are usually at least required to be *adequate* with respect to the rewriting: the denotation of a term is non-degenerate if and only if its evaluation terminates. Additionally, denotations are *fully abstract* if they reflect contextual equivalence. And implementations have to work within an overhead that respects the intended cost semantics. Ideally, all principles are satisfied and perfectly interconnected.

Of course, some specific cases may drop some requirements – for instance, a probabilistic $\lambda$-calculus would not be confluent – some properties may also be strengthened – for instance, equality may be characterised via a separation theorem akin to Böhm’s – and other principles may be added – categorical semantics, graphical representations, etc. As concrete cases, the strong CbN $\lambda$-calculus satisfies all these principles, while at present open CbV satisfies the first 5, with an high degree of connection between them, strong CbNeed only 2 or 3 of them, and strong CbV none of them.

We are here exposing these principles hoping to receive feedback from the community, for instance, helping us identifying further essential principles, if any. We also believe that single researchers tend to specialise excessively in one of the principles, forgetting the global picture, which is instead where the meaning of the single studies stems, in our opinion. A new book or new introductory notes on the $\lambda$-calculus should be developed around the idea of connecting these principles, to form students in the field.

4 **Sharing**

The aim of this section is to convince the reader that sharing is an unavoidable ingredient of a modern understanding of $\lambda$-calculi. This is done by pointing out a number of reasons, including a historical perspective, and giving some examples coming from the work of the author. In particular, we would like to stress that, rather than a feature such as continuations or pattern matching that can be added on top of $\lambda$-calculi, sharing is the *éminence grise* of the higher-order world.

*Sharing* is a vague term that means different things in different contexts. For instance, sharing as in environment-based abstract machines or sharing as in Lamping’s sharing graphs [64] implementing Lévy’s parallel optimal strategy [67] have not much in common.
Here we refer to the simplest possible form, that is closer to sharing as it appears in abstract machines. While we do want to commit to a certain style, as it shall be evident below, we also want to stay vague about it, as such a style can be realized in various ways.

The simplest construct for sharing is a \texttt{let} $x = s$ in $t$ expression, that is a syntactic annotation for $t$ where $x$ will be substituted by $s$. We also write it more concisely as $t[x←s]$ (not to be confused with meta-level substitution, noted $t\{x←s\}$) and call it ES (for explicit sharing, or explicit substitution). Thanks to ES, $\beta$-reduction can be decomposed into more atomic steps. The simplest decomposition splits $\beta$-reduction as follows:

$$(\lambda x.t)s \to_\beta t[x←s] \to_{\text{ES}} t\{x←s\}$$

It is well-known that ES are somewhat redundant, as they can always be removed, by simply coding them as $\beta$-redexes. They are however more than syntactic sugar, as they provide a simple and yet remarkably effective tool to understand, implement, and program with $\lambda$-calculi and functional programming languages:

- From a logical point of view ES are the proof terms corresponding to the extension of natural deduction with a cut rule, and the cut rule is the rule representing computation, according to Curry-Howard.
- From an operational semantics point of view, they allow elegant formulations of subtle strategies such as call-by-need evaluation – various presentations of call-by-need use ES [89, 65, 71, 25, 87, 55] and a particularly simple one is in [9].
- From a programming point of view, \texttt{let} expressions are part of the syntax of all functional programming languages we are aware of.
- From a rewriting point of view, they enable proof techniques that are not available within the $\lambda$-calculus, as we are going to explain below.
- Finally, sharing is used in all implementations of tools based on the $\lambda$-calculus to circumvent size explosion.

A Historical Perspective. Between the end of the eighties and the beginning of the nineties, three independent decompositions of the $\lambda$-calculus arose with different aims and techniques:

1. Girard’s \textit{linear logic} [49], where the $\lambda$-calculus is decomposed in two layers, multiplicative and exponential;
2. Abadi, Cardelli, Curien, and Lévy’s \textit{explicit substitutions} [1], that are refinements of the $\lambda$-calculus where meta-level substitution is delayed, by introducing explicit annotations, and then computed in a micro-step fashion.
3. Milner, Parrow, and Walker’s $\pi$-calculus [75], where the $\lambda$-calculus can be represented, as shown by Milner [73], by decomposing evaluation into message passing and process replication.

All these settings introduce an explicit treatment of sharing – called \textit{exponentials} in linear logic, or explicit substitutions, or \textit{replication} in the $\pi$-calculus. At first sight these approaches look quite different. It took more than 20 years to obtain the Linear Substitution Calculus (LSC), a $\lambda$-calculus with sharing that captures the essence of all three approaches in a simple and manageable formalism.

The LSC [3, 12] is a refinement of the $\lambda$-calculus with sharing, introduced by Accattoli and Kesner as a minor variation over a calculus by Milner [74]. The rest of the section is a gentle introduction to some of its unique features. We shall also discuss an even simpler setting, the substitution calculus, that is probably the most basic setting for sharing.
4.1 Rewriting at a Distance, or Disentangling Search and Substitution

Usually, λ-calculi with ES have rules accounting for two tasks, one is decomposing (or just executing) the substitution process and one is commuting ES with other constructs. For the time being, let us simplify the first task, and assume that ES are executed in just one step, as follows

\[ t[x\leftarrow s] \rightarrow_{ES} t\{x\leftarrow s\} \]

The second task is required for instance in situations such as

\[(\lambda x. t)[y\leftarrow s]u\]

where the ES \([y\leftarrow s]\) is blocking the possibility of reducing the \(\beta\) redex \((\lambda x. t)u\). Usually the calculus is endowed with one of the two following rules

\[(\lambda x. t)[y\leftarrow s] \rightarrow_{\lambda} \lambda x. t[y\leftarrow s] \quad t[y\leftarrow s]u \rightarrow_{@} (tu)[y\leftarrow s]\]

that incarnate opposite approaches to expose the \(\beta\)-redex and continue the computation.

There is however a simpler alternative. Instead of adding a rule to commute ES, one can generalise the notion of \(\beta\)-redex, by allowing the abstraction and the argument to interact at a distance, that is, even if there are ES in between:

\[(\lambda x. t)[y_1\leftarrow s_1] \ldots [y_k\leftarrow s_k]u \rightarrow_{dB} t[x\leftarrow u][y_1\leftarrow s_1] \ldots [y_k\leftarrow s_k]\]

The name of the rule stands for distant \(B\), where \(B\) is the variant of \(\beta\) that creates an ES.

The rule can be made compact by employing contexts. Define substitution contexts as follows

\[L ::= \langle \cdot \rangle | L[x\leftarrow t]\]

Then the previous rule can be rewritten as:

\[L(\lambda x. t)u \rightarrow_{dB} L(t[x\leftarrow u])\]

4.2 A Rewriting Pearl: Confluence from Local Diagrams

The substitution calculus already allows to show that sharing enables simple and elegant proof techniques that are impossible in λ-calculi without sharing.

The best example concerns confluence. In rewriting, termination often allows to lift local properties to the global level. The typical example is Newman lemma, that in presence of strong normalisation lifts local confluence to confluence. The λ-calculus is locally confluent but not strongly normalising (not even weakly!), so Newman lemma cannot be applied. It is then necessary, for instance, to introduce parallel steps and adopt the Tait and Martin Løf proof technique.
In the substitution calculus, instead, we can prove confluence from local confluence. Newman lemma does not apply directly, but an elegant alternative reasoning is possible. The key observation is that having decomposed β in two rules →dB and →ES, one still has that the whole calculus may not terminate, but a new local termination principle is available: →dB and →ES are strongly normalising when considered separately. Local termination can be seen as the internalisation of a classic result, the finite developments theorem, stating that in the λ-calculus every evaluation that does not reduce redexes created by the sequence itself terminates. The proof of confluence of the substitution calculus goes as follows:

- Rules →dB and →ES are both locally confluent, so that by Newman lemma they are (separately) confluent.
- To obtain confluence of the full calculus we need another classic rewriting lemma by Hindley and Rosen: the union of confluent and commuting relations is confluent.
- We then need to prove commutation of →dB and →ES, that is, if s →*ES t →*dB u then there exists r such that s →dB r →ES u.
- Again, commutation is a global property that can be obtained via a local one. In this case there are no lemmas analogous to Newman (commutation is more general than confluence), but the fact that →dB cannot duplicate →ES implies that their local commutation diagram trivially lifts to global commutation.
- Then →dB ∪ →ES is confluent.

This proof scheme was used for the first time by Accattoli and Paolini in [24]. In [3], Accattoli uses the local termination principle to prove the head factorisation theorem for the LSC in a way that is impossible in the λ-calculus.

The moral is that introducing sharing enables rewriting proof techniques that are impossible without it.

### 4.3 Linear Substitutions, Weak Evaluation, and Garbage Collection

Let’s now decompose the substitution rule and define the LSC. Most of the literature of ES decomposes the substitution process using rules that are entangled with commuting rules such as →λ and →α described above. The special ingredient of the LSC is that substitution is decomposed but also disentangled from the commuting process. To properly define the rules we need to introduce a general notion of context:

\[
    C, D ::= \langle \cdot \rangle | \lambda x.C | Ct | C[x\leftarrow t] | t[x\leftarrow C]
\]

Now, there are only two rules for evaluating explicit substitutions at a distance (plus dB, to create them):

**Linear substitution** \[ C\{x\leftarrow s\} \rightarrow_{ls} C\{t\leftarrow s\} \]

**Garbage collection** \[ t[x\leftarrow s] \rightarrow_{gc} t \quad \text{if } x \notin \text{fv}(t) \]

The idea is that given \( t[x\leftarrow s] \) either \( x \) has no occurrences in \( t \), and so the garbage collection rule \( \rightarrow_{gc} \) applies, or \( x \) does occur in \( t \), which can then be written as \( C(x) \) for some context \( C \) (not capturing \( x \)), potentially in more than one way. The linear substitution rule then allows to replace the occurrence of \( x \) isolated by \( C \) without moving the ES \( [x\leftarrow s] \).

The LSC is given by rules →dB, →α, and →gc. More precisely, the definition of these rules includes a further contextual closure (as it is standard also in the λ-calculus), that is, one defines \( C(t) \rightarrow_{\alpha} C(s) \) if \( t \rightarrow_{\alpha} s \), and similarly for the other rules.

Confluence for the LSC can be proved following exactly the same schema used for the substitution calculus.
**Confluence of Weak Evaluation.** One of the nice features of the LSC is that its definition is parametric in the grammar of contexts. For instance, we can define the Weak LSC by simply restricting general contexts $C$ (used both to define rule $\rightarrow_\lambda s$ at top level and to give the contextual closure of the three rules) to weak contexts $W$ that do not enter into abstractions:

$$W, W' ::= \langle \cdot \rangle | Wt | tW | W[x\leftarrow t] | t[x\leftarrow W]$$

The Weak LSC is confluent, and the proof goes always along the same lines.

Note that this is in striking contrast to what happens in the $\lambda$-calculus. Defining the weak $\lambda$-calculus by simply restricting the contextual closure to weak contexts produces a non-confluent calculus. For instance, the following diagram cannot be closed:

$$(\lambda x.\lambda y.yx)I \beta\leftarrow (\lambda x.\lambda y.yx)(II) \rightarrow_\beta \lambda y.(y(II))$$

because $II$ in the right reduct occurs under abstraction and it is then frozen. There are solutions to this issue, see Lévy and Maranget’s [68], but they are all ad-hoc. In the LSC, instead, everything is as natural as it can possibly be.

**Garbage Collection.** Another natural property that holds in the LSC but not in the $\lambda$-calculus is the postponement of garbage collection. Rule $\rightarrow_{gc}$ can indeed be postponed, that is, one has that if $t \rightarrow_{LSC} s$ then $t \rightarrow_{dB,1s} s$. Since $\rightarrow_{gc}$ is also strongly normalising, it is then safe to remove it and only consider the two other rules, $\rightarrow_{dB}$ and $\rightarrow_{ls}$.

The postponement of garbage collection models the fact that in programming languages the garbage collector acts asynchronously with respect to the execution flow.

In the $\lambda$-calculus, erasing steps are the analogous of garbage collection. A step $(\lambda x.t)s \rightarrow_\beta t\{x\leftarrow s\}$ is erasing if – like for garbage collection – the abstracted variable $x$ does not occur in $t$, so that $t\{x\leftarrow s\} = t$, and $s$ is simply erased.

The key point is that erasing steps cannot be postponed in the $\lambda$-calculus. Consider indeed the following sequence:

$$(\lambda x.\lambda y.y)t s \rightarrow_\beta (\lambda y.y)s \rightarrow_\beta s$$

The first step is erasing but it cannot be postponed after the second one, because the second step is created by the first one.

**A Bird’s Eye View.** The list of unique elegant properties of the LSC is long. For instance, it has deep and simple connections to linear logic proof nets [8], the $\pi$-calculus [4], abstract machines and CbNeed [9], reasonable cost models [16, 18], open CbV [20], linear head reduction [3], multi types [19], it admits a residual system and a rich theory of standardisation [12], and even Lévy optimality [30]. Essentially, it is the canonical decomposition of the $\lambda$-calculus, and, in many respects, it is more expressive and flexible than the $\lambda$-calculus – it is a sort of $\lambda$-calculus 2.0.

Should then the LSC replace the $\lambda$-calculus? No. The point is not which system is the best. The point is acknowledging that the field is rich, and that even the simplest higher-order framework declines itself in a multitude of ways (weak/open/strong, cbn/cbv/cbneed, no sharing/one shot sharing/linear sharing), each one with its features and being a piece of a great puzzle.
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Abstract

We present a linear logical framework implemented within the Hybrid system [2]. Hybrid is designed to support the use of higher-order abstract syntax for representing and reasoning about formal systems, implemented in the Coq Proof Assistant. In this work, we extend the system with two linear specification logics, which provide infrastructure for reasoning directly about object languages with linear features.

We originally developed this framework in order to address the challenges of reasoning about the type system of a quantum lambda calculus. In particular, we started by considering the Proto-Quipper language [6], which contains the core of Quipper [3, 7]. Quipper is a relatively new quantum programming language under active development with a linear type system. We have completed a formal proof of type soundness for Proto-Quipper [5]. Our current work includes extending this work to other properties of Proto-Quipper, reasoning about other quantum programming languages [4], and reasoning about other languages such as the meta-theory of low-level abstract machine code.

We are also interested in applying this framework to applications outside the domain of meta-theory of programming languages and have focused on two areas – formal reasoning about the proof theory of focused linear sequent calculi and modeling biological processes as transition systems and proving properties about them. We found that a slight extension of the initial linear specification logic allowed us to provide succinct encodings and facilitate reasoning in these new domains. We illustrate by discussing a model of breast cancer progression as a set of transition rules and proving properties about this model [1]. Current work also includes modeling stem cells as they mature into different types of blood cells.

This work illustrates the use of Hybrid as a meta-logical framework for fast prototyping of logical frameworks, which is achieved by defining inference rules of a specification logic inductively in Coq and building a library of definitions and lemmas used to reason about a class of object logics. Our focus here is on linear specification logics and their applications.
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1 Introduction

Knuth-Bendix completion [18] constitutes a milestone in the history of equational theorem proving and automated deduction in general. Given a set of input equalities \( E_0 \), it can generate a presentation of the equational theory as a complete rewrite system \( R \) which may serve to decide the validity problem for the theory.

Example 1. In order to simplify proofs found by SMT solvers, Wehrman and Stump [32] pursue an algebraic approach: proofs are represented by first-order terms, and the equivalences usable for simplification are described by 20 equations like the following ones:

\[
\begin{align*}
(x \cdot y) \cdot z & \approx x \cdot (y \cdot z) \\
\text{or}_1(\text{refl}) & \approx \text{refl} \\
\text{or}_1(\text{refl}) & \approx \text{refl} \\
\text{and}_1(\text{refl}) & \approx \text{refl} \\
\text{not}(\text{refl}) & \approx \text{refl} \\
\text{or}_1(x) \cdot \text{or}_2 & \approx \text{or}_2 \cdot x \\
\text{and}_1(x) \cdot \text{and}_2 & \approx \text{and}_2 \cdot x \\
\text{or}_2(x) \cdot \text{or}_1 & \approx (\text{or}_1 \cdot x) \\
\text{not}(x) \cdot \text{not}(y) & \approx \text{not}(x \cdot y) \\
\text{or}_2(x) \cdot \text{or}_1 & \approx \text{or}_1 \cdot \text{or}_2 \\
(x \cdot \text{and}_2(y)) \cdot \text{and}_2 & \approx \text{and}_2(\text{or}_2) \\
\text{refl} \cdot x & \approx x \\
\text{or}_2(x) \cdot \text{or}_1 & \approx \text{or}_1 \cdot \text{or}_2 \\
\text{refl} \cdot x & \approx x
\end{align*}
\]

Here \( \cdot \) denotes concatenation, \( \text{refl} \) is the reflexivity proof, the symbols \( \text{and}_i, \text{or}_i \) and \( \text{not} \) are used for congruence, and constants like \( \text{or}_1^T, \text{or}_2^T \) stand for operations with boolean constants.

A Knuth-Bendix completion procedure can transform this set of equations into a terminating and confluent rewrite system \( R \) consisting of 45 rules, including the following:

\[
\begin{align*}
(x \cdot y) \cdot z & \rightarrow x \cdot (y \cdot z) \\
\text{or}_1(x) \cdot \text{or}_2 & \rightarrow \text{or}_2 \cdot x \\
\text{or}_2(x) \cdot \text{or}_1 & \rightarrow \text{or}_1 \cdot \text{or}_2 \\
\text{or}_1(\text{refl}) & \rightarrow \text{refl}
\end{align*}
\]

This rewrite system can be used to simplify an arbitrary proof (represented by a term) into its unique normal form. Moreover, any two proofs can be tested for equivalence simply by checking whether their normal forms are the same.
Knuth and Bendix presented completion as a concrete algorithm. Pioneered by Bachmair, Dershowitz, and Hsiang [5], it is nowadays more common to describe completion by an inference system, thus abstracting from concrete implementations.

More recently, Klein and Hirokawa [17] proposed a radically different approach: Maximal completion first approximates a complete presentation by extracting a terminating rewrite system from an equation pool. It then checks whether the candidate system is complete, and if a counterexample was found the procedure is repeated with an extended equation pool. Figure 1 illustrates the approach. Maximal completion has the advantage that the reduction order, a typically critical input parameter, need not be fixed in advance and can be changed at any point. The candidate rewrite systems are generated by means of SAT/SMT solvers; thus also advanced termination methods can be used in this setting and the search can be guided towards different objectives [25]. Despite the simple, declarative formulation of the procedure, the authors’ implementation resulted in a competitive tool [17, 25].

Apart from these improvements of classical Knuth-Bendix completion, numerous variants have by now joined the family of completion calculi, aiming to make completion more versatile and powerful. One of the most prominent variants is ordered completion. It was developed by Bachmair, Dershowitz, and Plaisted to remedy the shortcoming that classical completion fails if unorientable equations like commutativity are encountered [6].

Another line of research tackled the development of dedicated completion procedures for equational systems which incorporate common algebraic theories such as associativity and commutativity [23, 12]. The latest and most generally applicable method of this kind is normalized completion, developed by Marché [22].

In this paper maximal completion is revisited (Section 3) and extended to ordered and normalized completion. More specifically, the contributions of this paper are as follows:

- Maximal ordered completion and an according equational theorem proving method are explained in detail. In particular a completeness proof is presented, showing that a ground complete system can always be found.

- The proofs for (ordered) completion require only prime critical pairs to be considered.

- For the case of linear input equalities, it is proven that even a complete system can be found if it exists (Section 4.2), and a bound on the number of iterations is derived.

- A maximal completion version of normalized completion (Section 5) is presented. This covers AC completion, as well as the computation of Gröbner bases [22].

Section 6 is devoted to the implementation of these procedures in the tool MadMax. Some example use cases from different application areas are demonstrated along the way. Finally, Section 7 concludes.
2 Preliminaries

In the sequel familiarity with the basics of term rewriting is assumed [2], but some key notions are recalled in this section. Let \( \mathcal{T}(\mathcal{F}, \mathcal{V}) \) denote the set of all terms over a signature \( \mathcal{F} \) and an infinite set of variables \( \mathcal{V} \), and \( \mathcal{T}(\mathcal{F}) \) the set of all ground terms over \( \mathcal{F} \). A substitution \( \sigma \) is a mapping from variables to terms. As usual, \( t\sigma \) denotes the application of \( \sigma \) to the term \( t \). A pair of terms \((s, t)\) is sometimes considered an equation, which is expressed by writing \( s \approx t \), and sometimes a (rewrite) rule, denoted \( s \to t \). An equational system (ES) is a set of equations, a term rewrite system (TRS) is a set of rewrite rules. Given an ES \( \mathcal{E} \), we write \( \mathcal{E}^\pm \) to denote its symmetric closure \( \mathcal{E} \cup \{ t \approx s \mid s \approx t \in \mathcal{E} \} \). A reduction order is a proper and well-founded order on terms which is closed under contexts and substitutions. It is ground total if it is total on \( \mathcal{T}(\mathcal{F}) \). In the remainder most examples use the Knuth-Bendix order (KBO), written \( >_{\text{kbo}} \), and the lexicographic path order (LPO), written \( >_{\text{lpo}} \).

A TRS \( \mathcal{R} \) is terminating if \( \to_\mathcal{R} \) is well-founded. It is (ground) confluent if \( s \xrightarrow{\mathcal{R}} t \) implies \( s \xrightarrow{\mathcal{R}} s' \) for all (ground) terms \( s \) and \( t \). It is (ground) complete if it is terminating and (ground) confluent. We say that \( \mathcal{R} \) is a complete presentation of an ES \( \mathcal{E} \) if \( \mathcal{R} \) is complete and \( \leftrightarrow_{\mathcal{R}} = \leftrightarrow_{\mathcal{E}} \). Similarly, \( \mathcal{R} \) is a ground complete presentation of an ES \( \mathcal{E} \) if \( \mathcal{R} \) is ground complete and the equivalence \( \leftrightarrow_{\mathcal{R}} = \leftrightarrow_{\mathcal{E}} \) holds on ground terms. For a TRS \( \mathcal{R} \) and terms \( s \) and \( t \), the notation \( s \downarrow_{\mathcal{R}} t \) expresses existence of a joining sequence \( s \to_{\mathcal{R}} s' \to_{\mathcal{R}} \cdots \to_{\mathcal{R}} \cdot \to_{\mathcal{R}} t \). If \( \mathcal{R} \) is terminating then \( \downarrow_{\mathcal{R}} \) denotes some fixed normal form of \( t \), and \( \text{NF}(\mathcal{R}) \) denotes the set of all normal forms of \( \mathcal{R} \). This notation is extended to ESs \( \mathcal{E} \) by writing \( \downarrow_{\mathcal{R}} \mathcal{E} \) for the ES \( \{ s \downarrow_{\mathcal{R}} \mid s \approx t \in \mathcal{E} \} \).

Completion procedures are based on critical pair analysis. To that end, an overlap of a TRS \( \mathcal{R} \) is a triple \( \langle \ell_1 \to r_1, p, \ell_2 \to r_2 \rangle \) such that \( \ell_1 \to r_1 \) and \( \ell_2 \to r_2 \) are variants of rules in \( \mathcal{R} \) without common variables, \( p \in \text{Pos}_{\mathcal{F}}(\ell_2) \), \( \ell_1 \) and \( \ell_2 \) are unifiable, and if \( p = \epsilon \) then \( \ell_1 \to r_1 \) and \( \ell_2 \to r_2 \) are not variants of each other. Suppose \( \langle \ell_1 \to r_1, p, \ell_2 \to r_2 \rangle \) is an overlap of a TRS \( \mathcal{R} \) and \( \sigma \) is a most general unifier of \( \ell_1 \) and \( \ell_2 \). Then the equation \( \ell_2[r_1]_p \sigma \approx r_2 \sigma \) is a critical pair of \( \mathcal{R} \). The set of all critical pairs of \( \mathcal{R} \) is denoted by \( \text{CP}(\mathcal{R}) \). A critical pair is prime if no proper subterm of \( \ell_1 \sigma \) is reducible in \( \mathcal{R} \). The set of all prime critical pairs of \( \mathcal{R} \) is denoted by \( \text{PCP}(\mathcal{R}) \). It is known that only prime critical pairs need to be considered for confluence of terminating TRSs:

\[ \text{Lemma 2 (} [14] \text{). A terminating TRS } \mathcal{R} \text{ is confluent if and only if } \text{PCP}(\mathcal{R}) \subseteq \downarrow_{\mathcal{R}}. \]

Further preliminaries will be introduced in later sections as necessary.

3 Maximal Completion

This section recapitulates the maximal completion approach by Klein and Hirokawa [17]. A TRS \( \mathcal{R} \) is said to be over an ES \( \mathcal{E} \) if \( \mathcal{R} \subseteq \mathcal{E}^\pm \). The set of all terminating TRSs \( \mathcal{R} \) over \( \mathcal{E} \) is denoted \( \mathcal{F}(\mathcal{E}) \). We assume two functions \( \mathfrak{F} \) and Ext such that \( \mathfrak{F}(\mathcal{E}) \subseteq \mathcal{F}(\mathcal{E}) \) returns a set of terminating TRSs over \( \mathcal{E} \), and the extension function Ext satisfies \( \text{Ext}(\mathcal{E}) \subseteq \leftrightarrow_{\mathcal{E}} \) for all ESs \( \mathcal{E} \). We define maximal completion by means of the following transformation.

\[ \text{Definition 3. Given a set of input equalities } \mathcal{E}_0 \text{ and an ES } \mathcal{E}, \text{ let } \]

\[ \varphi(\mathcal{E}) = \begin{cases} \mathcal{R} & \text{if } \mathcal{R} \in \mathfrak{F}(\mathcal{E}) \text{ such that } \text{PCP}(\mathcal{R}) \cup \mathcal{E}_0 \subseteq \downarrow_{\mathcal{R}} \\ \varphi(\mathcal{E} \cup \text{Ext}(\mathcal{E})) & \text{otherwise.} \end{cases} \]

Note that this definition differs from [17, Definition 2] by the use of prime critical pairs. In general \( \varphi \) does not need to be defined, nor is it necessarily unique. But if \( \varphi(\mathcal{E}_0) \) is defined then we can assume a sequence of ESs \( \mathcal{E}_1, \ldots, \mathcal{E}_k \) called maximal completion sequence.
such that $E_{i+1} = E_i \cup \text{Ext}(E_i)$ for all $0 \leq i < k$, and there is some $R \in \mathcal{R}(E_k)$ such that PCP($R$) $\subseteq$ $E_k \subseteq$ $\downarrow_R$. The following theorem expresses correctness of maximal completion [17, Theorem 3]:

**Lemma 4.** If $\varphi(E_0)$ is defined then it is a complete presentation of $E_0$.

**Proof.** Let $\varphi(E_0) = R$ and $E_1, \ldots, E_k$ be an accommodating maximal completion sequence. The TRS $R$ must be terminating since it was returned by $\mathcal{R}$. Because of PCP($R$) $\subseteq$ $\downarrow_R$ it is confluent by Lemma 2, and hence complete.

A simple deduction argument using the global assumption Ext($E$) $\subseteq$ $\leftrightarrow^*_E$ for all ESs $E$ shows that $E_i \subseteq \leftrightarrow^*_E$ for all $i \geq 0$. Since $R$ is over $E_k$, also $\leftrightarrow^*_R \subseteq \leftrightarrow^*_E$ holds. Conversely, $E_0 \subseteq \downarrow_R$ ensures $\leftrightarrow^*_E \subseteq \leftrightarrow^*_R$. So $R$ is a complete presentation of $E_0$.

Note that maximal completion is based on just three ingredients: (1) completeness is overapproximated by termination using the function $\mathcal{R}$, (2) a success check determines whether some TRS $R \in \mathcal{R}(E)$ is complete, and (3) the current set of equations $E$ is extended by means of a theory-preserving function Ext.

It is natural to choose Ext($E$) such that Ext($E$) $\subseteq$ $\bigcup_{R \in \mathcal{R}(E)}$ CP($R$) $\downarrow_R$. Klein and Hirokawa moreover proposed $\mathcal{R}(E)$ to return elements of $\mathcal{E}(E)$ with maximal cardinality, hence the name. The rationale for this choice is that adding rules to a complete presentation $R$ of $E_0$ does not hurt this property, as long as termination and the equational theory are preserved. This is formally expressed by the following lemma.

**Lemma 5 ([17, Lemma 4]).** Let $R$ be a complete presentation of $E_0$ and $R'$ a terminating TRS such that $R \subseteq R' \subseteq \leftrightarrow^*_E$. Then also $R'$ is a complete presentation of $E_0$.

Although a maximal terminating TRS may constitute an unfortunate choice in maximal completion, as illustrated by the next example.

**Example 6.** Let $E_0$ consist of the following four equations:

$$x + 0 \approx x \quad s(x + y) \approx x + s(y) \quad z(x) \approx 0 \quad z(s(x + y)) \approx z(x + s(0))$$

Let $R_1$ be the TRS obtained by orienting all equations from left to right:

$$x + 0 \rightarrow x \quad s(x + y) \rightarrow x + s(y) \quad z(x) \rightarrow 0 \quad z(s(x + y)) \rightarrow z(x + s(0))$$

Termination of $R_1$ can e.g. be verified using a KBO with $s > +$ and $w_0 = w(f) = 1$ for all function symbols $f$. Thus $\mathcal{R}(E_0) = \{R_1\}$ is a valid choice for maximal completion. Now the first two rules admit the overlap $s(x) \leftarrow s(x + 0) \rightarrow x + s(0)$ which creates an irreducible critical pair $s(x) \approx x + s(0)$. There are also three critical pairs involving the last rule, but they are all joinable. Let thus $E_1$ be $E_0 \cup \{s(x) \approx x + s(0)\}$. Using the same reduction order, all equations can be oriented into the TRS $R_2 = R_1 \cup \{x + s(0) \rightarrow s(x)\}$. Suppose $\mathcal{R}(E_1)$ is $\{R_2\}$. There is only one new non-joinable overlap: $s(s(x)) \leftarrow s(x + s(0)) \rightarrow x + s(s(0))$, so let $E_2 = E_1 \cup \{s(s(x)) \approx x + s(s(0))\}$. Repeating this strategy will fail to produce a finite complete system, as it gives rise to infinitely many equations $s^n(x) \approx x + s^n(0)$.

So this reduction order does not lead to a finite complete presentation of $E_0$. But in fact $R_1$ is the only terminating TRS over $E_0$ which has four rules: This is because the last equation can only be oriented from left to right, and the second cannot be oriented from right to left in combination with the last without violating termination.

Suppose that $\mathcal{R}(E_0)$ contains instead the following TRS $R'_1$ which has only three rules:

$$x + 0 \rightarrow x \quad x + s(y) \rightarrow s(x + y) \quad z(x) \rightarrow 0$$

Termination of $R'_1$ can be shown by changing the precedence in the above KBO to $+ > s$. There are no critical pairs, and $R'_1$ joins the input equalities $E_0$. So maximal completion can succeed immediately by returning $R'_1$. 
In the implementation in the tool MadMax the function \( R \) chooses rewrite systems \( R \) over \( E \) which can reduce rather than orient a maximal number of equations in \( E \). Note that the TRS \( R'_1 \) in Example 6 is optimal in this sense, since it reduces all equations in \( E_0 \).

- **Example 7.** In nine iterations of maximal completion, that is within nine recursive calls of the procedure \( \varphi \), the proof reduction system described in Example 1 can be transformed into a complete rewrite system \( R \). The maximal completion run produces 150 equations and takes about 10 seconds. It is worth noting that to complete this system, LPO or KBO alone do not suffice; advanced termination techniques like dependency pairs are required, see [25].

### 4 Ordered Completion and Theorem Proving

This section is devoted to the extension of maximal completion to ordered completion and equational theorem proving. The basic procedure was already outlined in [36].

First some concepts specific to this setting are introduced. In this section a ground total reduction order \( > \) is considered, unless stated otherwise. Given a reduction order \( > \) and an ES \( E \), the ordered rewrite system \( E > \) consists of all rules \( s \sigma \rightarrow t \sigma \) such that \( s \approx t \in E \) and \( s \sigma \rightarrow t \sigma \). A triple \((R, E, >)\) of a TRS \( R \), an ES \( E \), and a reduction order \( > \) is called ground complete if the (possibly infinite) TRS \( R \cup E > \) is. An equation \( s \approx t \) is ground joinable over a TRS \( R \) if \( s \downarrow_R \sigma \rightarrow t \sigma \) for all grounding substitutions \( \sigma \). Ordered completion uses a relaxed definition of critical pairs. Given a reduction order \( > \) and an ES \( E \), an extended overlap consists of two variable-disjoint variants \( \ell_1 \approx r_1 \) and \( \ell_2 \approx r_2 \) of equations in \( E \), such that \( p \in \mathcal{P}(\ell_2) \) and \( \ell_1 \) and \( \ell_2 \) are unifiable with most general unifier \( \sigma \). An extended overlap which satisfies \( r_1 \sigma \not\approx \ell_1 \sigma \) and \( r_2 \sigma \not\approx \ell_2 \sigma \) gives rise to the extended critical pair \( \ell_2[r_1] \sigma \approx r_2 \sigma \).

The set \( \text{CP}_{>}(E) \) consists of all extended critical pairs between equations in \( E \). An extended critical pair is prime if all proper subterms of \( \ell_1 \sigma \) are \( E > \)-normal forms. The set of prime extended critical pairs among equations in \( E \) is denoted by \( \text{PCP}_{>}(E) \).

Next, an ordered version of maximal completion gets defined. Let \( R_0 \) be a function such that \( R_0(E) \subseteq \mathcal{T}(E) \) returns a set of totally terminating TRSs over \( E \), that is TRSs \( R \) which are contained in a ground total reduction order \( > \). Moreover, the extension function \( \text{Ext}_o \) is supposed to satisfy \( \text{Ext}_o(E) \subseteq \leftrightarrow_E \) for all ESs \( E \).

- **Definition 8.** Given a set of input equalities \( E_0 \) and an ES \( E \), let

\[
\varphi_o(E) = \begin{cases} 
(R, E \downarrow_R, >) & \text{if } R \in R_0(E) \text{ and all equations in } E_0 \cup \text{PCP}_{>}(E \downarrow_R \cup R) \text{ are ground joinable in } R \cup (E \downarrow_R) > \\
\varphi_o(E \cup \text{Ext}_o(E)) & \text{otherwise.}
\end{cases}
\]

In order to show correctness of this procedure, the following auxiliary result is useful:

- **Lemma 9.** Suppose \( R \subseteq > \), \( R \cup E \subseteq \leftrightarrow_{E_0} \) and all equations in \( E_0 \cup \text{PCP}_{>}(E \cup R) \) are ground joinable in \( R \cup E > \). Then \((R, E, >)\) is a ground complete presentation of \( E_0 \).

**Proof.** Let \( S \) denote the TRS \( R \cup E > \), which terminates because it is contained in \( > \). We can thus show ground confluence of \( S \) via local ground confluence. The inclusion

\[
\xymatrix{ \text{PCP}(S) \ar[r] & \text{PCP}_{>}(R \cup E) \ar[r] & \cup S \ar[l]_{\text{PCP}(S)}}
\]

holds on ground terms according to [11, Lemma 26]. By assumption we have \( S \)-ground joinability of \( \text{PCP}_{>}(R \cup E) \), and hence \( \leftrightarrow_{\text{PCP}(S)} \subseteq \downarrow_S \) on ground terms. So by Lemma 2 the TRS \( S \) is confluent on ground terms.
Since \( \mathcal{R} \cup \mathcal{E} \subseteq \leftrightarrow_{\mathcal{E}_0} \) was assumed, also \( \leftrightarrow_{\mathcal{E}_0} \subseteq \leftrightarrow_{\mathcal{E}_0} \) holds. Moreover \( \mathcal{E}_0 \) is \( \mathcal{S} \)-ground joinable by assumption. Hence the equivalence \( \leftrightarrow_{\mathcal{E}_0} = \leftrightarrow_{\mathcal{E}_0} \) is satisfied on ground terms, so \( \mathcal{S} \) is a ground complete presentation of \( \mathcal{E}_0 \).

Now correctness of the transformation \( \varphi_0 \) is obvious:

\textbf{Lemma 10.} If \( \varphi_0(\mathcal{E}_0) \) is defined then it is a ground complete presentation of \( \mathcal{E}_0 \).

Note that Definition 8 uses the idea of Definition 3 in the setting of ground completeness but suffers the major drawback of an undecidable success check since ground joinability of ordered rewriting is undecidable [20]. An implementation thus has to rely on sufficient ground joinability criteria, an example of which is stated next. Its correctness follows from the more sophisticated test presented in [33].

\textbf{Lemma 11.} An equation \( s \approx t \) is ground joinable in \( \mathcal{R} \cup \mathcal{E}_> \) if \( s \downarrow_{\mathcal{R}} t \) or \( s \downarrow_{\mathcal{R}} \approx t \downarrow_{\mathcal{R}} \in \mathcal{E}_> \)

In our implementation \( \text{Ext}_0(\mathcal{E}) \) is chosen as a subset of \( \bigcup_{\mathcal{R} \in \mathcal{R}_0(\mathcal{E})} \text{PCP}_{>}(\mathcal{R} \cup \mathcal{E}_> \downarrow_{\mathcal{R}}) \).

Bachmair, Dershowitz, and Plaisted showed that their ordered completion procedures always succeed in producing a ground complete system (though possibly in the limit) [6]. Next, we derive a similar property for maximal ordered completion, under the assumption that all prime critical pairs are considered. To this end, we consider an infinite maximal ordered completion sequence \( \mathcal{E}_0, \mathcal{E}_1, \mathcal{E}_2, \ldots \) such that \( \mathcal{E}_{i+1} = \mathcal{E}_i \cup \text{Ext}_0(\mathcal{E}_i) \) for all \( i \geq 0 \). Let moreover \( \mathcal{E}_\infty \) denote the limit \( \bigcup_i \mathcal{E}_i \). The following statement holds by the global assumption on \( \text{Ext}_0 \).

\textbf{Lemma 12.} The conversion equivalence \( \leftrightarrow_{\mathcal{E}_0} = \leftrightarrow_{\mathcal{E}_i} \) holds for all \( i \geq 0 \).

It is known that ground complete systems remain ground complete when they get (moderately) reduced, the following result follows from Lemma 5 and [11, Theorem 43].

\textbf{Lemma 13.} If \( \mathcal{R} \cup \mathcal{E}_> \) is ground complete then so is \( \mathcal{R} \cup (\mathcal{E}_> \downarrow_{\mathcal{R}}) \).

Next we show the main completeness result for maximal ordered completion:

\textbf{Theorem 14.} Suppose \( \text{Ext}_0(\mathcal{E}) \supseteq \bigcup_{\mathcal{R} \in \mathcal{R}_0(\mathcal{E}_\infty)} \text{PCP}_{>}(\mathcal{R} \cup \mathcal{E}_> \downarrow_{\mathcal{R}}) \) for all \( E \)s \( \mathcal{E} \). For any \( \mathcal{R} \in \mathcal{R}_0(\mathcal{E}_\infty) \) the system \( \mathcal{R} \cup (\mathcal{E}_\infty \downarrow_{\mathcal{R}}) \) is a ground complete presentation of \( \mathcal{E}_0 \).

\textbf{Proof.} Let \( \mathcal{R} \in \mathcal{R}_0(\mathcal{E}_\infty) \). The following arguments show that \( \mathcal{S} = \mathcal{R} \cup (\mathcal{E}_\infty \downarrow_{\mathcal{R}}) \) is ground complete. The claim then follows from Lemma 13.

The TRS \( \mathcal{S} \) is terminating because \( \mathcal{S} \subseteq > \). In order to show that \( \mathcal{S} \) considered as a TRS on ground terms is also confluent, according to Lemma 2 applied to \( \mathcal{S} \) it suffices to show that all prime critical pairs of \( \mathcal{S} \) are joinable. So consider an equation \( s \approx t \in \text{PCP}(\mathcal{S}) \). Like in the proof of Lemma 9, we can use [11, Lemma 26] to obtain inclusion (1). So we have \( s \downarrow_{\mathcal{S}} t \), or there is some equation \( u \approx v \in \text{PCP}_{>}(\mathcal{R} \cup \mathcal{E}_\infty) \) such that \( s \leftrightarrow_{u \approx v} t \). In the former case, there is nothing to show. Otherwise, we have \( u \downarrow_{\mathcal{R}} \approx v \downarrow_{\mathcal{R}} \in \text{Ext}_0(\mathcal{E}_\infty) \subseteq \mathcal{E}_\infty \) by assumption. But then \( u \downarrow_{\mathcal{R}} \approx v \downarrow_{\mathcal{R}} \) is \( \mathcal{S} \)-ground joinable by Lemma 11, and hence \( s \approx t \) is joinable.

By Lemma 12 and the definition of \( \mathcal{E}_\infty \), the inclusion \( \mathcal{E}_\infty \subseteq \leftrightarrow_{\mathcal{E}_0} \) holds. The equivalence \( \leftrightarrow_{\mathcal{E}_0} = \leftrightarrow_{\mathcal{S}} \) thus follows from \( \mathcal{E}_0 \subseteq \mathcal{E}_\infty \). Because \( > \) is ground complete, \( \leftrightarrow_{\mathcal{S}} = \leftrightarrow_{\mathcal{E}_0} \) holds on ground terms, which implies \( \leftrightarrow_{\mathcal{S}} = \leftrightarrow_{\mathcal{E}_0} \).
Example 15. Consider the following ES $E_0$ axiomatizing a Boolean ring, where multiplication is denoted by concatenation.

\[
\begin{align*}
(1) \quad (x + y) + z &\approx x + (y + z) \\
(2) \quad x + y &\approx y + x \\
(3) \quad 0 + x &\approx x \\
(4) \quad x(y + z) &\approx xy + xz \\
(5) \quad (xy)z &\approx x(yz) \\
(6) \quad xy &\approx yx \\
(7) \quad (x + y)z &\approx xz + yz \\
(8) \quad xx &\approx x \\
(9) \quad x + x &\approx 0 \\
(10) \quad 1x &\approx x
\end{align*}
\]

Let (i) denote equation (i) oriented from left to right, and (i) the reverse orientation. Suppose $R_1$ is the TRS $\{(1), (3), (7), (5), (7), (8), (9), (10)\}$, and $R_0(E_0) = \{R_1\}$. Now the set $Ext_0(E_0)$ may consist of the following extended critical pairs of rules among $R_1$ and the unorientable commutativity equation:

\[
\begin{align*}
(11) \quad x + (y + z) &\approx y + (x + z) \\
(12) \quad x(yz) &\approx y(xz) \\
(13) \quad x + 0 &\approx x \\
(14) \quad y + (x + y) &\approx x \\
(15) \quad x(yx) &\approx xy \\
(16) \quad x1 &\approx x \\
(17) \quad y + (y + x) &\approx x \\
(18) \quad x(xy) &\approx xy \\
(19) \quad 0x &\approx 0
\end{align*}
\]

(where all $R_1$-joinable critical pairs, like $x + (x + 0) \approx 0$ or $x0 \approx y0$, are omitted). We obtain $E_1 = E_0 \cup Ext_0(E_0)$. Now $R_0(E_1)$ may contain the TRS $R_2$ consisting of the rules $\{(1), (3), (4), (5), (7), \ldots, (10), (13), \ldots, (19)\}$. This TRS is LPO-terminating, so there is a ground-total reduction order $\triangleright$ that contains $\rightarrow_{R_2}$. We have $E_1 \downarrow R_2 = \{(2), (6), (11), (12)\}$, and it can be shown that for $E = E_1 \downarrow R_2$ the system $R_2 \cup E_\triangleright$ is ground complete. Despite its simplicity, neither WM [1] nor $E$ [28] or Vampire [19] succeed on this example.

4.1 Theorem Proving

Next the approach is extended to purely equational theorem proving: Given a set of equations $E_0$ and a goal equation $s \approx t$ as input, the aim is to decide whether $s \leftrightarrow_{E_0}^\ast t$ holds. Let $Ext$ be a binary function on ESs such that $Ext(\mathcal{G}, \mathcal{E}) \subseteq \leftrightarrow_{\mathcal{G} \cup \mathcal{E}} \setminus \leftrightarrow_\mathcal{E}$ for all ESs $\mathcal{E}$ and $\mathcal{G}$. In our implementation, $Ext(\mathcal{G}, \mathcal{E})$ consists of extended critical pairs between an equation in $\mathcal{G}$ and an equation in $\mathcal{E}$. The following relation $\varphi_\mathcal{E}$ maps a pair of ESs $\mathcal{E}$ and $\mathcal{G}$ to YES or NO.

Definition 16. Given an ES $E_0$, an initial ground goal $s_0 \approx t_0$ and ESs $\mathcal{E}$ and $\mathcal{G}$, let

\[
\varphi_\mathcal{E}(\mathcal{E}, \mathcal{G}) = \begin{cases} 
\text{YES} & \text{if } s \downarrow_{\mathcal{R} \cup \mathcal{E}_\triangleright} t \text{ for some } s \approx t \in \mathcal{G} \text{ and } \mathcal{R} \in R_0(\mathcal{E}), \\
\text{NO} & \text{if } \mathcal{R} \cup (\mathcal{E}_\triangleright) \text{ is a ground complete presentation of } E_0 \text{ but } s_0 \not\triangleright_{\mathcal{R} \cup \mathcal{E}_\triangleright} t_0, \text{ for some } \mathcal{R} \in R_0(\mathcal{E}), \text{ and} \\
\varphi_\mathcal{G}(\mathcal{E} \cup \mathcal{E}', \mathcal{G} \cup \mathcal{G}') & \text{for } \mathcal{G}' = Ext(\mathcal{G}, \mathcal{R} \cup \mathcal{E}) \text{ and } \mathcal{E}' = Ext(\mathcal{E}).
\end{cases}
\]

For a set of input equations $E_0$ and an initial goal $s_0 \approx t_0$, a maximal ordered completion procedure can then be run on the tuple $(E_0, \{s_0 \approx t_0\})$. Note that the parameter $\mathcal{G}$ of $\varphi_\mathcal{E}$ denotes a disjunction of goals, not a conjunction. Due to the declarative nature of $\varphi_\mathcal{E}$ the following correctness result is straightforward.

Lemma 17. Let $E_0$ be an ES and $s_0 \approx t_0$ be a ground goal. If $\varphi_\mathcal{E}(E_0, \{s_0 \approx t_0\})$ is defined then $\varphi_\mathcal{E}(E_0, \{s_0 \approx t_0\}) = \text{YES}$ if and only if $s_0 \leftrightarrow_{E_0}^\ast t_0$.

Example 18. The conditional confluence tool ConCon [29] interfaces equational theorem provers like MadMax to show infeasibility of conditional critical pairs, which can be used to prove confluence of conditional TRSs. Here a conditional critical pair is called infeasible
if the involved conditions $s_1 \approx t_1, \ldots, s_n \approx t_n$ do not admit a substitution $\sigma$ such that $s_i\sigma \leftrightarrow_\ell^* t_i\sigma$ for all $i$. For example, ConCon encounters for Cops #340 the axioms $E_0$:

$$f(x_1, y_1) \approx g(z_1) \quad f(x_1, h(y_1)) \approx g(z_1)$$

and the conditions $x_1 \approx y_1, h(x_2) \approx y_1, x_1 \approx y_2, x_2 \approx y_2$. Let $s \approx t$ be the goal equation $\text{conds}(x_1, h(x_2), x_1, x_2) \approx \text{conds}(y_1, y_1, y_2, y_2)$, using a fresh symbol $\text{conds}$. In order to decide whether there is a substitution $\sigma$ such that $s\sigma \leftrightarrow_\ell^* t\sigma$ holds, a common trick is used [6]: existence of such a $\sigma$ can be refuted if the (ground) goal $\text{true} \approx \text{false}$ is not entailed by $E_0$ extended with the following two equations:

$$\text{eq}(x, x) \approx \text{true} \quad (1) \quad \text{eq}(\text{conds}(x_1, h(x_2), x_1, x_2), \text{conds}(y_1, y_1, y_2, y_2)) \approx \text{false} \quad (2)$$

For this extended ES $E'_0$ a maximal ordered procedure call $\varphi_g(E'_0, \{\text{true} \approx \text{false}\})$ can result in the answer NO immediately because a ground complete system exists, consisting of the two rewrite rules obtained when orienting (1) and (2) from left to right plus the following (unoriented) equations:

$$f(x_1, y_1) \approx g(z_1) \quad f(x_1, y_1) \approx f(x_2, y_2) \quad g(x_1) \approx g(y_1)$$

Both $\text{true}$ and $\text{false}$ are in normal form with respect to this system, so no suitable $\sigma$ exists.

### 4.2 Completeness for Linear Systems

We conclude this section with a completeness result. A natural question in the context of completion is whether a complete system can be found by a completion procedure whenever it exists. For standard completion, it is well known that this is not the case: for example, the ES consisting of the equations $f(x) \approx f(a)$ and $f(b) \approx b$ cannot be completed by Knuth-Bendix completion, or (standard) maximal completion if $\text{Ext}(\mathcal{E}) \subseteq \bigcup_{R \in \mathfrak{R}(\mathcal{E})} \mathbf{CP}(R)$. Nevertheless a complete presentation is given by the TRS $\{f(x) \rightarrow b\}$ [16].

For ordered completion, two sufficient conditions are known to answer this question in the positive: Bachmair, Dershowitz, and Plaisted showed that a complete system can always be found if the reduction order is ground total [6], and Devie proved that complete representations are invariably found for linear systems, irrespective of the order’s totality [8].

Next, a completeness result for linear systems in the spirit of the result by Devie [8] is presented. To that end, the reduction order $>\ast$ does not need to be ground total. In order to express that the reduction order leading to the presupposed completion system must be considered by the procedure, the function $\mathfrak{R}$ is said to support a reduction order $>\ast$ if $\mathfrak{R}(\mathcal{E})$ contains a maximal TRS $\mathcal{R}$ such that $\mathcal{R} \subseteq >\ast$, for all ESs $\mathcal{E}$.

Devi’s notion of linear overlaps refers to extended overlaps which satisfy $\ell_1 > r_1$ and $r_2 \not\approx \ell_2$, or $\ell_2 > r_2$ and $r_1 \not\approx \ell_1$. Critical pairs originating from such overlaps are called linear critical pairs, and the set of all linear critical pairs formed using equations in $\mathcal{E}$ is denoted by $\mathbf{LCP}_{>\ast}(\mathcal{E})$. A TRS $\mathcal{R}$ is called reduced if for all rules $\ell \rightarrow r$ in $\mathcal{R}$ both $r \in \text{NF}(\mathcal{R})$ and $\ell \in \text{NF}(\mathcal{R} \setminus \{\ell \rightarrow r\})$ hold.

**Theorem 19.** Let $E_0$ be a linear ES which admits a complete and reduced presentation as the TRS $\mathcal{C}$ such that $\mathcal{C} \subseteq >\ast$. Suppose moreover that $\mathfrak{R}$ supports $>\ast$, $\text{Ext}_\emptyset(\mathcal{E})$ is linear whenever $\mathcal{E}$ is linear, and $\text{Ext}_\emptyset(\mathcal{E}) \supseteq \bigcup_{R \in \mathfrak{R}(\mathcal{E})} \mathbf{LCP}_{>\ast}(\mathcal{R} \cup \mathcal{E})$ for all ESs $\mathcal{E}$.

Then $\varphi_g(E_0)$ is defined and constitutes a complete TRS.

**Proof.** Let $E_0, E_1, E_2, \ldots$ be a maximal ordered completion sequence, and $S_i$ denote the TRS $E_{i+1}$. It can be assumed that $E_i$ is linear for all $i \geq 0$, because $E_0$ is linear and $\text{Ext}_\emptyset$ is supposed to preserve linearity.
Consider a cost function \( c \) defined on equation steps as follows: for \( \ell \approx r \in E_i \), let 
\[
c(s = C(\ell) \rightarrow r; C(\sigma) = t) = \{t\} \text{ if } \sigma > \sigma_i, \{s\} \text{ if } \sigma > \sigma_i \text{ and } \{s, t\} \text{ otherwise.} 
\]
This measure is extended to conversions \( P: t_0 \leftrightarrow t_1 \leftrightarrow \ldots \leftrightarrow t_n \) by defining \( c(P) \) as the multiset union \( \bigcup_{0 \leq i < n} c(t_i \leftrightarrow t_{i+1}) \). In the sequel \( P \gg Q \) is written to abbreviate \( c(P) >= \text{mul } c(Q) \).

Consider a rule \( \ell \rightarrow r \in C \). As \( C \) is assumed to be a complete presentation of \( E_i \), there is a conversion \( \ell \rightarrow^* r \). According to Lemma 12, also \( \ell \rightarrow^* r \) holds for all \( i \geq 0 \). Let \( P^{i+1}_\ell \rightarrow r \) be fixed conversions \( \ell \rightarrow^* r \) which are minimal with respect to \( \gg \), for all \( i \geq 0 \).

We show that for every \( i \), if \( P^{i+1}_\ell \rightarrow r \) is not of the form \( \ell \rightarrow^*_S r \) then there is a conversion \( P^{i+1}_\ell \rightarrow r \) which has fewer steps and satisfies \( P^{i+1}_\ell \gg P^{i+1}_\ell \rightarrow r \). Note that all conversions \( \ell \rightarrow^* r \) must have at least one step: otherwise, we would have \( \ell = r \), which contradicts \( C \subseteq > \) because \( > \) is well-founded.

Let \( P^i_\ell \rightarrow r \) be a minimal conversion \( \ell \rightarrow^*_C r \). Since it has at least one step, we can assume some term \( r' \) such that \( P^i_\ell \rightarrow r \) has the form \( \ell \rightarrow^*_C r' \leftrightarrow r \), and \( r' \neq r \). Note that the last step \( r' \rightarrow^*_C r \) must satisfy \( r' > r \): By conversion equivalence, we must have \( r' \rightarrow^*_C r \). Since \( C \) is complete, \( r' \downarrow_C r \) holds. Because \( C \) is also reduced, the term \( r \) is irreducible, so we have \( r' \rightarrow^*_C r \). By the above assumption that \( r' \neq r \) this means that \( r' \rightarrow^+_C r \), which implies \( r' > r \) because \( C \subseteq > \). So the equation step \( r' \rightarrow^*_C r \) is an ordered rewrite step \( r' \rightarrow^+_C r \).

If \( \ell \rightarrow^*_C r \) is not of the form \( \ell \rightarrow^*_S r \) then it must therefore contain a peak involving non-\( S \) step followed by an \( S \) step, that is, a peak of the form

\[
Q: s \xleftarrow{\ell_1 \approx r_1, \sigma} u \xrightarrow{\ell_2 \approx r_2, \sigma} t
\]

for some terms \( s, t, u \), and \( \sigma \), equations \( \ell_1 \approx r_1 \), \( \ell_2 \approx r_2 \in E_i \), and a substitution \( \sigma \) such that \( \ell_1 \sigma \neq r_1 \sigma \) but \( \ell_2 \sigma > r_2 \sigma \), so \( \ell_2 \sigma \rightarrow r_2 \sigma \in S_i \). Note that \( c(Q) = \{s, u, t\} \).

(a) If \( \ell_1 \approx r_1 \) and \( \ell_2 \approx r_2 \) form a proper overlap then \( s \leftrightarrow LCP_i(E_i) \tau \) because \( \ell_1 \sigma \neq r_1 \sigma \) and \( \ell_2 \sigma > r_2 \sigma \). By assumption \( LCP_i(E_i) \subseteq E_i+1 \). Hence there is a conversion \( P^{i+1}_\ell \rightarrow r \) where \( Q \) is replaced by \( Q': s \leftrightarrow E_{i+1} t \) and \( c(Q) >= \text{mul } \{s, t\} = c(Q') \). Moreover, \( P^{i+1}_\ell \rightarrow r \) has fewer steps than \( P^i_\ell \rightarrow r \).

(b) Suppose \( \ell_1 \approx r_1 \) and \( \ell_2 \approx r_2 \) occur in parallel. Then the two steps can be swapped, so there is a term \( v \) which allows for the conversion \( Q': s \rightarrow r_2 \sigma \rightarrow r_2 \sigma v \leftrightarrow r_1 \sigma \approx r_2 \sigma \). This contradicts the assumption that \( P^i_\ell \rightarrow r \) was minimal: we have \( c(Q) > \text{mul } \{s, v, t\} = c(Q') \) because \( s > v \).

(c) Similarly, if \( \ell_1 \approx r_1 \) and \( \ell_2 \approx r_2 \) form a variable overlap then because \( E_i \) is linear there is a term \( v \) such that there is a conversion \( Q: s \rightarrow r_2 \sigma \rightarrow r_2 \sigma v \leftrightarrow r_1 \sigma \approx r_2 \sigma \). But this again contradicts minimality of \( P^i_\ell \rightarrow r \), because \( c(Q) > \text{mul } \{s, v, t\} = c(Q') \). Let \( k \) be the maximal number of steps of \( P^i_\ell \rightarrow r \), for \( \ell \rightarrow r \in C \). The above argument shows that \( \ell \rightarrow^*_S r \) holds for all \( \ell \rightarrow r \in C \). Hence we have \( NF(S_k) \subseteq NF(C) \).

Let \( S \) be the TRS \( R \cup (E_k \downarrow R)_\gamma \). Any term reducible by \( S_k \) must also be reducible in \( S \), which implies \( NF(S) \subseteq NF(S_k) \) and hence \( NF(S) \subseteq NF(C) \). Since moreover \( R \cup E_k \downarrow \leftrightarrow \subseteq \downarrow_C \) implies \( \rightarrow_S \subseteq \rightarrow_C \) and \( S \) is terminating because \( S \subseteq > \), the TRS \( S \) is complete according to [11, Lemma 31].

Note that the above proof implies a bound on the number of iterations needed to derive a complete system, namely the number of \( E_0 \)-steps required for conversions of the rules in the complete system \( C \). Naturally, due to incompleteness of implementations, this bound cannot be kept up in practice.
Consider the linear ES $\mathcal{E}$ consisting of the following three equations:

$$f(a, i(x)) \approx f(b, b) \quad g(b, x) \approx g(a, a) \quad f(a, x) \approx f(a, y)$$

The TRS $\mathcal{R} = \{ f(a, x) \rightarrow f(b, b), \ g(b, x) \rightarrow g(a, a) \}$ is terminating and confluent, as is easily checked by state-of-the-art tools. We also have $\mathcal{E}_0 \subseteq \downarrow_\mathcal{R}$, and from the conversion

$$f(a, x) \leftrightarrow f(a, i(x)) \leftrightarrow f(b, b) \quad (2)$$

we can conclude $\leftrightarrow_\mathcal{R}_0 = \leftrightarrow_\mathcal{R}$, so $\mathcal{R}$ is a complete presentation of $\mathcal{E}_0$. By Theorem 19, maximal ordered completion supporting $\triangleright = \rightarrow_\mathcal{R}$ will succeed with a complete system, and according to the bound derived in the proof, this takes at most two iterations since (2) has two steps.

## 5 Normalized Completion

Many algebraic theories like groups and rings feature associative and commutative operators. However, since the commutativity equation cannot be oriented into a terminating rewrite rule, such theories cannot be handled by standard Knuth-Bendix completion. This triggered the development of dedicated completion calculi that can deal with such cases [23, 12].

Various generalizations have been proposed to extend completion to different algebraic theories, apart from plain AC. A version for general theories $T$ has been proposed in [12, 4], provided that $T$ admits finitary unification and the subterm ordering modulo $T$ is well-founded. Constrained completion [13] constitutes an attempt to overcome these restrictions on the theory, it admits for instance completion modulo AC with a unit element (ACU).

However, it excludes other theories such as Abelian groups.

Normalized completion [21, 22, 34] can be seen as the last result in this line of research. It has three advantages over earlier methods. (1) It allows completion modulo any theory $T$ that can be represented as an AC-complete rewrite system $S$. (2) Critical pairs need not be computed for the theory $T$, which may not be finitary or even have a decidable unification problem. Instead, any theory between AC and $T$ can be used. (3) The AC-compatible reduction order used to establish termination need not be compatible with $T$. This is beneficial for theories like ACU where no $T$-compatible simplification order exists.

Consider an Abelian group with AC operator $\cdot$ and an endomorphism $f$ as described by the following three equations:

$$e \cdot x \approx x \quad i(x) \cdot x \approx e \quad f(x \cdot y) \approx f(x) \cdot f(y)$$

together with ACRPO [24] with precedence $f > i > \cdot > e$. Using AC completion, or equivalently normalized completion with respect to $S = \emptyset$, one obtains the following AC complete TRS $\mathcal{R}_{AC}$:

$$e \cdot x \rightarrow x \quad i(x) \cdot x \rightarrow e \quad i(e) \rightarrow e$$

Alternatively, one can perform normalized completion with respect to an AC complete representation of Abelian groups, like for example the following TRS $\mathcal{S}_G$ [3]:

$$e \cdot x \rightarrow x \quad i(x) \cdot x \rightarrow e \quad i(e) \rightarrow e \quad i(i(x)) \rightarrow x \quad i(x \cdot y) \rightarrow i(x) \cdot i(y)$$

Note that $\mathcal{S}_G \subseteq \triangleright$. Normalized completion with respect to $\mathcal{S}_G$ results in the TRS $\mathcal{R}_G$:

$$f(x \cdot y) \rightarrow f(x) \cdot f(y) \quad f(e) \rightarrow e \quad f(i(x)) \rightarrow i(f(x))$$
Before proposing a maximal normalized completion procedure, we recall some concepts and notations related to AC rewriting and normalized rewriting.

**AC Rewriting and Unification.** A TRS $\mathcal{R}$ **terminates modulo AC** whenever the relation $\rightarrow_{R/AC}$ is well-founded. To establish AC termination we will consider AC-compatible reduction orders $\succ$, i.e., reduction orders that satisfy $\mathcal{E}_{AC} : \succ \cdot \mathcal{E}_{AC} \subseteq \succ$. The TRS $\mathcal{R}$ is **complete modulo AC** if it terminates modulo AC and the relation $\mathcal{E}_{AC \cup \mathcal{R}}$ coincides with $\rightarrow_{R/AC} \cdot \mathcal{E}_{AC} \cdot \rightarrow_{R/AC}$. It is an AC-complete presentation of an ES $\mathcal{E}$ if $\mathcal{R}$ is AC complete and $\mathcal{E}_{AC} \cdot \rightarrow_{R/AC} = \mathcal{E}_{AC \cup \mathcal{R}}$.

Let $\mathcal{L}$ be a theory with finitary and decidable unification problem. A substitution $\sigma$ constitutes an $\mathcal{L}$-unifier of two terms $s$ and $t$ if $s \mathcal{E}_{\mathcal{L}} t \sigma$ holds. An $\mathcal{L}$-**overlap** is a quadruple $(\ell_1 \rightarrow r_1, p, \ell_2 \rightarrow r_2) \Sigma$ consisting of rewrite rules $\ell_1 \rightarrow r_1$, $\ell_2 \rightarrow r_2$, a position $p \in \text{Pos}_\mathcal{L}(\ell_2)$, and a complete set $\Sigma$ of $\mathcal{L}$-unifiers of $\ell_2|_p$ and $\ell_1$. Then $\ell_2|_p \sigma \approx r_2 \sigma$ constitutes an $\mathcal{L}$-critical pair for every $\sigma \in \Sigma$. For two sets of rewrite rules $\mathcal{R}_1$ and $\mathcal{R}_2$, we also write $\text{CP}_{\mathcal{L}}(\mathcal{R}_1, \mathcal{R}_2)$ for the set of all $\mathcal{L}$-critical pairs emerging from an overlap where $\ell_1 \rightarrow r_1 \in \mathcal{R}_1$ and $\ell_2 \rightarrow r_2 \in \mathcal{R}_2$, and $\text{CP}_{\mathcal{L}}(\mathcal{R}_1)$ for the set of all $\mathcal{L}$-critical pairs such that $\ell_1 \rightarrow r_1, \ell_2 \rightarrow r_2 \in \mathcal{R}_1$.

We assume there is a fixed set of AC symbols $\mathcal{F}_{AC} \subseteq \mathcal{F}$. For a rewrite rule $\ell \rightarrow r$ with $\ell \in \mathcal{F}_{AC}$ the notation $(\ell \rightarrow r)^\ell$ refers to the extended rule $\ell + x \rightarrow r + x$, where $x \in \mathcal{V}$ is fresh. The TRS $\mathcal{R}^\ell$ contains all rules in $\mathcal{R}$ plus all extended rules $\ell + x \rightarrow r + x$ such that $\ell \rightarrow r \in \mathcal{R}$ [3].

**Normalized Rewriting.** We define normalized rewriting as in [22] but use a different notation to distinguish it from the common notation for rewriting modulo. Let $\mathcal{T}$ be a theory which has an AC-complete presentation as a TRS $\mathcal{S}$.

Two terms $s$ and $t$ admit an $\mathcal{S}$-**normalized $\mathcal{R}$-rewrite step** if

$$s \xrightarrow{\mathcal{S}/AC} \xrightarrow{\mathcal{L}} \xrightarrow{p} \xrightarrow{\mathcal{AC}} t$$

for some rule $\ell \rightarrow r$ in $\mathcal{R}$ and position $p$. We abbreviate (3) by $s \rightarrow^p_{\mathcal{S}/AC \cup \mathcal{R} \cup \mathcal{L}} t$ and write $s \rightarrow_{\mathcal{R} \setminus \mathcal{S}} t$ if $s \rightarrow_{\mathcal{R}} t$ for a rule $\ell \rightarrow r$ in $\mathcal{R}$ and position $p$. Let $\succ$ be an AC-compatible reduction order such that $\mathcal{S} \subseteq \succ$. For any set of rewrite rules $\mathcal{R}$ satisfying $\mathcal{R} \subseteq \succ$ the normalized rewrite relation $\rightarrow_{\mathcal{R} \setminus \mathcal{S}}$ is well-founded [21, 22], so we can consider equational proofs of the form $s \rightarrow^\ell_{\mathcal{R} \setminus \mathcal{S}} \cdot \mathcal{E}_{\mathcal{T}} \cdot \rightarrow^\ell_{\mathcal{R} \setminus \mathcal{S}} t$. These normal form proofs play a special role and are called normalized rewrite proofs. Because $\mathcal{S}$ is AC-complete for $\mathcal{T}$, any such proof can be transformed into a proof $s \mathcal{E}_{\mathcal{T}} t$, where $\mathcal{E}_{\mathcal{T}}$ abbreviates the relation

$$s \mathcal{E}_{\mathcal{T}} t$$

A TRS $\mathcal{R}$ is an $\mathcal{S}$-complete presentation of a set of equations $\mathcal{E}$ if $\rightarrow_{\mathcal{R} \setminus \mathcal{S}}$ is terminating and the relations $\mathcal{E}_{\mathcal{T}} \cup \mathcal{T}$ and $\mathcal{E}_{\mathcal{T}} \cup \mathcal{T}$ and $\mathcal{E}_{\mathcal{T}} \cup \mathcal{T}$ and $\mathcal{E}_{\mathcal{T}} \cup \mathcal{T}$, hence $\mathcal{E}_{\mathcal{T}} \cup \mathcal{T}$, coincide.

In the remainder of this section we assume that $\mathcal{E}_{\mathcal{T}}(\mathcal{E})$ is a finite set of rewrite systems $\mathcal{R}$ such that $\mathcal{R} \cup \mathcal{S}$ is AC terminating, for all ESs $\mathcal{E}$. Moreover, let the function $\text{Ext}_{\mathcal{S}}(\mathcal{E}) = \mathcal{R}$ for the set of critical pairs

$$\text{CP}_{\mathcal{L}}(\mathcal{R}^\ell) \cup \text{CP}_{\mathcal{AC}}(\mathcal{S}^\ell, \mathcal{R}^\ell) \cup \text{CP}_{\mathcal{AC}}(\mathcal{R}^\ell, \mathcal{S}^\ell)$$

**Definition 22.** Given a set of input equalities $\mathcal{E}_0$ and an ES $\mathcal{E}$, let

$$\varphi_s(\mathcal{E}) = \begin{cases} \mathcal{R} & \text{if } \mathcal{R} \in \mathcal{E}_{\mathcal{T}}(\mathcal{E}) \text{ such that } \mathcal{CP}_{\mathcal{S}}(\mathcal{R}) \cup \mathcal{E}_0 \subseteq \mathcal{E}_{\mathcal{T}}(\mathcal{E}) \\ \varphi_s(\mathcal{E} \cup \text{Ext}_{\mathcal{S}}(\mathcal{E})) & \text{otherwise.} \end{cases}$$
The proof of the following correctness statement is a straightforward adaptation of the respective result for standard completion (Lemma 4).

Lemma 23. If $\varphi_S(\mathcal{E})$ is defined then it is an $S$-complete presentation of $\mathcal{E}_0$.

Proof. Suppose $\varphi_S(\mathcal{E}_0) = R$, so $R \cup S$ is AC terminating since it was returned by $R_S$. Because of $CP_S(R) \subseteq \downarrow_{R \setminus S}$ the TRS $R$ is $S$-complete according to the results by Marché [22].

Let $\mathcal{E}_1, \ldots, \mathcal{E}_k$ be a sequence of normalized maximal completion, that is $\mathcal{E}_{i+1} = \mathcal{E}_i \cup \text{Ext}_S(\mathcal{E}_i)$ for all $1 \leq i < k$ and there is some $R \in RS(\mathcal{E}_k)$ such that $CP_S(R) \cup \mathcal{E}_0 \subseteq \downarrow_{R \setminus S}$. A simple induction argument using the global assumption that $\text{Ext}_S(\mathcal{E}) \subseteq \leftrightarrow^* AC \cup S \cup \mathcal{E}$ for all ESs $\mathcal{E}$ shows that $\mathcal{E}_k \subseteq \leftrightarrow^* AC \cup S \cup \mathcal{E}_0$. Since $R$ is over $\mathcal{E}_k$, also $\leftrightarrow^* R \subseteq \leftrightarrow^* AC \cup S \cup \mathcal{E}_0$ holds. Conversely, $\mathcal{E}_0 \subseteq \downarrow_{R \setminus S}$ is assumed. So $R$ is an $S$-complete presentation of $\mathcal{E}_0$. ◀

The maximal normalized completion implementation in MadMax can for instance complete the ES in Example 21 with respect to both AC (so $S = \emptyset$) or group theory (using $S_G$).

6 Implementation

In this section we briefly summarize an implementation of the discussed variants of maximal completion in the tool MadMax [36]. MadMax is implemented in OCaml and available as a command-line tool as well as via a web interface, on the accompanying website also example input can be found. Input problems can be submitted in the TPTP [31] as well as the trs format. The tool supports standard maximal completion, maximal ordered completion and theorem proving, as well as normalized completion. However, many modules are used for all of these modes. For the former, MadMax incorporates the extended Maxcomp version [25] which supports advanced termination techniques like dependency pairs.

In the following paragraphs we comment on the implementation of the three components corresponding to the main steps in maximal completion: (1) finding (AC) terminating TRSs, (2) success checks, and (3) selection of new equations and goals.

Finding rewrite systems. In order to find (AC) terminating rewrite systems that play the role of $R(\mathcal{E})$ and $R_S(\mathcal{E})$, respectively, MadMax adheres to the basic approach of Maxcomp [17] in that it solves optimization problems by means of a maxSAT/maxSMT solver. The objective of this optimization can be to (a) maximize the number of oriented equations as done in Maxcomp, or (b) the equations in $\mathcal{E}$ that are reducible, or to (c) minimize the number of rules or (d) the number of critical pairs. These optimization targets can also be combined, and completeness requirements as described in [25] can be added. Strategy (b) in combination with (c) has proved to be particularly useful, because it prefers small TRSs which can simplify many equations. This is especially beneficial in presence of AC symbols, where many rewrite rules and hence many critical pairs can drastically impact performance.

In order to guarantee termination of the resulting system, SMT encodings of termination techniques are used. These are LPO, KBO, and linear polynomials for ordered completion, where a ground-total reduction order is desired. For standard completion, MadMax additionally supports dependency pairs, a dependency graph approximation, and argument filterings for LPO and KBO, as described earlier [25]. These techniques can also be combined in a strategy involving sequential composition and choice. As a means to ensure AC termination, ACRPO is encoded [24]. The supported SMT solvers are Yices 1.0 [10] and Z3 [7].

1 http://cl-informatik.uibk.ac.at/software/madmax/
2 https://www.lri.fr/~marche/tpdb/format.html
Success checks. For standard and normalized completion, it is straightforward to check whether all critical pairs are joinable. In the latter case, \texttt{MadMax} only supports AC critical pairs. To conclude ground confluence, our tool supports the criterion of [33].

Selection. The extension functions \texttt{Ext}, \texttt{Ext}_g, and \texttt{Ext}_S are implemented to add a subset of (extended, AC) critical pairs among rules in \( \mathcal{R} \), and equations/goal for the case of ordered completion. In any case the selected equations get reduced to \( \mathcal{R} \)-normal form before they are added. \texttt{MadMax} severely limits the number of critical pairs that are added in every iteration to confine the exponential blowup. The selection heuristic prefers small equations and old, but not yet reducible equations.

Furthermore, \texttt{MadMax} can output equational (dis)proofs and ground completion proofs in a format that can be validated by the proof checker \texttt{CofTA} [30]. Further implementation details and evaluations on standard benchmark sets can be found in [36, 25].

We conclude with a final example illustrating a practical application. The tool \texttt{AQL}\(^3\) performs functorial data integration by means of a category-theoretic approach [27], taking advantage of (ground) completion. The following problem was communicated by the authors.

\begin{itemize}
  \item \textbf{Example 24.} Consider two database tables \texttt{ylsAL} and \texttt{ylsAW} relating amphibians to land and water animals, respectively. The relationship between their entries are described by 400 ground equations over symbols \texttt{ylsAL}, \texttt{ylsALL}, \texttt{ylsAW}, \texttt{ylsAWW} (which correspond to fields in the schemas) and 449 constants of the form \(a_i, w_i, l_i\) representing data items. The following six example equations may convey an impression:

\[
\begin{align*}
\texttt{ylsAW}(a_1) & \approx w_{29} & \texttt{ylsAW}(a_{78}) & \approx w_{16} & \texttt{ylsAW}(a_{61}) & \approx w_{30} \\
\texttt{ylsAL}(a_{37}) & \approx l_{80} & \texttt{ylsAL}(a_{84}) & \approx l_{6} & \texttt{ylsAL}(a_{29}) & \approx l_{47}
\end{align*}
\]

In addition, the equation \(\texttt{ylsALL}(\texttt{ylsAL}(x)) \approx \texttt{ylsAWW}(\texttt{ylsAW}(x))\) describes a mapping to a second database schema. A ground complete presentation of the entire system thus constitutes a representation of the data, translated to the second schema. \texttt{MadMax} discovers a complete presentation of 889 rules in less than 20 seconds, while \texttt{AQL}'s internal completion prover fails. \texttt{MadMax}' automatic mode switches to linear polynomials for such systems with many symbols, which turned out to be faster than LPO or KBO in this situation.
\end{itemize}

7 Conclusion

This paper explored variants of maximal completion, corresponding to ordered and normalized completion. These methods have multiple advantages over earlier approaches:

- The reduction order, a notoriously critical parameter, need not be fixed in advance. This also holds for tools with an automatic mode such as \texttt{RRL} [15], but there it is unsound to change the order once it was fixed [26]. In contrast, no such problem occurs in maximal completion.

- Using maxSMT encodings, the choice of an ordering can be “steered” towards beneficial properties of the resulting system (e.g. to orient a maximal number of equations, to reduce a maximal number of equations, or to stimulate complete systems [25]).

- Maximal completion exploits the advantage of parallelization in that multiple reduction orders can be considered (by choosing multiple rewrite systems in every iteration). Theorem 19 shows that in the linear case any complete system for a supported ordering will be found. But at the same time rewriting and critical pair computation are shared among the processes corresponding to the different choices of an ordering.

\[^3\] \url{http://categoricaldata.net/aql.html}
Efficiency is gained by orienting multiple equations at the same time. Theorem 19 shows that this also admits a (theoretical) bound on the number of required iterations.

Finally, the definitions and the corresponding proofs are concise and simple: neither proof orders [5] nor notions like peak or source decreasingness [11] are required.

Several directions for future work arise. First, we believe that also the completeness result for ground-total reduction orders carries over to maximal ordered completion [6]. The general case of completeness is still an open problem. Another interesting because practically relevant variant of completion operates on logically constrained rewrite systems (LCTRSs) [35]. Supporting maximal completion procedure for this setting might thus be a useful addition to MaxMæd. Maximal completion can be considered an approximation- and conflict-based approach: complete TRSs are overapproximated by terminating TRSs, and if a conflict (that is a non-joinable critical pair) is encountered, the approximation is refined. It would be interesting to investigate connections to other conflict-driven learning approaches such as lazy SMT solving or DPLL [9].
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1 Introduction

Probabilistic programming [11, 9, 35, 8] refers to the idea of developing a programming language for writing and reasoning about probabilistic models from machine learning and statistics. Such a language comes with the implementation of several generic inference algorithms that answer various queries about the models written in the language, such as posterior inference and marginalisation. By providing these algorithms, a probabilistic programming language enables data scientists to focus on designing good models based on their domain knowledge, instead of building effective inference engines for their models, a task that typically requires expertise in machine learning, statistics and systems. Even experts in machine learning and statistics may benefit from such a probabilistic programming system because using the system they can easily explore highly advanced models. Several probabilistic programming languages have been built. Good examples are Stan [8], PyMC [23], Church [9], Venture [19], Anglican [35, 30], Turing [7], Pyro [3], Edward [32, 31], ProbTorch [26] and Hakaru [20].

In the past five years, with colleagues from programming languages, machine learning and probability theory, I have worked on developing the semantic foundations, efficient inference algorithms, and static program analysis for such probabilistic programming languages, especially those that support expressive language features such as higher-order functions, continuous distributions and general recursion. At FSCD’19, I plan to talk about some of these projects related to semantics and the lessons that I learnt.

This document is a companion to my FSCD’19 talk. Its primary goal is to provide keywords and references to the work mentioned in the talk, and help interested people start their follow-up study. If the reader looks for systematic introduction to probabilistic programming, I recommend to look at books [10, 34, 6] and teaching materials on probabilistic programming instead.
Some Semantic Issues in Probabilistic Programming Languages

Listing 1 Anglican program with undefined posterior. (normal_pdf x 0 1) computes the density of the standard normal distribution at $x$. The program defines a model with two random variables $x$ and $y$, the former being sampled from the standard normal distribution and the latter from the exponential distribution. The random variable $y$ is observed to have the value 0, and the program expresses the posterior of $x$ under this observation.

\[
\text{(let } [x \text{ (sample (normal 0 1))}
\text{ \hspace{1cm} x_pdf (normal_pdf x 0 1)}
\text{ \hspace{1cm} y (observe (exponential (/ 1 x_prob)) 0))]
\text{ \hspace{1cm} x})
\]

2 Some research questions

A large part of my research has been about building a solid theoretical foundation for probabilistic programming languages. Doing so is particularly needed for such languages, because programs in those languages are run by inference engines but these inference engines only approximate the ideal mathematical semantics of these programs, namely, their posterior distributions. Even worse, sometimes probabilistic programs do not have posterior distributions at all, and I do not know of any inference engines that can detect it. Listing 1 shows one such program in Anglican, whose posterior distribution (or more precisely posterior density) is undefined.\footnote{Let $p_n(x, 0, 1)$ be the density at $x$ of the normal distribution with mean 0 and standard deviation 1, and $p_\lambda(y)$ be the density of the exponential distribution with rate $\lambda$. The prior of the program in Listing 1 is $p_n(x, 0, 1)$, and the likelihood is the density of the $1/p_n(x, 0, 1)$-rate exponential distribution at $y = 0$, which is $p_1/p_n(x, 0, 1)(y = 0) = 1/p_n(x, 0, 1)$. Thus, the joint density is 1. The marginal likelihood is $\infty$. Thus, the posterior density $p(x|y = 0)$ is undefined.} Also, I found this foundation building intellectually rewarding, because, as I will explain shortly, it made me think about unexpected connections among multiple disciplines and revisit old concepts in programming languages, such as data abstraction, from a new perspective.

Here are three specific research questions about the foundation for probabilistic programming that intrigued me and my colleagues.

Q1: How to define a good denotational semantics for higher-order probabilistic programming languages with continuous distributions and general recursions?

A standard tool for defining a continuous probability distribution rigorously is measure theory. But it turns out that measure theory is not good enough for defining the denotational semantics of higher-order probabilistic programming languages, such as Church, Venture and Anglican, because measure theory does not support higher-order functions well. The category of measurable spaces is not Cartesian closed, because the set of measurable functions $[\mathbb{R} \to_m \mathbb{R}]$ cannot be turned into a measurable space that makes the following evaluation map measurable [1]:

\[
ev : [\mathbb{R} \to_m \mathbb{R}] \times \mathbb{R} \to \mathbb{R}, \quad ev(f, r) = f(r).
\]

I have been involved in the joint efforts to address this semantic issue [29, 12, 25]. Using tools from category theory, we developed a theory of quasi-Borel spaces [12], which extends measure theory, and used our theory to define the denotational semantics of higher-order probabilistic programming languages and to prove the correctness of inference algorithms for
Listing 2 Anglican program with non-differentiable density. The program denotes a model with three random variables $x_1, x_2, y$, all three being drawn from the normal distribution with different parameters. It expresses the posterior distribution of $x_1$ under the condition that $y$ has the value 4.

\begin{verbatim}
(let [x1 (sample (normal 0 1))
    x2 (sample (normal (* x1 x1) 1))
    x3 (if (> x2 0) x1 x2)
    y (observe (normal x3 1) 4)]
x1)
\end{verbatim}

such languages [25]. Recently, Vákár, Kammar and Staton built a domain theory on top of quasi-Borel spaces, and showed how to handle term and type recursions in denotational semantics in the presence of continuous probability distributions [33].

An interesting future direction is to generalise well-known results from probability theory using the theory of quasi-Borel spaces. Our initial investigation with de Finetti’s theorem for exchangeable random sequences shows a promise [12].

Q2: Can a probabilistic program denote a distribution with a density that is not differentiable at some non-measure-zero set?

This question assumes a typical setting that gradient-based inference algorithms operate. In the setting, all sampling statements in probabilistic programs use distributions on $\mathbb{R}^n$ for some $n$ that have densities with respect to the Lebesgue measure, and those probabilistic programs mean distributions on traces of sampled values during execution. For instance, the posterior distribution of the program in Listing 2 has the following density $f : \mathbb{R}^2 \rightarrow [0, \infty)$ with respect to the Lebesgue measure on $\mathbb{R}^2$:

$$f(x_1, x_2) = p_n(x_1, 0, 1) \cdot p_n(x_2, x_1^2, 1) \cdot (\mathbb{1}_{[x_2 > 0]} \cdot p_n(4, x_1, 1) + \mathbb{1}_{[x_2 \leq 0]} \cdot p_n(4, x_2, 1))$$

where $p_n(x, m, \sigma)$ is the density at $x$ of the normal distribution with mean $m$ and standard deviation $\sigma$ and $\mathbb{1}_{[\varphi]}$ is the indicator function returning 1 if $\varphi$ holds and 0 otherwise.

The negative answer to the question is needed in order for these gradient-based inference algorithms to work correctly [21, 18]. Intuitively, it ensures that the algorithms never attempt to compute gradients at non-differentiable points, and the effects of these non-differentiable points to the algorithms can be estimated algorithmically.

Currently we have only a partial answer to the question. We proved that for a first-order probabilistic programming language without loops, if a program in the language uses only analytic operations as its primitive operations, the set of its non-differentiable points has measure zero [36]. The question is open for a language that supports higher-order functions, includes loops, or permits non-analytic primitive operations.

Q3: What is a good theory of data abstraction for probabilistic programming languages, which in particular can let us analyse modules from Bayesian nonparametrics?

Sophisticated probabilistic models from Bayesian nonparametrics are implemented as modules in some probabilistic programming languages, such as Church and Anglican [24, 30]. This question asks for extending the theory of data abstraction to account for such modules. Ideally, the theory should provide guidance about how to implement such modules, and help programmers understand the consequences of using these modules.

I became interested in the question because of an intriguing feature of these modules. They are often implemented using impure features, such as mutable state, but they still satisfy a type of equations that typically hold for pure modules, such as commutativity of
module operations. It turns out that this phenomenon is not an accident; the probabilistic models that the modules denote satisfy symmetry properties such as exchangeability and contractibility [22, 16], and the equations for the modules come from these properties [28, 27].

Answering the question amounts to connecting the theory of data abstraction in programming languages to the study on these symmetry properties in probability theory. So far we found a connection for the Beta-Bernoulli process, one of the simplest models [27], and inspired by this connection, we defined a new type of symmetry properties for probabilistic models and proved a representation theorem for them [15]. These results are far from answering the question posed, and I expect (and hope) that more deep results are waiting to be discovered.

The three questions are chosen mainly based on my personal taste. If the reader wants to gain a broad view on what semantics researchers care about regarding probabilistic programming languages, I recommend to read the following papers [17, 14, 13, 4, 2, 5].

3 Final remark

Probabilistic programming is an exciting topic that raises several fresh theoretical and practical questions in programming languages, statistics, machine learning and probability theory. I hope that my FCSD’19 talk and (highly incomplete and biased) list of research questions in the previous section helps the reader partially understand why I and my colleagues are excited about the topic. This document conveys the view of one programming-language researcher on probabilistic programming. To understand how machine learning researchers think about probabilistic programming, I recommend to watch the video recording of Josh Tenenbaum’s ICML’18 invited talk, and read the introduction of the book on probabilistic programming [34]; the introduction is written mostly by Frank Wood.
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We develop bicategory theory in univalent foundations. Guided by the notion of univalence for (1-)categories studied by Ahrens, Kapulkin, and Shulman, we define and study univalent bicategories. To construct examples of those, we develop the notion of “displayed bicategories”, an analog of displayed 1-categories introduced by Ahrens and Lumsdaine. Displayed bicategories allow us to construct univalent bicategories in a modular fashion. To demonstrate the applicability of this notion, we prove several bicategories are univalent. Among these are the bicategory of univalent categories with families and the bicategory of pseudofunctors between univalent bicategories. Our work is formalized in the UniMath library of univalent mathematics.
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1 Introduction

Category theory (by which we mean 1-category theory) is established as a convenient language to structure, and discuss, mathematical objects and maps between them. To axiomatize the fundamental objects of category theory itself – categories, functors, and natural transformations – the theory of 1-categories is not enough. Instead, category-like structures allowing for “morphisms between morphisms” were developed to account for the natural transformations. Among those are bicategories.

Bicategory theory was originally developed by Bénabou [5] in set-theoretic foundations. The goal of our work is to develop bicategory theory in univalent foundations. Specifically, we give here a notion of univalent bicategory and show that some bicategories of interest are univalent. To this end, we generalize displayed categories [2] to the bicategorical setting, and prove that the total bicategory spanned by a displayed bicategory is univalent, if the constituent pieces are.

Univalent foundations and categories therein. According to Voevodsky, a foundation of mathematics consists of three things:
1. a language for mathematical objects;
2. a notion of proposition and proof; and
3. an interpretation of those into a world of mathematical objects.

By “univalent foundations”, we mean the foundation given by univalent type theory as described, e.g., in the HoTT book [21], with its notion of “univalent logic”, and the interpretation of univalent type theory in simplicial sets expected to arise from Voevodsky’s simplicial set model [14].

In the simplicial set model, univalent categories (just called “categories” in [1]) correspond to truncated complete Segal spaces, which in turn are equivalent to ordinary (set-theoretic) categories. This means that univalent categories are “the right” notion of categories in univalent foundations: they correspond exactly to the traditional set-theoretic notion of category. Similarly, the notion of univalent bicategory, studied in this paper, provides the correct notion of bicategory in univalent foundations.

Throughout this article, we work in type theory with function extensionality. We explicitly mention any use of the univalence axiom. We use the notation standardized in [21]; a significantly shorter overview of the setting we work in is given in [1]. As a reference for 1-category theory in univalent foundations, we refer to [1], which follows a path suggested by Hofmann and Streicher [13, Section 5.5].

Bicategories for Type Theory. Our motivation for this work stems from several particular (classes of) bicategories, that come up in our work on the semantics of type theories and Higher Inductive Types (HITs).

Firstly, we are interested in the “categories with structure” that have been used in the model theory of type theories. The purpose of the various categorical structures is to model context extension and substitution. Prominent such notions are categories with families (see, e.g., [8, 9]), categories with attributes (see, e.g., [19]), and categories with display maps (see, e.g., [20]). Each notion of “categorical structure” gives rise to a bicategory whose objects are categories equipped with such a structure. Secondly, in the study of HITs, bicategories of algebras feature prominently, see, e.g., work by Dybjer and Moenclaey [10]. Our long term goal is to show that these bicategories are univalent.
Displayed bicategories. In this work, we develop the notion of displayed bicategory analogous to the 1-categorical notion of displayed category introduced in [2]. Intuitively, a displayed bicategory $D$ over a bicategory $B$ represents data and properties to be added to $B$ to form a new bicategory: $D$ gives rise to the total bicategory $\int D$. Its cells are pairs $(b, d)$ where $d$ in $D$ is a “displayed cell” over $b$ in $B$.

When a bicategory is built as the total bicategory $\int D$ of a displayed bicategory $D$ over base $B$, univalence of $\int D$ can be shown from univalence of $B$ and “displayed univalence” of $D$. The latter two conditions are easier to show, sometimes significantly easier.

Two features make the displayed point of view particularly useful: firstly, displayed structures can be iterated, making it possible to build bicategories of very complicated objects layerwise. Secondly, displayed “building blocks” can be provided, for which univalence is proved once and for all. These building blocks, e.g., cartesian product, can be used like LEGO™ pieces to modularly build complicated bicategories that are automatically accompanied by a proof of univalence.

We demonstrate these features in examples, proving univalence of three complicated (classes of) bicategories: first, the bicategory of pseudofunctors between two univalent bicategories; second, bicategories of algebraic structures; and third, the bicategory of categories with families.

Formalization. The results presented here are mechanized in the UniMath library [22], which is based on the Coq proof assistant [17]. The UniMath library is under constant development; in this paper, we refer to the version with git hash ab97d96. Throughout the paper, definitions and statements are accompanied by a link to the online documentation of that version. For instance, the link bicat points to the definition of a bicategory.

Related work. Our work extends the notion of univalence from 1-categories [1] to bicategories. Similarly, we extend the notion of displayed 1-category [2] to the bicategorical setting.

Capriotti and Kraus [7] study univalent $(n,1)$-categories for $n \in \{0,1,2\}$. They only consider bicategories where the 2-cells are equalities between 1-cells; in particular, all 2-cells in [7] are invertible, and their $(2,1)$-categories are by definition locally univalent. Consequently, the condition called univalence by Capriotti and Kraus is what we call global univalence, cf. Definition 3.1, Item 2. In this work, we study bicategories, a.k.a. $(2,2)$-categories, that is, we allow for non-invertible 2-cells. The examples we study in Section 6 are proper $(2,2)$-categories and are not covered by [7].

Lafont, Hirschowitz, and Tabareau [15] are working on formalizing $\omega$-categories in type theory. Their work is guided by work by Finster and Mimram [11], who develop a type theory for which the models (in set theory) are precisely weak $\omega$-categories.

2 Bicategories and Some Examples

Bicategories were introduced by Bénabou [5] in 1967, encompassing monoidal categories, 2-categories (in particular, the 2-category of categories), and other examples. He (and later many other authors) defines bicategories in the style of “categories weakly enriched in categories”. That is, the homs $B_1(a,b)$ of a bicategory $B$ are taken to be (1-)categories, and composition is given by a functor $B_1(a,b) \times B_1(b,c) \to B_1(a,c)$. This presentation of bicategories is concise and convenient for communication between mathematicians.

In this article, we use a different, more unfolded definition of bicategories, which is inspired by Bénabou [5, Section 1.3] and [18, Section “Details”]. It is more verbose than the definition via weak enrichment. However, it is better suited for our purposes, in particular, it is suitable for defining displayed bicategories, cf. Section 4.
A bicategory \( \mathcal{B} \) consists of
1. a type \( \mathcal{B}_0 \) of objects;
2. a type \( \mathcal{B}_1(a,b) \) of 1-cells for all \( a,b : \mathcal{B}_0 \);
3. a set \( \mathcal{B}_2(f,g) \) of 2-cells for all \( a,b : \mathcal{B}_0 \) and \( f,g : \mathcal{B}_1(a,b) \);
4. an identity 1-cell \( \text{id}_1(a) : \mathcal{B}_1(a,a) \);
5. a composition \( \mathcal{B}_1(a,b) \times \mathcal{B}_1(b,c) \to \mathcal{B}_1(a,c) \), written \( f \cdot g \);
6. an identity 2-cell \( \text{id}_2(f) : \mathcal{B}_2(f,f) \);
7. a vertical composition \( \theta \cdot \gamma : \mathcal{B}_2(f,h) \) for all 1-cells \( f,g,h : \mathcal{B}_1(a,b) \) and 2-cells \( \theta : \mathcal{B}_2(f,g) \) and \( \gamma : \mathcal{B}_2(g,h) \);
8. a left whiskering \( f \smallfrown \theta : \mathcal{B}_2(f \cdot g,f \cdot h) \) for all 1-cells \( f : \mathcal{B}_1(a,b) \) and \( g,h : \mathcal{B}_1(b,c) \) and 2-cells \( \theta : \mathcal{B}_2(g,h) \);
9. a right whiskering \( \theta \triangleright h : \mathcal{B}_2(f \cdot h,g \cdot h) \) for all 1-cells \( f,g : \mathcal{B}_1(a,b) \) and \( h : \mathcal{B}_1(c,d) \) such that, for all suitable objects, 1-cells, and 2-cells,
10. \( \text{id}_2(f) \cdot \theta = \theta \cdot \text{id}_2(g) = \theta, \theta \cdot (\gamma \cdot \tau) = (\theta \cdot \gamma) \cdot \tau \);
11. \( f \smallfrown (\text{id}_2(g)) = \text{id}_2(f \cdot g), f \smallfrown (\theta \cdot \gamma) = (f \smallfrown \theta) \cdot (f \smallfrown \gamma) \);
12. \((\text{id}_2(f)) \triangleright g = \text{id}_2(f \cdot g), (\theta \cdot \gamma) \triangleright g = (\theta \triangleright g) \cdot (\gamma \triangleright g) \);
13. \((\text{id}_1(a)) \smallfrown \theta \cdot \lambda(g) = \lambda(f) \cdot \theta \);
14. \(\theta \triangleright \text{id}_1(b) \cdot \rho(g) = \rho(f) \cdot \theta \);
15. \( f \smallfrown (g \smallfrown i) \cdot \alpha(f,g,h) = \alpha(f,g,h) \cdot ((f \cdot g) \smallfrown i) \);
16. \((f \smallfrown (\theta \triangleright i)) \cdot \alpha(f,h,i) = \alpha(f,g,i) \cdot ((f \smallfrown \theta) \triangleright i) \);
17. \((\theta \triangleright (h \triangleright i)) \cdot \alpha(g,h,i) = \alpha(f,h,i) \cdot ((\theta \triangleright h) \triangleright i) \);
18. \(\lambda(f) \cdot \lambda(f)^{-1} = \text{id}_2(\text{id}_1(a) \cdot f), \lambda(f)^{-1} \cdot \lambda(f) = \text{id}_2(f) \);
19. \(\rho(f) \cdot \rho(f)^{-1} = \text{id}_2(f \cdot \text{id}_1(b)), \rho(f)^{-1} \cdot \rho(f) = \text{id}_2(f) \);
20. \(\alpha(f,g,h) \cdot \alpha(f,g,h)^{-1} = \text{id}_2(f \cdot (g \cdot h)), \alpha(f,g,h)^{-1} \cdot \alpha(f,g,h) = \text{id}_2((f \cdot g) \cdot h) \);
21. \(\alpha(f,\text{id}_1(b),g) \cdot \rho(f) \triangleright g = f \smallfrown \lambda(f) \);
22. \(\alpha(f,g,h \cdot i) \cdot \alpha(f,g,h,i) = (f \smallfrown \alpha(g,h,i)) \cdot \alpha(f,g,h,i) \cdot (\alpha(f,g,h) \triangleright i) \).

We write \( a \to b \) for \( \mathcal{B}_1(a,b) \) and \( f \Rightarrow g \) for \( \mathcal{B}_2(f,g) \). Riley formalized a definition of bicategories via weak enrichment in \texttt{UniMath}, based on work by Lumsdaine. These two definitions are equivalent.

**Proposition 2.2.** The definition of bicategories given in Definition 2.1 is equivalent to the formalized definition in terms of weak enrichment.

This result is not formalized in our computer-checked library. However, as a sanity check for our definition of bicategory, we constructed maps between the two variations of bicategories, see \texttt{BicategoryOfBicat.v} and \texttt{BicatOfBicategory.v}.

Recall that our goal is to study univalence of bicategories, which is a property that relates equivalence and equality. For this reason, we study the two analogs of the 1-categorical notion of isomorphism. The first one is the notion of invertible 2-cells.

**Definition 2.3 (is_invertible_2cell).** A 2-cell \( \theta : f \Rightarrow g \) is called invertible if we have \( \gamma : g \Rightarrow f \) such that \( \theta \cdot \gamma = \text{id}_2(f) \) and \( \gamma \cdot \theta = \text{id}_2(g) \). An invertible 2-cell consists of a 2-cell and a proof that it is invertible, and \texttt{inv2cell}(f,g) is the type of invertible 2-cells from \( f \) to \( g \).
Since inverses are unique, being an invertible 2-cell is a proposition. In addition, \( \text{id}_2(f) \) is invertible, and we write \( \text{id}_2(f) : \text{inv2cell}(f, f) \) for this invertible 2-cell. The second analog of isomorphisms is the notion of adjoint equivalences.

**Definition 2.4 (adjoint_equivalence).** An adjoint equivalence structure on a 1-cell \( f : a \to b \) consists of a 1-cell \( g : b \to a \) and invertible 2-cells \( \eta : \text{id}_2(f) \Rightarrow f \cdot g \) and \( \varepsilon : g \cdot f \Rightarrow \text{id}_2(g) \) together with paths

\[
\rho(g)^{-1} \cdot (g \triangleleft \eta) \cdot \alpha(g, f, g)^{-1} \cdot (\varepsilon \triangleright g) \cdot \lambda(g) = \text{id}_2(g),
\]
\[
\lambda(g)^{-1} \cdot (\eta \triangleright f) \cdot \alpha(f, g, f) \cdot (f \triangleleft \varepsilon) \cdot \rho(f) = \text{id}_2(f).
\]

An adjoint equivalence consists of a map \( f \) together with an adjoint equivalence structure on \( f \). The type \( \text{AdjEquiv}(a, b) \) consists of all adjoint equivalences from \( a \) to \( b \).

We call \( \eta \) and \( \varepsilon \) the unit and counit of the adjunction, and we call \( g \) the right adjoint. The prime example of an adjoint equivalence is the identity 1-cell \( \text{id}_1(a) \) and we denote it by \( \text{id}_1(a) : \text{AdjEquiv}(a, a) \). Sometimes, we write \( a \simeq b \) for \( \text{AdjEquiv}(a, b) \).

Before we continue our study of univalence, we present some examples of bicategories.

**Example 2.5 (fundamental_bigroupoid).** Let \( X \) be a 2-type. Then we define a bicategory whose 0-cells are inhabitants of \( X \), 1-cells from \( x \) to \( y \) are paths \( x = y \), and 2-cells from \( p \) to \( q \) are higher paths \( p = q \). The operations are defined with path induction. Every 1-cell is an adjoint equivalence and every 2-cell is invertible.

**Example 2.6 (one_types).** Let \( U \) be a universe. The objects of the bicategory \( \text{1-Type}_U \) of 1-types from \( U \) are 1-truncated types of the universe \( U \), the 1-cells are functions between the underlying types, and the 2-cells are homotopies between functions. The 1-cells \( \text{id}_1(X) \) and \( f \cdot g \) are defined as the identity and composition of functions. The 2-cell \( \text{id}_2(f) \) is \( \text{refl} \), the 2-cell \( p \cdot q \) is the concatenation of paths. The unitors and associators are defined as the identity path. Every 2-cell is invertible and adjoint equivalences between \( X \) and \( Y \) are the same as equivalences from \( X \) to \( Y \).

**Example 2.7 (bicat_of_cats).** We define the bicategory \( \text{Cat} \) of univalent categories as the bicategory whose 0-cells are univalent categories, 1-cells are functors, and 2-cells are natural transformations. For the operations, we use the identity and composition of functors, and whiskering of functors and transformations. The internal invertible 2-cells are the natural isomorphisms of functors, and the internal adjoint equivalences correspond to external adjoint equivalences of categories.

### 3 Univalent Bicategories

Recall that a (1-)category \( \mathcal{C} \) (called “precategory” in [1]) is called univalent if, for every two objects \( a, b : \mathcal{C}_0 \), the canonical map \( \text{idtoiso}_{a, b} : (a = b) \to \text{Iso}(a, b) \) from identities between \( a \) and \( b \) to isomorphisms between them is an equivalence. For bicategories, where we have one more layer of structure, univalence can be imposed both locally and globally.

**Definition 3.1 (Univalence.v).** Univalence for bicategories is defined as follows:

1. Let \( a, b : \mathcal{B}_0 \) and \( f, g : \mathcal{B}_1(a, b) \) be objects and morphisms of \( \mathcal{B} \); by path induction we define a map \( \text{idtoiso}^{2,1}_{f, g} : f = g \to \text{inv2cell}(f, g) \) which sends \( \text{refl}(f) \) to \( \text{id}_2(f) \). A bicategory \( \mathcal{B} \) is locally univalent if, for every two objects \( a, b : \mathcal{B}_0 \) and two 1-cells \( f, g : \mathcal{B}_1(a, b) \), the map \( \text{idtoiso}^{2,1}_{f, g} \) is an equivalence.
2. Let \(a, b : B_0\) be objects of \(B\); using path induction we define \(\text{idtoiso}^2_{a,b} : a = b \to \text{AdjEquiv}(a, b)\) sending \(\text{refl}(a)\) to \(\text{id}_{1_0(a)}\). A bicategory \(B\) is \textit{globally univalent} if, for every two objects \(a, b : B_0\), the canonical map \(\text{idtoiso}^2_{a,b}\) is an equivalence.

3. (is_univalent_2) We say that \(B\) is \textit{univalent} if \(B\) is both locally and globally univalent.

While right adjoints are only unique up to equivalence in general, they are unique up to identity when the bicategory is locally univalent:

\[\textbf{Proposition 3.2} (\text{isaprop_left_adjoint_equivalence}). \text{Let } B \text{ be locally univalent. Then having an adjoint equivalence structure on a 1-cell in } B \text{ is a proposition.}\]

As a corollary of this proposition we get the following:

\[\textbf{Theorem 3.3}. \text{In a univalent bicategory } B, \text{ the type } B_0 \text{ of 0-cells is a 2-type, and for any two objects } a, b : B_0, \text{ the type } a \to b \text{ of 1-cells from } a \text{ to } b \text{ is a 1-type.}\]

To prove global univalence of a bicategory, we need to show that \(\text{idtoiso}^2_{a,b}\) is an equivalence. Often we do that by constructing a map in the other direction and showing these two are inverses. This requires comparing adjoint equivalences, which is done with the help of Proposition 3.2.

Now let us prove the examples from Section 2 are univalent.

\[\textbf{Example 3.4}. \text{The following bicategories are univalent:}\]

1. (\text{TwoType.v, Example 2.5 cont’d}) The fundamental bigroupoid of each 2-type is univalent.

2. (\text{OneTypes.v, Example 2.6 cont’d}) The bicategory of 1-types of a universe \(U\) is locally univalent; this is a consequence of function extensionality. If we assume the univalence axiom for \(U\), then 1-types form a univalent bicategory.

It is more difficult to prove the bicategory of univalent categories is univalent, and we only give a brief sketch of this proof.

\[\textbf{Proposition 3.5} (\text{BicatOfCats.v, Example 2.7 cont’d}). \text{The bicategory } \text{Cat} \text{ is univalent.}\]

Local univalence follows from the fact that the functor category \([C, D]\) is univalent if \(D\) is. For global univalence, we use that the type of identities on categories is equivalent to the type of adjoint equivalences between categories [1, Theorem 6.17]. The proof proceeds by factoring \(\text{idtoiso}^0\) as a chain of equivalences \((C = D) \to \text{Cat}(C, D) \to \text{AdjEquiv}(C, D)\). To our knowledge, a proof of global univalence was first computer-formalized by Rafaël Bocquet\(^1\).

In the previous examples, we proved univalence directly. However, in many complicated bicategories such proofs are not feasible. An example of such a bicategory is the bicategory \(\text{Pseudo}(B, C)\) of pseudofunctors from \(B\) to \(C\), pseudotransformations, and modifications [16] (for a univalent bicategory \(C\)). Even in the 1-categorical case, proving the univalence of the category \([C, D]\) of functors from \(C\) to \(D\), and natural transformations between them, is tedious. In Section 5, we develop some machinery to prove the following theorem.

\[\textbf{Theorem 3.6} (\text{psfunctor_bicat_is_univalent_2}). \text{If } B \text{ is a (not necessarily univalent) bicategory and } C \text{ is a univalent bicategory, then the bicategory } \text{Pseudo}(B, C) \text{ of pseudofunctors from } B \text{ to } C \text{ is univalent.}\]

\(^1\) https://github.com/mortberg/cubicaltt/blob/master/examples/category.ctt
4 Displayed Bicategories

In this section, we introduce displayed bicategories, the bicategorical analog to the notion of displayed category developed in [2]. A displayed (1-)category \( D \) over a given (base) category \( C \) consists of a family of objects over objects in \( C \) and a family of morphisms over morphisms in \( C \) together with suitable displayed operations of composition and identity. A category \( fD \) is then constructed, the objects and morphisms of which are pairs of objects and morphisms from \( C \) and \( D \), respectively. Properties of \( fD \), in particular univalence, can be shown from analogous, but simpler, conditions on \( C \) and \( D \).

A prototypical example is the following displayed category over \( C := \text{Set} \): an object over a set \( X \) is a group structure on \( X \), and a morphism over a function \( f : X \to X' \) from group structure \( G \) (on \( X \)) to group structure \( G' \) (on \( X' \)) is a proof of the fact that \( f \) is compatible with \( G \) and \( G' \). The total category is the category of groups, and its univalence follows from univalence of \( \text{Set} \) and a univalence property of the displayed data.

Just like in 1-category theory, many examples of bicategories are obtained by endowing previously considered bicategories with additional structure. An example is the bicategory of pointed 1-types in \( U \). The objects in this bicategory are pairs of a 1-type \( A \) and an inhabitant \( a : A \). The morphisms are pairs of a morphism \( f \) of 1-types and a path witnessing that \( f \) preserves the selected points. Similarly, the 2-cells are pairs of a homotopy \( p \) and a proof that this \( p \) commutes with the point preservation proofs. Thus, this bicategory is obtained from \( 1\text{-Type}_U \) by endowing the cells on each level with additional structure.

Of course, the structure should be added in such a way that we are guaranteed to obtain a bicategory at the end. Now let us give the formal definition of displayed bicategories.

\[ \text{Definition 4.1 (disp_bicat). Given a bicategory } B, \text{ a displayed bicategory } D \text{ over } B \]

\[ \text{is given by data analogous to that of a bicategory, to which the numbering refers:} \]

1. for each \( a : B_0 \) a type \( D_a \) of displayed 0-cells over \( a \);
2. for each \( f : a \to b \) in \( B \) and \( \bar{a} : D_a, \bar{b} : D_b \) a type \( \bar{a} \xrightarrow{f} \bar{b} \) of displayed 1-cells over \( f \);
3. for each \( \theta : f \Rightarrow g \) in \( B \), \( \bar{f} : \bar{a} \xrightarrow{\lambda} \bar{b} \) and \( \bar{g} : \bar{a} \Rightarrow \bar{b} \) a set \( \bar{g} \Rightarrow \bar{d} \) of displayed 2-cells over \( \theta \) and dependent versions of operations and laws from Definition 2.1, which are
4. for each \( a : B_0 \) and \( \bar{a} : D_0(a) \), we have \( \text{id}_1(\bar{a}) : \bar{a} \xrightarrow{id_1(a)} \bar{a} \);
5. for all 1-cells \( f : a \to b, g : b \to c \), and displayed 1-cells \( \bar{f} : \bar{a} \xrightarrow{f} \bar{b} \) and \( \bar{g} : \bar{b} \Rightarrow \bar{c} \), we have a displayed 1-cell \( \bar{f} \cdot \bar{g} : \bar{a} \xrightarrow{f \cdot g} \bar{c} \);
6. for all \( f : B_1(a, b), \bar{a} : D_0(a), \bar{b} : D_0(b) \), and \( \bar{f} : \bar{a} \xrightarrow{\lambda} \bar{b} \), we have \( \text{id}_2(\bar{f}) : \bar{f} \xrightarrow{id_2(f)} \bar{f} \);
7. for 2-cells \( \theta : f \Rightarrow g \) and \( \gamma : g \Rightarrow h \), and displayed 2-cells \( \bar{\theta} : \bar{f} \Rightarrow \bar{g} \) and \( \bar{\gamma} : \bar{g} \Rightarrow \bar{h} \), we have displayed 2-cell \( \bar{\theta} \bullet \bar{\gamma} : \bar{f} \xrightarrow{\theta \bullet \gamma} \bar{h} \);
8. for each displayed 1-cell \( \bar{f} \) and each displayed 2-cell \( \bar{g} \Rightarrow \bar{h} \), we have a displayed 2-cell \( \bar{f} \triangleleft \bar{\theta} : \bar{f} \cdot \bar{g} \xrightarrow{\theta \triangleleft} \bar{f} \cdot \bar{h} \);
9. for each displayed 1-cell \( \bar{h} : b \Rightarrow \bar{c} \) and each displayed 2-cell \( \bar{f} \Rightarrow \bar{g} \), we have a displayed 2-cell \( \bar{f} \triangleright \bar{h} : \bar{h} \xrightarrow{\bar{h} \triangleright} \bar{h} \);
10. for each \( \bar{f} \) and \( \bar{a} \), we have displayed 2-cells \( \lambda(\bar{f}) : \text{id}_1(\bar{a}) \cdot \bar{f} \xrightarrow{\lambda_1} \bar{f} \) and \( \lambda^{-1}(\bar{f}) : \bar{f} \xrightarrow{\lambda^{-1}_1} \text{id}_1(\bar{a}) \cdot \bar{f} \);
11. for each \( \bar{f} \) and \( \bar{a} \), displayed 2-cells \( \rho(\bar{f}) : \bar{f} \cdot \text{id}_1(\bar{b}) \xrightarrow{\rho_1} \bar{f} \) and \( \rho^{-1}(\bar{f}) : \bar{f} \xrightarrow{\rho^{-1}_1} \bar{f} \cdot \text{id}_1(\bar{b}) \);
12. for each \( \bar{f} \), \( \bar{g} \), \( \bar{b} \), \( \bar{c} \), and \( \bar{h} \), we have displayed 2-cells \( \alpha(\bar{f}, \bar{g}, \bar{h}) : \bar{f} \cdot (\bar{g} \cdot \bar{h}) \xrightarrow{\alpha(f, g, h)} (\bar{f} \cdot \bar{g}) \cdot \bar{h} \) and \( \alpha^{-1}(\bar{f}, \bar{g}, \bar{h})^{-1} : (\bar{f} \cdot \bar{g}) \cdot \bar{h} \xrightarrow{\alpha^{-1}(f, g, h)} \bar{f} \cdot (\bar{g} \cdot \bar{h}) \).
Note that we use the same notation for the displayed and the non-displayed operations.

These operations are subject to laws, which are derived systematically from the non-displayed version. Just as for displayed 1-categories, the laws of displayed bicategories are heterogeneous, because they are transported along the analogous law in the base bicategory. For instance, the displayed left-unitary law for identity reads as $\text{id}_2(f) \bullet \bar{\theta} = e \bar{\theta}$, where $e$ is the corresponding identity of Item 13 in Definition 2.1.

13. $\text{id}_2(f) \bullet \theta = e \theta$, $\theta \bullet \text{id}_2(g) = e \theta$, $\theta \bullet (\gamma \bullet \tau) = (\theta \bullet \gamma) \bullet \tau$;
14. $(f < (\text{id}_2 g)) = e (f < \theta) \bullet (f < \gamma)$;
15. $(\text{id}_2 f) \triangleright g = e \text{id}_2(f \cdot g) = e (\theta \triangleright g) \bullet (\gamma \triangleright g)$;
16. $(\text{id}_2(a) < \theta) \bullet \lambda(g) = e \lambda(f) \bullet \theta$;
17. $(\theta \triangleright \text{id}_2(b)) \bullet \rho(g) = e \rho(f) \bullet \theta$;
18. $(f < (g < \theta)) \bullet \alpha(f, g, i) = e (f \cdot g) < \theta$;
19. $(f < (\theta < i)) \bullet \alpha(f, h, i) = e (f, g, i) < (f < \theta) \triangleright i$;
20. $(\theta \triangleright (h \cdot i)) \bullet \alpha(g, h, i) = e (f, h, i) < ((\theta \triangleright h) \triangleright i)$;
21. $\lambda(f) \cdot \lambda(f)^{-1} = e \text{id}_2(\alpha(a) \cdot f)$, $\lambda(f)^{-1} \cdot \lambda(f) = e \text{id}_2(f)$;
22. $\rho(f) \cdot \rho(f)^{-1} = e \text{id}_2(f \cdot \text{id}_2(b))$, $\rho(f)^{-1} \cdot \rho(f) = e \text{id}_2(f)$;
23. $\alpha(f, g, h) \cdot \alpha(f, g, h)^{-1} = e \text{id}_2(f \cdot g)$, $\alpha(f, g, h)^{-1} \cdot \alpha(f, g, h) = e \text{id}_2((f \cdot g) \cdot h)$;
24. $\alpha(f, \text{id}_2(b), g) \cdot (\rho(f) \triangleright g) = e (f < \lambda(f))$;
25. $\alpha(f, g, h \cdot i) \bullet \alpha(f, g, h, i) = e (f < (g, h, i)) \bullet (f < (g, h) \triangleright i)$.

The purpose of displayed bicategories is to give rise to a total bicategory together with a projection pseudofunctor. They are defined as follows:

**Definition 4.2 (total_bicat).** Given a displayed bicategory $D$ over a bicategory $B$, we can form a total bicategory $\int D$ (or $\int_B D$) which has:
1. as 0-cells tuples $(a, \bar{a})$, where $a : B$ and $\bar{a} : D_a$;
2. as 1-cells tuples $(f, \bar{f}) : (a, \bar{a}) \to (b, \bar{b})$, where $f : a \to b$ and $\bar{f} : \bar{a} \overset{f}{\to} \bar{b}$;
3. as 2-cells tuples $(\theta, \bar{\theta}) : (f, \bar{f}) \Rightarrow (g, \bar{g})$, where $\theta : f \Rightarrow g$ and $\bar{\theta} : \bar{f} \Rightarrow \bar{g}$.
We also have a projection pseudofunctor $\pi_D : \text{Pseudo}(\int D, B)$.

As mentioned before, the bicategory of pointed 1-types is the total bicategory of the following displayed bicategory.

**Example 4.3 (pitypes Disp. Example 3.4, Item 2 cont’d).** Given a universe $U$, we build a displayed bicategory of pointed 1-types over the base bicategory of 1-types in $U$ (Example 2.6).
- For 1-type $A$ in $U$, the objects over $A$ are inhabitants of $A$.
- For $f : A \to B$ with $A, B$ 1-types in $U$, the maps over $f$ from $a$ to $b$ are paths $f(a) = b$.
- Given two maps $f, g : A \to B$, a path $p : f = g$, two points $a : A$ and $b : B$, and paths $q_f : f(a) = b$ and $q_g : g(a) = b$, the 2-cells over $p$ are paths $\text{transport}^{x \mapsto y = b}(p, q_f) = q_g$.

The bicategory of pointed 1-types is the total bicategory of this displayed bicategory.

**Example 4.4 (disp fullsubbicat).** We can select the 0-cells of a bicategory $B$ by attaching a property $P : B \to \text{hProp}$. Define a displayed bicategory $D$ over $B$ such that $D_a = \equiv P(x)$, and the types of displayed 1-cells and 2-cells are the unit type. Now we define the full subbicategory of $B$ with cells satisfying $P$ to be the total bicategory of $D$.

We end this section with several general constructions of displayed bicategories.

**Definition 4.5 (Various constructions of displayed bicategories).**
1. (disp dirprod bicat) Given displayed bicategories $D_1$ and $D_2$ over a bicategory $B$, we construct the product $D_1 \times D_2$ over $B$. The 0-cells, 1-cells, and 2-cells are pairs of 0-cells, 1-cells, and 2-cells respectively.
2. (sigma_bicat) Given a displayed bicategory $D$ over a base $B$ and a displayed bicategory $E$ over $D$, we construct a displayed bicategory $\sum_B E$ over $B$ as follows. The objects over $a : B$ are pairs $(\bar{a}, e)$, where $\bar{a} : D_a$ and $e : E_{(a,a)}$, the morphisms over $f : a \to b$ from $(\bar{a}, e)$ to $(\bar{b}, e')$ are pairs $(\bar{f}, \phi)$, where $\bar{f} : \bar{a} \overset{\bar{f}}\to \bar{b}$ and $\phi : e \overset{(\bar{f}, \bar{f})}{\Rightarrow} e'$, and similarly for 2-cells.

3. (trivialDisplayed_bicat) Every bicategory $D$ is, in a trivial way, a displayed bicategory over any other bicategory $B$. Its total bicategory is the direct product $B \times D$.

4. (disp_cell_unit_bicat) We say a displayed bicategory $D$ over $B$ is chaotic if, for each $\alpha : f \Rightarrow g$ and $\bar{f} : \bar{a} \overset{\bar{f}}\to \bar{b}$ and $\bar{g} : \bar{a} \overset{\bar{g}}\Rightarrow \bar{b}$, the type $\bar{f} \overset{\alpha}{\Rightarrow} \bar{g}$ is contractible. Let $B$ be a bicategory and suppose we have
   - a type $D_0$ and a type family $D_1$ on $B$ as in Definition 4.1;
   - displayed 1-identities $\text{id}_1$ and compositions $(\cdot)$ of displayed 1-cells as Definition 4.1.

Then we have an associated chaotic displayed bicategory $\overline{D}(D_0, D_1, \text{id}_1, (\cdot))$ over $B$ by stipulating that the types of 2-cells are the unit type.

## 5 Displayed univalence

Given a bicategory $B$ and a displayed bicategory $D$ on $B$, our goal is to prove the univalence of $D$ from conditions on $B$ and $D$. For that, we develop the notion of univalent displayed bicategories. We start by defining displayed versions of invertible 2-cells.

**Definition 5.1** (is_disp_invertible_2cell). Given a bicategory $B$ and a displayed bicategory $D$ over $B$. Suppose we have objects $a, b : B_0$, two 1-cells $f, g : B_1(a, b)$, and an invertible 2-cell $\theta : B_2(f, g)$. Suppose that we also have $\bar{a} : D_0(a), \bar{b} : D_0(b), \bar{f} : \bar{a} \overset{\bar{f}}\to \bar{b}$, $\bar{g} : \bar{a} \overset{\bar{g}}\Rightarrow \bar{b}$, and $\bar{\theta} : \bar{f} \overset{\theta}{\Rightarrow} \bar{g}$. Then we say $\bar{\theta}$ is invertible if we have $\bar{\gamma} : \bar{g} \overset{\theta^{-1}}\Rightarrow \bar{f}$ such that $\bar{\theta} \cdot \bar{\gamma}$ and $\bar{\gamma} \cdot \bar{\theta}$ are identities modulo transport over the corresponding identity laws of $\theta$.

A displayed invertible 2-cell over $\theta$, where $\theta$ is an invertible 2-cell, is a pair of a displayed 2-cell $\bar{\theta}$ over $\theta$ and a proof that $\bar{\theta}$ is invertible. The type of displayed invertible 2-cells from $\bar{f}$ to $\bar{g}$ over $\theta$ is denoted by $\bar{f} \simeq_{\theta} \bar{g}$.

Being a displayed invertible 2-cell is a proposition and the displayed 2-cell $\text{id}_2(\bar{f})$ over $\text{id}_2(f)$ is invertible. Next we define displayed adjoint equivalences.

**Definition 5.2** (disp_left_adjoint_equivalence). Given a bicategory $B$ and a displayed bicategory $D$ over $B$. Suppose we have objects $a, b : B_0$ and a 1-cell $f : B_1(a, b)$ together with an adjoint equivalence structure $A$ on $f$. We write $r, \eta, \varepsilon$ for the right adjoint, unit, and counit of $f$ respectively. Furthermore, suppose that we have $\bar{a} : D_0(a), \bar{b} : D_0(b)$, and $\bar{f} : \bar{a} \overset{\bar{f}}\to \bar{b}$. A displayed adjoint equivalence structure on $\bar{f}$ consists of
   - A displayed 1-cell $\bar{r} : \bar{b} \overset{\bar{r}}\Rightarrow \bar{a}$;
   - An invertible displayed 2-cell $\text{id}_2(\bar{a}) \overset{\bar{l}}\Rightarrow \bar{f} : \bar{r}$;
   - An invertible displayed 2-cell $\bar{r} : \bar{f} \overset{\bar{r}}\Rightarrow \text{id}_2(\bar{b})$.

In addition, two laws reminiscent of those in Definition 2.4 need to be satisfied.

A displayed adjoint equivalence over the adjoint equivalence $A$ is a pair of a displayed 1-cell $f$ over $f$ together with a displayed adjoint equivalence structure on $\bar{f}$. The type of displayed adjoint equivalences from $\bar{a}$ to $\bar{b}$ over $f$ is denoted by $\bar{a} \simeq_f \bar{b}$.

The displayed 1-cell $\text{id}_1(\bar{a})$ is a displayed adjoint equivalence over $\text{id}_1(a)$.

Using these definitions, we define univalence of displayed bicategories similarly to univalence for ordinary bicategories. Again we separate it in a local and global condition.
5:10 Bicategories in Univalent Foundations

Definition 5.3 (DispUnivalence.v). Let $\mathcal{D}$ be a displayed bicategory over $\mathcal{B}$.

1. Let $a,b : \mathcal{B}$, and $\tilde{a} : D_a, b : D_b$. Let $f,g : a \to b$, let $p : f = g$, and let $\tilde{f}$ and $\tilde{g}$ be displayed morphisms over $f$ and $g$ respectively. Then we define a function

$$\text{disp}_\text{idtoiso}^{2,1}_{p,f,\tilde{g}} : \tilde{f} \overset{\sim}{=} p \tilde{g} \to \tilde{f} \overset{\text{idtoiso}^{2,1}_{p,\tilde{f},(p)}}{=} \tilde{g}$$

sending $\text{refl}$ to the identity displayed isomorphism. We say that $\mathcal{D}$ is locally univalent if the map $\text{disp}_\text{idtoiso}^{2,1}_{p,f,\tilde{g}}$ is an equivalence for each $f, \tilde{f}$, and $\tilde{g}$.

2. Let $a,b : \mathcal{B}$, and $\tilde{a} : D_a, b : D_b$. Given $p : a = b$, we define a function

$$\text{disp}_\text{idtoiso}^{2,0}_{p,a,b} : \tilde{a} \overset{\sim}{=} p \tilde{b} \to \tilde{a} \overset{\text{idtoiso}^{2,0}_{p,\tilde{a}}}{=} p \tilde{b}$$

sending $\text{refl}$ to the identity displayed adjoint equivalence. We say that $\mathcal{D}$ is globally univalent if the map $\text{disp}_\text{idtoiso}^{2,0}_{p,a,b}$ is an equivalence for each $p, \tilde{a}$, and $\tilde{b}$.

3. (disp_univalent_2) We call $\mathcal{D}$ univalent if it is both locally and globally univalent.

Now we give the main theorem of this paper. It says that the total bicategory $\int_\mathcal{B} \mathcal{D}$ is univalent if $\mathcal{B}$ and $\mathcal{D}$ are.

Theorem 5.4 (total_is_univalent_2). Let $\mathcal{B}$ be a bicategory and let $\mathcal{D}$ be a displayed bicategory over $\mathcal{B}$. Then

1. $\int_\mathcal{B} \mathcal{D}$ is locally univalent if $\mathcal{B}$ is locally univalent and $\mathcal{D}$ is locally univalent;
2. $\int_\mathcal{B} \mathcal{D}$ is globally univalent if $\mathcal{B}$ is globally univalent and $\mathcal{D}$ is globally univalent.

Proof. The main idea behind the proof is to characterize invertible 2-cells in the total bicategory as pairs of an invertible 2-cell $p$ in the base bicategory, and a displayed invertible 2-cell over $p$. Concretely, for the local univalence, we factor $\text{idtoiso}^{2,1}$ as a composition of the following equivalences:

$$(f, \tilde{f}) = (g, \tilde{g}) \xrightarrow{\text{idtoiso}^{2,1}} \text{inv2cell}((f, \tilde{f}), (g, \tilde{g})) \xrightarrow{\text{w}_1} \sum_{(p : f = g)} \tilde{f} \overset{\sim}{=} p \tilde{g} \xrightarrow{\text{w}_2} \sum_{(\text{inv2cell}(f, g))} \tilde{f} \overset{\sim}{=} p \tilde{g}$$

The map $\text{w}_1$ is just a characterization of paths in a sigma type. The map $\text{w}_2$ turns equalities into (displayed) invertible 2-cells, and it is an equivalence by local univalence of $\mathcal{B}$ and displayed local univalence of $\mathcal{D}$. Finally, the map $\text{w}_3$ characterizes invertible 2-cells in the total bicategory.

The proof is similar in the case of global univalence. The most important step is the characterization of adjoint equivalences in the total bicategory.

$$(a, \tilde{a}) \overset{\sim}{=} (b, \tilde{b}) \xrightarrow{\text{w}_3} \sum_{(p : a \simeq b)} \tilde{a} \overset{\sim}{=} p \tilde{b}.$$  

To check displayed univalence, it suffices to prove the condition in the case where $p$ is reflexivity. This step, done by path induction, simplifies some proofs of displayed univalence.

Proposition 5.5. Given a displayed bicategory $\mathcal{D}$ over $\mathcal{B}$, then $\mathcal{D}$ is univalent if the following maps are equivalences:

$$\text{disp}_\text{idtoiso}^{2,1}_{\text{refl}(f),\tilde{f},\tilde{f}} : f \overset{\text{w}_1}{=} f \overset{\text{idtoiso}^{2,1}_{\text{refl}(f)}}{=} \tilde{f}$$

Proof. The proof is similar to the case of local univalence. We factor $\text{idtoiso}^{2,1}$ as a composition of the following equivalences:
Now we establish the univalence of several examples.

▶ Example 5.6. The following bicategories and displayed bicategories are univalent:
1. The category of pointed 1-types (see Example 4.3) is univalent (p1types_univalent_2).
2. The full subbicategory (see Example 4.4) of a univalent bicategory is univalent (is_univalent_2_fullsubbicat).
3. The product of univalent displayed bicategories (Definition 4.5, Item 1) is univalent (is_univalent_2_dirprod_bicat).
4. Given univalent displayed bicategories $D_1$ and $D_2$ on $B$ and $\int D_1$ respectively, the displayed bicategory $\sum D_1 D_2$ (Definition 4.5, Item 2) is univalent (sigma_is_univalent_2).

Lastly, we give a condition for when the chaotic displayed bicategory is univalent.

▶ Proposition 5.7 (disp_cell_unit_bicat_univalent_2). Let $B$ be a univalent bicategory. Given $D = (D_0, D_1, id_1, (\cdot))$ as in Definition 4.5, Item 4, such that $D_0$ is a set and $D_1$ is a family of propositions. Then the chaotic displayed bicategory on $D$ is univalent if we have a map in the opposite direction of $\text{disp}_\text{idtoiso}^{2,0}$.

6 Univalence of Complicated Bicategories

In this section, we demonstrate the power of displayed bicategories on a number of complicated examples. We show the univalence of the bicategory of pseudofunctors between univalent bicategories and of univalent categories with families. In addition, we give two constructions to define univalent bicategories of algebras.

6.1 Pseudofunctors

As promised, we use displayed bicategories to prove Theorem 3.6. For the remainder, fix bicategories $B$ and $C$ such that $C$ is univalent. Recall that a pseudofunctor consists of an action on 0-cells, 1-cells, 2-cells, a family of 2-cells witnessing the preservation of composition and identity 1-cells, such that a number of laws are satisfied. We call the 2-cells witnessing the preservation of composition and identity the compositor and identitor respectively.

To construct $\text{Pseudo}(B, C)$, we add structure to a base bicategory in several layers. This base bicategory consists of functions from $B_0$ to $C_0$. Each layer is given by a displayed bicategory on the total bicategory of the preceding layer. We start by defining a displayed bicategory of actions on 1-cells. On its total bicategory, we define three displayed bicategories: one for the preservation of composition, one for the preservation of identities, and one for the action on 2-cells. We take the product of these three and we finish by taking a full subbicategory with the required laws. To show the resulting bicategory is univalent, we show the base and each layer is univalent.

Now let us look at the formal definitions.

▶ Definition 6.1 (ps_base). The bicategory $\text{Base}(B, C)$ is defined as follows.
- The objects are maps $B_0 \to C_0$;
- The 1-cells from $F_0$ to $G_0$ are maps $\eta_0, \beta_0 : \prod_{(x:B_0)} F_0(x) \to G_0(x)$;
- The 2-cells from $\eta_0$ to $\beta_0$ are maps $\Gamma : \prod_{(x:B_0)} \eta_0(x) \Rightarrow \beta_0(x)$.
The operations are defined pointwise.
Next we define a displayed bicategory on $\text{Base}(B, C)$. The displayed 0-cells are actions of pseudofunctors on 1-cells. The displayed 1-cells over $\eta_0$ are 2-cells witnessing the naturality of $\eta_0$. The displayed 2-cells over $\Gamma$ are equalities which show that $\Gamma$ is a modification.

**Definition 6.2** ($\text{map1cellsDispBicat}$). We define a displayed bicategory $\text{Map1D}(B, C)$ on $\text{Base}(B, C)$ such that

- the objects over $F_0 : B_0 \to C_0$ are maps

$$F_1 : \prod_{(X,Y : B_0)} \text{B}_1(X,Y) \to \text{C}_1(F_0(X), F_0(Y));$$

- the 1-cells over $\eta_0 : F_0(x) \to G_0(x)$ from $F_1$ to $G_1$ are invertible 2-cells

$$\eta_1 : \prod_{(X,Y : B_0)} \eta_0(X) \cdot G_1(f) \Rightarrow F_1(f) \cdot \eta_0(Y);$$

- the 2-cells over $\Gamma : \eta_0(x) \Rightarrow \beta_0(x)$ from $\eta_1$ to $\beta_1$ are equalities

$$\prod_{(X,Y : B_0)_x(f : X \to Y)} \eta_1(f) \cdot (F_1(f) \triangleleft \Gamma(Y)) = (\Gamma(X) \triangleright G_1(f)) \cdot \beta_1(f).$$

We denote the total bicategory of $\text{Map1D}(B, C)$ by $\text{Map1}(B, C)$. Now we define three displayed bicategories over $\text{Map1}(B, C)$. Each of them is defined as a chaotic displayed bicategory (Item 4 in Definition 4.5).

**Definition 6.3** ($\text{identitorDispCat}$). We define a displayed bicategory $\text{MapId}(B, C)$ over $\text{Map1}(B, C)$ as follows:

- The objects over $(F_0, F_1)$ are identitors

$$F_i : \prod_{(X : B_0)} \text{id}_1(F_0(X)) \Rightarrow F_i(\text{id}_1(X));$$

- The morphisms over $(\eta_0, \eta_1)$ from $F_i$ to $G_i$ are equalities

$$\rho(\eta_0(X)) \cdot \lambda(\eta_0(X))^{-1} \cdot (F_i(X) \triangleright \eta_0(X)) = (\eta_0(X) \triangleleft G_i(X)) \cdot \eta_i(\text{id}_1(X)).$$

**Definition 6.4** ($\text{compositorDispCat}$). We define a displayed bicategory $\text{MapC}(B, C)$ over $\text{Map1}(B, C)$ as follows:

- The objects over $(F_0, F_1)$ are compositors

$$F_c : \prod_{(X,Y,Z : B_0)(f : \text{B}_1(X,Y))(g : \text{B}_1(Y,Z))} F_1(f) \cdot F_1(g) \Rightarrow F_1(f \cdot g);$$

- The morphisms over $(\eta_0, \eta_1)$ from $F_c$ to $G_c$ consists of equalities

$$\alpha \cdot (\eta_1(f) \triangleright G_1(g)) \cdot \alpha^{-1} \cdot (F_1(f) \triangleleft \eta_1(g)) \cdot \alpha \cdot (F_c \triangleright \eta_0(Z)) = (\eta_0(X) \triangleleft G_c) \cdot \eta_1(f \cdot g)$$

for all $X,Y,Z : B_0$, $f : \text{B}_1(X,Y)$ and $g : \text{B}_1(Y,Z)$.

**Definition 6.5** ($\text{map2cellsDispCat}$). We define a displayed bicategory $\text{Map2D}(B, C)$ over $\text{Map1}(B, C)$ as follows:

- The objects over $(F_0, F_1)$ are

$$F_2 : \prod_{(a,b : B_0)(f,g : a \to b)} \text{B}_2(f,g) \Rightarrow F_1(f) \Rightarrow F_1(g);$$
The morphisms over \((\eta_0, \eta_1)\) from \(F_2\) to \(G_2\) consist of equalities

\[
\prod_{(\theta, f \Rightarrow g)} (\eta_0(X) \triangleleft G_2(\theta)) \bullet \eta_1(g) = \eta_1(f) \bullet (F_2(\theta) \triangleright \eta_0(Y)).
\]

We denote the total category of the product of \(\text{Map2D}(B, C), \text{Mapd}(B, C), \text{MapC}(B, C)\) by \(\text{RawPseudo}(B, C)\). Note that its objects are of the form \(((F_0, F_1), (F_2, F_3, F_4))\), its 1-cells are pseudotransformations, and its 2-cells are modifications. However, its objects are not yet pseudofunctors, because they also need to satisfy several laws.

**Definition 6.6 (pfunctor_bicat).** We define the bicategory \(\text{Pseudo}(B, C)\) as the full subcategory of \(\text{RawPseudo}(B, C)\) where the objects satisfy the following laws

- \(F_2(\text{id}_2(f)) = \text{id}_2(F_1(f))\) and \(F_2(f \cdot g) = F_2(f) \cdot F_2(g)\);
- \(\lambda(F_1(f)) = (F_1(a) \triangleright F_1(f)) \bullet F_c(\text{id}_1(a), f) \bullet F_2(\lambda(f))\);
- \(\rho(F_1(f)) = (F_1(f) \triangleleft F_1(b)) \bullet F_c(f, \text{id}_1(b)) \bullet F_2(\rho(f))\);
- \((F_1(f) = F_2(g, h)) \bullet F_c(f, g \cdot h) \bullet F_2(\alpha) = \alpha \bullet ((F_c(f, g) \triangleright F_1(h)) \bullet F_c(f, g, h))\);
- \(F_2(f, g_1) \bullet F_2(f \triangleleft \theta) = (F_1(f) \triangleleft F_2(\theta)) \bullet F_c(f, g_2)\);
- \(F_1(f_1, g) \bullet F_2(\theta \triangleright g) = (F_2(\theta) \triangleright F_1(g)) \bullet F_c(f_2, g)\);
- \((F_1(X) \text{ and } F_c(f, g)\) are invertible 2-cells.

Each displayed layer in this construction is univalent. In addition, if \(C\) is univalent, then so is \(\text{Base}(B, C)\). Hence, Theorem 3.6 follows from repeated application of Theorem 5.4.

### 6.2 Algebraic Examples

Next, we consider two constructions to build bicategories of algebras. To illustrate their usage, we show how to define the bicategory of monads internal to a bicategory. Note that each monad has a 0-cell \(X\) and a 1-cell \(X \to X\). This structure is encapsulated by algebra of a pseudofunctor [6].

**Definition 6.7 (disp_alg_bicat).** Let \(B\) be a bicategory and let \(F : \text{Pseudo}(B, B)\) be a pseudofunctor. We define a displayed bicategory \(\text{Alg}_D(F)\).

- The objects over \(\alpha : B\) are 1-cells \(F(a) \to a\).
- The 1-cells over \(f : B_1(a, b)\) from \(h_a : F(a) \to a\) to \(h_b : F(b) \to b\) are invertible 2-cells \(h_a \cdot f \Rightarrow F(f) \cdot h_b\).
- Given \(f, g : B_1(a, b)\), algebras \(h_a : F(a) \to a\) and \(h_b : F(b) \to b\), and \(h_f\) and \(h_g\) over \(f\) and \(g\) respectively, a 2-cell over \(\theta : f \Rightarrow g\) is an equality

  \[
  (h_a < \theta) \bullet h_g = h_f \bullet (F_2(\theta) \triangleright h_b).
  \]

We write \(\text{Alg}(F)\) for the total category of \(\text{Alg}_D(F)\).

**Theorem 6.8 (bicat_algebra_is_univalent_2).** Let \(B\) be a bicategory and let \(F : \text{Pseudo}(B, B)\) be a pseudofunctor. If \(B\) is univalent, then so is \(\text{Alg}(F)\).

**Example 6.9 (Example 4.3 cont’d).** The bicategory of pointed 1-types is the bicategory of algebras for the constant pseudofunctor \(F(a) = 1\).

Define \(M_1\) to be \(\text{Alg}(\text{id}_0(B))\). Objects of \(M_1\) consist of an \(X : B_0\) and a 1-cell \(X \to X\). These are not monads yet, because those are supposed to also have two 2-cells: the unit and multiplication. To add this structure, we define two displayed bicategories on \(M_1\). Both are defined via a more general construction, for which we use that there is an identity pseudofunctor \(\text{id}_0(B) : \text{Pseudo}(B, B)\) and that for all \(F_1 : \text{Pseudo}(B_1, B_2)\) and \(F_2 : \text{Pseudo}(B_2, B_3)\), we have a composition \(F_1 \cdot F_2 : \text{Pseudo}(B_1, B_4)\).
Before giving this construction, let us describe the setting. Suppose that we have a displayed bicategory \(D\) over some \(B\). Our goal is to define a displayed bicategory over \(fD\) where the displayed 0-cells are certain 2-cells in \(B\). We define the endpoints of these as natural 1-cells, so we use pseudotransformations. The source of these is \(\pi_2\cdot S\) for some \(S : \text{Pseudo}(B, B)\), and the target is defined to be \(\pi_D\cdot \text{id}_0(B)\) where \(\pi_D\) is the projection from \(fD\) to \(B\). Note that instead of \(\pi_D\), we use \(\pi_D\cdot \text{id}_0(B)\), which is symmetric to the source \(\pi_2\cdot S\). This allows us to construct such transformations by composing them. In addition, pseudotransformations \(l, r : \pi_D\cdot S \rightarrow \pi_D\cdot \text{id}_0(B)\) give, for each \((a, h_a) : fD\), a 1-cell \(l(a) : B_1(S(a), a)\). The construction adds 2-cells from \(l(a)\) to \(r(a)\) and formally, we define the following displayed bicategory.

**Definition 6.10 (add_cell_disp_cat).** Suppose that \(D\) is a displayed bicategory over \(B\) and given are \(S : \text{Pseudo}(B, B)\) and \(l, r : \pi_D\cdot S \rightarrow \pi_D\cdot \text{id}_0(B)\). We use Item 4 in Definition 4.5 to define a displayed bicategory \(\text{Add2Cell}(D, l, r)\) over \(fD\).

- Its objects over \(a\) are 2-cells \(l(a) \Rightarrow r(a)\).
- The morphisms over \(f : B_1(a, b)\) from \(\eta_1\) to \(\eta_2\) are equalities
  
  \((\eta_1 \triangleright \pi_D(f)) \cdot r(f) = l(f) \cdot (S_1(\pi_D(f))) \triangleleft \eta_2\).

**Theorem 6.11.** The displayed bicategory \(\text{Add2Cell}(D, l, r)\) is locally univalent (add_cell_disp_cat_univalent_2_1). Moreover, if \(C\) is locally univalent and \(D\) is locally univalent, then \(\text{Add2Cell}(D, l, r)\) is globally univalent (add_cell_disp_cat_univalent_2_0).

Let us show how to add the unit and multiplication to the structure. For that, we first need the following pseudotransformation.

**Definition 6.12 (alg_map).** Let \(B\) be a bicategory, and let \(F : \text{Pseudo}(B, B)\) be pseudofunctors. We define a pseudotransformation \(h : \pi_{\text{Alg}_0}F : F \rightarrow \pi_{\text{Alg}_0}F \cdot \text{id}_0(B)\). On objects \((a, h_a)\), we define \(h(a, h_a) = h_a\) and on 1-cells \((f, h_f)\), we define \(h(f, h_f) = h_f\).

To add the unit to the structure, we use Definition 6.10. For \(S\), we take \(\text{id}_0\), for \(l\) we take the identity transformation on \(\pi_{\text{id}_0} : \text{id}_0\) and for \(r\) we take \(h\). The multiplication is done similarly, but instead we take \(h \cdot h\) for \(l\).

Let \(M_2\) be the total bicategory of the product of these two displayed bicategories. To obtain actual monads, the structure needs to satisfy three laws, namely

- \(\lambda(f)^{-1} \cdot (\eta \triangleright f) \cdot \mu = \text{id}_2(f)\);
- \(\rho(f)^{-1} \cdot (f \triangleleft \eta) \cdot \mu = \text{id}_2(f)\);
- \((f \triangleleft \mu) \cdot \mu = \alpha(f, f, f) \cdot (\mu \triangleright f) \cdot \mu\).

We define \(M(B)\) to be the full subbicategory of \(M_2\) with respect to these laws. From Theorems 6.8 and 6.11 and Example 5.6 we conclude:

**Theorem 6.13 (monad_is_univalent_2).** If \(B\) is univalent, then so is \(M(B)\).

### 6.3 Categories with Families

Finally, we discuss the last example: the bicategory of (univalent) categories with families (CwFs) \([9]\). We follow the formulation by Fiore \([12]\) and Awodey \([4]\), which is already formalized in UniMath \([3]\): a CwF consists of a category \(C\), two presheaves \(Ty\) and \(Tm\) on \(C\), a morphism \(p : Tm \rightarrow Ty\), and a representation structure for \(p\).

However, rather than defining CwFs in one step, we use a stratified construction yielding the sought bicategory as the total bicategory of iterated displayed layers. The base bicategory is \(\text{Cat}\) (cf. Example 2.7). The second layer of data consists of two presheaves, each described by the following construction.
Definition 6.14 (disp_presheaf_bicat). Define the displayed bicategory PShD on $\text{Cat}$:
- The objects over $C$ are functors from $C^{\text{op}}$ to the univalent category $\text{Set}$;
- The 1-cells from $T : C \to \text{Set}$ to $T' : D \to \text{Set}$ over $F : C \to D$ are natural transformations from $T$ to $F^{\text{op}} \cdot T'$;
- The 2-cells from $\beta : T \Rightarrow F^{\text{op}} \cdot T'$ to $\beta' : T \Rightarrow G^{\text{op}} \cdot T'$ over $\gamma : F \Rightarrow G$ are equalities
  \[ \beta = \beta' \circ (\gamma^{\text{op}} \triangleright T') \]

Denote by $\text{CwF}_1$ the total category of the product of PShD with itself. An object in $\text{CwF}_1$ consists of a category $C$ and two presheaves $\text{Ty}, \text{Tm} : C^{\text{op}} \to \text{Set}$. The third piece of data is a natural transformation between them.

Definition 6.15 (morphisms_of_presheaves_display). We define a displayed bicategory $\text{dCwF}_2$ on $\text{CwF}_1$ as the chaotic displayed bicategory (Item 2 in Definition 4.5) such that
- The objects over $(C, (\text{Ty}, \text{Tm}))$ are natural transformations from $\text{Ty}$ to $\text{Tm}$.
- Suppose we have two objects $(C, (\text{Ty}, \text{Tm}))$ and $(C', (\text{Ty}', \text{Tm}'))$, two natural transformations $p : \text{Tm} \Rightarrow \text{Ty}$ and $p' : \text{Tm}' \Rightarrow \text{Ty}'$, and suppose we have a 1-cell $f$ from $(C, (\text{Ty}, \text{Tm}))$ to $(C', (\text{Ty}', \text{Tm}'))$. Note that $f$ consists of a functor $F : C \to C'$ and two transformations $\beta : \text{Ty} \Rightarrow F^{\text{op}} \circ \text{Ty}'$ and $\beta' : \text{Tm} \Rightarrow F^{\text{op}} \circ \text{Tm}'$. Then a 1-cell over $f$ is an equality
  \[ p \bullet \beta = \beta' \circ (F^{\text{op}} \triangleright p') \]

With $\text{dCwF}_2$ and the sigma construction from Item 2 in Definition 4.5, we get a displayed bicategory over $\text{Cat}$ and we denote its total bicategory by $\text{CwF}_2$. As the last piece of data, we add the representation structure for the morphism $p$ of presheaves.

Definition 6.16 (cwf_representation). Given a category $C$ together with functors $\text{Ty}, \text{Tm} : C^{\text{op}} \to \text{Set}$ and a natural transformation $p : \text{Tm} \Rightarrow \text{Ty}$, we say $\text{isCwF}(C, \text{Ty}, \text{Tm}, p)$ if for each $\Gamma : C$ and $A : \text{Ty}(\Gamma)$, we have a representation of the fiber of $p$ over $A$.

A detailed definition can be found in [3, Definition 3.1]. Since $C$ is univalent, the type $\text{isCwF}(C, \text{Ty}, \text{Tm}, p)$ is a proposition, and thus we define $\text{CwF}$ as a full subcategory of $\text{CwF}_2$.

Proposition 6.17 ([3, Lemma 4.3], isaprop_cwf_representation). $\text{isCwF}(C, \text{Ty}, \text{Tm}, p)$ is a proposition.

Definition 6.18 (cwf). We define $\text{CwF}$ as the full subbicategory of $\text{dCwF}_2$ with $\text{isCwF}$.

Theorem 6.19 (cwf_is_univalent_2). $\text{CwF}$ is univalent.

7 Conclusions and Further Work

In the present work, we studied univalent bicategories. Showing that a bicategory is univalent can be challenging; to simplify this task, we introduced displayed bicategories, which provide a way to modularly reason about complicated bicategories. We then demonstrated the usefulness of displayed bicategories by showing, using the displayed technology, that several complicated bicategories are univalent.

For the practical mechanization of mathematics in a computer proof assistant, two issues may arise when building complicated bicategories as the total bicategory of iterated displayed bicategories. Firstly, the structures may not be parenthesized as desired. This problem can be avoided or at least alleviated through a suitable use of the sigma construction of displayed bicategories (Item 2 in Definition 4.5). Secondly, “meaningless” terms of unit type may occur.
in the cells of this bicategory. We are not aware of a way of avoiding these occurrences while still using displayed bicategories. However, both issues can be addressed through the definition of a suitable “interface” to the structures, in form of “builder” and projection functions, which build, or project a component out of, an instance of the structure. The interface hides the implementation details of the structure, and thus provides a welcome separation of concerns between mathematical and foundational aspects.

We have only started, in the present work, the development of bicategory theory in univalent foundations and its formalization. Our main goals for the future are

A bicategorical Rezk completion: to construct the free univalent bicategory associated to a bicategory. It will fundamentally use Definition 6.6 and Theorem 3.6.

Equivalence Principle: to show that identity is biequivalence for univalent bicategories.

More displayed machinery: to define and study displayed notions of pseudofunctors, biequivalences, etc over the respective notions in the base. In particular, the extra displayed machinery will allow us to build not just (univalent) bicategories layerwise, but also maps and equivalences between them.

The envisioned displayed machinery can also be used to study the semantics of higher inductive types (HITs). Using Definitions 6.7 and 6.10, we can define bicategories of algebras on a signature; its initial object is the HIT specified by the signature. The Rezk completion \( \eta : \text{Grpd}_U \to \text{1-Type}_U \) from groupoids to 1-types can then be used to construct a biadjunction – obtained as the total biadjunction of a suitable displayed biadjunction – between algebras of 1-types and algebras of groupoids. To construct higher inductive 1-types, we just need to show that the groupoid model has HITs, which was proved by Dybjer and Moenclaey [10].

Displayed notions naturally appear in Clairambault and Dybjer’s [8] pair of biequivalences \( \text{FL} \leftrightarrow \text{CwF}_{\text{dem}}^{\Sigma} \) and \( \text{LCC} \leftrightarrow \text{CwF}_{\text{dem}}^{\Sigma, \Pi} \) relating categories with families equipped with structure modelling type and term formers to finite limit categories and locally cartesian closed categories, respectively. Here, the latter biequivalence is an “extension” of the former; this can be made formal by a displayed biequivalence relating the \( \Pi \)-structure with the locally cartesian closed structure.

More generally, we aim to use the displayed machinery when extending to the bicategorical setting the comparison of different categorical structures for type theories started in [3].
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Abstract
In their work on second-order equational logic, Fiore and Hur have studied presentations of simply typed languages by generating binding constructions and equations among them. To each pair consisting of a binding signature and a set of equations, they associate a category of “models”, and they give a monadicity result which implies that this category has an initial object, which is the language presented by the pair.

In the present work, we propose, for the untyped setting, a variant of their approach where monads and modules over them are the central notions. More precisely, we study, for monads over sets, presentations by generating (“higher-order”) operations and equations among them. We consider a notion of 2-signature which allows to specify a monad with a family of binding operations subject to a family of equations, as is the case for the paradigmatic example of the lambda calculus, specified by its two standard constructions (application and abstraction) subject to $\beta$- and $\eta$-equalities. Such a 2-signature is hence a pair $(\Sigma,E)$ of a binding signature $\Sigma$ and a family $E$ of equations for $\Sigma$. This notion of 2-signature has been introduced earlier by Ahrens in a slightly different context.

We associate, to each 2-signature $(\Sigma,E)$, a category of “models of $(\Sigma,E)$”; and we say that a 2-signature is “effective” if this category has an initial object; the monad underlying this (essentially unique) object is the “monad specified by the 2-signature”. Not every 2-signature is effective; we identify a class of 2-signatures, which we call “algebraic”, that are effective.

Importantly, our 2-signatures together with their models enjoy “modularity”: when we glue (algebraic) 2-signatures together, their initial models are glued accordingly.

We provide a computer formalization for our main results.
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1 Introduction

The present work is devoted to the study of presentations of monads on the category of sets. More precisely, there is a well established theory of presentations of monads through generating (first-order) operations equipped with relations among the corresponding derived operations. Here we propose a counterpart of this theory, where we consider generation of monads by binding operations. Various algebraic structures generated by binding operations have been considered by many, going back at least to Fiore, Plotkin, and Turi [10], Gabbay and Pitts [12], and Hofmann [18]. Every such operation has a binding arity, which is a sequence of non-negative integers. For example, the binding arity of the application operation of the lambda calculus is \((0,0)\): it takes two arguments without binding any variable in them, while the abstraction operation on the monad of the lambda calculus has binding arity \((1)\), as it binds one variable in its single argument. For each family \(\Sigma\) of binding arities, there is a generated “free” monad \(\hat{\Sigma}\) on \(\text{Set}\) which maps a set of free variables \(X\) to the set of terms \(\hat{\Sigma}(X)\) taking variables in \(X\).

If \(p : \hat{\Sigma} \rightarrow R\) is a monad epimorphism, we understand that \(R\) is generated by a family of operations whose binding arities are given by \(\Sigma\), subject to suitable identifications. In particular, for \(\Sigma := ((0,0),(1))\), \(\hat{\Sigma}\) may be understood as the monad \(\text{LC}\) of syntactic terms of the lambda calculus, and we have an obvious epimorphism \(p : \hat{\Sigma} \rightarrow \text{LC}_{\beta\eta}\), where \(\text{LC}_{\beta\eta}\) is the monad of lambda-terms modulo \(\beta\) and \(\eta\). In order to manage such equalities, the approach in the first-order case suggests to identify \(p\) as the coequalizer of a double arrow from \(T\) to \(\hat{\Sigma}\) where \(T\) is again a “free” monad. Let us see what comes out when we attempt to find such an encoding for the \(\beta\)-equality of the monad \(\text{LC}_{\beta\eta}\). It should say that for each set \(X\), the following two maps from \(\hat{\Sigma}(X + \{*\}) \times \hat{\Sigma}(X)\) to \(\hat{\Sigma}(X)\),

\[
\begin{align*}
(t, u) &\mapsto \text{app}(\text{abs}(t), u) \\
(t, u) &\mapsto t[* \mapsto u]
\end{align*}
\]

are equal. Here a problem occurs, namely that the above collections of maps, which can be understood as a morphism of functors, cannot be understood as a morphism of monads. Notably, they do not send variables to variables.

On the other hand, we observe that the members of our equations, which are not morphisms of monads, commute with substitution, and hence are more than morphisms of functors: indeed they are morphisms of \textit{modules over} \(\hat{\Sigma}\). (In Section 2, we recall briefly what modules over a monad are.) Accordingly, a (second-order) presentation for a monad \(R\) could be a diagram

\[
T \xrightarrow{f} \hat{\Sigma} \xrightarrow{p} R
\]

where \(\Sigma\) is a binding signature, \(\hat{\Sigma}\) is the associated free monad, \(T\) is a module over \(\hat{\Sigma}\), \(f\) is a pair of morphisms of modules over \(\hat{\Sigma}\), and \(p\) is a monad epimorphism. And now we are faced with the task of finding a condition meaning something like “\(p\) is the coequalizer of \(f^n\).” To this end, we introduce the category \(\text{Mon}^\Sigma\) “of models of \(\Sigma\),” whose objects are monads “equipped with an action of \(\Sigma\).” Of course \(\hat{\Sigma}\) is equipped with such an action which turns it into the initial object. Next, we define the full subcategory of models satisfying the equation

\[1\] This cannot be the case stricto sensu since \(f\) is a pair of module morphisms while \(p\) is a monad morphism.
f, and require R to be the initial object therein. Our definition is suited for the case where the equation f is parametric in the model: this means that now T and f are functions of the model S, and f(S) = (u(S), v(S)) is a pair of S-module morphisms from T(S) to S. We say that S satisfies the equation f if u(S) = v(S). Generalizing the case of one equation to the case of a family of equations yields the notion of 2-signature already introduced by Ahrens [1] in a slightly different context.

Now we are ready to formulate our main problem: given a 2-signature (Σ, E), where E is a family of parametric equations as above, does the subcategory of models of Σ satisfying the family of equations E admit an initial object?

We answer positively for a large subclass of 2-signatures which we call algebraic 2-signatures (see Theorem 32). This provides a construction of a monad from an algebraic 2-signature, and we prove furthermore (see Theorem 27) that this construction is modular, in the sense that merging two extensions of 2-signatures corresponds to building an amalgamated sum of initial models. This is analogous to our previous result for 1-signatures shown in [2, Theorem 32].

As expected, our initiality property generates a recursion principle which is a recipe allowing us to specify a morphism from the presented monad to any given other monad.

We give various examples of monads arising “in nature” that can be specified via an algebraic 2-signature (see Section 6), and we also show through a simple example how our recursion principle applies (see Section 7).

Computer-checked formalization. This work is accompanied by a computer-checked formalization of the main results, based on the formalization of our previous work [2]. We work over the UniMath library [27], which is implemented in the proof assistant Coq [23]. The formalization consists of about 9,500 lines of code, and can be consulted on https://github.com/UniMath/largecatmodules. A guide is given in the README, and a summary of our formalization is available at https://initialsemantics.github.io/doc/50fd617/Modules.SoftEquations.Summary.html.

For the purpose of this article, we refer to a fixed version of our library, with the short hash 50fd617. This version compiles with version 10839ee of UniMath.

Throughout the article, statements are annotated with their corresponding identifiers in the formalization. These identifiers are also hyperlinks to the online documentation stored at https://initialsemantics.github.io/doc/50fd617/index.html.

Related work. The present work follows a previous work of ours [2] where we study a slightly different kind of presentation of monads. Specifically, in [2], we treat a class of 1-signatures which can be understood as quotients of algebraic 1-signatures. This should amount to considering a specific kind of equations, as suggested in Section 6.2, where we recover, in the current setting, all the examples given there.

Ahrens [1] introduces the notion of 2-signature which we consider here, in the slightly different context of (relative) monads on preordered sets, where the preorder models the reduction relation. In some sense, our result tackles the technical issue of quotienting the initial (relative) monad constructed in [1] by the preorder.

In a classical paper, Barr [3] explained the construction of the “free monad” generated by an endofunctor². In another classical paper, Kelly and Power [19] explained how any finitary

A monad can be presented as a coequalizer of free monads\(^3\). There, free monads correspond to our initial models of an algebraic 1-signature without any binding construction.

As mentioned above, the present work is also closely related to that of Fiore and collaborators:

- Our notion of equations and that of model for them seem very close to the notion of equational systems and that of algebra for them in [7]; in particular, the preservation of epimorphisms, which occurs in their construction of inductive free algebras for equational systems, appears here in our definition of elementary equation. It would be interesting to understand formal connections between the two approaches.

- In [8], Fiore and Hur introduce a notion of equation based on syntax with \textit{meta-variables}: essentially, a specific syntax, say, \(T := T(M, X)\) considered there depends on two contexts: a meta-context \(M\), and an object-context \(X\). The terms of the actual syntax are then those terms \(t \in T(\emptyset, X)\) in an empty meta-context. An equation for \(T\) is, simply speaking, a pair of terms in the same pair of contexts. Transferring an equation to any model of the underlying algebraic 1-signature is done by induction on the syntax with meta-variables. The authors show a monadicity theorem which straightforwardly implies an initiality result very similar to ours. That monadicity result is furthermore an instance of a more general theorem by Fiore and Mahmoud [9, Theorem 6.2].

- Translations between languages similar to the translation we present in Section 7 are also studied in [9]. Here again, it would be interesting to understand formal connections.

- At this stage, our work only concerns untyped syntax, but we anticipate it will generalize to the sorted setting as in [8] (see also the more general [6]).

Furthermore, Hamana [15] proposes initial algebra semantics for “binding term rewriting systems”, based on Fiore, Plotkin, and Turi’s presheaf semantics of variable binding and Lüth and Ghani’s monadic semantics of term rewriting systems [21].

The alternative \textit{nominal} approach to binding syntax initiated by Gabbay and Pitts [12] has been actively studied\(^4\). We highlight some contributions:

- Clouston [4] discusses signatures, structures (a.k.a. models), and equations over signatures in nominal style.

- Fernández and Gabbay [5] study signatures and equational theories as well as rewrite theories over signatures.

- Kurz and Petrisan [20] study closure properties of subcategories of algebras under quotients, subalgebras, and products. They characterize full subcategories closed under these operations as those that are definable by equations. They also show that the signature of the lambda calculus is effective, and study the subcategory of algebras of that signature specified by the \(\beta\)- and \(\eta\)-equations.

\section{Categories of modules over monads}

In this section, we recall the notions of monad and module over a monad, as well as some constructions of modules. We restrict our attention to the category \(\text{Set}\) of sets, although most definitions are straightforwardly generalizable. See [17] for a more extensive introduction.

A \textit{monad} (over \(\text{Set}\)) is a triple \((R, \mu, \eta)\) given by a functor \(R : \text{Set} \rightarrow \text{Set}\), and two natural transformations \(\mu : R \cdot R \rightarrow R\) and \(\eta : I \rightarrow R\) such that the well-known monadic laws hold. A \textbf{monad morphism} to another such monad \((R', \mu', \eta')\) is a natural

\(^3\) Their work has been applied to various more general contexts (e.g. [25]).

\(^4\) The approaches by Fiore and collaborators and Gabbay and Pitts [12] are nicely compared by Power [24], who also comments on some generalization of the former approach.
transformation $f : R \to R'$ that commutes with the monadic structure. The category of monads is denoted by $\text{Mon}$.

Let $R$ be a monad. A (left) $R$-module$^5$ is given by a functor $M : \text{Set} \to \text{Set}$ equipped with a natural transformation $\rho : M \cdot R \to M$, called module substitution, which is compatible with the monad composition and identity:

$$\rho \circ \rho R = \rho \circ M \mu, \quad \rho \circ M \eta = 1_M.$$

Let $f : R \to S$ be a morphism of monads and $M$ an $S$-module. The module substitution $M \cdot R \overset{f\cdot R}{\to} M \cdot S \overset{\rho}{\to} M$ turns $M$ into an $R$-module $f^*M$, called pullback of $M$ along $f$.

A natural transformation of $R$-modules $\varphi : M \to N$ is linear if it is compatible with module substitution on either side, that is, if $\varphi \circ \rho^M = \rho^N \circ \varphi R$. Modules over $R$ and their morphisms form a category denoted $\text{Mod}(R)$, which is complete and cocomplete: limits and colimits are computed pointwise.

We define the total module category $\int_R \text{Mod}(R)$ as follows: its objects are pairs $(R, M)$ of a monad $R$ and an $R$-module $M$. A morphism from $(R, M)$ to $(S, N)$ is a pair $(f, m)$ where $f : R \to S$ is a morphism of monads, and $m : M \overset{f\cdot M}{\to} f^*N$ is a morphism of $R$-modules. The category $\int_R \text{Mod}(R)$ comes equipped with a forgetful functor to the category of monads, given by the projection $(R, M) \to R$. This functor is a Grothendieck fibration with fiber $\text{Mod}(R)$ over $R$. In particular, any monad morphism $f : R \to S$ gives rise to a functor $f^* : \text{Mod}(S) \to \text{Mod}(R)$ which preserves limits and colimits.

Example 1. We give some important examples of modules:

1. Every monad $R$ is a module over itself, which we call the tautological module.
2. For any functor $F : \text{Set} \to \text{Set}$ and any $R$-module $M : \text{Set} \to \text{Set}$, the composition $F \cdot M$ is an $R$-module (in the evident way).
3. For every set $W$ we denote by $W : \text{Set} \to \text{Set}$ the constant functor $W := X \mapsto W$. Then $W$ is trivially an $R$-module since $W = W \cdot R$.
4. Given an $R$-module $M$, the $R$-module $M'$ is defined on objects by $M'(X) := M(X + \{\ast\})$, and with the obvious module structure. Derivation yields an endofunctor on $\text{Mod}(R)$ that is right adjoint to the functor $M \mapsto M \times R$, “product with the tautological module”. Details are given, e.g., in [2, Section 2.3].
5. Derivation can be iterated. Given a list of non negative integers $(a) = (a_1, \ldots, a_n)$ and a left module $M$ over a monad $R$, we denote by $M^{(a)} = M^{(a_1, \ldots, a_n)}$ the module $M^{(a_1)} \times \cdots \times M^{(a_n)}$, with $M^{(\emptyset)} = 1$ the final module.

3 1-signatures and their models

In this section, we review the notion of 1-signature studied in detail in [2] – there only called “signature”.

A 1-signature is a section of the forgetful functor from the category $\int_R \text{Mod}(R)$ to the category $\text{Mon}$. A morphism between two 1-signatures $\Sigma_1, \Sigma_2 : \text{Mon} \to \int_R \text{Mod}(R)$ is a natural transformation $m : \Sigma_1 \to \Sigma_2$ which, post-composed with the projection $\int_R \text{Mod}(R) \to \text{Mon}$, is the identity. The category of 1-signatures is denoted by $\text{1-Sig}$.

Limits and colimits of 1-signatures can be easily constructed pointwise: the category of 1-signatures is complete and cocomplete.

---

$^5$ The analogous notion of right $R$-module is not used in this work, we hence simply write “$R$-module” instead of “left $R$-module” for brevity.
The forgetful functor

In our previous work [2], we call

Given a monad \( R \) over \( \text{Set} \), we define an action of the 1-signature \( \Sigma \) in \( R \) to be a module morphism from \( \Sigma(R) \) to \( R \). For example, the application \( \text{app} : \text{LC}^2 \rightarrow \text{LC} \) is an action of the elementary 1-signature \( \Theta \) into the monad \( \text{LC} \) of syntactic lambda calculus. The abstraction \( \text{abs} : \text{LC}^1 \rightarrow \text{LC} \) is an action of the elementary 1-signature \( \Theta' \) into the monad \( \text{LC} \). Then \( [\text{app}, \text{abs}] : \text{LC}^2 + \text{LC}^1 \rightarrow \text{LC} \) is an action of the algebraic 1-signature of the lambda-calculus \( \Theta^2 + \Theta' \) into the monad \( \text{LC} \).

Given a 1-signature \( \Sigma \), we build the category \( \text{Mon}^\Sigma \) of models of \( \Sigma \) as follows. Its objects are pairs \((R, r)\) of a monad \( R \) equipped with an action \( r : \Sigma(R) \rightarrow R \) of \( \Sigma \). A morphism \((R, r)\) to \((S, s)\) is a morphism of monads \( m : R \rightarrow S \) making the following diagram of \( R \)-modules commutes:

\[
\begin{array}{c}
\Sigma(R) \\
\downarrow m^* \Sigma(S) \\
R \\
\downarrow m^* S
\end{array}
\]

\( \Sigma(m) \)

\( r \)

\( m \)

\( m^* \Sigma \)

\( m^* \)

Let \( f : \Sigma \rightarrow \Psi \) be a morphism of 1-signatures and \( \mathcal{R} = (R, r) \) a model of \( \Psi \). The linear morphism \( \Sigma(R) \xrightarrow{f(\Omega)} \Psi(R) \xrightarrow{r} R \) defines an action of \( \Sigma \) in \( R \). The induced model of \( \Sigma \) is called pullback of \( \mathcal{R} \) along \( f \) and noted \( f^* \mathcal{R} \).

The total category \( \int_\Sigma \text{Mon}^\Sigma \) of models is defined as follows:

- An object of \( \int_\Sigma \text{Mon}^\Sigma \) is a triple \((\Sigma, R, r)\) where \( \Sigma \) is a 1-signature, \( R \) is a monad, and \( r \) is an action of \( \Sigma \) in \( R \).

- A morphism in \( \int_\Sigma \text{Mon}^\Sigma \) from \((\Sigma_1, R_1, r_1)\) to \((\Sigma_2, R_2, r_2)\) consists of a pair \((i, m)\) of a 1-signature morphism \( i : \Sigma_1 \rightarrow \Sigma_2 \) and a morphism \( m \) of \( \Sigma_1 \)-models from \((R_1, r_1)\) to \((R_2, r_2)\).

The forgetful functor \( \int_\Sigma \text{Mon}^\Sigma \rightarrow \text{Sig} \) is a Grothendieck fibration.

Given a 1-signature \( \Sigma \), the initial object in \( \text{Mon}^\Sigma \), if it exists, is denoted by \( \Sigma \). In this case, the 1-signature \( \Sigma \) is called effective\(^6\).

\[\text{Theorem 2 [(16, Theorems 1 and 2)]. Algebraic 1-signatures are effective.}\]

\(^6\) In our previous work [2], we call \textbf{representable} any 1-signature \( \Sigma \) that has an initial model, called a \textbf{representation} of \( \Sigma \), or syntax generated by \( \Sigma \).
4 2-Signatures and their models

In this section we study 2-signatures and models of 2-signatures. A 2-signature is a pair of a 1-signature and a family of equations over it.

4.1 Equations

Our equations are those of Ahrens [1]: they are parallel module morphisms parametrized by the models of the underlying 1-signature. The underlying notion of 1-model is essentially the same as in [1], even if, there, such equations are interpreted instead as inequalities.

Throughout this subsection, we fix a 1-signature $\Sigma$, that we instantiate in the examples.

\begin{definition}
We define a $\Sigma$-module to be a functor $T$ from the category of models of $\Sigma$ to the category $\int R \text{Mod}(R)$ commuting with the forgetful functors to the category $\text{Mon}$ of monads.
\end{definition}

\begin{example}
To each 1-signature $\Psi$ is associated, by precomposition with the projection from $\text{Mon}^\Sigma$ to $\text{Mon}$, a $\Sigma$-module still denoted $\Psi$. All the $\Sigma$-modules occurring in this work arise in this way from 1-signatures; in other words, they do not depend on the action of the 1-model. In particular, we have the tautological $\Sigma$-module $\Theta$, and, more generally, for any natural number $n \in \mathbb{N}$, a $\Sigma$-module $\Theta^n$. Also we have another fundamental $\Sigma$-module (arising in this way from) $\Sigma$ itself.
\end{example}

\begin{definition}
Let $S$ and $T$ be $\Sigma$-modules. We define a morphism of $\Sigma$-modules from $S$ to $T$ to be a natural transformation from $S$ to $T$ which becomes the identity when postcomposed with the forgetful functor $\int R \text{Mod}(R) \to \text{Mon}$.
\end{definition}

\begin{example}
Each 1-signature morphism $\Psi \to \Phi$ upgrades into a morphism of $\Sigma$-modules. Further in that vein, there is a morphism of $\Sigma$-modules $\tau^\Sigma : \Sigma \to \Theta$. It is given, on a model $(R, m)$ of $\Sigma$, by $m : \Sigma(R) \to R$. (Note that it does not arise from a morphism of 1-signatures.)

When the context is clear, we write simply $\tau$ for this morphism, and call it the tautological morphism of $\Sigma$-modules.
\end{example}

\begin{proposition}
Our $\Sigma$-modules and their morphisms, with the obvious composition and identity, form a category.
\end{proposition}

\begin{definition}
We define a $\Sigma$-equation to be a pair of parallel morphisms of $\Sigma$-modules.
We also write $e_1 = e_2$ for the $\Sigma$-equation $e = (e_1, e_2)$.
\end{definition}

\begin{example}(Commutativity of a binary operation)
Here we instantiate our fixed 1-signature as follows: $\Sigma := \Theta \times \Theta$. In this case, we say that $\tau$ is the (tautological) binary operation. Now we can formulate the usual law of commutativity for this binary operation.

We consider the morphism of 1-signatures $\text{swap} : \Theta^2 \to \Theta^2$ that exchanges the two components of the direct product. Again by Example 6, we have an induced morphism of $\Sigma$-modules, still denoted $\text{swap}$.
\end{example}
Then, the $\Sigma$-equation for commutativity is given by the two morphisms of $\Sigma$-modules

\[
\begin{align*}
\Theta^2 \xrightarrow{\text{swap}} & \Theta^2 \\
\Theta^2 & \xrightarrow{\tau} \Theta
\end{align*}
\]

See also Section 6.1 where we explain in detail the case of monoids.

For the example of the lambda calculus with $\beta$- and $\eta$-equality (given in Example 11), we need to introduce currying:

| Definition 10. By abstracting over the base monad $R$ the adjunction in the category of $R$-modules of Example 1, item 4, we can perform **currying** of morphisms of 1-signatures: given a morphism of signatures $\Sigma_1 \times \Theta \to \Sigma_2$ it produces a new morphism $\Sigma_1 \to \Sigma'_2$. By Example 4, currying acts also on morphisms of $\Sigma$-modules.

Conversely, given a morphism of 1-signatures (resp. $\Sigma$-modules) $\Sigma_1 \to \Sigma'_2$, we can define the **uncurried** map $\Sigma_1 \times \Theta \to \Sigma_2$.

| Example 11 ($\beta$- and $\eta$-conversions). Here we instantiate our fixed 1-signature as follows: $\Sigma_{\text{LC}} := \Theta \times \Theta + \Theta'$. This is the 1-signature of the lambda calculus. We break the tautological $\Sigma$-module morphism into its two pieces, namely $\text{app} := \tau \circ \text{inl} : \Theta \times \Theta \to \Theta$ and $\text{abs} := \tau \circ \text{inr} : \Theta' \to \Theta$. Applying currying to $\text{app}$ yields the morphism $\text{app}_1 : \Theta \to \Theta'$ of $\Sigma_{\text{LC}}$-modules. The usual $\beta$ and $\eta$ relations are implemented in our formalism by two $\Sigma_{\text{LC}}$-equations that we call $e_\beta$ and $e_\eta$ respectively:

\[
\begin{align*}
e_\beta : \Theta' & \xrightarrow{\text{abs}} \Theta \xrightarrow{\text{app}_1} \Theta' \\
\Theta' & \xrightarrow{1} \Theta' \quad \text{and} \quad e_\eta : \Theta \xrightarrow{\text{app}_1} \Theta' \xrightarrow{\text{abs}} \Theta
\end{align*}
\]

### 4.2 2-signatures and their models

| Definition 12. A **2-signature** is a pair $(\Sigma, E)$ of a 1-signature $\Sigma$ and a family $E$ of $\Sigma$-equations.

| Example 13. The 2-signature for a commutative binary operation is $(\Theta^2, \tau \circ \text{swap} = \tau)$ (cf. Example 9).

| Example 14. The 2-signature of the lambda calculus modulo $\beta$- and $\eta$-equality is $\Sigma_{\text{LC}_{\text{eq}}} = (\Theta \times \Theta + \Theta', \{e_\beta, e_\eta\})$, where $e_\beta, e_\eta$ are the $\Sigma_{\text{LC}}$-equations defined in Example 11.

| Definition 15 (satisfies_equation). We say that a model $M$ of $\Sigma$ **satisfies the $\Sigma$-equation** $e = (e_1, e_2)$ if $e_1(M) = e_2(M)$. If $E$ is a family of $\Sigma$-equations, we say that a model $M$ of $\Sigma$ **satisfies** $E$ if $M$ satisfies each $\Sigma$-equation in $E$.

| Definition 16. Given a monad $R$ and a 2-signature $\Upsilon = (\Sigma, E)$, an **action** of $\Upsilon$ in $R$ is an action of $\Sigma$ in $R$ such that the induced 1-model satisfies all the equations in $E$.

| Definition 17 (category_model_equations). For a 2-signature $(\Sigma, E)$, we define the **category** $\text{Mon}^{(\Sigma, E)}$ of models of $(\Sigma, E)$ to be the full subcategory of the category of models of $\Sigma$ whose objects are models of $\Sigma$ satisfying $E$, or equivalently, monads equipped with an action of $(\Sigma, E)$.

| Example 18. A model of the 2-signature $\Sigma_{\text{LC}_{\text{eq}}} = (\Theta \times \Theta + \Theta', \{e_\beta, e_\eta\})$ is given by a model $(R, \text{app}^R : R \times R \to R, \text{abs}^R : R' \to R)$ of the 1-signature $\Sigma_{\text{LC}}$ such that $\text{app}^R \cdot \text{abs}^R = 1_R$ and $\text{abs}^R \cdot \text{app}^R = 1_R$ (see Example 11).
Definition 19. A 2-signature \((\Sigma, E)\) is said to be effective if its category of models \(\text{Mon}^{(\Sigma,E)}\) has an initial object, denoted \((\hat{\Sigma}, \hat{E})\).

In Section 4.4, we aim to find sufficient conditions for a 2-signature \((\Sigma, E)\) to be effective.

4.3 Modularity for 2-signatures

In this section, we define the category \(2\text{Sig}\) of 2-signatures and the category \(2\text{Mod}\) of models of 2-signatures, together with functors that relate them with the categories of 1-signatures and 1-models. The situation is summarized in the commutative diagram of functors

\[
\begin{array}{ccc}
\text{2Mod} & \xrightarrow{U_{\text{Mod}}} & \text{Mod} \\
\downarrow{2\pi} & & \downarrow{\pi} \\
\text{2Sig} & \xrightarrow{U_{\text{Sig}}} & \text{Sig} \\
\downarrow{F_{\text{Sig}}} & & \downarrow{F_{\text{Sig}}} \\
\end{array}
\]

where
- \(2\pi\) is a Grothendieck fibration;
- \(\pi\) is the Grothendieck fibration defined in [2, Section 5.2];
- \(U_{\text{Sig}}\) is a coreflection and preserves colimits; and
- \(U_{\text{Mod}}\) is a coreflection.

As a simple consequence of this data, we obtain, in Theorem 27, a modularity result in the sense of Ghani, Uustalu, and Hamana [13]: it explains how the initial model of an amalgamated sum of 2-signatures is the amalgamation of the initial model of the summands.

We start by defining the category \(2\text{Sig}\) of 2-signatures:

Definition 20 (TwoSig_category). Given 2-signatures \((\Sigma_1, E_1)\) and \((\Sigma_2, E_2)\), a morphism of 2-signatures from \((\Sigma_1, E_1)\) to \((\Sigma_2, E_2)\) is a morphism of 1-signatures \(m: \Sigma_1 \rightarrow \Sigma_2\) such that for any model \(M\) of \(\Sigma_2\) satisfying \(E_2\), the \(\Sigma_1\)-model \(m^* M\) satisfies \(E_1\).

These morphisms, together with composition and identity inherited from 1-signatures, form the category \(2\text{Sig}\).

We now study the existence of colimits in \(2\text{Sig}\). We know that \(\text{Sig}\) is cocomplete, and we use this knowledge in our study of \(2\text{Sig}\), by relating the two categories:

Let \(F_{\text{Sig}}: \text{Sig} \rightarrow 2\text{Sig}\) be the functor which associates to any 1-signature \(\Sigma\) the empty family of equations, \(F_{\text{Sig}}(\Sigma) := (\Sigma, \emptyset)\). Call \(U_{\text{Sig}}: 2\text{Sig} \rightarrow \text{Sig}\) the forgetful functor defined on objects as \(U_{\text{Sig}}(\Sigma, E) := \Sigma\).

Lemma 21 (TwoSig_OneSig_is_right_adjoint, OneSig_TwoSig_fully_faithful). We have \(F_{\text{Sig}} \dashv U_{\text{Sig}}\). Furthermore, \(U_{\text{Sig}}\) is a coreflection.

We are interested in specifying new languages by “gluing together” simpler ones. On the level of 2-signatures, this is done by taking the coproduct, or, more generally, the pushout of 2-signatures:

\[^7\text{As noticed by an anonymous referee, this definition of “modularity” does not seem related to the specific meaning it has in the rewriting community (see, for example, [14]).}\]
Theorem 22 (TwoSig_PushoutsSET). The category $2\text{Sig}$ has pushouts.

Coproducts are computed by taking the union of the equations and the coproducts of the underlying 1-signatures. Coequalizers are computed by keeping the equations of the codomain and taking the coequalizer of the underlying 1-signatures. Thus, by decomposing any colimit into coequalizers and coproducts, we have this more general result:

Proposition 23. The category $2\text{Sig}$ is cocomplete and $U_{\text{Sig}}$ preserves colimits.

We now turn to our modularity result, which states that the initial model of a coproduct of two 2-signatures is the coproduct of the initial models of each 2-signature. More generally, the two languages can be amalgamated along a common “core language”, by considering a pushout rather than a coproduct.

For a precise statement of that result, we define a “total category of models of 2-signatures”:

Definition 24. The category $\int(\Sigma, E)\text{Mon}(\Sigma, E)$, or $2\text{Mod}$ for short, has, as objects, pairs $((\Sigma, E), M)$ of a 2-signature $(\Sigma, E)$ and a model $M$ of $(\Sigma, E)$.

A morphism from $((\Sigma_1, E_1), M_1)$ to $((\Sigma_2, E_2), M_2)$ is a pair $(m, f)$ consisting of a morphism $m : (\Sigma_1, E_1) \to (\Sigma_2, E_2)$ of 2-signatures and a morphism $f : M_1 \to m^* M_2$ of $(\Sigma_1, E_1)$-models (or, equivalently, of $\Sigma_1$-models).

This category of models of 2-signatures contains the models of 1-signatures as a coreflective subcategory. Let $F_{\text{Mod}} : \text{Mod} \to 2\text{Mod}$ be the functor which associates to any 1-model $(\Sigma, M)$ the empty family of equations, $F_{\text{Mod}}(\Sigma, M) := (F_{\text{Sig}}(\Sigma), M)$. Conversely, the forgetful functor $U_{\text{Mod}} : 2\text{Mod} \to \text{Mod}$ maps $((\Sigma, E), M)$ to $(\Sigma, M)$.

Lemma 25 (TwoMod_OneMod_is_right_adjoint, OneMod_TwoMod_fully_faithful). We have $F_{\text{Mod}} \dashv U_{\text{Mod}}$. Furthermore, $U_{\text{Mod}}$ is a coreflection.

The modularity result is a consequence of the following technical result:

Proposition 26 (TwoMod_cleaving). The forgetful functor $2\pi : 2\text{Mod} \to 2\text{Sig}$ is a Grothendieck fibration.

The modularity result below is analogous to the modularity result for 1-signatures [2, Theorem 32]:

Theorem 27 (Modularity for 2-signatures, pushout_in_big_rep). Suppose we have a pushout diagram of effective 2-signatures, as on the left below. This pushout gives rise to a commutative square of morphisms of models in $2\text{Mod}$ as on the right below, where we only write the second components, omitting the (morphisms of) signatures. This square is a pushout square.

Intuitively, the 2-signatures $\Upsilon_1$ and $\Upsilon_2$ specify two extensions of the 2-signature $\Upsilon_0$, and $\Upsilon$ is the smallest extension containing both these extensions. By Theorem 27 the initial model of $\Upsilon$ is the “smallest model containing both the languages generated by $\Upsilon_1$ and $\Upsilon_2$.”
4.4 Initial Semantics for 2-Signatures

We now turn to the problem of constructing the initial model of a 2-signature \((\Sigma, E)\). More specifically, we identify sufficient conditions for \((\Sigma, E)\) to admit an initial object \(\hat{\Sigma} \in \text{Mon}(\Sigma)\) in the category of models. Our approach is very straightforward: we seek to construct \(\hat{\Sigma} \in \text{Mon}(\Sigma)\) by applying a suitable quotient construction to the initial object \(\hat{\Sigma} \in \text{Mon}(\Sigma)\).

This leads immediately to our first requirement on \((\Sigma, E)\), which is that \(\Sigma\) must be an effective 1-signature. (For instance, we can assume that \(\Sigma\) is an algebraic 1-signature, see Theorem 2.) This is a very natural hypothesis, since in the case where \(E\) is the empty family of \(\Sigma\)-equations, it is obviously a necessary and sufficient condition.

Some \(\Sigma\)-equations are never satisfied. In that case, the category \(\text{Mon}(\Sigma, E)\) is empty. For example, given any 1-signature \(\Sigma\), consider the \(\Sigma\)-equation \(\text{inl}, \text{inr} : \Theta \Rightarrow \Theta + \Theta\) given by the left and right inclusion. This is obviously an unsatisfiable \(\Sigma\)-equation. We have to find suitable hypotheses to rule out such unsatisfiable \(\Sigma\)-equations. This motivates the notion of elementary equations.

\begin{definition}[nice]
Given a 1-signature \(\Sigma\), a \(\Sigma\)-module \(S\) is nice if \(S\) sends pointwise epimorphic \(\Sigma\)-model morphisms to pointwise epimorphic module morphisms.
\end{definition}

\begin{definition}[elementary_equation]
Given a 1-signature \(\Sigma\), an elementary \(\Sigma\)-equation is a \(\Sigma\)-equation such that
\begin{itemize}
  \item the target is a finite derivative of the tautological 2-signature \(\Theta\), i.e., of the form \(\Theta^{(n)}\) for some \(n \in \mathbb{N}\), and
  \item the source is a nice \(\Sigma\)-module.
\end{itemize}
\end{definition}

\begin{example}[BindingSigAreEpiSig]
Any algebraic 1-signature is nice [2, Example 45]. Thus, any \(\Sigma\)-equation between an algebraic 1-signature and \(\Theta^{(n)}\), for some natural number \(n\), is elementary.
\end{example}

\begin{definition}[algebraic]
A 2-signature \((\Sigma, E)\) is said algebraic if \(\Sigma\) is algebraic and \(E\) is a family of elementary equations.
\end{definition}

\begin{theorem}[elementary_equations_on_alg_preserve_initiality]
Any algebraic 2-signature has an initial model.
\end{theorem}

The proof of Theorem 32 is given in Section 5.

\begin{example}
The 2-signature of lambda calculus modulo \(\beta\) and \(\eta\) equations given in Example 14 is algebraic. Its initial model is precisely the monad \(\text{LC}_{\beta\eta}\) of lambda calculus modulo \(\beta\eta\) equations.

The instantiation of the formalized Theorem 32 to this 2-signature is done in \(\text{LCBetaEta}\)\(^8\).

Let us mention finally that, using the axiom of choice, we can take a similar quotient on all the 1-models of \(\Sigma\):

\begin{proposition}[ModEq_Mod_is_right_adjoint, ModEq_Mod_fully_faithful]
Here we assume the axiom of choice. The forgetful functor from the category \(\text{Mon}(\Sigma, E)\) of 2-models of \((\Sigma, E)\) to the category \(\text{Mon}(\Sigma)\) of \(\Sigma\)-models has a left adjoint. Moreover, the left adjoint is a reflector.
\end{proposition}

\(^8\) An initiality result for this particular case was also previously discussed and proved formally in the Coq proof assistant in [17].
5  Proof of Theorem 32

Our main technical result on effectiveness is the following Lemma 35. In Theorem 32, we give a much simpler criterion that encompasses all the examples we give.

The main technical result is encapsulated in the following lemma.

Lemma 35 (elementary_equations_preserve_initiality). Let \((\Sigma, E)\) be a 2-signature such that:
1. \(\Sigma\) sends epimorphic natural transformations to epimorphic natural transformations,
2. \(E\) is a family of elementary equations,
3. the initial 1-model of \(\Sigma\) exists,
4. the initial 1-model of \(\Sigma\) preserves epimorphisms,
5. the image by \(\Sigma\) of the initial 1-model of \(\Sigma\) preserves epimorphisms.

Then, the category of 2-models of \((\Sigma, E)\) has an initial object.

Before tackling the proof of Lemma 35, we discuss how to derive Theorem 32 from it, and we prove some auxiliary results.

We start with a lemma about preservation of epimorphisms:

Lemma 36 (algebraic_model_Epi and BindingSig_on_model_isEpi). Let \(\Sigma\) be an algebraic 1-signature. Then \(\hat{\Sigma}\) and \(\Sigma(\hat{\Sigma})\) preserve epimorphisms.

Now we have everything we need to prove Theorem 32:

Proof of Theorem 32. The “epimorphism” hypotheses of Lemma 35 are used to transfer structure from the initial model \(\hat{\Sigma}\) of the 1-signature \(\Sigma\) onto a suitable quotient. There are different ways to prove these hypotheses:

- The axiom of choice implies conditions 4 and 5 since, in this case, any epimorphism in \(\text{Set}\) is split and thus preserved by any functor.
- Condition 5 is a consequence of condition 4 if \(\Sigma\) sends monads preserving epimorphisms to modules preserving epimorphisms.
- If \(\Sigma\) is algebraic, then conditions 1, 3, 4 and 5 are satisfied, cf. Example 30 and Lemma 36.

From the remarks above, we derive the simpler and weaker statement of Theorem 32 that covers all our examples, which are algebraic.

The rest of this section is dedicated to the proof of the main technical result, Lemma 35. The reader inclined to do so may safely skip this part, and rely on the correctness of the machine-checked proof instead.

The proof of Lemma 35 uses some quotient constructions that we present now:

Proposition 37 (u_monad_def). Given a monad \(R\) preserving epimorphisms and a collection of monad morphisms \((f_i : R \to S_i)_{i \in I}\), there exists a quotient monad \(R/(f_i)\) together with a projection \(p^R : R \to R/(f_i)\), which is a morphism of monads such that each \(f_i\) factors through \(p\).

Proof. The set \(R/(f_i)(X)\) is computed as the quotient of \(R(X)\) with respect to the relation \(x \sim y\) if and only if \(f_i(x) = f_i(y)\) for each \(i \in I\). This is a straightforward adaptation of Lemma 47 of [2].

Note that the epimorphism preservation is implied by the axiom of choice, but can be proven for the monad underlying the initial model \(\Sigma\) of an algebraic 1-signature \(\Sigma\) even without resorting to the axiom of choice.

The above construction can be transported on \(\Sigma\)-models:
Proposition 38 (u_rep_def). Let $\Sigma$ be a 1-signature sending epimorphic natural transformations to epimorphic natural transformations, and let $R$ be a $\Sigma$-model such that $R$ and $\Sigma(R)$ preserve epimorphisms. Let $(f_i : R \rightarrow S_i)_{i \in I}$ be a collection of $\Sigma$-model morphisms. Then the monad $R/(f_i)$ has a natural structure of $\Sigma$-model and the quotient map $p^R : R \rightarrow R/(f_i)$ is a morphism of $\Sigma$-models. Any morphism $f_i$ factors through $p^R$ in the category of $\Sigma$-models.

The fact that $R$ and $\Sigma(R)$ preserve epimorphisms is implied by the axiom of choice. The proof follows the same line of reasoning as the proof of Proposition 37.

Now we are ready to prove the main technical lemma:

Proof of Lemma 35. Let $\Sigma$ be an effective 1-signature, and let $E$ be a set of elementary $\Sigma$-equations. The plan of the proof is as follows:

1. Start with the initial model $(\hat{\Sigma}, \sigma)$, with $\sigma : \Sigma(\hat{\Sigma}) \rightarrow \hat{\Sigma}$.
2. Construct the quotient model $\hat{\Sigma}/(f_i)$ according to Proposition 38 where $(f_i : \hat{\Sigma} \rightarrow S_i)_{i}$ is the collection of all initial $\Sigma$-morphisms from $\hat{\Sigma}$ to any $\Sigma$-model satisfying the equations. We denote by $\sigma/(f_i) : \Sigma(\hat{\Sigma}/(f_i)) \rightarrow \hat{\Sigma}/(f_i)$ the action of the quotient model.
3. Given a model $M$ of the 2-signature $(\Sigma, E)$, we obtain a morphism $i_M : \hat{\Sigma}/(f_i) \rightarrow M$ from Proposition 38. Uniqueness of $i_M$ is shown using epimorphicity of the projection $p : \hat{\Sigma} \rightarrow \hat{\Sigma}/(f_i)$. For this, it suffices to show uniqueness of the composition $i_M \circ p : \hat{\Sigma} \rightarrow M$ in the category of 1-models of $\Sigma$, which follows from initiality of $\hat{\Sigma}$.
4. The verification that $(\hat{\Sigma}/(f_i), \sigma/(f_i))$ satisfies the equations is given below. Actually, it follows the same line of reasoning as in the proof of Proposition 37 that $\hat{\Sigma}/(f_i)$ satisfies the monad equations.

Let $e = (e_1, e_2) : U \rightarrow \Theta^{(n)}$ be an elementary equation of $E$. We want to prove that the two arrows

$$e_1 \Sigma/(f_i), e_2 \Sigma/(f_i) : U(\hat{\Sigma}/(f_i)) \rightarrow (\hat{\Sigma}/(f_i))^{(n)}$$

are equal. As $p$ is an epimorphic natural transformation, $U(p)$ also is by definition of an elementary equation. It is thus sufficient to prove that

$$e_1 \Sigma/(f_i) \circ U(p) = e_2 \Sigma/(f_i) \circ U(p),$$

which, by naturality of $e_1$ and $e_2$, is equivalent to $p^{(n)} \circ e_1 \Sigma = p^{(n)} \circ e_2 \Sigma$.

Let $x$ be an element of $U(\hat{\Sigma})$ and let us show that $p^{(n)}(e_1 \Sigma(x)) = p^{(n)}(e_2 \Sigma(x))$. By definition of $\Sigma/(f_i)$ as a pointwise quotient (see Proposition 37), it is enough to show that for any $j$, the equality $f_j^{(n)}(e_1 \Sigma(x)) = f_j^{(n)}(e_2 \Sigma(x))$ is satisfied. Now, by naturality of $e_1$ and $e_2$, this equation is equivalent to $e_1 \Sigma_j(U(f_j)(x)) = e_2 \Sigma_j(U(f_j)(x))$ which is true since $S_j$ satisfies the equation $e_1 = e_2$. □

6 Examples of algebraic 2-signatures

We already illustrated our theory by looking at the paradigmatic case of lambda calculus modulo $\beta$- and $\eta$-equations (Examples 11 and 33). This section collects further examples of application of our results.

In our framework, complex signatures can be built out of simpler ones by taking their coproducts. Note that the class of algebraic 2-signatures encompasses the algebraic 1-signatures and is closed under arbitrary coproducts: the prototypical examples of algebraic 2-signatures given in this section can be combined with any other algebraic 2-signature, yielding an effective 2-signature thanks to Theorem 32.
6.1 Monoids

We begin with an example of monad for a first-order syntax with equations. Given a set $X$, we denote by $M(X)$ the free monoid built over $X$. This is a classical example of monad over the category of (small) sets. The monoid structure gives us, for each set $X$, two maps $m_X : M(X) \times M(X) \rightarrow M(X)$ and $e_X : 1 \rightarrow M(X)$ given by the product and the identity respectively. It can be easily verified that $m : M^2 \rightarrow M$ and $e : 1 \rightarrow M$ are $M$-module morphisms. In other words, $(M, \rho) = (M, [m, e])$ is a model of the 1-signature $\Sigma = \Theta \times \Theta + 1$.

We break the tautological morphism of $\Sigma$-modules (cf. Example 6) into constituent pieces, defining $m := \tau \circ \text{inl} : \Theta \times \Theta \rightarrow \Theta$ and $e := \tau \circ \text{inr} : 1 \rightarrow \Theta$.

Over the 1-signature $\Sigma$ we specify equations postulating associativity and left and right unitality as follows:

\[
\begin{align*}
\Theta^3 & \xrightarrow{\Theta \times m} \Theta^2 \xrightarrow{m} \Theta \\
\Theta^3 & \xrightarrow{m \times \Theta} \Theta^2 \xrightarrow{m} \Theta \\
\Theta^2 & \xrightarrow{e \times \Theta} \Theta^2 \xrightarrow{m} \Theta \\
\Theta & \xrightarrow{1} \Theta \\
\Theta & \xrightarrow{1} \Theta
\end{align*}
\]

and we denote by $E$ the family consisting of these three $\Sigma$-equations. All are elementary since their codomain is $\Theta$, and their domain a product of $\Theta$s.

One checks easily that $(M, [m, e])$ is the initial model of $(\Sigma, E)$.

Several other classical (equational) algebraic theories, such as groups and rings, can be treated similarly, see Section 6.3 below. However, at the present state we cannot model theories with partial construction (e.g., fields).

6.2 Colimits of algebraic 2-signatures

In this section, we argue that our framework encompasses any colimit of algebraic 2-signatures.

Actually, the class of algebraic 2-signatures is not stable under colimits, as this is not even the case for algebraic 1-signatures. However, we can weaken this statement as follows:

\begin{itemize}
  \item \bf Proposition 39. Given any colimit of algebraic 2-signatures, there is an algebraic 2-signature yielding an isomorphic category of models.\end{itemize}

\begin{proof}
As the class of algebraic 2-signatures is closed under arbitrary coproducts, using the decomposition of colimits into coproducts and coequalizers, any colimit $\Xi$ of algebraic 2-signatures can be expressed as a coequalizer of two morphisms $f, g$ between some algebraic 2-signatures $(\Sigma_1, E_1)$ and $(\Sigma_2, E_2)$,

\[
(S_1, E_1) \xrightarrow{f} (S_2, E_2) \xrightarrow{g} \Xi = (S_3, E_3)
\]

where $\Sigma_3$ is the coequalizer of the 1-signatures morphisms $f$ and $g$. Note that the set of equations of $\Xi$ is $E_2$, by definition of the coequalizer in the category of 2-signatures. Now, consider the algebraic 2-signature $\Xi = (S_2, E_2 + (2))$ consisting of the 1-signature $\Sigma_2$ and the equations of $E_2$ plus the following elementary equation (see Example 30):

\[
\begin{align*}
\Sigma_1 & \xrightarrow{f} \Sigma_2 \xrightarrow{\tau_{\Sigma_2}} \Theta \\
\Sigma_1 & \xrightarrow{g} \Sigma_2 \xrightarrow{\tau_{\Sigma_2}} \Theta
\end{align*}
\]
We show that $\text{Mon}^\Xi$ and $\text{Mon}^\Xi'$ are isomorphic. A model of $\Xi'$ is a monad $R$ together with an $R$-module morphism $r : \Sigma_2(R) \to R$ such that $r \circ f_R = r \circ g_R$ and that the equations of $E_2$ are satisfied. By universal property of the coequalizer, this is exactly the same as giving an $R$-module morphism $\Sigma_3(R) \to R$ satisfying the equations of $E_2$, i.e., giving $R$ an action of $\Xi = (\Sigma_3, E_2)$.

It is straightforward to check that this correspondence yields an isomorphism between the category of models of $\Xi$ and the category of models of $\Xi'$.

This proposition, together with the following corollary, allow us to recover all the examples presented in [2], as colimits of algebraic 1-signatures: syntactic commutative binary operator, maximum operator, application à la differential lambda calculus, syntactic closure operator, integrated substitution operator, coherent fixpoint operator.

**Corollary 40.** If $F$ is a finitary endofunctor on $\text{Set}$, then there is an algebraic 2-signature whose category of models is isomorphic to the category of 1-models of the 1-signature $F \cdot \Theta$.

**Proof.** It is enough to prove that $F \cdot \Theta$ is a colimit of algebraic 1-signatures.

As $F$ is finitary, it is isomorphic to the coend $\int_{n \in \mathbb{N}} F(n) \times \_^n$ where $\mathbb{N}$ is the full subcategory of $\text{Set}$ of finite ordinals (see, e.g., [26, Example 3.19]). As colimits are computed pointwise, the 1-signature $F \cdot \Theta$ is the coend $\int_{n \in \mathbb{N}} F(n) \times \Theta^n$, and as such, it is a colimit of algebraic 2-signatures.

However, we do not know whether we can recover our theorem [2, Theorem 35] stating that any presentable 1-signature is effective.

### 6.3 Algebraic theories

From the categorical point of view, several fundamental algebraic structures in mathematics can be conveniently and elegantly described using finitary monads. For instance, the category of monoids can be seen as the category of Eilenberg–Moore algebras of the monad of lists. Other important examples, like groups and rings, can be treated analogously. A classical reference on the subject is the work of Manes, where such monads are significantly called finitary algebraic theories [22, Definition 3.17].

We want to show that such “algebraic theories” fit in our framework, in the sense that they can be incorporated into an algebraic 2-signature, with the effect of enriching the initial model with the operations of the algebraic theory, subject to the axioms of the algebraic theory.

For a finitary monad $T$, Corollary 40 says how to encode the 1-signature $T \cdot \Theta$ as an algebraic 2-signature $(\Sigma_T, E_T)$. Models are monads $R$ together with an $R$-linear morphism $r : T \cdot R \to R$.

Now, for any model $(R, m)$ of $T \cdot \Theta$, we would like to enforce the usual $T$-algebra equations on the action $m$. This is done thanks to the following equations, where $\tau$ denotes the tautological morphism of $T \cdot \Theta$-modules:

$$\begin{align*}
\Theta & \xrightarrow{\eta_T \cdot \Theta} T \cdot \Theta \xrightarrow{\tau} \Theta \\
\Theta & \xrightarrow{1} \Theta \\
T \cdot T \cdot \Theta & \xrightarrow{\mu_T \cdot \Theta} T \cdot \Theta \xrightarrow{\tau} \Theta \\
T \cdot T \cdot \Theta & \xrightarrow{T \tau} T \cdot \Theta \xrightarrow{\tau} \Theta
\end{align*}$$

(3)

The first equation is clearly elementary. The second one is elementary thanks to the following lemma:

**Lemma 41.** Let $F$ be a finitary endofunctor on $\text{Set}$. Then $F$ preserves epimorphisms.
Proof. An anonymous referee remarked that this is a consequence of the axiom of choice, because then any epimorphism in the category of Set is split, and thus preserved by any functor. Here we provide an alternative proof which does not rely on the axiom of choice. (However, it may require the excluded middle, depending on the chosen definition of finitary functor.)

As $F$ is finitary, it is isomorphic to the coend $\int^{n \in \mathbb{N}} F(n) \times \_n$ [26, Example 3.19]. By decomposing it as a coequalizer of coproducts, we get an epimorphism $\alpha : \bigsqcup_{n \in \mathbb{N}} F(n) \times \_n \to F$. Now, let $f : X \to Y$ be a surjective function between two sets. We show that $F(f)$ is epimorphic. By naturality, the following diagram commutes:

$$
\begin{array}{ccc}
\bigsqcup_{n \in \mathbb{N}} F(n) \times X^n & \xrightarrow{\alpha_X} & \bigsqcup_{n \in \mathbb{N}} F(n) \times Y^n \\
F(X) & \xrightarrow{\alpha_Y} & F(Y)
\end{array}
$$

The composition along the top-right is epimorphic by composition of epimorphisms. Thus, the bottom left is also epimorphic, and so is $F(f)$ as the last morphism of this composition. ▷

In conclusion, we have exhibited the algebraic 2-signature $(\Sigma_T, E'_T)$, where $E'_T$ extends the family $E_T$ with the two elementary equations of Diagram 3. This signature allows to enrich any other algebraic 2-signature with the operations of the algebraic theory $T$, subject to the relevant equations.

6.4 Fixpoint operator

Here, we show the algebraic 2-signature corresponding to a fixpoint operator. In [2, Section 8.4] we studied fixpoint operators in the context of 1-signatures. In that setting, we treated a syntactic fixpoint operator called coherent fixpoint operator, somehow reminiscent of mutual letrec. We were able to impose many natural equations to this operator but we were not able to enforce the fixpoint equation. In this section, we show how a fixpoint operator can be fully specified by an algebraic 2-signature. We restrict our discussion to the unary case; the coherent family of multi-ary fixpoint operators presented in [2, Section 8.4], now including the fixpoint equations, can also be specified, in an analogous way, via an algebraic 2-signature.

Let us start by recalling the following

Definition 42. A unary fixpoint operator for a monad $R$ [2, Definition 40] is a module morphism $f$ from $R'$ to $R$ that makes the following diagram commute, where $\sigma$ is the substitution morphism defined as the uncurrying (see Definition 10) of the identity morphism on $\Theta'$:

$$
\begin{array}{ccc}
R' & \xrightarrow{(id_{R'}, f)} & R' \times R \\
\downarrow{f} & & \downarrow{\sigma_R} \\
R & & \Theta'
\end{array}
$$

In order to rephrase this definition, we introduce the obviously algebraic 2-signature $\Upsilon_{\text{fix}}$ consisting of the 1-signature $\Sigma_{\text{fix}} = \Theta'$ and the family $E_{\text{fix}}$ consisting of the single following $\Sigma_{\text{fix}}$-equation:

$$
e_{\text{fix}} : \Theta' \xrightarrow{(1, \tau)} \Theta' \times \Theta \xrightarrow{\sigma} \Theta \xrightarrow{\tau} \Theta \quad (4)$$
This allows us to rephrase the previous definition as follows: a unary fixpoint operator for a monad $R$ is just an action of the 2-signature $\Sigma_{fix}$ in $R$.

The name “fixpoint operator” is motivated by the following proposition:

**Proposition 43 ([2, Proposition 41]).** Fixpoint combinators are in one-to-one correspondence with actions of $\Sigma_{fix}$ in the monad $LC_{\beta \eta}$ of the lambda calculus modulo $\beta$- and $\eta$-equality.

Recall that fixpoint combinators are lambda terms $Y$ satisfying, for any (possibly open) term $t$, the equation

$$\text{app}(t, \text{app}(Y, t)) = \text{app}(Y, t).$$

Explicitly, such a combinator $Y$ induces a fixpoint operator $\hat{Y} : LC'_{\beta \eta} \to LC_{\beta \eta}$ which associates, to any term $t$ depending on an additional variable $*$, the term $\hat{Y}(t) := \text{app}(Y, \text{abs } t)$.

## 7 Recursion

In this section, we explain how a recursion principle can be derived from our initiality result, and give an example of a morphism – a translation – between monads defined via the recursion principle.

### 7.1 Principle of recursion

In our context, the recursion principle is a recipe for constructing a morphism from the monad underlying the initial model of a 2-signature to an arbitrary monad.

**Proposition 44 (Recursion principle).** Let $S$ be the monad underlying the initial model of the 2-signature $\Sigma$. To any action $a$ of $\Sigma$ in $T$ is associated a monad morphism $\hat{a} : S \to T$.

**Proof.** The action $a$ defines a 2-model $M$ of $\Sigma$, and $\hat{a}$ is the monad morphism underlying the initial morphism to $M$.

Hence the recipe consists in the following two steps:

1. give $T$ an action of the 1-signature $\Sigma$;
2. check that all the equations in $E$ are satisfied for the induced model.

In the next section, we illustrate this principle.

### 7.2 Translation of lambda calculus with fixpoint to lambda calculus

In this section, we consider the 2-signature $\Sigma_{LC_{\beta \eta, fix}} := \Sigma_{LC_{\beta \eta}} + \Sigma_{fix}$ where the two components have been introduced above (see Example 18 and Section 6.4).

As a coproduct of algebraic 2-signatures, $\Sigma_{LC_{\beta \eta, fix}}$ is itself algebraic, and thus the initial model exists. The underlying monad $LC_{\beta \eta, fix}$ of the initial model can be understood as the monad of lambda calculus modulo $\beta$ and $\eta$ enriched with an explicit fixpoint operator $\text{fix} : LC_{\beta \eta, fix} \to LC_{\beta \eta}$. Now we build by recursion a monad morphism from this monad to the “bare” monad $LC_{\beta \eta}$ of lambda calculus modulo $\beta$ and $\eta$.

As explained in Section 7.1, we need to define an action of $\Sigma_{LC_{\beta \eta, fix}}$ in $LC_{\beta \eta}$, that is to say an action of $\Sigma_{LC_{\beta \eta}}$ plus an action of $\Sigma_{fix}$. For the action of $\Sigma_{LC_{\beta \eta}}$, we take the one yielding the initial model.

Now, in order to find an action of $\Sigma_{fix}$ in $LC_{\beta \eta}$, we choose a fixpoint combinator $Y$ (say the one of Curry) and take the action $\hat{Y}$ as defined at the end of Section 6.4.

In more concrete terms, our translation is a kind of compilation which replaces each occurrence of the explicit fixpoint operator $\text{fix}(t)$ with $\text{app}(Y, \text{abs } t)$.
References


Towards the Average-Case Analysis of Substitution Resolution in λ-Calculus

Maciej Bendkowski
Jagiellonian University, Faculty of Mathematics and Computer Science, Theoretical Computer Science Department, ul. Prof. Łojasiewicza 6, 30–348 Kraków, Poland
maciej.bendkowski@tcs.uj.edu.pl

Abstract
Substitution resolution supports the computational character of β-reduction, complementing its execution with a capture-avoiding exchange of terms for bound variables. Alas, the meta-level definition of substitution, masking a non-trivial computation, turns β-reduction into an atomic rewriting rule, despite its varying operational complexity. In the current paper we propose a somewhat indirect average-case analysis of substitution resolution in the classic λ-calculus, based on the quantitative analysis of substitution in λυ, an extension of λ-calculus internalising the υ-calculus of explicit substitutions. Within this framework, we show that for any fixed n ≥ 0, the probability that a uniformly random, conditioned on size, λυ-term υ-normalises in n normal-order (i.e. leftmost-outermost) reduction steps tends to a computable limit as the term size tends to infinity. For that purpose, we establish an effective hierarchy \((G_n)_n\) of regular tree grammars partitioning υ-normalisable terms into classes of terms normalising in \(n\) normal-order rewriting steps. The main technical ingredient in our construction is an inductive approach to the construction of \(G_{n+1}\) out of \(G_n\) based, in turn, on the algorithmic construction of finite intersection partitions, inspired by Robinson’s unification algorithm. Finally, we briefly discuss applications of our approach to other term rewriting systems, focusing on two closely related formalisms, i.e. the full λυ-calculus and combinatorial logic.

2012 ACM Subject Classification Theory of computation → Lambda calculus; Mathematics of computing → Generating functions

Keywords and phrases lambda calculus, explicit substitutions, complexity, combinatorics

Digital Object Identifier 10.4230/LIPIcs.FSCD.2019.7

Funding Maciej Bendkowski: Maciej Bendkowski was partially supported within the Polish National Science Center grant 2016/21/N/ST6/01032.

1 Introduction

Traditional, machine-based computational models, such as Turing machines or RAMs, admit a natural notion of an atomic computation step, closely reflecting the actual operational cost of executing the represented computations. Unfortunately, this is not quite the case for computational models based on term rewriting systems with substitution, such as the classic λ-calculus. Given the (traditionally) epitheoretic nature of substitution, the single rewriting rule of β-reduction \((λx.a)b →_β a[x := b]\) masks a non-trivial computation of resolving (i.e. executing) the pending substitution of \(b\) for occurrences of \(x\) in \(a\). Moreover, unlike machine-based models, λ-calculus (as other term rewriting systems) does not impose a strict, deterministic evaluation mechanism. Consequently, various strategies for resolving substitutions can be used, even more obfuscating the operational semantics of β-reduction and hence also its operational cost. Those subtle nuances hidden behind the implementation details of substitution resolution are in fact one of the core issues in establishing reasonable cost models for the classic λ-calculus, relating it with other, machine-based computational models, see [14].
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In order to resolve this apparent inadequacy, Abadi et al. proposed to refine substitution in the classic $\lambda$-calculus and decompose it into a series of atomic rewriting steps, internalising in effect the calculus of executing substitutions [1]. Substitutions become first-class citizens and so can be manipulated together with regular terms. Consequently, the general framework of explicit substitutions provides a machine-independent setup for the operational semantics of substitution, based on a finite set of unit rewriting primitives. Remarkably, with the help of linear substitution calculus (a resource aware calculus of explicit substitutions) Accattoli and Dal Lago showed recently that the leftmost-outermost $\beta$-reduction strategy is a reasonable invariant cost model for $\lambda$-calculus, and hence it is able to simulate RAMs (or equivalent, machine-based models) within a polynomial time overhead [2].

Various subtleties of substitution resolution, reflected in the variety of available calculi of explicit substitutions, induce different operational semantics for executing substitutions in $\lambda$-calculus. This abundance of approaches is perhaps the main barrier in establishing a systematic, quantitative analysis of the operational complexity of substitution resolution and, among other things, a term rewriting analogue of classic average-case complexity analysis. In the current paper we propose a step towards filling this gap by offering a quantitative approach to substitution resolution in Lescanne’s $\lambda\upsilon$-calculus of explicit substitutions [15]. In particular, we focus on the following, average-case analysis type of question. Having fixed arbitrary non-negative $n$, what is the probability that a (uniformly) random $\lambda\upsilon$-term of given size is $\upsilon$-normalisable (i.e. can be reduced to a normal form without explicit substitutions) in exactly $n$ leftmost-outermost reduction steps? Furthermore, how does this probability distribution change when the term size tends to infinity?

We address the above questions using a two-step approach. First, we exhibit an effective (i.e. computable) hierarchy $(G_n)_n$ of unambiguous regular tree grammars with the property that $G_n$ describes the language of terms $\upsilon$-normalising in precisely $n$ leftmost-outermost $\upsilon$-rewriting steps. Next, borrowing techniques from analytic combinatorics, we analyse the limit proportion of terms $\upsilon$-normalising in $n$ normal-order steps. To that end, we construct appropriate generating functions and provide asymptotic estimates for the number of $\lambda\upsilon$-terms $\upsilon$-normalising in $n$ normal-order reduction steps. As a result, we base our approach on a direct quantitative analysis of the $\upsilon$ term rewriting system, measuring the operational cost of evaluating substitution in terms of the number of leftmost-outermost rewriting steps required to reach a ($\upsilon$-)normal form.

The paper is structured as follows. In Section 2 we outline $\lambda\upsilon$-calculus and the framework of regular tree grammars, establishing the necessary terminology for the remainder of the paper. Next, in Section 3, we prepare the background for the construction of $(S_n)_n$. In particular, we sketch its general, intuitive scheme. In Section 4 we introduce the main tool of finite intersection partitions and show that it is indeed constructible in the context of generated reduction grammars. Afterwards, in Section 5, we show how finite intersection partitions can be used in the construction of new productions in $S_{n+1}$ based on productions in the grammar $S_n$. Having constructed $(S_n)_n$ we then proceed to the main quantitative analysis of $\upsilon$-calculus using methods of analytic combinatorics, see Section 6. Finally, in Section 7 we discuss broader applications of our technique to other term rewriting systems, based on the examples of $\lambda\upsilon$-calculus and combinatory logic, and conclude the paper in the final Section 8.

2 Preliminaries

2.1 Lambda uppsilon calculus

$\lambda\upsilon$ (lambda uppsilon) is a simple, first-order term rewriting system extending the classic $\lambda$-calculus based on de Bruijn indices [11] with the calculus of resolving pending substitutions [15, 16]. Its formal terms, so-called $\lambda\upsilon$-terms, are comprised of de Bruijn indices $\natural$. 
application, abstraction, together with an additional, explicit closure operator $[\cdot]$ standing for unresolved substitutions. De Bruijn indices are represented in unary base expansion. In other words, $n$ is encoded as an $n$-fold application of the successor operator $S$ to zero $0$. Substitutions, in turn, consist of three primitives, i.e. a constant shift $\uparrow$, a unary lift operator $\uparrow\uparrow$, mapping substitutions onto substitutions, and a unary slash operator $/$, mapping terms onto substitutions. Terms containing closures are called impure whereas terms without them are said to be pure. Figure 1 summarises the formal specification of $\lambda\upsilon$-terms and the corresponding rewriting system $\lambda\upsilon$.

\[
\begin{align*}
(\lambda a)b &\to a[b/] & \text{(Beta)} \\
(ab)[s] &\to a[s](b[s]) & \text{(App)} \\
(\lambda a)[s] &\to \lambda(a[\uparrow(s)]) & \text{(Lambda)} \\
0[a/] &\to a & \text{(FVar)} \\
(Sn)[a/] &\to n & \text{(RVar)} \\
\end{align*}
\]

\[
\begin{align*}
t ::= n \mid \lambda t \mid tt \mid t[s] \\
s ::= t/ \mid \uparrow(s) \mid \uparrow \\
n ::= 0 \mid Sn. \\
\end{align*}
\]

(a) Terms of $\lambda\upsilon$-calculus. (b) Rewriting rules.

Figure 1 The $\lambda\upsilon$-calculus rewriting system.

- Example 2.1. Note that the well-known combinator $K = \lambda xy.x$ is represented in the de Bruijn notation as $\lambda \lambda 1$. The reverse application term $\lambda xy.yx$, on the other hand, is represented as $\lambda \lambda 01$. Consequently, in a single $\beta$-reduction step, it holds $(\lambda \lambda 01) K \to_\beta \lambda (0 K)$. In $\lambda\upsilon$-calculus, however, this single $\beta$-reduction is decomposed into a series of small rewriting steps governing both the $\beta$-reduction as well as the subsequent substitution resolution. For instance, we have

\[
(\lambda \lambda 01) K \to (\lambda 01)(K/) \to (\lambda (01)[\uparrow(K/)]) \to \lambda (0[\uparrow(K/)]) (1[\uparrow(K/)]) \\
\quad \to \lambda (0[\uparrow(K/)]) \to \lambda (0[0(K/)[\uparrow]]) \to \lambda (0(K[\uparrow])).
\]

(1)

Furthermore,

\[
\begin{align*}
K[\uparrow] = (\lambda \lambda 1)[\uparrow] \to \lambda ((\lambda 1)[\uparrow (\uparrow)]) \to \lambda \lambda (1[\uparrow(\uparrow)]) \\
\quad \to \lambda \lambda (0[\uparrow(\uparrow)](\uparrow)) \to \lambda \lambda (0[\uparrow]) \\
\quad \to \lambda \lambda 1 = K
\end{align*}
\]

(2)

hence indeed $(\lambda \lambda 01) K$ rewrites to $\lambda (0 K)$.

Let us notice that in the presence of the erasing (RVar) and duplicating (App) rewriting rules, not all reduction sequences starting with the same term have to be of equal length. Like in the classic $\lambda$-calculus, depending on the considered term, some rewriting strategies might be more efficient then others.

$\lambda\upsilon$ enjoys a series of pleasing properties. Most notably, $\lambda\upsilon$ is confluent, correctly implements $\beta$-reduction of the classic $\lambda$-calculus, and preserves strong normalisation of closed terms [3]. Moreover, the $\upsilon$ fragment, i.e. $\lambda\upsilon$ without the (Beta) rule, is terminating. In
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other words, each $\lambda$-$v$-term is $v$-normalising as can be shown using, for instance, polynomial interpretations [9]. In the current paper we focus on the normal-order (i.e. leftmost-outermost) evaluation strategy of $v$-reduction. For convenience, we assume the following notational conventions. We use lowercase letters $a, b, c, \ldots$ to denote arbitrary terms and $s$ (with or without subscripts) to denote substitutions. Moreover, we write $a \downarrow_n$ to denote the fact that $a$ normalises to its $v$-normal form in $n$ normal-order $v$-reduction steps. Sometimes, for further convenience, we also simply state that $t$ normalises in $n$ steps, without specifying the assumed evaluation strategy nor the specific rewriting steps and normal form.

2.2 Regular tree languages

We base our main construction in the framework of regular tree languages. In what follows, we outline their basic characteristics and that of corresponding regular tree grammars, introducing necessary terminology. We refer the curious reader to [10, Chapter II] for a more detailed exposition.

- **Definition 2.2 (Ranked alphabet).** A ranked alphabet $\mathcal{F}$ is a finite set of function symbols endowed with a corresponding arity function $\text{arity}: \mathcal{F} \to \mathbb{N}$. We use $\mathcal{F}_n$ to denote the set of function symbols of arity $n$, i.e. function symbols $f \in \mathcal{F}$ such that $\text{arity}(f) = n$. Function symbols of arity zero are called constants. As a notational convention, we use lowercase letters $f, g, h, \ldots$ to denote arbitrary function symbols.

- **Definition 2.3 (Terms).** Let $X$ be a finite set of variables. Then, the set $\mathcal{T}_\mathcal{F}(X)$ of terms over $\mathcal{F}$ is defined inductively as follows:
  - $X, \mathcal{F}_0 \subset \mathcal{T}_\mathcal{F}(X)$;
  - If $f \in \mathcal{F}_n$ and $\alpha_1, \ldots, \alpha_n \in \mathcal{T}_\mathcal{F}(X)$, then $f(\alpha_1, \ldots, \alpha_n) \in \mathcal{T}_\mathcal{F}(X)$.

Terms not containing variables, in other words elements of $\mathcal{T}_\mathcal{F}(\emptyset)$, are called ground terms.

As a notational convention, we use lowercase Greek letters $\alpha, \beta, \gamma, \ldots$ to denote arbitrary terms. Whenever it is clear from the context, we use the word term both to refer to the above structures as well as to denote $\lambda$-$v$-terms.

- **Definition 2.4 (Regular tree grammars).** A regular tree grammar $G = (S, N, \mathcal{F}, \mathcal{P})$ is a tuple consisting of:
  - an axiom $S \in N$;
  - a finite set $N$ of non-terminal symbols;
  - a ranked alphabet $\mathcal{F}$ of terminal symbols such that $\mathcal{F} \cap N = \emptyset$; and
  - a finite set $\mathcal{P}$ of productions in form of $N \to \alpha$ such that $N \in N$ and $\alpha \in \mathcal{T}_\mathcal{F}(N)$.

A production $N \to \alpha$ is self-referencing if $N$ occurs in $\alpha$. Otherwise, if $N$ does not occur in $\alpha$, we say that $N \to \alpha$ is regular. As a notational convention, we use capital letters $X, Y, Z \ldots$ to denote arbitrary non-terminal symbols.

- **Definition 2.5 (Derivation relation).** The derivation relation $\to_\mathcal{G}$ associated with the grammar $G = (S, N, \mathcal{F}, \mathcal{P})$ is a relation on pairs of terms in $\mathcal{T}_\mathcal{F}(N)$ satisfying $\alpha \to_\mathcal{G} \beta$ if and only if there exists a production $N \to \gamma$ in $\mathcal{P}$ such that after substituting $\gamma$ for some occurrence of $N$ in $\alpha$ we obtain $\beta$. Following standard notational conventions, we use $\to_\mathcal{G}^*$ to denote the transitive closure of $\to_\mathcal{G}$. Moreover, if $G$ is clear from the context, we omit it in the subscript of the derivation relations and simply write $\to$ and $\to^*$.

A regular tree grammar $G$ with axiom $S$ is said to be unambiguous if and only if for each ground term $\alpha \in \mathcal{T}_\mathcal{F}(\emptyset)$ there exists at most one derivation sequence in form of $S \to \gamma_1 \to \cdots \to \gamma_n = \alpha$. Likewise, $G$ is said to be unambiguous in $G$ if and only if for each ground term $\alpha \in \mathcal{T}_\mathcal{F}(\emptyset)$ there exists at most one derivation sequence in form of $N \to \gamma_1 \to \cdots \to \gamma_n = \alpha$. 

As a notational convention, we use lowercase Greek letters $\alpha, \beta, \gamma, \ldots$ to denote substitutions. Moreover, we write $\to$ and $\to^*$ to denote the transitive closure of $\to$ and $\to^*$.
Definition 2.6 (Regular tree languages). The language \( L(\mathcal{G}) \) generated by \( \mathcal{G} \) is the set of all ground terms \( \alpha \) such that \( S \xrightarrow{\mathcal{G}} \alpha \) where \( S \) is the axiom of \( \mathcal{G} \). Similarly, the language generated by term \( \alpha \in T_{\mathcal{F}}(N) \) in \( \mathcal{G} \), denoted as \( L_{\mathcal{G}}(\alpha) \), is the set of all ground terms \( \beta \) such that \( \alpha \xrightarrow{\mathcal{G}} \beta \). Finally, a set \( L \) of ground terms is said to be a regular tree language if there exists a regular tree grammar \( \mathcal{G} \) such that \( L(\mathcal{G}) = L \).

Example 2.7. The set of \( \lambda \nu \)-terms is an example of a regular tree language. The corresponding regular tree grammar \( \Lambda = (T, N, F, P) \) consists of
- a set \( N \) of three non-terminal symbols \( T, S, N \) intended to stand for \( \lambda \nu \)-terms, substitutions, and de Bruijn indices, respectively, with \( T \) being the axiom of \( \Lambda \);
- a set \( F \) of terminal symbols, comprised of all the symbols of the \( \lambda \nu \)-calculus language, i.e. term application and abstraction, closure \( \cdot [\cdot] \), slash \( \cdot / \), lift \( \uparrow (\cdot) \) and shift \( \uparrow \) operators, and the successor \( S(\cdot) \) with the constant \( 0 \); and
- a set \( P \) of productions

\[
\begin{align*}
T & \rightarrow N \mid \lambda T \mid TT \mid T[S] \\
S & \rightarrow T/ \mid \uparrow (S) \mid \uparrow \\
N & \rightarrow 0 \mid S N.
\end{align*}
\]

Let us notice that (3) consists of five self-referencing productions, three for \( T \) and one for each \( S \) and \( N \). Moreover, \( L(N) \subset L(T) \) as \( P \) includes a production \( T \rightarrow N \).

Example 2.8. Each \( \lambda \nu \)-term admits a natural tree-like structure. The following example depicts the tree representation of the term \( \lambda [0[\uparrow 0][\uparrow (0/)]] \). Note that the (conventionally) implicit term application is represented as an explicit binary node (\( \cdot \)).

![Figure 2 Tree representation of \( \lambda [0[\uparrow 0][\uparrow (0/)]] \).](image)

3 Reduction grammars

We conduct our construction of \( (\mathcal{G}_n) \) in an inductive, incremental fashion. Starting with \( \mathcal{G}_0 \) corresponding to the set of pure terms (i.e. \( \lambda \nu \)-terms without closures) we build the \( (n+1) \)st grammar \( \mathcal{G}_{n+1} \) based on the structure of the \( n \)th grammar \( \mathcal{G}_n \). First-order rewriting rules of \( \lambda \nu \)-calculus guarantee a close structural resemblance of both their left- and right-hand sides, see Figure 1b. Consequently, with \( \mathcal{G}_n \) at hand, we can analyse the right-hand sides of \( \nu \) rewriting rules and match them with productions of \( \mathcal{G}_n \). Based on their structure, we then determine the structure of productions of \( \mathcal{G}_{n+1} \) which correspond to respective left-hand sides. Although such a general idea of constructing \( \mathcal{G}_{n+1} \) out of \( \mathcal{G}_n \) is quite straightforward, its implementation requires some careful amount of detail.
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For that reason, we make the following initial preparations. Each grammar \( G_n \) uses the same, global, ranked alphabet \( \mathcal{F} \) corresponding to \( \lambda \nu \)-calculus, see Example 2.7. The standard non-terminal symbols \( T, S, \) and \( N \), together with their respective productions (3), are pre-defined in each grammar \( G_n \). In addition, \( G_n \) includes \( n + 1 \) non-terminal symbols \( G_0, \ldots, G_n \) (the final one being the axiom of \( G_n \)) with the intended meaning that for all \( 0 \leq k \leq n \), the language \( L_{G_n}(G_k) \) is equal to the set of terms \( \nu \)-normalising in \( k \) normal-order steps. In this manner, building \( (G_n)_n \) amounts to a careful, incremental extension process, starting with the initial grammar \( G_0 \) comprised of the following extra, i.e. not included in (3), productions:

\[
G_0 \to N | \lambda G_0 | G_0 G_0. \tag{4}
\]

In order to formalise the above preparations and the overall presentation of our construction, we introduce the following, abstract notions of \( \nu \)-reduction grammar and later also their simple variants.

\begin{definition}[\( \nu \)-reduction grammars] \( \Lambda = (T, N, \mathcal{F}, \mathcal{P}) \) be the regular tree grammar corresponding to \( \lambda \nu \)-terms, see Example 2.7. Then, the regular tree grammar

\[
G_n = (G_n, N_n, \mathcal{F}, \mathcal{P}_n) \tag{5}
\]

with

- \( N_n = N \cup \{G_0, G_1, \ldots, G_n\} \); and
- \( \mathcal{P}_n \) being a set of productions such that \( \mathcal{P} \subseteq \mathcal{P}_n \)

is said to be a \( \nu \)-reduction grammar, \( \nu \text{-RG} \) in short, if all non-terminal symbols \( N_n \) are unambiguous in \( G_n \), for all \( 0 \leq k \leq n \) the language \( L(G_k) \) is equal to the set of \( \lambda \nu \)-terms \( \nu \)-normalising in \( k \) normal-order \( \nu \)-steps, and finally \( L(T), L(S) \) and \( L(N) \) are equal to the sets of \( \lambda \nu \)-terms, substitutions and de Bruijn indices, respectively.

\begin{definition}[Partial order of sorts] The partial order of sorts \( (N_n, \preceq) \) is a partial order (i.e. reflexive, transitive, and anti-symmetric relation) on non-terminal symbols \( N_n \) satisfying \( X \preceq Y \) if and only if \( L_{G_n}(X) \subseteq L_{G_n}(Y) \). For convenience, we write \( X \land Y \) to denote the greatest lower bound of \( \{X, Y\} \). Figure 3 depicts the partial order \( (N_n, \preceq) \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{hasse_diagram.png}
\caption{Hasse diagram of the partial order \( (N_n, \preceq) \).
\end{figure}

\end{definition}

\begin{remark} Let us notice that given the interpretation of \( L(G_0), \ldots, L(G_n) \), the partial order of sorts \( (N_n, \preceq) \) captures all the inclusions among the non-terminal languages within \( G_n \). However, in addition, if \( X \) and \( Y \) are not comparable through \( \preceq \), then \( L(X) \cap L(Y) = \emptyset \)

as each term \( \nu \)-normalises in a unique, determined number of steps.
\end{remark}
Definition 3.4 (Simple $\nu$-reduction grammars). A $\nu$-RG $G_n$ is said to be simple if all its self-referencing productions are either productions of the regular tree grammar corresponding to $\lambda\nu$-terms, see Example 2.7, or are of the form

$$G_k \rightarrow \lambda G_k \mid G_0 G_k \mid G_k G_0$$

and moreover, for all regular productions in form of $G_k \rightarrow \alpha$ in $G_n$, it holds $\alpha \in \mathcal{T}_F(N \cup \{G_0, \ldots, G_{k-1}\})$, i.e. $\alpha$ does not reference non-terminals other than $G_0, \ldots, G_{k-1}$.

Remark 3.5. Let us note that, in general, $\nu$-reduction grammars do not have to be simple. Due to the erasing (RVar) rewriting rule, it is possible to construct, inter alia, more involved self-referencing productions. Nonetheless, for technical convenience, we will maintain the simplicity of constructed grammars $(G_n)_n$.

Also, let us remark that the above definition of simple $\nu$-reduction grammars asserts that if $G_{n+1}$ is a simple $\nu$-RG, then, by a suitable truncation, it is possible to obtain all of the $\nu$-reduction grammars $G_0$ up to $G_n$. Consequently, $G_{n+1}$ contains, in a proper sense, all the proceeding grammars $G_0, \ldots, G_n$.

4 Finite intersection partitions

The main technical ingredient in our construction of $(G_n)_n$ are finite intersection partitions.

Definition 4.1 (Finite intersection partition). Assume that $\alpha, \beta$ are two terms in $\mathcal{T}_F(X)$. Then, a finite intersection partition, FIP in short, of $\alpha$ and $\beta$ is a finite set $\Pi(\alpha, \beta) = \{\pi_1, \ldots, \pi_n\} \subset \mathcal{T}_F(X)$ such that $L(\pi_i) \cap L(\pi_j) = \emptyset$ whenever $i \neq j$, and moreover $\bigcup_i L(\pi_i) = L(\alpha) \cap L(\beta)$.

Let us note that, a priori, it is not immediately clear if $\Pi(\alpha, \beta)$ exists for $\alpha$ and $\beta$ in the term algebra $\mathcal{T}(N_n)$ associated with a simple $\nu$-RG $G_n$ nor whether there exists an algorithmic method of its construction. The following result states that both questions can be settled in the affirmative.

Lemma 4.2 (Constructible finite intersection partitions). Let $G_n$ be a simple $\nu$-reduction grammar. Assume that $\alpha, \beta$ are two (not necessarily ground) terms in $\mathcal{T}(N_n)$ where $N_n$ is the set of non-terminal symbols of $G_n$. Then, $\alpha$ and $\beta$ have a computable finite intersection partition $\Pi(\alpha, \beta)$.

Figure 4 provides a functional pseudocode description of $\text{fip}_k$ constructing $\Pi(\alpha, \beta)$ for arbitrary terms $\alpha, \beta$ within the scope of a simple $\nu$-RG $G_k$. A corresponding proof of correctness is given in Appendix A.

Our finite intersection partition algorithm resembles a variant of Robinson’s unification algorithm [17] applied to many-sorted term algebras with a tree hierarchy of sorts, as investigated by Walther, cf. [19]. It becomes even more apparent once the correspondence between sorts, as stated in the language of many-sorted term algebra, and the tree-like hierarchy of non-terminal symbols in $\nu$-reduction grammars is established, see Figure 3.

5 The construction of simple $\nu$-reduction grammars

Equipped with constructible, finite intersection partitions, we are now ready to describe the generation procedure for $(G_n)_n$. We begin with establishing a convenient verbosity invariant maintained during the construction of $(G_n)_n$. 
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```
fun fip\_k \alpha \beta :=
  match \alpha, \beta with
  | f(\alpha_1, \ldots, \alpha_n), g(\beta_1, \ldots, \beta_m) \Rightarrow
    if f \neq g \lor n \neq m then {} (* symbol clash *)
  else if n = m = 0 then \{f\}
  else let \Pi_i := fip\_k \alpha_i \beta_i, \forall 1 \leq i \leq n
    in \{f(\pi_1, \ldots, \pi_n) | (\pi_1, \ldots, \pi_n) \in \Pi_1 \times \cdots \times \Pi_n\}
```

Figure 4 Pseudocode of the \(fip_k\) procedure computing \(\Pi(\alpha, \beta)\).

Definition 5.1 (Closure width). Let \(\alpha\) be a term in \(T_F(X)\) for some finite set \(X\). Then, \(\alpha\) has closure width \(w\), if \(w\) is the largest non-negative integer such that \(\alpha\) is of form \(\chi[\sigma_1] \cdots [\sigma_w]\) for some term \(\chi\) and substitutions \(\sigma_1, \ldots, \sigma_w\). For convenience, we refer to \(\chi\) as the head of \(\alpha\) and to \(\sigma_1, \ldots, \sigma_w\) as its tail.

Definition 5.2 (Verbose \(\upsilon\)-reduction grammars). A \(\upsilon\)-RG \(G_n\) is said to be verbose if none of its productions is of form \(X \rightarrow G_k[\sigma_1] \cdots [\sigma_w]\) for some arbitrary non-negative \(w\) and \(k\).

Simple, verbose \(\upsilon\)-reduction grammars admit a neat structural feature. Specifically, their productions preserve closure width of generated terms.

Lemma 5.3. Assume that \(G_n\) is a simple, verbose \(\upsilon\)-RG. Then, for each production \(G_n \rightarrow \chi[\sigma_1] \cdots [\sigma_w]\) in \(G_n\) such that its right-hand side is of closure width \(w\), either \(\chi = N\) or \(\chi\) is in form \(\chi = f(\alpha_1, \ldots, \alpha_m)\) for some non-closure function symbol \(f\) of arity \(m\).

Proof. See Appendix B.

Lemma 5.4. Assume that \(G_n\) is a simple, verbose \(\upsilon\)-RG. Then, for each production \(G_n \rightarrow \chi[\sigma_1] \cdots [\sigma_w]\) in \(G_n\) such that its right-hand side is of closure width \(w\), and ground term \(\delta \in L(\chi[\sigma_1] \cdots [\sigma_w])\) it holds that \(\delta\) is of closure width \(w\).

Proof. Direct consequence of Lemma 5.3.

The following \(\varphi\)-matchings are the central tool used in the construction of new reduction grammars. Based on finite intersection partitions, \(\varphi\)-matchings provide a simple template recognition mechanism which allows us to match productions in \(G_n\) with right-hand sides of \(\upsilon\) rewriting rules.
**Definition 5.5 (φ-matchings).** Let $\mathcal{S}_n$ be a simple, verbose $\nu$-RG and $\varphi = \chi[\tau_1] \cdots [\tau_d] \in T(N_{\mathcal{S}_n})$ be a template (term) of closure width $d$. Assume that $X \rightarrow \gamma[\sigma_1] \cdots [\sigma_u]$ is a production of $\mathcal{S}_n$ which right-hand side has closure width $w \geq d$. Furthermore, let

$$\Delta_\varphi(\gamma[\sigma_1] \cdots [\sigma_u]) = \Pi(\gamma[\sigma_1] \cdots [\sigma_u], \chi[\tau_1] \cdots [\tau_d])$$

be the set of $\varphi$-matchings of $\gamma[\sigma_1] \cdots [\sigma_u]$.

Then, the set $\Delta_\varphi^i$ of $\varphi$-matchings of $\mathcal{S}_n$ is defined as

$$\Delta_\varphi^i = \bigcup \{ \Delta_\varphi(\gamma) \mid G_n \rightarrow \gamma \in \mathcal{S}_n \}. \quad (8)$$

For further convenience, we write $\varphi(i)$ to denote the template $\varphi = \chi[\tau_1] \cdots [\tau_d]$ with $i$ copies of $[S]$ appended to its original tail, i.e. $\varphi(i) = \chi[\tau_1] \cdots [\tau_d][S] \cdots [S]$.\\

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Rewriting rule & Template $\varphi$ & Production scheme $\Delta_\varphi^i \rightarrow \gamma$ \\ \hline
(App) & $(ab)[s] \rightarrow a[s(b)]$ & $T[S][T[S]]$ \\ \hline
(Lambda) & $(\lambda \alpha)[s] \rightarrow \lambda(\alpha[\beta](s))$ & $\lambda(T[\gamma(\alpha)])[\gamma(\beta)]\sigma_1 \cdots [\sigma_u] \rightarrow \lambda(\alpha\beta\sigma_1 \cdots [\sigma_u] \rightarrow (\alpha\beta)[\gamma(\alpha)]\sigma_1 \cdots [\sigma_u] \rightarrow (\alpha\beta)[\gamma(\alpha)]\sigma_1 \cdots [\sigma_u]$ \\ \hline
(FVar) & $\emptyset[\alpha]/ \rightarrow a$ & $T$ \\ \hline
(RVar) & $(S \ n)[a]/ \rightarrow n$ & $N$ \\ \hline
(FVarLift) & $(\emptyset[\alpha]) \rightarrow \emptyset$ & $0$ \\ \hline
(RVarLift) & $(S \ n)[\gamma(\alpha)] \rightarrow n[\gamma]$ & $N[S][\gamma]$ \\ \hline
(VarShift) & $\emptyset[\alpha] \rightarrow S\ n$ & $S\ N$ \\ \hline
\end{tabular}
\caption{\nu-rewriting rules with respective templates and production schemes.}
\end{table}

$^1$For each $\tau \in \Pi(\tau_1, \tau_2)$, see Remark 5.7.

In what follows we use computable intersection partitions in our iterative construction of $(\mathcal{S}_n)_n$. Recall that if $\mathcal{S}_n$ is simple then, inter alia, self-referencing productions starting with the non-terminal $G_n$ take the form

$$G_n \rightarrow \lambda G_n \mid G_0 G_n \mid G_n G_0. \quad (9)$$

If $t \downarrow_n$ (for $n \geq 1$) but it does not start with a head $\nu$-redex, then it must be of form $t = \lambda a$ or $t = ab$. In the former case, it must hold $a \downarrow_n$; hence the pre-defined production $G_n \rightarrow \lambda G_n$ in $\mathcal{S}_n$. In the latter case, it must hold $a \downarrow_k$ whereas $b \downarrow_{n-k}$ for some $0 \leq k \leq n$. And so, it means that we have to include productions in form of $G_n \rightarrow G_k G_{n-k}$ for all $0 \leq k \leq n$ in $\mathcal{S}_n$; in particular, the already mentioned two self-referencing productions, see (9).

Remaining terms have to start with head redexes. Each of these head $\nu$-redexes is covered by a dedicated set of productions. The following Lemma 5.6 demonstrates how $\varphi$-matchings and, in particular, finite intersection partitions can be used for that purpose.

**Lemma 5.6.** Let $\varphi = \lambda(T[\gamma(\alpha)])$ be the template corresponding to the (Lambda) rewriting rule, see Table 1, and $t = (\lambda \alpha)[s][\sigma_1] \cdots [\sigma_u]$. Then, $t \downarrow_{n+1}$ if and only if there exists a unique term $\pi = (\lambda(\alpha[\beta](\sigma)))[\gamma(\beta)]\sigma_1 \cdots [\sigma_u] \in \Delta_\varphi^i$ such that $t \in L((\lambda \alpha)[\sigma][\sigma_1] \cdots [\sigma_u])$.

**Proof.** See Appendix B.
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Let us remark that almost all of the rewriting rules of $\lambda\nu$ exhibit a similar construction scheme; the exceptional (App) and (FVar) rewriting rules are discussed in Remark 5.7 and Remark 5.8, respectively. Given a rewriting rule, we start with the respective template $\varphi$ (see Table 1) and generate all possible $\varphi$-matchings in $G_n$. Intuitively, such an operation extracts unambiguous sublanguages out of each production in $G_n$ which match the right-hand side of the considered rewriting rule. Next, we consider each term $\pi \in \Delta^+_n$ and establish new productions $G_{n+1} \rightarrow \gamma$ in $G_{n+1}$ out of $\pi$. Assuming that $G_n$ is a simple and verbose $\nu$-RG, the novel productions generated by means of $\Delta^+_n$ cover all the $\nu$-terms reducing in $n+1$ normal-order steps, starting with the prescribed head rewriting rule. Since the head of each so constructed production either starts with a function symbol or is equal to $N$, cf. Table 1, the outcome grammar is necessarily verbose. Moreover, if we complete the production generation for all rewriting rules, by construction, the grammar $G_{n+1}$ must be, at the same time, simple. Consequently, the construction of the hierarchy $(G_n)_n$ amounts to an inductive application of the above construction scheme.

Remark 5.7. While following the same pattern for the (App) rule, we notice that the corresponding construction requires a slight modification. Specifically, while matching $\varphi = T[S][T[S]]$ with a right-hand side $\gamma$ of a production $G_n \rightarrow \gamma$ in $G_n$ we cannot conclude that $\pi \in \Delta^+_n$ takes the form $\pi = \alpha[\sigma][\beta[\sigma][\sigma_1] \cdots [\sigma_w]$ with $\alpha$ and $\beta$ of a production $G_n$ in $G_n$ generating $t$, then we can match $T$ with any non-empty prefix of $\gamma$. The length of the chosen prefix influences what initial part of $\gamma$ is going to be placed under the closure in $G_{n+1} \rightarrow \emptyset[\alpha]/[\sigma_1] \cdots [\sigma_w]$.

This motivates the following approach. Let $G_n \rightarrow \gamma' = \chi[\sigma_1] \cdots [\sigma_w]$ be an arbitrary production in $G_n$ of closure width $w$. If $t' \in L(\gamma')$ and $t \rightarrow t'$ in a single head (FVar)-reduction, then $t \in L(\emptyset[\chi][\sigma_1] \cdots [\sigma_d]/[\sigma_{d+1}] \cdots [\sigma_w]$ for some $0 \leq d \leq w$. Therefore, in order to generate all productions in $G_{n+1}$ corresponding to $\nu$-terms $\nu$-normalising in $n+1$ steps, starting with a head (FVar)-reduction, we have to include all productions in form of $G_{n+1} \rightarrow \emptyset[\chi][\sigma_1] \cdots [\sigma_d]/[\sigma_{d+1}] \cdots [\sigma_w]$ for each production $G_n \rightarrow \gamma'$ in $G_n$.

Finally, note that it is, again, possible to optimise the (FVar) construction scheme with respect to the number of generated productions. For each $G_n \rightarrow \gamma'$ in $G_n$ the above scheme produces, inter alia, a production $G_{n+1} \rightarrow \emptyset[\gamma/]$. Note that we can easily merge them into a single production $G_{n+1} \rightarrow \emptyset[G_n/]$. Such a construction leads us to the following conclusion.

Theorem 5.9. For all $n \geq 0$ there exists a constructible, simple $\nu$-RG $G_n$.

Example 5.10. The following example demonstrates the construction of $G_1$ out of $G_0$. Note that $G_1$ includes the following productions associated with the axiom $G_1$:

$$
G_1 \rightarrow \lambda G_1 \mid G_0 G_1 \mid G_1 G_0
| \emptyset[G_0G_0/] \mid \emptyset[\lambda G_0/] \mid \emptyset[N/]
| (S N)[T/] \mid \emptyset[\uparrow(S)] \mid N[\uparrow].
$$
The first three productions are included by default. The next three productions are derived from the (FVar) rule applied to all the productions of $G_0 \rightarrow \gamma$ in $\mathcal{G}_0$. The final three productions are obtained by (RVar), (FVarLift), and (VarShift), respectively.

## 6 Analytic combinatorics and simple $\nu$-reduction grammars

Having established an effective hierarchy $(\mathcal{G}_k)_k$ of simple $\nu$-reduction grammars, we can now proceed with their quantitative analysis. Given the fact that regular tree grammars represent well-known algebraic tree-like structures, our analysis is in fact a standard application of algebraic singularity analysis of respective generating functions [12, 13]. The following result provides the main tool of the current section.

**Proposition 6.1** (Algebraic singularity analysis, see [13], Theorem VII.8). Assume that $f(z) = \left(\sqrt{1 - z/\zeta}\right) g(z) + h(z)$ is an algebraic function, analytic at 0, and has a unique dominant singularity $z = \zeta$. Moreover, assume that $g(z)$ and $h(z)$ are analytic in the disk $|z| < \zeta + \varepsilon$ for some $\varepsilon > 0$. Then, the coefficients $[z^n]f(z)$ in the series expansion of $f(z)$ around the origin, satisfy the following asymptotic estimate

$$[z^n]f(z) \sim \zeta^{-n} n^{-3/2} g(\zeta) \frac{1}{\Gamma(-\frac{1}{2})}.$$  \hfill (11)

In order to analyse the number of $\lambda\nu$-terms normalising in $k$ steps, we execute the following plan. First, we use the structure (and unambiguity) of $\mathcal{G}_k$ to convert it by means of symbolic methods into a corresponding generating function $G_k(z) = \sum g_n^{(k)} z^n$ in which the integer coefficient $g_n^{(k)}$ standing by $z^n$ in the series expansion of $G_k(z)$, also denoted as $[z^n]G_k(z)$, is equal to the number of $\lambda\nu$-terms of size $n$ normalising in $k$ steps. Next, we show that so obtained generating functions fit the premises of Proposition 6.1. We start with establishing an appropriate size notion for $\lambda\nu$-terms. For technical convenience, we assume the following **natural size notion**, equivalent to the number of constructors in the associated term algebra $\mathcal{T}_\nu(\emptyset)$, see Figure 5.

| $|n|$ | $|\lambda a|$ | $|ab|$ | $|a[s]|$ |
|---|---|---|---|
| $n + 1$ | $1 + |a|$ | $1 + |a| + |b|$ | $1 + |a| + |s|$ |
| $|a/|$ | $1 + |a|$ | $|\uparrow (s)|$ | $|\uparrow |$ |
| $= 1 + |a|$ | $1 + |s|$ | $= 1$ |

**Figure 5** Natural size notion for $\lambda\nu$-terms, cf. Figure 2.

The following results exhibit the closed-form of generating functions corresponding to pure terms as well as the general class of $\lambda\nu$-terms and explicit substitutions.

**Proposition 6.2** (see [5]). Let $L_\infty(z)$ denote the generating function corresponding to the set of $\lambda$-terms in $\nu$-normal form (i.e. without $\nu$-redexes). Then,

$$L_\infty(z) = \frac{1 - z - \sqrt{1 - 4z - 2z^2 - z^3}}{2z}.$$  \hfill (12)

**Proposition 6.3** (see [7]). Let $T(z)$, $S(z)$ and $N(z)$ denote the generating functions corresponding to $\lambda\nu$-terms, substitutions, and de Bruijn indices, respectively. Then,

$$T(z) = \frac{1 - \sqrt{1 - 4z}}{2z} - 1, \quad S(z) = \frac{1 - \sqrt{1 - 4z}}{2z} \left(\frac{z}{1 - z}\right) \quad \text{and} \quad N(z) = \frac{z}{1 - z}.$$  \hfill (13)
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With the above basic generating functions, we can now proceed with the construction of generating functions corresponding to simple $\nu$-reduction grammars. See Appendix C for respective proofs.

Proposition 6.4 (Constructible generating functions). Let $\Phi_k$ denote the set of regular productions in $G_k$. Then, for all $k \geq 1$ there exists a generating function $G_k(z)$ such that $[z^n]G_k(z)$ (i.e. the coefficient standing by $z^n$ in the power series expansion of $G_k(z)$) is equal to the number of terms of size $n$ which $\nu$-normalise in $k$ normal-order reduction steps, and moreover $G_k(z)$ admits a closed-form of the following shape:

$$G_k(z) = \frac{1}{1 - z - 2zL_\infty(z)} \sum_{G_k \rightarrow \gamma \in \Phi_k} G_\gamma(z)$$ (14)

where

$$G_\gamma(z) = z^{\zeta(\gamma)}T(z)^{\tau(\gamma)}S(z)^{\sigma(\gamma)}N(z)^{\nu(\gamma)} \prod_{0 \leq i < k} G_i(z)^{\rho_i(\gamma)}$$ (15)

and all $\zeta(\gamma), \tau(\gamma), \sigma(\gamma), \nu(\gamma)$, and $\rho_i(\gamma)$ are non-negative integers depending on $\gamma$.

Theorem 6.5. For all $k \geq 1$, the coefficients $[z^n]G_k(z)$ satisfy the asymptotic estimate

$$[z^n]G_k(z) \sim c_k \cdot 4^n n^{-3/2}.$$ (16)

Consider the following asymptotic density of $\lambda\nu$-terms $\nu$-normalisable in $k$ normal-order reduction steps in the set of all $\lambda\nu$-terms:

$$\mu_k = \lim_{n \to \infty} \frac{[z^n]G_k(z)}{[z^n]T(z)}.$$ (17)

In other words, the limit $\mu_k$ of the probability that a uniformly random $\lambda\nu$-term of size $n$ normalises in $k$ steps as $n$ tends to infinity. Note that for each $k \geq 1$, the asymptotic density $\mu_k$ is positive as both $[z^n]G_k(z)$ and $[z^n]T(z)$ admit the same (up to a multiplicative constant) asymptotic estimate. Moreover, it holds $\mu_k \to 0$ as the sum $\sum_k \mu_k$ is increasing and necessarily bounded above by one.

Figure 6 provides the specific asymptotic densities $\mu_0, \ldots, \mu_{10}$ obtained by means of a direct construction and symbolic computations\(^1\) (numerical values are rounded up to the fifth decimal point).

Remark 6.6. Theorem 5.9 and Theorem 6.5 are effective in the sense that both the symbolic representation and the symbolic asymptotic estimate of respective coefficients are computable. Since $\Gamma(-1/2) = -2\sqrt{\pi}$ is the sole transcendental number occurring in the asymptotic estimates, and cancels out when asymptotic densities are considered, cf. (17), we immediately note that for each $k \geq 0$, the asymptotic density of terms $\nu$-normalising in $k$ steps is necessarily an algebraic number.

Remark 6.7. Each $\lambda\nu$-term is $\nu$-normalising in some (determined) number of normal-order reduction steps. However, it is not clear whether $\sum_k \mu_k = 1$ as asymptotic density is, in general, not countably additive. Let us remark that if this sum converges to one, then the random variable $X_n$ denoting the number of normal-order $\nu$-reduction steps required to normalise a random $\lambda\nu$-term of size $n$ (i.e. the average-case cost of resolving pending substitutions in a random term of size $n$) converges pointwise to a discrete random variable $X$ defined as $P(X = k) = \mu_k$. Alas, our current analysis does not determine an answer to this problem.

\(^1\) Corresponding software is available at https://github.com/maciej-bendkowski/towards-acasrlc.
Asymptotic densities of terms $\nu$-normalising in $k$ normal-order reduction steps. In particular, we have $\mu_0 + \cdots + \mu_{10} \approx 0.11162$.

### 7 Applications to other term rewriting systems

Let us note that the presented construction of reduction grammars does not depend on specific traits immanent to $\lambda\nu$, but rather on certain more general features of its rewriting rules. The key ingredient in our approach is the ability to compute finite intersection partitions for arbitrary terms within the scope of established reduction grammars, which themselves admit certain neat structural properties. Using finite intersection partitions, it becomes possible to generate new productions based on the structural resemblance of both the left-hand and right-hand sides of associated rewriting rules. In what follows we sketch the application of the presented approach to other term rewriting systems, focusing on two examples, i.e. $\lambda\nu$-calculus and combinatory logic. Although the technique is similar, some careful amount of details is required.

#### 7.1 $\lambda\nu$-calculus

In order to characterise the full $\lambda\nu$-calculus, we need a few adjustments to the already established construction of $((S_k)_k$ corresponding to the $\nu$ fragment. Clearly, we have to establish a new production construction scheme associated with the (Beta) rewriting rule. Consider the corresponding template $\varphi = T[T/]$. Like the respective template for (FVar), cf. Remark 5.8, the current template $\varphi$ does not retain closure width of generated ground terms. However, at the same time it is also amenable to similar treatment as (FVar).

Let $t = (\lambda a)b[s_1] \cdots [s_w] \downarrow_{n+1}$. Note that $t \to a[b/]|s_1| \cdots |s_w| \downarrow_n$. Consequently, one should attempt to match $\varphi$ with all possible prefixes of $\gamma$ in all productions $G_n \to \gamma$ instead of merely their heads, as in the case of $\Delta_n$. Let $\gamma = \chi[\sigma_1] \cdots [\sigma_d]$ be of closure width $d$ and $\delta = \chi[\sigma_1] \cdots [\sigma_i]$ be its prefix $(1 \leq i \leq d)$. Note that, effectively, $\Pi(\delta, T[T/])$ checks if $[\sigma_i]$ takes form $\beta/$ for some term $\beta$. Hence, for each $\pi \in \Pi(\delta, T[T/])$ we have $\pi = \alpha[\tau_1] \cdots [\tau_{i-1}] [\beta/]$ for some terms $\alpha, \tau_1, \ldots, \tau_{i-1}$, and $\beta$. Out of such a partition $\pi$ we can then construct the production $G_{n+1} \to (\lambda a[\tau_1] \cdots [\tau_{i-1}])[\beta[\tau_{i+1}] \cdots [\tau_d] in S_{n+1}$.

However, with the new scheme for (Beta) we are not yet done with our construction. Note that due to the new head redex type, we are, inter alia, forced to change the pre-defined set of productions corresponding to $\lambda\nu$-terms without a head redex. Indeed, note that if $t$ does not start with a head redex, then it must be of form $(\lambda a)$ or $(ab)$ where in the latter case
a cannot start with a leading abstraction. This constraint suggests the following approach. We split the set of productions in form of $G_n \rightarrow \gamma$ into two categories, i.e. productions whose right-hand sides are of form $\lambda \gamma'$ and the remainder ones. Since both sets are disjoint, we can group them separately and introduce two auxiliary non-terminal symbols $G_n^{(\lambda)}$ and $G_n^{(-\lambda)}$ for terms starting with a head abstraction and for those without a head abstraction, respectively, with the additional productions $G_n \rightarrow G_n^{(\lambda)} \mid G_n^{(-\lambda)}$. In doing so, it is possible to pre-define the all the productions corresponding to terms without head redexes using productions in form of

$$G_n \rightarrow \lambda G_n \mid G_n^{(-\lambda)} G_{n-k} \quad \text{where} \quad 0 \leq k \leq n.$$  

(18)

This operation, however, requires a minor adjustment in the formal argument concerning the termination and correctness of constructed finite intersection partitions, see Appendix A and, in particular, Definition A.1. Afterwards, it becomes possible to reuse already established techniques in the construction of new productions in $G_{n+1}$ out of $G_n$.

7.2 $SK$-combinators

Using a similar approach, it becomes possible to construct appropriate reduction grammars for $SK$-combinators. In particular, our current technique (partially) subsumes, and also simplifies, the results of [6, 4]. With merely two rewriting rules in form of $Kxy \rightarrow x$ and $Sxyz \rightarrow x(yz)$ we can use the developed finite intersection partitions and $\varphi$-matchings to construct a hierarchy $(S_n)_n$ of normal-order reduction grammars for $SK$-combinators. The rewriting rule corresponding to $K$ is similar to (FVar) whereas the respective rule for $S$ resembles the (App) rule; as in this case, we have to deal with variable duplication on the right-hand side of the rewriting rule. Instead of closure width, we use a different normal form of terms, and so also productions, based on the sole binary constructor of term application. Consequently, a combinator is of application width $w$ if it takes the form $X\alpha_1 \ldots \alpha_w$ for some primitive combinator $X \in \{S, K\}$. Consider the more involved case of productions corresponding to head $S$-redexes. Let $t = Sxyz\alpha_1 \ldots \alpha_w$ be a term of application width $w + 3$ where $w \geq 0$. Note that

$$Sxyz\delta_1 \ldots \delta_w \rightarrow x(yz)\delta_1 \ldots \delta_w.$$  

(19)

Let us rewrite the right-hand side of (19) as $t' = Xx_1 \ldots x_k z(yz)\delta_1 \ldots \delta_w$ where $x = Xx_1 \ldots x_k$ and $X$ is a primitive combinator. Assume that $\gamma$ is the right-hand side of the unique production $G_n \rightarrow \gamma$ in $S_n$ such that $t' \in L(\gamma)$. Note that the shape of $t'$ suggests a construction scheme similar to the already discussed (App), see Remark 5.7, where we first have to match the pattern $\varphi = T(TT)$ with some arguments of $\gamma$ and subsequently attempt to extract a finite intersection partition $\Pi(\alpha, \beta)$ of respective subterms $\alpha$ and $\beta$ so that for each $\pi \in \Pi(\alpha, \beta)$ we have $z \in L(\pi)$. With appropriate terms at hand, we can then construct corresponding productions in the next grammar $S_{n+1}$.

8 Conclusions

Quantitative aspects of term rewriting systems are not well studied. A general complexity analysis was undertaken by Choppy, Kaplan, and Soria who considered a class of confluent, terminating term rewriting systems in which the evaluation cost, measured in the number of rewriting steps required to reach the normal form, is independent of the assumed evaluation strategy [8]. More recently, typical evaluation cost of normal-order reduction in combinatory
logic was studied by Bendkowski, Grygiel and Zaionc [6, 4]. Using quite different, non-analytic methods, Sin’Ya, Asada, Kobayashi and Tsukada considered certain asymptotic aspects of $\beta$-reduction in the simply-typed variant of $\lambda$-calculus showing that, typically, $\lambda$-terms of order $k$ have $(k - 1)$-fold exponentially long $\beta$-reduction sequences [18].

Arguably, the main novelty in the presented approach lies in the algorithmic construction of reduction grammars $(G_k)_k$ based on finite intersection partitions, assembled using a general technique reminiscent of Robinson’s unification algorithm applied to many-sorted term algebras, cf. [17, 19]. Equipped with finite intersection partitions, the construction of $G_{k+1}$ out of $G_k$ follows a stepwise approach, in which new productions are established on a per rewriting rule basis. Consequently, the general technique of generating reduction grammars does not depend on specific features of $\lambda\nu$, but rather on more general traits of certain first-order rewriting systems. Nonetheless, the full scope of our technique is yet to be determined.

Although the presented construction is based on the leftmost-outermost reduction scheme, it does not depend on the specific size notion associated with $\lambda\nu$-terms; in principle, more involved size models can be assumed and analysed. The assumed evaluation strategy, size notion, as well as the specific choice of $\lambda\nu$ are clearly arbitrary and other, equally perfect choices for modelling substitution resolution could have been made. However, due to merely eight rewriting rules forming $\lambda\nu$, it is one of the conceptually simplest calculus of explicit substitutions. Together with the normal-order evaluation tactic, it is therefore one of the simplest to investigate in quantitative terms and to demonstrate the finite intersection partitions technique.

Due to the unambiguity of constructed grammars $(G_k)_k$ it is possible to automatically establish their corresponding combinatorial specifications and, in consequence, obtain respective generating functions encoding sequences $(g^{(k)}_n)_n$ comprised of numbers $g^{(k)}_n$ associated with $\lambda\nu$-terms of size $n$ which reduce in $k$ normal-order rewriting steps to their $\nu$-normal forms. Singularity analysis provides then the means for systematic, quantitative investigations into the properties of substitution resolution in $\lambda\nu$, as well as its machine-independent operational complexity. Finally, with generating functions at hand, it is possible to undertake a more sophisticated statistical analysis of substitution (in particular $\nu$-normalisation) using available techniques of analytic combinatorics, effectively analysing the average-case cost of $\lambda$-calculus and related term rewriting systems.

It should be noted that such an analysis might provide some novel insight into the combinatorial structure of substitution and, in the long-term perspective, provide a theoretical model for the operational, average-case analysis of substitution in modern functional programming languages. In view of these objectives, we conclude the paper with the following conjecture, postulating the existence of a limit distribution associated with the average-case cost of substitution resolution, and its close relation with the constructible hierarchy of reduction grammars and established series of asymptotic densities.

**Conjecture.** Let $\mu_k$ denote the asymptotic density of $\lambda\nu$-terms $\nu$-normalising in $k$ leftmost-outermost $\nu$-reduction steps, cf. Remark 6.7. Then, it holds

$$\sum_{k \geq 0} \mu_k = 1.$$

Consequently, the sequence $(X_n)_n$ of random variables corresponding to the number of $\nu$-reductions required to normalise a uniformly random $\lambda\nu$-term of size $n$ (i.e. the average-case cost of resolving all pending substitutions in a random $\lambda\nu$-term of size $n$) converges pointwise to a random variable $X$ satisfying $P(X = k) := \mu_k$. 
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\section*{A Correctness of the finite intersection partition algorithm}

In order to prove the correctness of \( \text{fip}_{k} \) constructing \( \Pi(\alpha, \beta) \) for arbitrary terms \( \alpha, \beta \) within the scope of a simple \( v \)-RG \( S_{n} \), see Lemma 4.2, we resort to the following technical notion of term potential used to embed terms into the well-founded set of natural numbers.

\textbf{Definition A.1} (Term potential). Let \( \alpha \in T(N_{n}) \) be a term and \( S_{n} \) be a simple \( v \)-RG. Let \( \text{Prod}_{S_{n}}(X) \) denote the set consisting of right-hand sides of regular productions in form of \( X \rightarrow \beta \) in \( S_{n} \). Then, the potential \( \pi(\alpha) \) of \( \alpha \) in \( S_{n} \) is defined inductively as follows:

- If \( \alpha = f(\alpha_{1}, \ldots, \alpha_{m}) \), then \( \pi(\alpha) = 1 + \sum_{i=1}^{m} \pi(\alpha_{i}) \);
- If \( \alpha = X \in \{T, S, N\} \), then \( \pi(\alpha) = 1 + \max\{\pi(\gamma) \mid \gamma \in \text{Prod}_{S_{n}}(X)\} \);
- If \( \alpha = G_{k} \) for some \( 0 \leq k \leq n \), then \( \pi(\alpha) = 1 + \max\{\pi(\gamma) \mid \gamma \in \bigcup_{i=0}^{k} \text{Prod}_{S_{n}}(G_{i})\} \).

Let us note that \( \pi \) is well-defined as, by assumption, \( \text{Prod}_{S_{n}}(X) \neq \emptyset \) for all simple \( v \)-reduction grammars \( S_{n} \); otherwise \( L(G_{k}) \) could not span the whole set of \( \lambda v \)-terms \( v \)-normalising in \( k \) normal-order steps. Moreover, \( \pi \) has the following crucial properties:

- For each term \( \alpha \) we have \( \pi(\alpha) \geq 1 \);
- If \( \alpha \) is a proper subterm of \( \beta \), then \( \pi(\alpha) < \pi(\beta) \);
- If \( X \rightarrow \alpha \) is a regular production, then \( \pi(\alpha) < \pi(X) \); and
- For each \( G_{i} \) and \( G_{j} \), it holds \( \pi(G_{i}) \leq \pi(G_{j}) \) whenever \( i \leq j \).

\textbf{Example A.2.} Note that the term potential of \( N \) associated with de Bruijn indices is equal to \( \pi(N) = 2 \) as \( \pi(0) = 1 \). Since \( T \rightarrow N \) is the single regular production starting with \( T \) on its left-hand side, the potential \( \pi(T) \) is therefore equal to 3. Consequently, we also have \( \pi(S) = 5 \) as witnessed by the regular production \( S \rightarrow T/ \). Finally, since \( \pi(N) = 2 \) it holds \( \pi(G_{0}) = 3 \) and so, for instance, we also have \( \pi(G_{0}G_{0}) = 7 \).

Productions of a simple \( S_{n} \) cannot reference non-terminals other than \( G_{0}, \ldots, G_{n} \). Since the potential of \( G_{k+1} \) is defined in terms of the potential of its regular productions, this means that \( \pi(G_{k+1}) \) depends, in an implicit manner, on the potentials \( \pi(G_{0}), \ldots, \pi(G_{k}) \). Note that this constitutes a traditional inductive definition. In order to compute the potential of a given term \( \alpha \), we start with computing the potential of associated non-terminals. In particular, we find the values \( \pi(G_{0}), \ldots, \pi(G_{n}) \) in ascending order. Afterwards, we can recursively decompose \( \alpha \) and calculate its potential based on the potential of non-terminal symbols occurring in \( \alpha \). Note that the same scheme holds, in particular, for the right-hand sides of self-referencing productions.

\textbf{Definition A.3} (Conservative productions). A self-referencing production \( X \rightarrow f(\alpha_{1}, \ldots, \alpha_{n}) \) is said to be conservative if \( \pi(\alpha_{i}) \leq \pi(X) \) for all \( 1 \leq i \leq n \).

\textbf{Remark A.4.} Conservative productions play a central role in the algorithmic construction of finite intersection partitions \( \Pi(\alpha, \beta) \). In particular, let us remark that all self-referencing productions of a simple \( v \)-RG \( S_{n} \), as listed in Figure 7, are at the same time conservative.

With the technical notions of term potential and conservative productions, we are now ready to prove the correctness of \( \text{fip}_{k} \), see Figure 4.

\textbf{Proof of Lemma 4.2.} Induction over the total potential of \( \alpha \) and \( \beta \).

Let us start with the base case \( \pi(\alpha) + \pi(\beta) = 2 \). Note that both \( \alpha \) and \( \beta \) have to be constant ground terms (the potential of non-terminals in \( N_{k} \) is at least 2). If \( \alpha \neq \beta \), then certainly \( L(\alpha) \cap L(\beta) = \emptyset \) and so \( \Pi(\alpha, \beta) = \emptyset \), see Line 4. Otherwise if \( \alpha = \beta \), then both
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$$G_k \rightarrow \lambda G_k \mid G_0 G_k \mid G_k G_0 \quad S \rightarrow \uparrow (S) \quad T \rightarrow \lambda T \mid TT \mid T[S] \quad N \rightarrow S N$$

Figure 7: Self-referencing productions of simple $\nu$-reduction grammars.

$L(\alpha) \cap L(\beta) = \Pi(\alpha, \beta) = \{\alpha\} = \{\beta\}$; hence, $\text{fip}_k$ returns a correct intersection partition $\Pi(\alpha, \beta)$, see Line 5. And so, assume that $\pi(\alpha) + \pi(\beta) > 2$. Depending on the joint structure of both $\alpha$ and $\beta$ we have to consider three cases.

Case 1. Suppose that $\alpha = f(\alpha_1, \ldots, \alpha_n)$ and $\beta = g(\beta_1, \ldots, \beta_m)$ for some function symbols $f$ and $g$ with $n, m \geq 0$. Certainly, if either $f \neq g$ or $n \neq m$, then $L(\alpha) \cap L(\beta) = \varnothing$. In consequence, $\varnothing$ is the sole valid FIP of both $\alpha$ and $\beta$, see Line 4.

So, let us assume that both $f = g$ and $n = m$. Moreover, we can also assume that $n, m \geq 1$ as the trivial case $n = m = 0$ cannot occur under the working assumption $\pi(\alpha) + \pi(\beta) > 2$. Take an arbitrary $\delta \in L(\alpha) \cap L(\beta)$. Note that $\delta$ takes the form of $\delta = f(\delta_1, \ldots, \delta_n)$ for some ground terms $\delta_1, \ldots, \delta_n$. By induction, for all $1 \leq i \leq n$, the recursive call $\text{fip}_k \alpha_i \beta_i$ yields a finite intersection partition $\Pi(\alpha_i, \beta_i)$ of $\alpha_i$ and $\beta_i$. Since $\delta_i \in L(\alpha_i) \cap L(\beta_i)$ there exists a unique $\pi_i \in \Pi(\alpha_i, \beta_i)$ such that $\delta_i \in L(\pi_i)$. Accordingly, for $\delta = f(\delta_1, \ldots, \delta_n)$ there exists a unique term $\pi = f(\pi_1, \ldots, \pi_n)$ in $\text{fip}_k \alpha \beta$ such that $\delta \in L(\pi)$.

Conversely, take an arbitrary ground term $\delta = f(\delta_1, \ldots, \delta_n) \in L(\pi)$ for some $\pi \in \text{fip}_k \alpha \beta$. Note that $\pi$ takes the form $\pi = f(\pi_1, \ldots, \pi_n)$, see Line 7. Since $\delta \in L(\pi)$, we know that $\delta_i \in L(\pi_i)$, for each $1 \leq i \leq n$. Moreover, $\pi_i \in \Pi_i$ by the construction of $\text{fip}_k \alpha \beta$, see Line 6. Following the inductive hypothesis that $\Pi_i$ is a FIP of $\alpha_i$ and $\beta_i$, we notice that $L(\pi_i) \subseteq L(\alpha_i) \cap L(\beta_i)$. Consequently, $\delta_i \in L(\alpha_i) \cap L(\beta_i)$ and so $\delta \in L(\alpha) \cap L(\beta)$.

Case 2. Suppose that $\alpha = X$ and $\beta = Y$ are two non-terminal symbols in $N_k$, see Line 9. Let us consider the sort poset $(N_k, \preceq)$ associated with $S_k$. Assume that $X$ and $Y$ are comparable through $\preceq$ (w.l.o.g. let $X \preceq Y$). Consequently, $L(X) \subseteq L(Y)$ and so $X \wedge Y = X$. Clearly, $\{X\}$ is a valid FIP, see Line 10. On the other hand, if $X$ and $Y$ are incomparable in the sort poset associated with $S_k$, it means that $L(X) \cap L(Y) = \varnothing$ and so $\Pi(\alpha, \beta) = \varnothing$, see Remark 3.3.

Case 3. Suppose w.l.o.g. that $\alpha = X$ and $\beta$ takes the form $\beta = f(\beta_1, \ldots, \beta_n)$ with $n \geq 0$. Note that $\text{fip}_k$ flips its arguments if necessary, see Line 13. Take an arbitrary $\delta \in L(\alpha) \cap L(\beta)$.

Note that from the form of $\beta$ we know that $\delta = f(\delta_1, \ldots, \delta_n)$ for some ground terms $\delta_1, \ldots, \delta_n$ ($n \geq 0$). Since $\alpha = X$ is a non-terminal symbol which, by assumption, is unambiguous in $S_k$, there exists a unique production $X \rightarrow \gamma$ such that $\delta \in L(\gamma)$.

If $X \rightarrow \gamma$ is regular (i.e. $X$ does not occur in $\gamma$), then $\pi(\gamma) < \pi(X)$ and so $\pi(\gamma) + \pi(\beta) < \pi(X) + \pi(\beta)$. Hence, by induction, $\text{fip}_k \gamma \beta$ constructs a finite intersection partition $\Pi(\gamma, \beta)$ with a unique $\pi \in \Pi(\gamma, \beta) \subseteq \Pi(X, \beta)$ such that $\delta \in L(\pi)$, see Line 17.

Let us therefore assume that $X \rightarrow \gamma$ is not regular, but instead self-referencing (i.e. $X$ occurs in $\gamma$). In such a case $\pi(X) \leq \pi(\gamma)$ and so we cannot directly apply the induction hypothesis to $\text{fip}_k \gamma \beta$. Note however, that since $\delta \in L(\gamma) \cap L(\beta)$ and $\gamma \not\in X$, the term $\gamma$ must be of form $\gamma = f(\gamma_1, \ldots, \gamma_n)$ as otherwise $\delta \not\in L(\gamma)$. Furthermore if $n = 0$, then trivially $\gamma = \beta = f$, see Line 5. Hence, let us assume that $n \geq 1$. It follows that $\text{fip}_k$ proceeds to construct finite intersection partitions for respective pairs of arguments $\gamma_i$ and $\beta_i$. However, since $X \rightarrow f(\gamma_1, \ldots, \gamma_n)$ is conservative (see Remark A.4), it holds $\pi(\gamma_i) \leq \pi(X)$. At the same time, $\pi(\beta_i) < \pi(\beta)$; hence, by induction we can argue
that \( \text{fip}_k \gamma_i \beta_i \) constructs a proper intersection partition \( \Pi(\gamma_i, \beta_i) \) for each \( 1 \leq i \leq n \), see Line 7. There exists therefore a unique term \( \pi = f(\pi_1, \ldots, \pi_n) \in \text{fip}_k X \beta \) such that \( \delta \in L(\pi) \), see Line 7 and Line 17.

Conversely, take an arbitrary ground term \( \delta = f(\delta_1, \ldots, \delta_n) \in L(\pi) \) for some \( \pi \in \text{fip}_k X \beta \) \((n \geq 0)\). By definition, \( \text{fip}_k \) proceeds to invoke itself on pairs of arguments \( \gamma \) and \( \beta \) where \( \gamma \) is the right-hand side of a production \( X \rightarrow \gamma \) in \( S_k \), see Line 16, and returns the set-theoretic union of recursively obtained outcomes. There exists therefore some \( \gamma \) such that \( \pi \in \text{fip}_k \gamma \beta \). If \( X \rightarrow \gamma \) is regular, then by induction, \( \text{fip}_k \gamma \beta \) constructs a FIP for both \( \gamma \) and \( \beta \). Consequently, it holds \( \delta \in L(\pi) \cap L(\beta) \subseteq L(X) \cap L(\beta) \). Assume therefore that \( X \rightarrow \gamma \) is not regular, but instead self-referencing. As before, we cannot directly argue about \( \text{fip}_k \gamma \beta \) since the total potential of \( \gamma \) and \( \beta \) exceeds the potential of \( X \) and \( \beta \). However, since \( \pi \in \text{fip}_k \gamma \beta \) and \( \gamma \neq X \), we note that \( \gamma \) takes form \( \gamma = f(\gamma_1, \ldots, \gamma_n) \), see Line 4. If \( f \) is a constant symbol, then certainly \( \text{fip}_k \gamma \beta \) outputs a proper FIP. Otherwise, \( \text{fip}_k \) proceeds to invoke itself recursively on respective pairs of arguments \( \gamma_i \) and \( \beta_i \). Since \( X \rightarrow f(\gamma_1, \ldots, \gamma_n) \) is conservative, we know that, by induction, \( \text{fip}_k \gamma_i \beta_i \) constructs finite intersection partitions \( \Pi(\gamma_i, \beta_i) \) for all pairs \( \gamma_i \) and \( \beta_i \). Certainly, \( \delta_i \in L(\pi_i) \) for some \( \pi_i \in \Pi(\gamma_i, \beta_i) \); hence \( \delta \in L(\pi) \) where \( \pi = f(\pi_1, \ldots, \pi_n) \in \text{fip}_k \gamma \beta \). It follows that \( \delta \in L(\pi) \cap L(\beta) \subseteq L(X) \cap L(\beta) \), which finishes the proof.

\[ (21) \]

\[ \text{Remark A.5.} \] Note that the termination of \( \text{fip}_k \) is based on the fact that all self-referencing productions of simple \( \nu \)-reduction grammars are at the same time conservative. Indeed, \( \text{fip}_k \) does not terminate in the presence of non-conservative productions. Consider the non-conservative production \( X \rightarrow f(f(X)) \). Note that

\[
\text{fip}_k(f(f(X)), f(X)) \rightarrow \text{fip}_k(f(X), X) \\
\rightarrow \text{fip}_k(f(X), f(X)) \\
\rightarrow \text{fip}_k(f(f(X)), f(X)) \\
\rightarrow \cdots
\]

\[ (22) \]

**B** The construction of \((S_n)_n\)

Simple, verbose \( \nu \)-reduction grammars satisfy the neat structural property of retaining closure width of generated terms. For that reason, we maintain both simplicity and verbosity as an invariant during the construction of \((S_n)_n\).

**Proof of Lemma 5.3.** Suppose that neither \( \chi = N \) nor \( \chi = f(\alpha_1, \ldots, \alpha_m) \). Since \( S_n \) is simple, it follows that either \( \chi = T \) or \( \chi = G_k \) for some \( 0 \leq k \leq n \). However, due to the verbosity of \( S_n \) we know that \( \chi \neq G_k \) and so it must hold \( \chi = T \). Consider the following inductive family of terms:

\[
\delta_1 = \emptyset[\hat{\uparrow}] \] \quad whereas \quad \delta_{n+1} = \emptyset[\delta_n].
\]

By construction, we note that \( \delta_n \downarrow_n \). Let \( s_1, \ldots, s_w \) be substitutions satisfying \( s_i \in L(\sigma_i) \). Note that \( \delta := \delta_{n+1}[s_1] \cdots [s_w] \in L(T[\sigma_1] \cdots [\sigma_w]) \); hence, simultaneously \( \delta \) reduces in \( n \) steps, as \( \delta \in L(G_n) \), and in at least \( n+1 \) steps, contradiction.

The following result demonstrates a simple scheme of how \( \varphi \)-matchings can be exploited during the construction of new productions generating terms with specific head redexes.

**Proof of Lemma 5.6.** Let \( t = (\lambda a)[s][s_1] \cdots [s_w] \downarrow_{n+1} \) where \( w \geq 0 \). Since \( t \) admits a head \( \nu \)-redex, we note that \( t \rightarrow t' = (\lambda(a[\hat{\uparrow}(s)])) [s_1] \cdots [s_w] \downarrow_n \). By assumption, \( S_n \) is simple,
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hence there exists a unique production \(G_n \rightarrow \gamma\) in \(\mathcal{G}_n\) such that \(t' \in L(\gamma)\). Consider the set \(\Delta^n\). Since \(G_n \rightarrow \gamma\) is the unique production satisfying \(t' \in L(\gamma)\), it follows that for each production \(G_n \rightarrow \gamma'\) in \(\mathcal{G}_n\) such that \(\gamma' \neq \gamma\) and all \(\pi \in \Delta^n(\gamma')\) it holds \(t' \not\in L(\pi)\). Let us therefore focus on the set \(\Delta^n(\gamma)\) of \(\varphi\)-matchings limited to \(\gamma\).

By assumption, \(\mathcal{G}_n\) is not only simple but also verbose. Consequently, we know that \(\gamma\) retains the closure width of generated terms, see Lemma 5.4. It follows that \(\gamma\) has closure width \(w\) and takes the form \(\gamma = \chi[\tau_1] \cdots [\tau_w]\). Certainly, \(t' \in L(\varphi(\gamma))\). Moreover, \(\Delta^n(\gamma) = \Pi(\gamma, \varphi(\gamma))\). There exists therefore a unique \(\pi \in \Pi(\gamma, \varphi(\gamma))\) such that \(t' \in L(\pi)\).

Given the fact that the head of \(\varphi(\gamma)\) is equal to \(\varphi = \lambda(T[\uparrow(S)])\) we note that \(\pi\) must be of form \(\pi = \lambda(\alpha(\uparrow(\sigma)))[\sigma_1] \cdots [\sigma_w]\). However, since \(t' = (\lambda a(\uparrow(s))[s_1] \cdots [s_w]) \in L(\pi)\) it also means that \(a \in L(\alpha)\), \(s \in L(\sigma)\), and \(s_i \in L(\sigma_i)\) for all \(1 \leq i \leq w\). Consequently, \(t \in L((\lambda a)[\sigma][\sigma_1] \cdots [\sigma_w])\) as required.

Conversely, let \(\pi = \lambda(\alpha(\uparrow(\sigma)))[\sigma_1] \cdots [\sigma_w]\) be the unique term in the \(\varphi\)-matching family \(\Delta^n(\gamma)\) such that \(t \in L((\lambda a)[\sigma][\sigma_1] \cdots [\sigma_w])\). Note that \(a \in L(\alpha)\), \(s \in L(\sigma)\), and \(s_i \in L(\sigma_i)\) for all \(1 \leq i \leq w\). Since \(t\) has a head \(\nu\)-redex, after a single reduction step \(t\) reduces to \(t' = (\lambda a(\uparrow(s))[s_1] \cdots [s_w]) \in L(\pi)\). By construction of \(\Delta^n(\gamma)\), it means that there exists a production \(G_n \rightarrow \gamma\) in \(\mathcal{G}_n\) such that \(L(\pi) \subset L(\gamma)\) and hence \(t' \not\downarrow_n\). Certainly, it follows that \(t \not\downarrow_{n+1}\). ▲

C Quantitative analysis of \((\mathcal{G}_n)_{n}\)

Techniques of analytic combinatorics provide systematic means of investigating various discrete structures through a direct analysis of their corresponding generating functions [12, 13]. Although the presented analysis is quite straightforward, it requires a fair amount of background knowledge. We refer the unfamiliar reader to Flajolet and Sedgewick’s excellent textbook [13] for a thorough introduction to the subject.

Proof of Proposition 6.4. Let \(G_k \rightarrow \gamma\) be a regular production in \(\mathcal{G}_k\). Since by construction \(\mathcal{G}_k\) is simple, we know that \(\gamma \in \mathcal{T}(N \cup \{G_0, \ldots, G_{k-1}\})\). Following symbolic methods [13, Part A, Symbolic Methods] we can therefore convert each non-terminal \(X \in N \cup \{G_0, \ldots, G_{k-1}\}\) occurring in \(\gamma\) into an appropriate generating function \(X(z)\). Likewise, we can convert each function symbol occurrence \(f\) into an appropriate monomial \(z\), see Figure 5. Finally, we group respective monomials together, and note that the generating function \(G_\gamma(z)\) corresponding to \(\gamma\) takes the form (15). Respective exponents denote the number of occurrences of their associated symbols.

Consider the remaining self-referencing productions \(G_k \rightarrow \delta\). Again, since \(\mathcal{G}_k\) is simple, we know that \(\delta\) takes the form \(\lambda \gamma G_k\), \(G_k G_k\) or (symmetrically) \(G_k G_\delta\). And so, as each \(X \in \mathcal{N}_k\) is unambiguous in \(\mathcal{G}_k\), by symbolic methods, it follows that \(G_\delta(z)\) satisfies the following functional equation:

\[
G_k(z) = zG_k(z) + 2z\sigma_0(z)G_k(z) + \sum_{G_k \rightarrow \gamma \in \Phi_k} G_\gamma(z) \tag{23}
\]

Note that as no \(G_\gamma(z)\) references the left-hand side \(G_k(z)\), equation (23) is in fact linear in \(G_k(z)\). Furthermore, as \(G_0(z) = L_\infty(z)\) we finally obtain the requested form of \(G_k(z)\), see (14).

Equipped with Proposition 6.4 we are now ready to prove the main quantitative result of the current paper.
Proof of Theorem 6.5. We claim that for each $k \geq 1$ the generating function $G_k(z)$ can be represented as $G_k(z) = \sqrt{1-4zP(z)} + Q(z)$ where both $P(z)$ and $Q(z)$ are functions analytic in the disk $|z| < \frac{1}{4} + \varepsilon$ for some positive $\varepsilon$. The asserted asymptotic estimate follows then as a straightforward application of algebraic singularity analysis, see Proposition 6.1.

We start with showing that each $G_k(z)$ includes a summand in form of $\sqrt{1-4zP(z)} + Q(z)$ such that both $P(z)$ and $Q(z)$ are analytic in a large enough disk containing (properly) $|z| < \frac{1}{4}$. Afterwards, we argue that no summand has singularities in $|z| < \frac{1}{4}$. Standard closure properties of analytic functions with single dominant, square-root type singularities guarantee the required representation of $G_k(z)$.

Let $\varphi = N$ be the template corresponding to the (RVar) rule, see Table 1. Note that since $G_0$ includes the production $G_0 \rightarrow N$, the set of $\varphi$-matchings $\Delta_0^\varphi$ consists of the single term $N$. Hence, due to the respective production construction, it means that $G_1 \rightarrow (SN)[T/]$ is a production of $G_1$, cf. Example 5.10. Moreover, as a consequence of the construction associated with the (FVar) rule, for each $G_k \rightarrow \gamma$ in $G_k$ there exists a production $G_{k+1} \rightarrow \varnothing[\gamma/]$ in the subsequent grammar $G_{k+1}$. And so, each $G_k$ includes among its productions one production in form of

$$G_k \rightarrow \underbrace{0|0| \ldots 0}_{k-1 \text{ times}} |(SN)[T/]| \ldots |/|$$

Denote the right-hand side of the above production as $\gamma$. Note that the associated generating function $G_\gamma(z)$, cf. (23), must therefore take form

$$G_\gamma(z) = z^{(\gamma)}T(z)N(z) \quad \text{and so} \quad G_\gamma(z) = \sqrt{1-4zP(z)} + Q(z)$$

where both $P(z)$ and $Q(z)$ are analytic in $|z| < \frac{1}{4} + \varepsilon$ for some (determined) $\varepsilon > 0$.

In order to show that no production admits a corresponding generating function with singularities in the disk $|z| < \frac{1}{4}$, we note that the single dominant singularity of $G_0(z)$, and so at the same time $L_\infty(z)$, is equal to the smallest positive real root $\rho$ of $1-3z-z^2-z^3$ which satisfies $\frac{1}{4} < \rho \approx 0.295598$, see Proposition 6.2. Due to the form of basic generating functions corresponding to $T$, $S$ and $N$, see Proposition 6.3, we further note that other singularities must lie on the unit circle $|z| = 1$. And so, each $G_k(z)$ admits the asserted form

$$G_k(z) = \sqrt{1-4zP(z)} + Q(z)$$

for some functions analytic in a disk $|z| < \frac{1}{4} + \varepsilon$. ▶
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Abstract

Strong call by need is a reduction strategy for computing strong normal forms in the lambda calculus, where terms are fully normalized inside the bodies of lambda abstractions and open terms are allowed. As typical for a call-by-need strategy, the arguments of a function call are evaluated at most once, only when they are needed. This strategy has been introduced recently by Balabonski et al., who proved it complete with respect to full \( \beta \)-reduction and conservative over weak call by need.

We show a novel reduction semantics and the first abstract machine for the strong call-by-need strategy. The reduction semantics incorporates syntactic distinction between strict and non-strict let constructs and is geared towards an efficient implementation. It has been defined within the framework of generalized refocusing, i.e., a generic method that allows to go from a reduction semantics instrumented with context kinds to the corresponding abstract machine; the machine is thus correct by construction. The format of the semantics that we use makes it explicit that strong call by need is an example of a hybrid strategy with an infinite number of substrategies.
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1 Introduction

Call by need, or lazy evaluation, is a strategy to evaluate \( \lambda \)-terms based on two principles: first, evaluation of an expression should be delayed until its value is needed; second, the arguments of a function call should be evaluated at most once [32]. Lazy evaluation can be considered as an optimization of call-by-name evaluation where the computation of arguments is delayed but its results are not reused. A model implementation of lazy evaluation is often given in the form of an abstract machine which typically includes a store to facilitate memoization of intermediate results, as in the well-known STG machine of Peyton Jones used in the Haskell compiler [26]. On the other hand, theoretical studies of lazy evaluation stem from two canonical approaches: a store-based natural semantics of Launchbury [24, 28], and a storeless, purely syntactic account of Ariola et al. [8, 25, 17, 21]. Lazy evaluation is an example of a strategy realizing weak reduction, which is standard in functional programming languages, where all \( \lambda \)-abstractions are considered to be values; consequently, evaluation of a term always stops after reducing it to a \( \lambda \)-abstraction. In contrast, strong reduction continues to reduce inside the bodies of \( \lambda \)-abstractions until a full \( \beta \)-normal form is reached; consequently, it must reduce inside substitutions and it must be able to evaluate open terms. Strong reduction and the corresponding reduction strategies have been gaining more
attention due to the development of proof assistants based on dependent types, such as Agda or Coq, whose implementation requires full term normalization for type-checking [23, 14]. In particular, the current version of the Coq proof assistant [30] employs an abstract machine that uses a lazy strategy to fully normalize terms, but the strategy has not been studied formally. Recently, Balabonski et al. proposed a strong call-by-need reduction strategy as a theoretical foundation for implementations of strong call by need [10]. Their strategy is proved to be complete with respect to $\beta$-reduction in the $\lambda$-calculus and conservative over the weak call-by-need strategy. Even though it has good theoretical properties, it is not clear how the strategy can be efficiently implemented, because it lacks operational account.

The goal of this paper is twofold: to contribute to the study of strong call by need by presenting a novel reduction semantics and an abstract machine for the strategy described in [10], and to showcase the existing framework of generalized refocusing used to inter-derive the two, quite complex, semantic artefacts. To this end, we first give a proper formulation of reduction semantics for the strategy, one that fits the framework and thus directly enables its implementation, and which can be seen as an operationalized variant of Balabonski et al.’s semantics. Second, we derive an abstract machine from the strategy, by means of the refocusing procedure [12] which takes as input a reduction semantics satisfying mild syntactic conditions and produces a lower-level specification that is provably correct with respect to the reduction semantics. The procedure is implemented in Coq and is fully automatic, once the syntactic conditions are proved.

The reduction semantics we present is inspired by previous work on weak [9, 19] and strong [10] call-by-need strategies. In particular, it builds on the concepts from [10] and incorporates syntactic distinction between strict and non-strict let constructs from [19], and it does not introduce an explicit store. However, in contrast to [10], we avoid collecting non-local information in the process of decomposition of terms (such as traversing a term to identify all its needed variables), but rather we thread the required information throughout. We prove that our version of the reduction semantics is adequate with respect to that from [10]; the formal correspondence between the two can be found in Section 6. The reduction semantics is presented in a format recently developed in [12], based on contexts instrumented with kinds that carry extra information. This format makes it explicit that strong call by need is an example of a hybrid strategy with an infinite number of substrategies (which equals the number of nonterminal symbols in the grammar).

Since the strong call-by-need semantics is quite sophisticated, as a warm-up we show a reduction semantics and an abstract machine for weak call by need, which is much simpler and presented in the same framework of generalized refocusing.

The rest of the paper is organized as follows. In Section 2 we recall the semantic formats that we use throughout the paper. In Section 3 we show the reduction semantics for the weak call-by-need strategy due to Danvy and Zerny, and we derive the corresponding abstract machine in the framework of generalized refocusing. In Section 4 we present a novel formulation of a reduction semantics for the strong call-by-need strategy, in Section 5 we discuss the derived abstract machine for this strategy. In Section 6 we show that our semantics is equivalent to that of Balabonski et al. In Section 7 we discuss the closest related work, and we conclude in Section 8.

2 Preliminaries

A reduction semantics is a kind of small-step operational semantics, where the positions in a term that can be rewritten are explicitly defined by reduction contexts, rather than implicit in inference rules [20]. By a context we mean a term with exactly one occurrence of
a variable called a hole and denoted □. For a given term \( t \) and a context \( C \), by \( C[t] \) we denote the result of plugging \( t \) into \( C \), i.e., the term obtained by substituting the hole in \( C \) with \( t \). We say that a pair \( \langle C, t \rangle \) is a decomposition of the term \( C[t] \) into the context \( C \) and the term \( t \). The set of reduction contexts in a reduction semantics is often defined in form of a grammar of contexts [18]. A contraction relation \( \rightarrow \) of a reduction semantics specifies atomic computation steps, typically given by a set of rewriting rules. Terms that can be rewritten by \( \rightarrow \) are called redices and those produced by it – contracta. In a reduction semantics, the reduction relation \( \rightarrow \) is defined as the compatible closure of the contraction: a term \( t \) reduces in one step to \( t' \) if it can be decomposed into a redex \( r \) in an evaluation context \( E \), that is \( t = E[r] \), the redex \( r \) can be rewritten in one step to \( t'' \) by one of the contraction rules, and \( t' \) is obtained by the recomposition of \( E \) and \( t'' \), that is \( t' = E[t''] \). In Section 4 we use a more general definition of reduction that accounts for more complex strategies.

When considering programs as closed terms (i.e., terms without free variables), evaluation is defined as the reflexive-transitive closure of the reduction relation (written \( \rightarrow^* \)), and values are expected results of computation, chosen from the set of all normal forms (other normal forms are often called stuck terms). All \( \lambda \)-abstractions are typically considered values and evaluation does not enter \( \lambda \)-bodies. More generally, and when we consider reduction of open terms, we often use the term normalization instead of evaluation, and normal form rather than value. In this paper, we consider open terms and we use these terms interchangeably (effectively, we treat all normal forms as values).

A grammar of contexts consists of a set \( N \) of nonterminal symbols, a starting nonterminal, a set \( S \) of variables denoting syntactic categories and a set of productions. Productions have the form \( C \rightarrow \tau \) where \( C \in N \) and \( \tau \) is a term with free variables in \( N \cup \{ □ \} \cup S \), with exactly one occurrence of a variable from \( N \cup \{ □ \} \). If the grammar of reduction contexts encoding a strategy contains just one nonterminal symbol, we call this strategy uniform; intuitively, one always proceeds in the same way when decomposing a term into a reduction context and a redex. On the other hand, strategies that require multiple nonterminals in grammars are hybrid: it is necessary to use different substrategies for finding redices, one substrategy for each nonterminal symbol.

Figure 1 contains an example of a grammar with two nonterminals \( C, E \) (where \( C \) is the starting nonterminal) and syntactic categories \( t, n \) of terms, neutral terms and values. Figure 2 contains an example of a grammar with one nonterminal \( E \) and syntactic categories \( t, v \) of terms and values, and \( E[x] \) is a succinct notation for the category of needy terms, i.e., terms decomposable into a variable in context (an explicit definition of needy terms will be given later in Figure 4).

\[
\begin{align*}
C & ::= □_C \mid \lambda x. C \mid E \ t \mid n \ C \\
E & ::= □_E \mid E \ t \mid n \ C
\end{align*}
\]

where \( t ::= \lambda x . t \mid x \mid t \ t , \)
\( n ::= x \mid n \ v , \)
\( v ::= n \mid \lambda x . v \)

\( (\beta -\text{contraction}) \quad (\lambda x . t_1) \ t_2 \rightarrow t_1[x \mapsto t_2] \)

Figure 1 Normal-order reduction semantics from [12].

Figure 1 shows the normal-order strategy, which is a hybrid strategy. This strategy normalizes a term to its full \( \beta \)-normal form (if it exists) by first evaluating it to its weak-head normal form with the call-by-name strategy, and only then reducing subterms of the resulting weak-head normal form with the same normal-order strategy. There are two substrategies,
one for each nonterminal symbol in the grammar. The $E$ substrategy corresponds to call by name and reduces to weak-head normal form; the $C$ substrategy allows reduction in bodies of $\lambda$-abstractions and in arguments to neutral terms. Each substrategy comes with its own kind of hole – the subscript indicates the kind of context that can be built inside the hole. In other words, if we want to extend a reduction context with a hole of kind $k$ by plugging another context in it, this new context has to be derivable from the nonterminal $k$.

The contraction rule (standard $\beta$-reduction) is here common to both substrategies, but in Section 4 we show that the contraction relation may be parameterized by kinds.

Abstract machines abound in the literature. They may serve as theoretical artefacts that facilitate reasoning about the strategy and the execution of programs, or provide the basis for further transformations and optimizations in a principled way, possibly using known, off-the-shelf techniques. Intuitively, abstract machines are just another form of operational semantics, only defined at a lower level of abstraction. They typically provide reasonably precise and efficient models of implementation. Ideally, each step of an abstract machine should be done in constant time, which usually can be achieved by rewriting only topmost symbols of machine configurations. Therefore complex operations such as finding a redex in a term or substituting a term for a variable in another term should be divided into smaller steps, making explicit the process of decomposition of terms. It is nontrivial how to achieve this atomicity when the strategy requires non-local information to proceed – one typically needs to thread some extra information in machine configurations. The strong call-by-need strategy is an example where this happens and in this paper we show how we solve this problem for finding redices. However, we do not deal with the decomposition of the contraction rules into atomic steps, which is an orthogonal issue. In fact, decomposition of contraction can also be handled by the refocusing methodology, as witnessed by previous work deriving environment-based abstract machines from calculi of closures by refocusing [13]. We leave it for future work.

3 Weak call by need

As a gentle introduction we first review the simpler weak call-by-need strategy and discuss some of the concepts we later extend to the strong case. We also summarize the main idea behind the refocusing procedure that allows to derive an abstract machine from a reduction semantics.

3.1 Reduction strategy

There is a wide range of theoretical studies of lazy evaluation in the $\lambda$-calculus, presenting different semantic formats of the weak call-by-need strategy. Here we recall one: Danvy and Zerny’s “revised storeless reduction semantics”, which is most relevant to our work and can be seen as the basis for our strong variant of the call-by-need reduction semantics. This strategy was derived in [19] from the standard call-by-need reduction for the $\lambda_{let}$ calculus common to Ariola, Felleisen, Maraist, Odersky and Wadler [8, 9, 25] as part of a bigger picture connecting the various approaches to the weak call-by-need strategy.

The strategy is presented in Figure 2. The grammar of terms extends lambda terms with two forms of let-constructors declaring denotables. A strict let expression $\text{let } x := t_0 \text{ in } t_1$ makes it syntactically explicit that the variable $x$ is needed in the let-body $t_1$ and its value is still not known. Informally, we say that the variable $x$ is needed in $t_1$ whenever the first thing to do when evaluating $t_1$ is to establish the value of $x$, i.e., when $t_1$ can be uniquely decomposed as $t_1 = E[x]$, where $E$ is a reduction context. In a non-strict version
Syntax:

\[ \begin{align*}
& \text{(terms)} \quad t ::=} x \mid \lambda x.t \mid tt \mid \text{let } x = t \text{ in } t \mid \text{let } x := t \text{ in } E[x] \\
& \text{(lambda-values)} \quad v ::=} \lambda x.t \\
& \text{(answer contexts)} \quad A ::=} \Box \mid \text{let } x = t \text{ in } A \\
& \text{(evaluation contexts)} \quad E ::=} \Box \mid Et \mid \text{let } x = t \text{ in } E \mid \text{let } x := E \text{ in } E[x] \\
& \text{(redices)} \quad r ::=} A[v]t \mid \text{let } x := A[v] \text{ in } E[x] \mid \text{let } x = t \text{ in } E[x]
\end{align*} \]

Contraction rules:

1. \[ A[\lambda x.t]t_1 \rightarrow A[\text{let } x = t_1 \text{ in } t] \]
2. \[ \text{let } x = t \text{ in } E[x] \rightarrow \text{let } x := t \text{ in } E[x] \]
3. \[ \text{let } x := A[v] \text{ in } E[x] \rightarrow A[\text{let } x = v \text{ in } E[v]] \]

\begin{itemize}
\item \textbf{Figure 2} The revised call-by-need $\lambda_{let}$ calculus from [19].
\end{itemize}

\textbf{let} \[ x = t_0 \text{ in } t_1 \] the variable \( x \) is possibly not needed or its value is already known. In other words, evaluation of a strict expression \textbf{let} \( x := t_0 \text{ in } t_1 \) starts with evaluation of \( t_0 \) while evaluation of a non-strict expression \textbf{let} \( x = t_0 \text{ in } t_1 \) starts with evaluation of \( t_1 \).

In Danvy and Zerny’s setting only closed terms are considered, values are arbitrary $\lambda$-abstractions and the answers produced by evaluation are values possibly wrapped in a number of let bindings – the answers are represented here as values plugged in answer contexts \( A \). Throughout this paper we assume the variable convention, i.e., that all the bound and free variable names are pairwise distinct. The evaluation contexts \( E \) encode the strategy; in an application we look for a redex in the operator position, and the strategy for the two let constructs described informally above is encoded in the last two context constructors.

Let us briefly discuss the contraction rules. Rule (1) implements delayed computation: we delay the evaluation of the actual parameter \( t_1 \) and instead start the computation of the body \( t \). This is because the contractum here is a non-strict let expression, where, by the third production in the grammar of evaluation contexts, a reduction context is sought in the subterm \( t \). Rule (2) states that the computation of \( x \) can no longer be delayed. Rule (3) implements memoization: when the value of the term bound to \( x \) is known, it not only replaces \( x \) in the current context, but also it is stored in the answer substitution. The let construct is no longer strict because we do not know if \( x \) will be needed again.\footnote{Danvy and Zerny also include a fourth rule which is a short-cut of rules (2) and (3) in the case when \( t \) is a value. We do not consider it here since it does not constitute a different contraction step but can be seen as an optimization of the reduction sequence.}

\begin{itemize}
\item \textbf{Example 3.1.} To observe the benefits of the call-by-need strategy we should look at an evaluation of a term of the form \( \lambda t s \) where the terms \( t \) and \( s \) require some computation and \( f \) contains two formal parameters: one that occurs at least twice and the other that does not occur in the body. The simplest case is \( f = \lambda x.\lambda y.x x \) and \( t = \text{id id} \) where \( \text{id} = \lambda z.z \); a definition of \( s \) is not relevant. Figure 3 shows this evaluation. In each step the redex is underlined and the relevant contexts are marked with square brackets. In steps (i) – (iii) the computations of \( x \) and \( y \) are delayed; in step (iii) \( x \) is needed. In steps (iv) – (vi) the value of the term bound to \( x \) is computed and in step (vii) it is memoized. In step (ix) \( x \) is needed again and in step (xii) the computed value is reused thus avoiding the second computation of \( t \). Step (xii) finishes the computation in the body of \( f \). The variable \( y \) is never needed, so the value of \( s \) is not computed.
\end{itemize}
After contracting the redex this term is processed for the first time. The possible options are: decompose it (if not relevant).

parameterized by the needed variable (we use dash symbol - in place of variable when it is relevant).

normal forms to be considered values, where by “useful” we mean that such a normal form put into some reduction context can potentially lead to further reduction. Under weak call by need, values are answers and needy terms, which are used in contraction (3) in Figure 2, and can be thought of as intermediate values. Their grammar is shown explicitly in Figure 4, parameterized by the needed variable (we use dash symbol - in place of variable when it is not relevant).

Second, the user must provide two functions, effectively defining the elementary contexts of the strategy. The first of them, denoted \( \downarrow \), takes a term \( t \) and tells what to do when this term is processed for the first time. The possible options are: decompose it (if \( t \) is
decomposable); reduce it (if \( t \) is not decomposable and a redex, denoted \( R \)) or report a value (if \( t \) is not decomposable and a value, denoted \( V \)). In the decomposable case the function returns a decomposition into an elementary context and a subterm. (The \( R \) option is not used in the definition of \( \Downarrow \) in the weak call-by-need strategy.)

The second function, denoted \( \Uparrow \), tells how to process a term when we already know that it is a value. In such a case we have to take into account the context surrounding the term. Thus \( \Uparrow \) takes an elementary context \( ec \) and a value \( v \) and informs how to process \( ec[v] \); the options are as in the case of \( \Downarrow \).

Third, in the case when the grammar of contexts contains overlapping productions, the user must also provide an order on these productions that prescribes which of the possible decompositions of a given term should be tried first (there are overlapping production in strong call by need, but not in weak call by need).

Finally, the user must prove that the defined semantics satisfies mild syntactic conditions described in detail in [12]. An example of such a condition is that the order on productions in the grammar is well-founded, which implies that all possible decompositions of a term are checked in a finite number of steps. The complete formalization of the weak call by need strategy can be found in the repository \texttt{http://bitbucket.org/pl-uwr/generalized\_refocusing} in the file \texttt{examples/weak\_cbnd.v}.

The resulting abstract machine is presented in Figure 5. We show it in a simplified form where some parts of configurations are omitted, e.g., the information about the kind of contexts, since there is only one kind and it does not affect the strategy.

The machine uses two kinds of configurations: an \( E \)-configuration represents a term in a context, and the transition for these configurations correspond to the \( \Downarrow \) function. A \( C \)-configuration represents a value plugged in a context, and the transitions correspond to the \( \Uparrow \) function. The evaluation of a term \( t \) starts in a configuration \( \langle t, \Box \rangle_E \). In particular, the last two \( E \)-transitions show the difference in the treatment of strict and non-strict let constructors. The third \( C \)-transition makes it explicit when a let constructor should be treated as strict – exactly when the let-body is a term that needs the value of \( x \). Since we admit open terms, it is possible that a let-body needs a different variable to proceed – in that case we treat such a term as an intermediate value (cf. the fourth \( C \)-transition). The notation \( n^{x \mapsto v} \) in the last transition stands for the result of substitution of the value \( v \) for the needed occurrence of the variable \( x \) in the needy term \( n^x \).

\begin{figure}

\centering

\begin{tabular}{ll}
\( n^x \)::=& \( x \mid n^x t \mid \text{let } y:=t \text{ in } n^x \mid \text{let } y:=n^y \text{ in } n^y \) \\
\( a \)::=& \( \lambda x. t \mid \text{let } x:=t \text{ in } a \) \\
\end{tabular}

\begin{tabular}{ll}
\( [n] t \Uparrow V \) & \( [a] t \Uparrow R \) \\
\( x \Downarrow V \) & \text{let } x:=t \text{ in } [n^x] \Uparrow R \) \\
\( \lambda x. t \Downarrow V \) & \text{let } x:=t \text{ in } [n^y] \Uparrow V \text{ if } x \neq y \) \\
\( t_1 t_2 \Downarrow [t_1] t_2 \) & \text{let } x:=t \text{ in } [a] \Uparrow V \) \\
\text{let } x:=t_1 \text{ in } t_2 \Downarrow \text{let } x:=t_1 \text{ in } [t_2] \) & \text{let } x:=[n^x] \text{ in } n^x \Uparrow V \) \\
\text{let } x:=t_1 \text{ in } t_2 \Downarrow \text{let } x:=[t_1] \text{ in } t_2 \) & \text{let } x:=[a] \text{ in } n^x \Uparrow R \) \\
\end{tabular}

\caption{Input to the refocusing procedure for weak call-by-need.}
\end{figure}
An Abstract Machine for Strong Call by Need

\( \langle x, C \rangle_\varepsilon \rightarrow \langle C, x \rangle_\varepsilon \)
\( \langle \lambda x.t, C \rangle_\varepsilon \rightarrow \langle C, \lambda x.t \rangle_\varepsilon \)
\( \langle t_1 t_2, C \rangle_\varepsilon \rightarrow \langle t_1, t_2 \circ C \rangle_\varepsilon \)
\( \langle \text{let } x = t_1 \text{ in } t_2, C \rangle_\varepsilon \rightarrow \langle t_2, \text{let } x = t_1 \text{ in } \Box \circ C \rangle_\varepsilon \)
\( \langle \text{let } x := t_1 \text{ in } t_2, C \rangle_\varepsilon \rightarrow \langle t_1, \text{let } x := \Box \circ t_2 \circ C \rangle_\varepsilon \)
\( \langle \Box t \circ C, n \rangle_C \rightarrow \langle C, n \circ t \rangle_C \)
\( \langle \Box t_1 \circ C, A[\lambda x.t] \rangle_C \rightarrow \langle A[\text{let } x = t_1 \text{ in } t], C \rangle_\varepsilon \)
\( \langle \text{let } x = t \text{ in } \Box \circ C, n^x \rangle_C \rightarrow \langle \text{let } x := t \text{ in } n^x, C \rangle_\varepsilon \)
\( \langle \text{let } x = t \text{ in } \Box \circ C, a \rangle_C \rightarrow \langle C, \text{let } x = t \text{ in } a \rangle_C \)
\( \langle \text{let } x := \Box \circ n^x \circ C, n^x \rangle_C \rightarrow \langle C, \text{let } x := n \circ \text{in } n^x \rangle_C \)
\( \langle \text{let } x := \Box \circ \text{in } n^x \circ C, A[v] \rangle_C \rightarrow \langle A[\text{let } x = v \text{ in } n^{x+v}], C \rangle_\varepsilon \)

Figure 5 Abstract machine for weak call by need.

This machine differs from Danvy and Zerny’s machine corresponding to the reduction semantics from Figure 2 in that it handles open terms and that it is not optimized, and not all steps can be executed in constant time. In particular, since terms of the form \( A[t] \) are coerced to terms, each time we encounter a term of this form it will be decomposed from scratch, even though we know we could directly consider \( t \) in a context where all the surrounding let bindings are on the context stack. However, the structure of the resulting machine is amenable to off-the-shelf transformations leading to more efficient variants, e.g., following Danvy and Zerny’s approach that allows to transform it into a store-based abstract machine [19].

Generalized refocusing. The distinction between uniform and hybrid strategies was first introduced in [22]. The refocusing procedure developed in [18] and formalized in [29] was limited to uniform strategies. Recently it has been generalized to hybrid strategies in [12] – the authors show several examples of strategies based on grammars with a few (usually two or three) nonterminal symbols, including the normal-order strategy shown in Figure 1.

Strong call by need is probably the first natural example of a reduction strategy with an unbounded number of nonterminals in the underlying grammar. In the remainder of the paper we present this strategy and the abstract machine derived by generalized refocusing.

4 Reduction semantics for strong call by need

We now present the reduction semantics for the strong call-by-need strategy. It is strongly inspired by the semantics from [10] in that it realizes exactly the same strategy, but is designed so that it fits in the refocusing framework, which facilitates the derivation of an abstract machine. The formal correspondence between our semantics and that of [10] is outlined in Section 6.

Terms. As in the case of weak call by need, the grammar of terms extends lambda terms with strict and non-strict let-constructors:

\[(\text{terms}) \quad t ::= x \mid \lambda x.t \mid t \cdot t \mid \text{let } x = t \text{ in } t \mid \text{let } x := t \text{ in } t\]
The reduction semantics depends crucially on the notion of frozen variables introduced in [10]. A free variable is classified as frozen if it can never be substituted, either because it is not a let-bound variable (like $x$ in $xt$), or if it is bound to a term that cannot become an answer (like $x$ in $\text{let } x = zz \text{ in } xt$). If a variable is not frozen, then we call it active. The status of variables depends on the context of evaluation: for example, when we consider the term $xt$ in the empty context, then $x$ is frozen; but when the same term is plugged in the context $\text{let } x = \lambda z. z \text{ in } □$ then $x$ is no longer frozen. Intuitively, the latter context defrosts the variable and makes it active and substitutable.

In the process of evaluation we consider terms of particular shapes: structures $S$, normal forms $N$, and needy terms $N'$. Structures and normal forms are defined by mutual recursion. Needy terms are parameterized by the variable they need and additionally by a context kind, which will be defined later. Whether a term falls into one of these categories depends on the status of its free variables, therefore each category is further parameterized by a set of variables containing exactly the frozen variables of a term.

The grammar of structures is shown in Figure 6. Informally, a structure is a normal form formed around a frozen variable, e.g., $\text{let } x = y \text{ in } z (\lambda y. y)$ belongs to $S\{z\}$ and is a structure formed around the frozen variable $z$. Structures here are almost equivalent to structures in [10], with the difference that here we parameterize them precisely with sets of frozen variables, while in [10] any superset of frozen variables is a good parameter.

Normal forms in $N$ (with respect to strong call-by-need reduction) are either structures or irreducible terms built around a normal $\lambda$-abstraction in $N^\lambda$ (see Figure 7). They can be seen as natural generalizations of weak call-by-need normal forms that arise when structures are introduced. The last two rules impose restrictions on the sets $\phi$ and $\psi$: first, $x$ cannot be a member of $\phi$ because otherwise contexts $\text{let } x = t \text{ in } □$ and $\text{let } x := s \text{ in } □$ defrost it; second, $n$ in the last rule occurs in a position of a needy term with needed variable $x$, so $x$ must be a member of $\psi$.

Finally, needy terms are terms uniquely decomposable into a reduction context and an active variable. Such terms can be seen as intermediate normal forms that arise in the normalization process when we try to establish if a given let-bound variable is needed. The grammar of needy terms is shown in Figure 8. It is important to note that the same term can be either a structure, or a needy term depending on the status of its free variables, e.g.,
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Reduction contexts. The strong call-by-need reduction strategy generalizes the weak call-by-need strategy – informally, it first tries to evaluate terms with the weak strategy and after reaching a weak value it attempts to normalize it further (i.e., inside a lambda abstraction or a neutral term). This pattern is analogous to the normal-order strategy, which can be adequately described using hybrid reduction contexts whose grammar defines the interconnection between the weak and the strong strategy (see Figure 1). To define strong contexts for normal order we need to use two kinds: \( E \) - for weak contexts (realizing call by name), and \( C \) - for strong contexts. When we consider call by need, we need to further instrument these kinds – they are parameterized by a set of frozen variables. Given a raw kind \( k \in \{E,C\} \) and a set of frozen variables \( \phi \) we write \( k \cdot \phi \) for the kind \( k \) parameterized by \( \phi \). The union \( \{x\} \cup \phi \) is abbreviated \( x, \phi \).

Reduction contexts are built from elementary contexts parameterized by two kinds; \( EC_{k_1}^{k_2} \) denotes an elementary context of kind \( k_1 \) whose hole is of kind \( k_2 \). Figure 9 describes all the elementary contexts. In particular, \( \lambda x.\square \) is an elementary context of raw kind \( C \) (it is only available under the strong strategy), and when reducing under the lambda the same strong strategy is used with the \( \lambda \)-bound variable treated as frozen inside the body. In both the weak and the strong variant the context \( \square \ t \) can be used, but its hole always forces the weak strategy to be used inside (i.e., when we decompose the left-hand-side of an application we always use the weak strategy). The context \( s \ \square \) enforces strong reduction of the argument of an application – in case when the operand is a structure (therefore, irreducible and not creating a \( \beta \)-redex). The condition \( \psi \subseteq \phi \) ensures that \( s \) is indeed a structure (and not a needy term) in the given context, see Example 4.1 at the end of this section.

The context \( \text{let } x = t \ \text{in} \ \square \) is used when first processing a let term, it considers the let-bound variable active inside the let-body – next we need to establish if it is needed there. The context \( \text{let } x := \square \ \text{in} \ n^x \) is available when we already know that \( x \) is needed in the let-body and it is necessary to compute the value of the term bound to the variable (using the weak strategy). Finally, the context \( \text{let } x := s \ \text{in} \ \square \) handles situations when the term bound to \( x \) does not evaluate to a weak \( \lambda \)-value but normalizes to a structure. In this case we go back to evaluating the let-body, this time with the let-bound variable treated as frozen because it will never be substituted (note that this is the second time the let-body will be decomposed but the decomposition will be different this time because the set of frozen variables has changed). Example 4.1 illustrates the last three rules.
whereas the fourth one is added to handle open terms (structures). The first two rules are generalizations of weak call-by-need contractions from Section 2, the latter case we treat free variables as frozen. During normalization it happens that we produce intermediate values containing active variables – these are exactly the needy terms. The strategy that we are describing works both for closed and for open terms – in the latter case we treat free variables as frozen. During normalization it happens that we produce intermediate values containing active variables – these are exactly the needy terms. The condition \( x \notin \psi \) ensures that \( n^x \) is indeed a needy term, and not a structure under the given kind.

Figure 9 General reduction contexts are composed from elementary ones with matching kinds:

\[
\begin{array}{c}
\Delta \in C_k^k \\
ie \in EC_k^{k_k} \\
d \in C_k^k
\end{array}
\]

This is a representation of contexts inside-out (the hole of the context \( c \) matches the kind of the elementary context \( \text{cc} \) placed inside it).

Grammar. The grammar of reduction contexts contains nonterminals of the form \( k \cdot \phi \), where \( k \in \{C, E\} \) and \( \phi \) is an arbitrary (finite) set of variables, with starting nonterminal \( C \cdot \emptyset \). The productions in this grammar have either the form \( k \cdot \phi \rightarrow C[k \cdot \psi] \) where \( C \) is an elementary context in \( EC_k^{k \cdot \psi} \) or the form \( k \cdot \phi \rightarrow \emptyset \). Note that since there are no restrictions on the number of variables in terms, the grammar contains an infinite number of productions.

Values. Because the strong call-by-need strategy mixes weak and strong normalization, the notion of value depends on the kind of the context.

\[
\begin{array}{c}
\begin{array}{c}
n \in N_{\phi} \quad \phi \subseteq \psi \\
n \in V_{C, \psi}
\end{array} & \begin{array}{c}
a \in V_{E, \psi} \\
s \in S_{\phi} \quad \phi \subseteq \psi \\
n^x \in N_{k \cdot \phi} \quad x \notin \psi \quad \phi \subseteq \psi
\end{array}
\end{array}
\]

Strong values \( V_C \) are all strong normal forms that match the kind. Weak values \( V_E \) are answers, defined as in weak call by need (i.e., as lambda values in answer contexts, \( a ::= A[v] \)), and structures. The set of frozen variables dictated by the kind must be a superset of the set of frozen variables of the value (here again it ensures that \( s \) is indeed a structure in a given context). The strategy that we are describing works both for closed and for open terms – in the latter case we treat free variables as frozen. During normalization it happens that we produce intermediate values containing active variables – these are exactly the needy terms. The condition \( x \notin \psi \) ensures that \( n^x \) is indeed a needy term, and not a structure under the given kind.

Contraction. Just like values, certain terms become redices (i.e., atomic reducible terms) only in a specific context. Therefore, the type of redices is parameterized by the kind.

\[
\begin{array}{c}
(A[\lambda x. t]) t' \rightarrow_{k \cdot \phi} A[\text{let } x = t' \text{ in } t] \quad \text{(b)} \\
\text{let } x := t \text{ in } n^x \rightarrow_{k \cdot \phi} A[\text{let } x = v \text{ in } n^x \rightarrow_{k \cdot \phi} v] \quad \text{(18v)}
\end{array}
\]

\[
\begin{array}{c}
n^x \in N_{k \cdot \phi} \\
\text{let } x := t \text{ in } n^x \rightarrow_{k \cdot \phi} A[\text{let } x := t \text{ in } n^x] \quad \text{(18a)}
\end{array}
\]

The first three rules are generalizations of weak call-by-need contractions from Section 2, whereas the fourth one is added to handle open terms (structures). The first two rules
encode the usual call-by-need computation steps and they coincide with the contractions in [10], and the last two can be seen as “administrative” reductions that are responsible for marking/unmarking strict \texttt{lets}. The first rule creates a new let-binding whenever a lambda abstraction is applied to an argument (this binding will be processed lazily). The second rule is triggered in a situation when a needed let-bound variable has a value ready to be used in the let-body; the value is then substituted for the variable and the variable ceases to be needed. The third rule consists in marking the let-bound variable as needed when we know that the let-body is needy of this variable. The last rule is used to convert a strict let to an answer – when the variable is not really needed (it cannot happen if we start reducing with a term not containing strict lets).

**Reduction.** The reduction relation is defined as usual, with the restriction that the kind of contraction must match the kind of the hole in the reduction context: a term \( t \) reduces in one step to \( t' \) if it can be decomposed as \( t = E[r] \) for some redex \( r \) and an evaluation context \( E \in C_{\kappa, \phi} \), the redex \( r \) can be rewritten in one step to \( t'' \) by contraction \( \rightarrow_{\kappa, \phi} \), and \( t' \) is obtained by the recomposition of \( E \) and \( t'' \), that is \( t' = E[t''] \).

**Example 4.1.** Consider an evaluation of a term of the form \texttt{let }x = y \texttt{ in } x \texttt{ t}, where \( y \) is the only free (and frozen) variable, with the strong strategy \( C : \{ y \} \). We first decompose the term to the context \texttt{let }x = y \texttt{ in } \square \in EC^c(y) \) and the let-body \( x \texttt{ t} \). Here \( \rho \in N^c_{\kappa} \) is a needy term, so the input term is rewritten to \texttt{let }x := y \texttt{ in } x \texttt{ t}, using the (ls) rule and contraction \( \rightarrow_{c, \{ y \}} \). Since \( y \) is a structure in \( S(y) \) \( \{ y \} \subseteq \{ x, y \} \), the obtained term can be decomposed using the last rule in Fig. 9 to the context \texttt{let }x := y \texttt{ in } \square \in EC^c(y) \) and the term \( x \texttt{ t} \), which we now visit for the second time. Note that the inclusion \( \psi \subseteq \phi \) from Fig. 9 forces us to change the evaluation strategy here by adding \( x \) to the parameter set, so \( x \) becomes frozen. Since \( x \in S(x) \) \( \{ x \} \subseteq \{ x, y \} \), the third rule in Fig. 9 prescribes now to evaluate \( t \) using the strong strategy \( C : \{ x, y \} \).

5 An abstract machine for strong call by need

In this section we present an abstract machine for strong call by need derived in the framework of generalized refocusing. The Coq development can be found in the repository \texttt{http://bitbucket.org/pl-uwr/generalized_refocusing} in the file \texttt{examples/strong\_cbnd.v}. The machine (with some technical clutter removed) is presented in Figure 10. We assume implicit \( \alpha \)-renaming of bound variables in order to avoid name clashes (cf. side conditions in transitions (3),(8),(21)).

The machine has two kinds of configurations. An \( E \)-configuration of the form \( \langle t, C, k, \phi \rangle_E \) consists of a term, a surrounding context, and the kind of the context hole represented by the last two components of the configuration. In turn, a \( C \)-configuration of the form \( \langle C, v, k, \phi \rangle_C \) consists of a context, a value plugged in this context, and the kind of the context hole. Because both contexts and values are parameterized by kinds, a configuration is considered correct if the last two components match the kind of the context component (in both \( E \) and \( C \)-configurations) and of the value component (in \( C \)-configurations). If we start the machine with a correct configuration, then all the configurations in the machine run are correct by construction.

The values computed by the machine (and used in \( C \)-configurations) coincide with those in the reduction semantics. In Figure 10 we use notation \( n \) for arbitrary normal forms, \( s \) for structures, \( n^\lambda \) for lambda values, \( n^\pi \) and \( n^y \) for needy terms. Sometimes it is not obvious to
\begin{align*}
1: t & \rightarrow (t, \emptyset, C, 0)_{\mathcal{E}} \\
2: (t_1 \ t_2, C, k, \phi)_{\mathcal{E}} & \rightarrow (t_1, \Box t_2 \circ C_{k, \phi}, E, \phi)_{\mathcal{E}} \\
3: (\text{let } x = t_1 \text{ in } t_2, C, k, \phi)_{\mathcal{E}} & \rightarrow (t_2, \text{let } x = t \text{ in }\Box t \circ C_{k, \phi}, k, \phi)_{\mathcal{E}} \quad \text{if } x \notin \phi \\
4: (\text{let } x := t \text{ in } n^x, C, k, \phi)_{\mathcal{E}} & \rightarrow (t, \text{let } x := \Box \text{ in } n^x \circ C_{k, \phi}, E, \phi)_{\mathcal{E}} \\
5: (x, C, k, \phi)_{\mathcal{E}} & \rightarrow (C, \text{str}(x), k, \phi)_{\mathcal{E}} \quad \text{if } x \in \phi \\
6: (x, C, k, \phi)_{\mathcal{E}} & \rightarrow (C, \text{nd}(x), k, \phi)_{\mathcal{E}} \quad \text{if } x \notin \phi \\
7: (\lambda x. t, C, E, \phi)_{\mathcal{E}} & \rightarrow (C, \text{ans}(\lambda x. t), E, \phi)_{\mathcal{E}} \\
8: (\lambda x. t, C, C, \phi)_{\mathcal{E}} & \rightarrow (t, \lambda x. \Box \circ C_{\phi}, C, x \cdot \phi)_{\mathcal{E}} \quad \text{if } x \notin \phi \\
9: (\lambda x. \Box \circ C, n, C, \phi)_{\mathcal{E}} & \rightarrow (C, \lambda x. n, C, \phi \setminus \{x\})_{\mathcal{E}} \\
10: (\Box t \circ C_{k, \psi}, \text{ans}(A[\lambda x. r]), E, \phi)_{\mathcal{E}} & \rightarrow (A[\text{let } x = t \text{ in } r], C, k, \phi)_{\mathcal{E}} \\
11: (\Box t \circ C_{k, \psi}, \text{nd}(n^y), E, \phi)_{\mathcal{E}} & \rightarrow (C, \text{nd}(n^y t), k, \phi)_{\mathcal{E}} \quad \text{if } y \notin \phi \\
12: (\Box t \circ C_{k, \psi}, \text{str}(s), E, \phi)_{\mathcal{E}} & \rightarrow (t, s \Box \circ C_{k, \phi}, C, \phi)_{\mathcal{E}} \\
13: (s \Box \circ C_{k, \psi}, n, C, \phi)_{\mathcal{E}} & \rightarrow (C, \text{str}(s n), k, \phi)_{\mathcal{E}} \\
14: (\text{let } x = t \text{ in } \Box \circ C_{k, \psi}, \text{ans}(A[v]), E, \phi)_{\mathcal{E}} & \rightarrow (C, \text{ans}(\text{let } x = t \text{ in } A[v]), k, \phi)_{\mathcal{E}} \\
15: (\text{let } x = t \text{ in } \Box \circ C_{k, \psi}, \text{nd}(n^x'), k, \phi)_{\mathcal{E}} & \rightarrow (C, \text{nd}(n^x t), k, \phi)_{\mathcal{E}} \quad \text{if } x \notin \phi \\
16: (\text{let } x = t \text{ in } \Box \circ C_{k, \psi}, \text{nd}(n^y), k', \phi)_{\mathcal{E}} & \rightarrow (C, \text{nd}(\text{let } x = t \text{ in } n^y), k, \phi)_{\mathcal{E}} \quad \text{if } y \neq x, y \notin \phi \\
17: (\text{let } x = t \text{ in } \Box \circ C_{k, \psi}, \text{str}(s), k', \phi)_{\mathcal{E}} & \rightarrow (C, \text{str}(\text{let } x = t \text{ in } s), k, \phi)_{\mathcal{E}} \\
18: (\text{let } x = t \text{ in } \Box \circ C_{k, \psi}, \text{lnf}(n^x), C, \phi)_{\mathcal{E}} & \rightarrow (C, \text{lnf}(\text{let } x = t \text{ in } n^x), k, \phi)_{\mathcal{E}} \\
19: (\text{let } x := \Box \text{ in } n^x \circ C_{k, \psi}, \text{ans}(A[x]), E, \phi)_{\mathcal{E}} & \rightarrow (A[\text{let } x = v \text{ in } n^{x \cdot v}], C, k, \phi)_{\mathcal{E}} \\
20: (\text{let } x := \Box \text{ in } n^x \circ C_{k, \psi}, \text{nd}(n^y), E, \phi)_{\mathcal{E}} & \rightarrow (C, \text{nd}(\text{let } x := n^x \text{ in } n^y), k, \phi)_{\mathcal{E}} \quad \text{if } y \notin \phi \\
21: (\text{let } x := \Box \text{ in } n^x \circ C_{k, \psi}, \text{str}(s), E, \phi)_{\mathcal{E}} & \rightarrow (n^x, \text{let } x := s \text{ in } \Box \circ C_{k, \psi}, E, x \cdot \phi)_{\mathcal{E}} \quad \text{if } x \notin \phi \\
22: (\text{let } x := s \text{ in } \Box \circ C_{k, \psi}, \text{nd}(n^y), k', \phi)_{\mathcal{E}} & \rightarrow (C, \text{nd}(\text{let } x := s \text{ in } n^y), k, \phi)_{\mathcal{E}} \quad \text{if } y \neq s, y \notin \phi \\
23: (\text{let } x := s \text{ in } \Box \circ C_{k, \psi}, \text{ans}(A[v]), E, \phi)_{\mathcal{E}} & \rightarrow (C, \text{ans}(\text{let } x = s \text{ in } A[v]), k, \phi)_{\mathcal{E}} \\
24: (\text{let } x := s \text{ in } \Box \circ C_{k, \psi}, \text{str}(s'), k', \phi)_{\mathcal{E}} & \rightarrow (C, \text{str}(\text{let } x := s \text{ in } s'), k, \phi)_{\mathcal{E}} \\
25: (\text{let } x := s \text{ in } \Box \circ C_{k, \psi}, \text{lnf}(n^x), C, \phi)_{\mathcal{E}} & \rightarrow (C, \text{lnf}(\text{let } x := s \text{ in } n^x), k, \phi)_{\mathcal{E}} \\
26: (\Box, n, C, \phi)_{\mathcal{E}} & \rightarrow n
\end{align*}

\textbf{Figure 10} An abstract machine for strong call by need.
which category a given value falls; for example $x$ in the configuration $⟨C,x,k,φ⟩_C$ is either a structure or a needy term, depending on whether $x ∈ φ$. To ease reading the transition rules, we attach tags to the different value constructors in the machine:

$$n ::= \text{ans}(A[λx.t]) \mid \text{str}(s) \mid \text{nd}(n^x) \mid \text{inf}(n^λ)$$

writing respectively $⟨C,\text{str}(x),k,φ⟩_C$ and $⟨C,\text{nd}(x),k,φ⟩_C$ instead of $⟨C,x,k,φ⟩_C$.

An $E$-configuration either decomposes a term by pushing a new elementary context on the existing context (in such a way that their kinds match) and proceeds with evaluation of a subterm, or it calls a $C$-configuration if the term is a value. In particular, transition (4) prescribes that if a term is a strict let, then we need to evaluate (to weak value) the term $t_1$ bound to the variable. If the term happens to be a variable, it is a value but its status depends on the kind, more specifically on the set of frozen variables $φ$ in the configuration: if the variable is not in this set, then it will be treated as active (cf. transitions (5) and (6)). A lambda abstraction is a value in a $E$-hole but it is further decomposed in a $C$-hole.

A $C$-configuration dispatches on the context when a (matching) value is plugged in its hole. For example, transition (10) encodes $β$-contraction, transition (15) encodes the $ls$-contraction, transition (19) encodes the $lsv$-contraction, and transition (23) encodes the $lns$-contraction.

The machine correctly realizes the strong call-by-need strategy; it decomposes terms based on local information given in a configuration, but it still could be optimized in various directions, in particular, using insights from existing work on abstract machines for weak lazy evaluation [3, 19]. It is future work to check which of the transformations discussed there generalize to the strong case, in particular how to systematically obtain an efficient store-based machine.

### 6 Correctness

In this section we show how our reduction semantics relates to the Balabonski et al.’s. To this end, we need to introduce some of the notions they use in their work. In the following, we refer to their language as $Λ$, to our language as $Λ_s$, and to standard lambda calculus as $Λ_β$.

Balabonski et al. do not distinguish between strict and non-strict let syntactically, they only have one form of let-construct. In order to discover the difference, they have to traverse the term to check if the let-bound variable is really needed, i.e., if it is in the set of non-garbage variables of the body. Non-garbage variables are defined as follows:

$$\text{ngv}(x) = \{x\}$$
$$\text{ngv}(λx.t) = \text{ngv}(t) \setminus \{x\}$$
$$\text{ngv}(t_1 t_2) = \text{ngv}(t_1) \cup \text{ngv}(t_2)$$
$$\text{ngv}(t_2[x\leftarrow t_1]) = \text{ngv}(t_2) \setminus \{x\} \cup \begin{cases} \text{ngv}(t_1), & \text{if } x ∈ \text{ngv}(t_2) \\ \emptyset, & \text{otherwise} \end{cases}$$

where the notation $t_2[x\leftarrow t_1]$ denotes an explicit substitution of $t_1$ for $x$ in $t_2$.

In contrast, our intermediate language makes this distinction effective just as soon as decomposition of the term reveals it.
We define an erasure operation \(|\cdot| : \Lambda_s \rightarrow \Lambda:
\)
\[
|x| = x \\
|\lambda x.t| = \lambda x.|t| \\
|t_1 t_2| = |t_1| t_2 \\
|\text{let } x = t_1 \text{ in } t_2| = |t_2|[x\backslash t_1] \\
|\text{let } x := t_1 \text{ in } t_2| = |t_2|[x\backslash t_1]
\]
This operation gives us a translation from \(\Lambda_s\) to \(\Lambda\). A translation from \(\Lambda\) to \(\Lambda_s\) is trivial: every term in \(\Lambda\) is a term in \(\Lambda_s\) (modulo the notation; \(t_2[x\backslash t_1]\) is represented as \(\text{let } x = t_1 \text{ in } t_2\) in \(\Lambda\)).

We can show that the set of frozen variables of \(\Lambda_s\)-normal forms coincides with the non-garbage variables. All lemmas below have routine inductive proofs, which we omit here.

\begin{lemma}
For all \(\Lambda_s\)-normal forms \(n \in N_\phi\) and for all variables \(x \in \phi, x \in \text{ngv}(|n|)\).
\end{lemma}

The following two lemmas give a correspondence between normal forms in \(\Lambda\) and \(\Lambda_s\). Here \(N_\phi\) denotes the set of normal terms (in \(\Lambda\)) under the set of frozen variables \(\phi\).

\begin{lemma}
For all \(\Lambda_s\)-normal forms \(n \in N_\phi\), \(|n| \in N_\phi\) (it is a \(\Lambda\)-normal term).
\end{lemma}

\begin{lemma}
For all \(\Lambda\)-normal forms \(n \in N_\phi\), there exist \(n_0\) and \(\phi \subseteq \psi\) such that \(|n_0| = n\) and \(n_0 \in N_\psi\).
\end{lemma}

The next lemma states that needy terms correspond to \(\Lambda\)-contexts with holes filled with a designated variable. The notation \(\mathcal{C}[x]\) comes from [10] and denotes the variable \(x\) plugged in the context \(\mathcal{C}\) that does not capture the variable (there are no abstractions or explicit substitutions that bind \(x\) in \(\mathcal{C}\)). Similarly, notation \(\mathcal{E}_\phi\) (respectively, \(\mathcal{E}_\phi^0\)) is introduced in [10] and denotes evaluation contexts (respectively, inert evaluation contexts) under the set of frozen variables \(\phi\), both defined in [10].

\begin{lemma}
For every needy term \(n^s \in N_{\mathcal{E}_\phi}^s\) (\(n^s \in N_{\mathcal{C}_\phi}^s\), resp.) there exists a \(\Lambda\)-context \(\mathcal{C} \in \mathcal{E}_{\phi}^s\) (\(\mathcal{C} \in \mathcal{E}_{\phi^0}^s\), resp.) such that \(|n^s| = \mathcal{C}[x]\).
\end{lemma}

In order to relate contexts, we need to introduce the conversion operator that transforms \(\Lambda_s\)-elementary contexts into \(\Lambda\)-contexts.

\[
|\lambda x.\Box|_c = \lambda x.\Box \\
|\Box t|_c = \Box |t| \\
|s \Box|_c = |s| \Box \\
|\text{let } x = t \text{ in } \Box|_c = \Box[x\backslash |t|] \\
|\text{let } x := s \text{ in } n^x|_c = \mathcal{C}[x][x\backslash \Box] \text{ where } \mathcal{C}[x] = |n^x| \\
|\text{let } x := s \text{ in } \Box|_c = \Box[x\backslash |s|]
\]

Based on this definition and the composition of contexts in \(\Lambda\), we can translate between \(\Lambda_s\)-contexts and \(\Lambda\)-contexts. Here \(\mathcal{E}_{\phi}^k\) is the union \(\bigcup_{k'} \mathcal{E}_{\phi}^{k'}\).

\begin{lemma}
For every elementary context \(ec \in \mathcal{E}_{\phi}^k\) there is a \(\Lambda\)-context \(|ec|_c \in \mathcal{E}_\phi\), and for every elementary context \(ec \in \mathcal{E}_{\phi}^k\) there is a \(\Lambda\)-context \(|ec|_c \in \mathcal{E}_\phi^0\) and such that
\[
\forall t, |ec[t]| = |ec|_c[t].
\]
\end{lemma}
Lemma 6.6. For every $\Lambda$-context $c \in E_\phi$ ($c \in E_\phi^s$, resp.) there is a $\Lambda_\psi$-context $c \in C_\psi^s$ ($c \in C_\psi^s$, resp.) such that $\psi \subseteq \phi$ and $|c|_c = c$.

Having the ability to translate between both terms and contexts in the two languages, we can prove that $\Lambda_\psi$ correctly simulates reductions in $\Lambda$. The reduction in $\Lambda_\psi$ possibly uses more steps than the reduction in $\Lambda$ because of switching between strict and non-strict versions of let constructs.

Definition 6.7. We say that a term $t \in \Lambda_\psi$ is proper if all its subterms of the form $\text{let } x := t_1 \text{ in } t_2$ are such that $t_2 = n^x$ for some needy term $n^x$, i.e., that strict let’s are correctly marked.

Proposition 6.8. For all $\Lambda$-terms $t_1$ and $t_2$, if $t_1 \rightarrow_\Lambda t_2$ then there exists a proper $t_s \in \Lambda_\psi$ such that $t_1 \rightarrow^*_\Lambda t_s$ and $|t_s| = t_2$. Moreover, for all proper $t_s \in \Lambda_\psi, t \in \Lambda$, if $|t_s| = t$ then $t \rightarrow^*_\Lambda t_s$.

Proposition 6.9. For all $t_1, t_2 \in \Lambda_\psi$, if $t_1 \rightarrow_\Lambda t_2$ then $|t_1| = |t_2|$ or $|t_1| \rightarrow_\Lambda |t_2|$. There is no infinite sequence $t_1 \rightarrow_\Lambda t_2 \rightarrow_\Lambda \cdots \rightarrow_\Lambda t_n \rightarrow_\Lambda \cdots$ such that $|t_1| = |t_n|$ for all $n$.

As a consequence of the correct simulation result we obtain that $\Lambda_\psi$ achieves the same normal forms as $\Lambda$.

Lemma 6.10. For all $\phi$ and for all $t, r \in \Lambda$ such that $t \rightarrow^*_\Lambda r$ and $r \in N_\phi$,

$$t \rightarrow^*_\Lambda r_s$$

for some $r_s \in N_\psi$ with $\psi \subseteq \phi$, and such that $|r_s| = r$.

Lemma 6.11. For all $\phi$, and for all $t \in \Lambda, r_s \in \Lambda_\psi$ such that $t \rightarrow^*_\Lambda r_s$ and $r_s \in N_\phi$,

$$t \rightarrow^*_\Lambda |r_s|$$

holds and $|r_s| \in N_\phi$.

Now the completeness and conservativity results propagate from [10] to our setting. Here $(\cdot)^\circ$ denotes the unfolding function defined in [10], which is a translation from $\Lambda$ to $\Lambda_\beta$. The completeness result expresses that whenever a pure lambda term reduces to a normal form, the same normal form can be reached by the strong call-by-need strategy followed by unfolding the substitutions wrapping the obtained value.

Corollary 6.12 (Completeness). For all lambda terms $t \in \Lambda_\beta$, if $t$ reduces to a normal form $r$ in $\Lambda_\beta$ (in symbols, $t \rightarrow^*_\Lambda r$), then there exists a normal form $r_s$ in $\Lambda_\psi$ such that

$$t \rightarrow^*_\Lambda r_s$$

and $|r_s| \circ = r$.

The conservativity result expresses that any strong call-by-need reduction has a weak call-by-need reduction as a prefix.

Corollary 6.13 (Conservativity). For all lambda terms $t \in \Lambda_\psi$, if

$$t = t_0 \rightarrow_\Lambda t_1 \rightarrow_\Lambda t_2 \rightarrow_\Lambda \cdots \rightarrow_\Lambda t_n$$

is a sequence of reductions ending with a normal form $t_n$, then there exists an $i \leq n$ such that $t_0 \rightarrow \cdots \rightarrow t_i$ is a reduction with weak call-by-need strategy.
7 Related work

Operational accounts for lazy evaluation are numerous, coming both from the practical and the theoretical considerations. The common implementation models include a canonical store-based abstract machine, where the store component is used to memoize the computed values and facilitate their reuse [26], as well as graph reduction machines devised on a principle of sharing of subgraphs representing argument terms [31]. On the other hand, theoretical investigations of call by need focus on establishing equational reasoning principles for lazy evaluation and various calculi have been developed for this purpose, with the canonical store-based natural semantics [24], and a storeless calculus based on let-constructs [8, 25]. These two worlds cross-fertilize, and there exist machines derived in an ad hoc manner from calculi, e.g., Sestoft’s machine obtained from Launchbury’s semantics [28].

A more principled approach to interderiving semantic artefacts has been advocated by Danvy and his collaborators; it consists in mechanizing derivations by identifying common transformation patterns that can be applied generically and provide guidance in the derivation process. In particular, they have used the functional correspondence to connect evaluators with abstract machines – including weak call by need [6, 7, 27], and the syntactic correspondence (based on refocusing) to connect reduction semantics and abstract machines [13].

Specific to call by need is an operational account of Danvy and Zerny who unify the various operational artefacts for lazy evaluation and provide a systematic approach to go from the canonical let-calculus of Ariola et al. through a series of refined reduction semantics and the corresponding abstract machines to a canonical store-based abstract machine (lazy Krivine machine) [19].

Strong reduction has been less studied operationally. The prominent examples of abstract machines for strong normalization include Crégut’s abstract machine extending the Krivine machine [15, 16], which has later been derived more systematically by Nogueira and Garcia-Perez from the normal-order reduction strategy [22]; another variant has been devised using Linear Substitution Calculus [2] and useful sharing [1]. A different approach has been taken by Gregoire and Leroy whose normalization strategy uses call by value rather than call by name as a substrategy and was motivated by Coq implementation [23], and has later been refined as an instance of normalization by evaluation [14]. Efficient abstract machines for strong call by value have been recently devised by Accattoli et al. using Fireball Calculus [4, 5]. The only work on strong call by need seems to be Balabonski et al.’s strategy which we build on [10], recently extended to the Calculus of Inductive Constructions [11], focused on ensuring completeness of the strong call-by-need strategy.

The framework we work with is based on generalized refocusing that generalizes the syntactic correspondence used for weak strategies in that it allows for more complex strategies to be expressed (ones that can be seen as compositions of several substrategies), and the corresponding abstract machines to be derived [12].

8 Conclusion

We presented a systematic approach to defining reduction semantics for the call-by-need strategies, both weak and strong, in the framework of generalized refocusing. Within this framework we derived the corresponding abstract machines that are correct by construction. We observed that this approach is very effective – the requirements posed by the framework provide just enough structure and constraints to guide us in the process; in contrast, devising a machine from scratch would be much more a trial-and-error process, and quite tedious.
The derived machine is not optimized and thus not as effective as it might be. Our approach opens the possibility to systematically transform and optimize it. We leave it to the future work to further connect it to other semantic formats and models of implementation (in particular, a store-based abstract machine), in the spirit of the derivational approach of Danvy and Zerny [19], and to analyse its complexity as in the line of work of Accattoli [3].
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1 Introduction

Termination, that is, the absence of infinite computations, is an important problem in software verification, as well as in logic. In logic, it is often used to prove cut elimination and consistency. In automated theorem provers and proof assistants, it is often used (together with confluence) to check decidability of equational theories and type-checking algorithms.

This paper introduces a new termination criterion for a large class of programs whose operational semantics can be described by higher-order rewriting rules [33] typable in the λΠ-calculus modulo rewriting (λΠ/R for short). λΠ/R is a system of dependent types where types are identified modulo the β-reduction of λ-calculus and a set R of rewriting rules given by the user to define not only functions but also types. It extends Barendregt’s Pure Type System (PTS) λP [3], the logical framework LF [16] and Martin-Löf’s type theory. It can encode any functional PTS like System F or the Calculus of Constructions [10].

Dependent types, introduced by de Bruijn in AUTOMATH, subsume generalized algebraic data types (GADT) used in some functional programming languages. They are at the core of many proof assistants and programming languages: Coq, Twelf, Agda, Lean, Idris, …

Our criterion has been implemented in Dedukti, a type-checker for λΠ/R that we will use in our examples. The code is available in [12] and could be easily adapted to a subset of other languages like Agda. As far as we know, this tool is the first one to automatically check termination in λΠ/R, which includes both higher-order rewriting and dependent types.

This criterion is based on dependency pairs, an important concept in the termination of first-order term rewriting systems. It generalizes the notion of recursive call in first-
order functional programs to rewriting. Namely, the dependency pairs of a rewriting rule $f(l_1, \ldots, l_p) \rightarrow r$ are the pairs $(f(l_1, \ldots, l_p), g(m_1, \ldots, m_q))$ such that $g(m_1, \ldots, m_q)$ is a subterm of $r$ and $g$ is a function symbol defined by some rewriting rules. Dependency pairs have been introduced by Arts and Giesl [2] and have evolved into a general framework for termination [13]. It is now at the heart of many state-of-the-art automated termination provers for first-order rewriting systems and Haskell, Java or C programs.

Dependency pairs have been extended to different simply-typed settings for higher-order rewriting: Combinatory Reduction Systems [23] and Higher-order Rewriting Systems [29], with two different approaches: dynamic dependency pairs include variable applications [24], while static dependency pairs exclude them by slightly restricting the class of systems that can be considered [25]. Here, we use the static approach.

In [37], Wahlstedt considered a system slightly less general than λΠ/R for which he provided conditions that imply the weak normalization, that is, the existence of a finite reduction to normal form. In his system, $R$ uses matching on constructors only, like in the languages OCaml or Haskell. In this case, $R$ is orthogonal: rules are left-linear (no variable occurs twice in a left-hand side) and have no critical pairs (no two rule left-hand side instances overlap). Wahlstedt’s proof proceeds in two modular steps. First, he proves that typable terms have a normal form if there is no infinite sequence of function calls. Second, he proves that there is no infinite sequence of function calls if $R$ satisfies Lee, Jones and Ben-Amram’s size-change termination criterion (SCT) [26].

In this paper, we extend Wahlstedt’s results in two directions. First, we prove a stronger normalization property: the absence of infinite reductions. Second, we assume that $R$ is locally confluent, a much weaker condition than orthogonality: rules can be non-left-linear and have joinable critical pairs.

In [5], the first author developed a termination criterion for a calculus slightly more general than λΠ/R, based on the notion of computability closure, assuming that type-level rules are orthogonal. The computability closure of a term $f(l_1, \ldots, l_p)$ is a set of terms that terminate whenever $l_1, \ldots, l_p$ terminate. It is defined inductively thanks to deduction rules preserving this property, using a precedence and a fixed well-founded ordering for dealing with function calls. Termination can then be enforced by requiring each rule right-hand side to belong to the computability closure of its corresponding left-hand side.

We extend this work as well by replacing that fixed ordering by the dependency pair relation. In [5], there must be a decrease in every function call. Using dependency pairs allows one to have non-strict decreases. Then, following Wahlstedt, SCT can be used to enforce the absence of infinite sequence of dependency pairs. But other criteria have been developed for this purpose that could be adapted to λΠ/R.

Outline

The main result is Theorem 11 stating that, for a large class of rewriting systems $R$, the combination of β and $R$ is strongly normalizing on terms typable in λΠ/R if, roughly speaking, there is no infinite sequence of dependency pairs.

The proof involves two steps. First, after recalling the terms and types of λΠ/R in Section 2, we introduce in Section 3 a model of this calculus based on Girard’s reducibility candidates [15], and prove that every typable term is strongly normalizing if every symbol of the signature is in the interpretation of its type (Adequacy lemma). Second, in Section 4, we introduce our notion of dependency pair and prove that every symbol of the signature is in the interpretation of its type if there is no infinite sequence of dependency pairs.
In order to show the usefulness of this result, we give simple criteria for checking the conditions of the theorem. In Section 5, we show that plain function passing systems belong to the class of systems that we consider. And in Section 6, we show how to use size-change termination to obtain the termination of the dependency pair relation.

Finally, in Section 7 we compare our criterion with other criteria and tools and, in Section 8, we summarize our results and give some hints on possible extensions.

For lack of space, some proofs are given in an appendix at the end of the paper.

## 2 Terms and types

The set $\mathbb{T}$ of terms of $\lambda \Pi / R$ is the same as those of Barendregt’s $\lambda P$ [3]:

$$t \in \mathbb{T} = s \in S \mid x \in V \mid f \in F \mid \forall x : t , t \mid tt \mid \lambda x : t , t$$

where $S = \{\text{TYPE}, \text{KIND}\}$ is the set of sorts$^1$, $V$ is an infinite set of variables and $F$ is a set of function symbols, so that $S$, $V$ and $F$ are pairwise disjoint.

Furthermore, we assume given a set $R$ of rules $l \rightarrow r$ such that $FV(r) \subseteq FV(l)$ and $l$ is of the form $f\vec{t}$. A symbol $f$ is said to be defined if there is a rule of the form $f\vec{t} \rightarrow r$. In this paper, we are interested in the termination of

$$\rightarrow = \rightarrow_\beta \cup \rightarrow_R$$

where $\rightarrow_\beta$ is the $\beta$-reduction of $\lambda$-calculus and $\rightarrow_R$ is the smallest relation containing $R$ and closed by substitution and context: we consider rewriting with syntactic matching only. Following [6], it should however be possible to extend the present results to rewriting with matching modulo $\beta \eta$ or some equational theory. Let $SN$ be the set of terminating terms and, given a term $t$, let $\rightarrow(t) = \{u \in \mathbb{T} \mid t \rightarrow u\}$ be the set of immediate reducts of $t$.

A typing environment $\Gamma$ is a (possibly empty) sequence $x_1 : T_1 , \ldots , x_n : T_n$ of pairs of variables and terms, where the variables are distinct, written $\vec{x} : \vec{T}$ for short. Given an environment $\Gamma = \vec{x} : \vec{T}$ and a term $U$, let $\forall \vec{x} , U$ be $\forall \vec{x} : \vec{T} , U$. The product arity $\text{ar}(T)$ of a term $T$ is the integer $n \in \mathbb{N}$ such that $T = \forall x_1 : T_1 , \ldots , \forall x_n : T_n , U$ and $U$ is not a product. Let $\vec{t}$ denote a possibly empty sequence of terms $t_1 , \ldots , t_n$ of length $|\vec{t}| = n$, and $FV(t)$ be the set of free variables of $t$.

For each $f \in F$, we assume given a term $\Theta_f$ and a sort $s_f$, and let $\Gamma_f$ be the environment such that $\Theta_f = \forall \Gamma_f , U$ and $|\Gamma_f| = \text{ar}(\Theta_f)$.

The application of a substitution $\sigma$ to a term $t$ is written $t\sigma$. Given a substitution $\sigma$, let $\text{dom}(\sigma) = \{x \mid x\sigma \neq x\}$, $FV(\sigma) = \bigcup_{x \in \text{dom}(\sigma)} FV(x\sigma)$ and $[x \mapsto a , \sigma]$ ($[x \mapsto a]$ if $\sigma$ is the identity) be the substitution $\{(x,a)\} \cup \{(y,b) \mid y \neq x\}$. Given another substitution $\sigma'$, let $\sigma \rightarrow \sigma'$ if there is $x$ such that $x\sigma \rightarrow x\sigma'$ and, for all $y \neq x$, $y\sigma = y\sigma'$.

The typing rules of $\lambda \Pi / R$, in Figure 1, add to those of $\lambda P$ the rule (fun) similar to (var). Moreover, (conv) uses $\downarrow$ instead of $\downarrow_\beta$, where $\downarrow = \rightarrow^* \ast \downarrow$ is the joinability relation and $\rightarrow^*$ the reflexive and transitive closure of $\rightarrow$. We say that $t$ has type $T$ in $\Gamma$ if $\Gamma \vdash t : T$ is derivable. A substitution $\sigma$ is well-typed from $\Delta$ to $\Gamma$, written $\Gamma \vdash \sigma : \Delta$, if, for all $(x : T) \in \Delta, \Gamma \vdash x\sigma : T\sigma$ holds.

The word “type” is used to denote a term occurring at the right-hand side of a colon in a typing judgment (and we usually use capital letters for types). Hence, $\text{KIND}$ is the type of $\text{TYPE}$, $\Theta_f$ is the type of $f$, and $s_f$ is the type of $\Theta_f$.

Common data types like natural numbers $\mathbb{N}$ are usually declared in $\lambda \Pi$ as function symbols of type $\text{TYPE}$: $\Theta_N = \text{TYPE}$ and $s_N = \text{KIND}$.

---

$^1$ Sorts refer here to the notion of sort in Pure Type Systems, not the one used in some first-order settings.
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The dependent product $\forall x : A, B$ generalizes the arrow type $A \Rightarrow B$ of simply-typed $\lambda$-calculus: it is the type of functions taking an argument $x$ of type $A$ and returning a term whose type $B$ may depend on $x$. If $B$ does not depend on $x$, we sometimes simply write $A \Rightarrow B$.

Typing induces a hierarchy on terms [4, Lemma 47]. At the top, there is the sort KIND that is not typable. Then, comes the class $K$ of kinds, whose type is KIND: $K = \text{TYPE} \upharpoonright \forall x : t, K$ where $t \in \mathbb{T}$. Then, comes the class of predicates, whose types are kinds. Finally, at the bottom lie (proof) objects whose types are predicates.

Example 1 (Filter function on dependent lists). To illustrate the kind of systems we consider, we give an extensive example in the new DEDUKTI syntax combining type-level rewriting rules (El converts datatype codes into DEDUKTI types), dependent types ($L$ is the polymorphic type of lists parameterized with their length), higher-order variables ($fil$ is a function filtering elements out of a list along a boolean function $f$), and matching on defined function symbols ($fil$ can match a list defined by concatenation). Note that this example cannot be represented in Coq or Agda because of the rules using matching on app. And its termination can be handled neither by [37] nor by [5] because the system is not orthogonal and has no strict decrease in every recursive call. It can however be handled by our new termination criterion and its implementation [12]. For readability, we removed the & which are used to identify pattern variables in the rewriting rules.
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\[
\begin{align*}
\text{rule } & \text{len_fil } a \ f \ _ (\text{nil } _) \rightarrow \text{zero} \\
\text{rule } & \text{len_fil } a \ f \ _ (\text{cons } \ _ x \ p \ l) \rightarrow \text{len_fil_aux} (f \ x) \ a \ f \ p \ l \\
\text{rule } & \text{len_fil } a \ f \ _ (\text{app } \ _ p \ l \ q \ m) \\
& \quad \rightarrow (\text{len_fil } a \ f \ p \ l) + (\text{len_fil } a \ f \ q \ m) \\
\text{rule } & \text{len_fil_aux } \text{true } a \ f \ p \ l \rightarrow (\text{len_fil } a \ f \ p \ l) \\
\text{rule } & \text{len_fil_aux } \text{false } a \ f \ p \ l \rightarrow \text{len_fil } a \ f \ p \ l \\
\end{align*}
\]

symbol fil: \(\forall a \ f \ p \ l, \text{List } a (\text{len_fil } a \ f \ p \ l)\)

symbol fil_aux: \(\forall b \ a \ f, \text{El } a \Rightarrow \forall p \ l, \text{List } a (\text{len_fil_aux } b \ a \ f \ p \ l)\)

Assumptions. Throughout the paper, we assume that \(\rightarrow\) is locally confluent (\(\leftrightarrow \subseteq \downarrow\)) and preserves typing (for all \(\Gamma, A, t\) and \(u\), if \(\Gamma \vdash t : A\) and \(t \rightarrow u\), then \(\Gamma \vdash u : A\)).

Note that local confluence implies that every \(t \in \text{SN}\) has a unique normal form \(t\downarrow\).

These assumptions are used in the interpretation of types (Definition 2) and the adequacy lemma (Lemma 5). Both properties are undecidable in general. For confluence, DEDUKTI can call confluence checkers that understand the HRS format of the confluence competition. For preservation of typing by reduction, it implements an heuristic [31].

3 Interpretation of types as reducibility candidates

We aim to prove the termination of the union of two relations, \(\rightarrow_\beta\) and \(\rightarrow_R\), on the set of well-typed terms (which depends on \(R\) since \(\downarrow\) includes \(\rightarrow_R\)). As is well known, termination is not modular in general. As a \(\beta\) step can generate an \(R\) step, and vice versa, we cannot expect to prove the termination of \(\rightarrow_\beta \cup \rightarrow_R\) from the termination of \(\rightarrow_\beta\) and \(\rightarrow_R\). The termination of \(\lambda_\Pi/R\) cannot be reduced to the termination of the simply-typed \(\lambda\)-calculus either (as done for \(\lambda_\Pi\) alone in [16]) because of type-level rewriting rules like the ones defining \text{El} in Example 1. Indeed, type-level rules enable the encoding of functional PTS like Girard’s System F, whose termination cannot be reduced to the termination of the simply-typed \(\lambda\)-calculus [10].

So, following Girard [15], to prove the termination of \(\rightarrow_\beta \cup \rightarrow_R\), we build a model of our calculus by interpreting types into sets of terminating terms. To this end, we need to find an interpretation \(\llbracket \rrbracket\) having the following properties:

= Because types are identified modulo conversion, we need \(\llbracket \rrbracket\) to be invariant by reduction: if \(T\) is typable and \(T \rightarrow T'\), then we must have \(\llbracket T \rrbracket = \llbracket T' \rrbracket\).

= As usual, to handle \(\beta\)-reduction, we need a product type \(\forall x : A, B\) to be interpreted by the set of terms \(t\) such that, for all \(a\) in the interpretation of \(A\), \(ta\) is in the interpretation of \(B[x \mapsto a]\), that is, we must have \(\llbracket \forall x : A, B \rrbracket = \Pi a \in [A], [B[x \mapsto a]] \rrbracket\) where \(\Pi a \in P, Q(a) = \{ t \mid \forall a \in P, ta \in Q(a) \}\).

First, we define the interpretation of predicates (and \text{TYPE}) as the least fixpoint of a monotone function in a directed-complete (= chain-complete) partial order [28]. Second, we define the interpretation of kinds by induction on their size.
We now introduce

\textbf{Definition 2} (Interpretation of types). Let \( \mathbb{I} = \mathcal{P}(T, \mathcal{P}(T)) \) be the set of partial functions from \( T \) to the powerset of \( T \). It is directed-complete wrt inclusion, allowing us to define \( \mathbb{I} \) as the least fixpoint of the monotone function \( F : \mathbb{I} \rightarrow \mathbb{I} \) such that, if \( I \in \mathbb{I} \), then:

- The domain of \( F(I) \) is the set \( D(I) \) of all the terminating terms \( T \) such that, if \( T \) reduces to some product term \( \forall x : A, B \) (not necessarily in normal form), then \( A \in \text{dom}(I) \) and, for all \( a \in I(A) \), \( B[x \mapsto a] \in \text{dom}(I) \).
- If \( T \in D(I) \) and the normal form\(^2\) of \( T \) is not a product, then \( F(I)(T) = \text{SN} \).
- If \( T \in D(I) \) and \( T \subseteq \forall x : A, B \), then \( F(I)(T) = \Pi a I(A).I(B[x \mapsto a]) \).

We now introduce \( D = D(I) \) and define the interpretation of a term \( T \) wrt to a substitution \( \sigma \), \([T]_\sigma\) (and simply \([T]_\sigma\) if \( \sigma \) is the identity), as follows:

- \([s]_\sigma = D \) if \( s \in S \),
- \([\forall x : A, K]_\sigma = \Pi a \in [A]_\sigma. [K]_{[x \mapsto a, \sigma]} \) if \( K \in \mathbb{K} \) and \( x \notin \text{dom}(\sigma) \),
- \([T]_\sigma = I(T_\sigma) \) if \( T \notin \mathbb{K} \cup \{\text{KIND}\} \) and \( T_\sigma \in D \),
- \([T]_\sigma = \text{SN} \) otherwise.

A substitution \( \sigma \) is adequate wrt an environment \( \Gamma, \sigma \vdash \Gamma \), if, for all \( x : A \in \Gamma, x_\sigma \in [A]_\sigma \). A typing map \( \Theta \) is adequate if, for all \( f, f_\sigma \in [\Theta f]_\sigma \) whenever \( \vdash \Theta f : s_f \) and \( \Theta f_\sigma \in [s_f]_\sigma \).

Let \( \mathcal{C} \) be the set of terms of the form \( f^1 \) such that \( [f^1] = \text{ar}(\Theta f) \), \( \vdash \Theta f : s_f \), \( \Theta f_\sigma \in [s_f]_\sigma \) and, if \( \Gamma_f = \tilde{x} : A \) and \( \sigma = [x \mapsto \tilde{f}] \), then \( \sigma \vdash \Gamma_f \). (Informally, \( \mathcal{C} \) is the set of terms obtained by fully applying some function symbol to computable arguments.)

We can then prove that, for all terms \( T, [T] \) satisfies Girard’s conditions of reducibility candidates, called computability predicates here, adapted to rewriting by including in neutral terms every term of the form \( f^1 \) when \( f \) is applied to enough arguments \( \text{wrt } \mathcal{R} \) [5]:

\textbf{Definition 3} (Computability predicates). A term is neutral if it is of the form \( (\lambda x : A, t)u \tilde{v} \), \( x\tilde{v} \) or \( \tilde{f} \tilde{f} \) with, for every rule \( f^1 \rightarrow r \in \mathcal{R} \), \( [f^1] \leq [r] \).

Let \( \mathbb{P} \) be the set of all the sets of terms \( S \) (computability predicates) such that \( a) S \subseteq \text{SN} \), \( b) \rightarrow(S) \subseteq S \), and \( c) t \in S \) if \( t \) is neutral and \( \neg\rightarrow(t) \subseteq S \).

Note that neutral terms satisfy the following key property: if \( t \) is neutral then, for all \( u, tu \) is neutral and every reduct of \( tu \) is either of the form \( t' u \) with \( t' \) a reduct of \( t \), or of the form \( tu' \) with \( u' \) a reduct of \( u \).

One can easily check that \( \text{SN} \) is a computability predicate.

Note also that a computability predicate is never empty: it contains every neutral term in normal form. In particular, it contains every variable.

We then get the following results (the proofs are given in Appendix A):

\textbf{Lemma 4.}

(a) For all terms \( T \) and substitutions \( \sigma \), \([T]_\sigma \in \mathbb{P} \).

(b) If \( T \) is typable, \( T_\sigma \in \mathcal{D} \) and \( T \rightarrow T' \), then \([T]_\sigma = [T']_\sigma \).

(c) If \( T \) is typable, \( T_\sigma \in \mathcal{D} \) and \( \sigma \rightarrow \sigma' \), then \([T]_\sigma = [T']_{\sigma'} \).

(d) If \( \forall x : A, B \) is typable and \( \forall x : A_\sigma, B_\sigma \in \mathcal{D} \),
then \([\forall x : A, B]_\sigma = \Pi a \in [A]_\sigma. [B]_{[x \mapsto a, \sigma]} \).

(e) If \( \Delta \vdash U : s, \Gamma \vdash \gamma : \Delta \) and \( U \gamma_\sigma \in \mathcal{D} \), then \([U \gamma]_\sigma = [U]_\gamma_{\sigma} \).

(f) Given \( P \in \mathbb{P} \) and, for all \( a \in P \), \( Q(a) \in \mathbb{P} \) such that \( Q(a') \subseteq Q(a) \) if \( a \rightarrow a' \). Then, \( \lambda x : A, b \in [P].Q(a) \) if \( A \in \text{SN} \) and, for all \( a \in P \), \( b[x \mapsto a] \in Q(a) \).

We can finally prove that our model is adequate, that is, every term of type \( T \) belongs to \([T] \), if the typing map \( \Theta \) itself is adequate. This reduces the termination of well-typed terms to the computability of function symbols.

\footnote{Because we assume local confluence, every terminating term \( T \) has a unique normal form \( T_\downarrow \).}
Lemma 5 (Adequacy). If $\Theta$ is adequate, $\Gamma \vdash t : T$ and $\sigma \models \Gamma$, then $\sigma \vdash t \in [T]_\sigma$.

Proof. First note that, if $\Gamma \vdash t : T$, then either $T = \text{KIND}$ or $\Gamma \vdash T : s$ [4, Lemma 28]. Moreover, if $\Gamma \vdash a : A, A \downarrow B$ and $\Gamma \vdash B : s$ (the premises of the (conv) rule), then $\Gamma \vdash A : s$ [4, Lemma 42] (because $\twoheadrightarrow \text{preserves typing}$). Hence, the relation $\vdash$ is unchanged if one adds the premise $\Gamma \vdash A : s$ in (conv), giving the rule (conv'). Similarly, we add the premise $\Gamma \vdash \forall x : A, B : s$ in (app), giving the rule (app'). We now prove the lemma by induction on $\Gamma \vdash t : T$ using (app') and (conv'):

(ax) It is immediate that $\text{TYPE} \in [\text{KIND}]_\sigma = \mathcal{D}$.

(var) By assumption on $\sigma$.

(weak) If $\sigma \models \Gamma, x : A$, then $\sigma \models \Gamma$. So, the result follows by induction hypothesis.

(prod) Is $(\forall x : A, B)\sigma$ in $[s]_\sigma = \mathcal{D}$? Wlog we can assume $x \notin \text{dom}(\sigma) \cup \text{FV}(\sigma)$. So, $(\forall x : A, B)\sigma = \forall x : A, B, \sigma$. By induction hypothesis, $A\sigma \in [\text{TYPE}]_\sigma = \mathcal{D}$. Let now $a \in I(A\sigma)$ and $\sigma' = [x \mapsto a, \sigma]$. Note that $I(A\sigma) = [A]_\sigma$. So, $\sigma' \models \Gamma, x : A$ and, by induction hypothesis, $B\sigma' \in [s]_\sigma = \mathcal{D}$. Since $x \notin \text{dom}(\sigma) \cup \text{FV}(\sigma)$, we have $B\sigma' = (B\sigma)[x \mapsto a]$. Therefore, $(\forall x : A, B)\sigma \in [s]_\sigma$.

(abs) Is $(\lambda x : A, B)\sigma$ in $[\forall x : A, B]_\sigma$? Wlog we can assume that $x \notin \text{dom}(\sigma) \cup \text{FV}(\sigma)$. So, $(\lambda x : A, B)\sigma = \lambda x : A, B, \sigma$. By Lemma 4d, $[\forall x : A, B]_\sigma = \Pi_{A, B} \in [A]_\sigma, [B]_{[x \mapsto a, \sigma]}$. By Lemma 4c, $[B]_{[x \mapsto a, \sigma]}$ is an $[A]_\sigma$-indexed family of computability predicates such that $[B]_{[x \mapsto a, \sigma]} = [B]_{[x \mapsto a, \sigma]}$ whenever $a \rightarrow a'$. Hence, by Lemma 4f, $\lambda x : A, B, \sigma \in [\forall x : A, B]_\sigma$ if $A\sigma \in \mathcal{S}$ and, for all $a \in [A]_\sigma$, $(B\sigma)[x \mapsto a] \in [B]_{[x \mapsto a, \sigma]}$ where $\sigma' = [x \mapsto a, \sigma]$. By induction hypothesis, $(\forall x : A, B)\sigma \in [s]_\sigma = \mathcal{D}$. Since $x \notin \text{dom}(\sigma) \cup \text{FV}(\sigma)$, $(\forall x : A, B)\sigma = \forall x : A, B, \sigma$ and $(B\sigma)[x \mapsto a] = B\sigma'$. Since $\mathcal{D} \subseteq \mathcal{S}$, we have $A\sigma \in \mathcal{S}$. Moreover, since $\sigma' \models \Gamma, x : A$, we have $B\sigma' \in [B]_{[x \mapsto a, \sigma]}$ by induction hypothesis.

(app') Is $((\lambda x : A) a)\sigma$ in $[B]_{[x \mapsto a, \sigma]}$? By induction hypothesis, $\sigma \in [\forall x : A, B]_\sigma$, $a\sigma \in [A]_\sigma$ and $(\forall x : A, B)\sigma \in [s]_\sigma = \mathcal{D}$. By Lemma 4d, $[\forall x : A, B]_\sigma = \Pi_{A, B} \in [A]_\sigma, [B]_{[x \mapsto a, \sigma]}$. Hence, $(\lambda x : A) a \in [B]_{[x \mapsto a, \sigma]}$ where $\sigma' = [x \mapsto a, \sigma]$. Wlog we can assume $x \notin \text{dom}(\sigma) \cup \text{FV}(\sigma)$. So, $\sigma' = [x \mapsto a, \sigma]$. Hence, by Lemma 4c, $[B]_{[x \mapsto a, \sigma]} = [B]_{[x \mapsto a, \sigma]}$.

(conv') By induction hypothesis, $a\sigma \in [A]_\sigma, A\sigma \in [s]_\sigma = \mathcal{D}$ and $B\sigma \in [s]_\sigma = \mathcal{D}$. By Lemma 4b, $[A]_\sigma = [B]_\sigma$. So, $\sigma \in [B]_\sigma$.

(fun) By induction hypothesis, $\Theta_f \in [s_f]_\sigma = \mathcal{D}$. Therefore, $f \in [\Theta_f]_\sigma = [\Theta_f]$ since $\Theta$ is adequate. \hfill $\blacksquare$

4 Dependency pairs theorem

Now, we prove that the adequacy of $\Theta$ can be reduced to the absence of infinite sequences of dependency pairs, as shown by Arts and Giesl for first-order rewriting [2].

Definition 6 (Dependency pairs). Let $f\bar{t} > g\bar{u}$ iff there is a rule $f\bar{t} \twoheadrightarrow r \in \mathcal{R}$, $g$ is defined and $g\bar{u}$ is a subterm of $r$ such that $\bar{m}$ are all the arguments to which $g$ is applied. The relation $\succ$ is the set of dependency pairs.

Let $\succ = \rightarrow_{\text{arg}} \succ \rightarrow_{\text{prod}}$ be the relation on the set $\mathcal{C}$ (Def. 2), where $f\bar{t} \rightarrow_{\text{arg}} f\tilde{\bar{u}}$ iff $\tilde{\bar{u}}$ (reduction in one argument), and $\succ$ is the closure by substitution and left-application of $>: f\bar{t}_1 \ldots \bar{t}_p > g\bar{u}_1 \ldots \bar{u}_q$ iff there are a dependency pair $f\bar{t}_1 \ldots \bar{t}_p > g\bar{u}_1 \ldots \bar{u}_q$ with $i \leq p$ and $j \leq q$ and a substitution $\sigma$ such that, for all $k \leq i$, $t_k \rightarrow^* h_k \sigma$ and, for all $k \geq j$, $u_k \sigma = u_k$.

In our setting, we have to close $\succ$ by left-application because function symbols are curried. When a function symbol $f$ is not fully applied wlt $\text{ar}(\Theta_f)$, the missing arguments must be considered as potentially being anything. Indeed, the following rewriting system:
whose dependency pairs are \( f \ x \ y > \text{app} (f \ x) \ y \) and \( f \ x \ y > f \ x \), does not terminate, but there is no way to construct an infinite sequence of dependency pairs without adding an argument to the right-hand side of the second dependency pair.

**Example 7.** The rules of Example 1 have the following dependency pairs (the pairs whose left-hand side is headed by \( \text{fil} \) or \( \text{fil\_aux} \) can be found in Appendix B):

- **A:** \( \text{El} (\arrow a b) > \text{El} a \)
- **B:** \( \text{El} (\arrow a b) > \text{El} b \)
- **C:** \( (s \ p) + q > p + q \)
- **D:** \( \text{app} a _ (\text{cons} _ x p 1) q m > \text{app} a p l q m \)
- **E:** \( \text{app} a _ (\text{cons} _ x p 1) q m > \text{app} a p l q m \)
- **F:** \( \text{len\_fil} a f _ l > \text{len\_fil\_aux} (f x) a f p l \)
- **G:** \( \text{len\_fil} a f _ l > \text{len\_fil} a f p l \)
- **H:** \( \text{len\_fil} a f _ l > \text{len\_fil} a f q m \)
- **I:** \( \text{len\_fil\_aux} true a f p l > \text{len\_fil} a f p l \)
- **J:** \( \text{len\_fil\_aux} false a f p l > \text{len\_fil} a f p l \)

In [2], a sequence of dependency pairs interleaved with \( \rightarrow_{\text{arg}} \) steps is called a chain. Arts and Giesl proved that, in a first-order term algebra, \( \rightarrow_R \) terminates if and only if there are no infinite chains, that is, if and only if \( \rightarrow_{\text{arg}} \) terminates. Moreover, in a first-order term algebra, \( \rightarrow_{\text{arg}} \) terminates if and only if, for all \( f \) and \( \overline{t} \), \( f \overline{t} \) terminates wrt \( \rightarrow_{\text{arg}} \). In our framework, this last condition is similar to saying that \( \Theta \) is adequate.

We now introduce the class of systems to which we will extend Arts and Giesl’s theorem.

**Definition 8 (Well-structured system).** Let \( \succeq \) be the smallest quasi-order on \( F \) such that \( f \succeq g \) if \( g \) occurs in \( \Theta f \) or if there is a rule \( f \overline{t} \rightarrow r \in R \) with \( g \) (defined or undefined) occurring in \( r \). Then, let \( \succ \equiv \succeq \backslash \leq \) be the strict part of \( \succeq \). A rewriting system \( R \) is well-structured if:

- (a) \( \succ \) is well-founded;
- (b) for every rule \( f \overline{t} \rightarrow r \), \( |\overline{t}| \leq \text{ar}(\Theta f) \);
- (c) for every dependency pair \( f \overline{t} > g \overline{m} \), \( |\overline{m}| \leq \text{ar}(\Theta g) \);
- (d) every rule \( f \overline{t} \rightarrow r \) is equipped with an environment \( \Delta_{f \overline{t} \rightarrow r} \) such that, if \( \Theta f = \forall \overline{x}: T, U \) and \( \pi = [\overline{x} \mapsto \overline{t}] \), then \( \Delta_{f \overline{t} \rightarrow r} \vdash_{f \overline{t} \rightarrow r} U \pi \), where \( \vdash_{f \overline{t} \rightarrow r} \) is the restriction of \( \vdash \) defined in Fig. 2.

Condition (a) is always satisfied when \( F \) is finite. Condition (b) ensures that a term of the form \( f \overline{t} \) is neutral whenever \( |\overline{t}| = \text{ar}(\Theta f) \). Condition (c) ensures that \( \succ \) is included in \( \rightarrow_{\text{arg}} \).

The environment \( \Delta_{f \overline{t} \rightarrow r} \) can be inferred by DEDUKTI when one restricts rule left-hand-sides to some well-behaved class of terms like algebraic terms or Miller patterns (in \( \lambda \)Prolog).

One can check that Example 1 is well-structured (the proof is given in Appendix B).

Finally, we need matching to be compatible with computability, that is, if \( f \overline{t} \rightarrow r \in R \) and \( \overline{t} \sigma \) are computable, then \( \sigma \) is computable, a condition called accessibility in [5]:
We now prove that, for all $\sigma$ substitutions, it suffices to prove that, for all $\Gamma, t : T$ and $\sigma \models \Gamma$, then $\sigma \models \Gamma$. By condition (d), we have $\Delta_\Gamma \vdash_\Gamma \Delta T \in \Pi \left( V \in \Gamma \implies T \right)$, by a third induction on the structure of the derivation of $\Gamma \vdash_\Gamma T$ (resp. $\Gamma \vdash_\Gamma t : T$ resp.), as in the proof of Lemma 5 except for (fun) replaced by (fun,resp) in one case, and (const) and (dp) in the other case.

**Definition 9** (Accessible system). A well-structured system $\mathcal{R}$ is accessible if, for all substitutions $\sigma$ and rules $f : T \rightarrow r$ with $\Theta_f = \forall \bar{x} : \bar{T}, U$ and $\bar{x} = \bar{f}$, we have $\sigma \models \Delta f$. Whenever $\Gamma, t : T$ and $\sigma \models \Gamma$, then $\sigma \models \Gamma$, by induction on $\sigma$.}

This property is not always satisfied because the subterm relation does not preserve computability in general. Indeed, if $C$ is an undefined type constant, then $[C] = \text{SN}$. However, $[C \Rightarrow C] \neq \text{SN}$ since $\omega = \lambda x : C, x \in \text{SN}$ and $\omega \notin \text{SN}$. Hence, if $c$ is an undefined function symbol of type $\Theta_c = (C \Rightarrow C) \Rightarrow C$, then $c \omega \notin [C]$ but $\omega \notin [C \Rightarrow C]$.

We can now state the main lemma:

**Lemma 10.** $\Theta$ is adequate if $\vdash_\Theta$ terminates and $\mathcal{R}$ is well-structured and accessible.

**Proof.** Since $\mathcal{R}$ is well-structured, $\vdash_\Theta$ is well-founded by condition (a). We prove that, for all $f, T \in \Theta$, we have $\vdash_\Theta f$. By induction on $\vdash_\Theta f$. Since $\mathcal{R}$ is well-structured, we get that, for all $g, f \in \Theta$, we have $\vdash_\Theta f, g$. By condition (b), $f \vdash_\Theta g$ is neutral. Hence, by definition of computability, it suffices to prove that, for all $a \in \vdash(f \bar{t})$, $u \in U\bar{a}$. There are two cases:

- $u = f \bar{t}$ with $\bar{t} \vdash_\Theta \bar{v}$. Then, we can conclude by the first induction hypothesis.
- There are $f_1 \ldots f_k \rightarrow r \in \mathcal{R}$ and $\sigma$ such that $u = (\bar{r} \bar{t})_{k+1} \ldots t_n$ and, for all $i \in \{1, \ldots, k\}$, $t_i = t_i \sigma$. Since $\bar{f} \in \Theta$, we have $\sigma \models \Gamma$. Since $\mathcal{R}$ is accessible, we get that $\sigma \models \Delta_\Gamma \vdash_\Gamma T$. By condition (d), we have $\Delta_\Gamma \vdash_\Gamma \Delta T \in \Pi \left( V \in \Gamma \implies T \right)$, by a third induction on the structure of the derivation of $\Gamma \vdash_\Gamma T$. In the proof of Lemma 5 except for (fun) replaced by (fun,resp) in one case, and (const) and (dp) in the other case.

**fun,resp** We have $g \in \Theta$ by the first induction hypothesis on $g$. 

---

**Figure 2** Restricted type systems $\vdash_\mathcal{I}$ and $\vdash_{\mathcal{I}}$.
(const) Since \( g \) is undefined, it is neutral and normal. Therefore, it belongs to every computability predicate and in particular to \( [\Theta_\gamma]_\sigma \).

(dp) By the third induction hypothesis, \( y_\gamma \sigma \in [U_\gamma]_\sigma \). By Lemma 4e, \( [U_\gamma]_\sigma = [U_\gamma]_\sigma \).

So, \( \gamma_\sigma \vdash \Sigma \) and \( g(y_\gamma) \sigma \in C \). Now, by condition (c), \( g(y_\gamma) \sigma \prec f \sigma \) since \( g(y_\gamma) < f \).

Therefore, by the second induction hypothesis, \( g(y_\gamma) \sigma \in [V_\gamma]_\sigma \).

So, \( r \sigma \in [V\pi]_\sigma \) and, by Lemma 4d, \( u \in [U][x_n \mapsto \ldots \mapsto x_{k+1}]_{\sigma} \pi \sigma = [U]_\theta \).

Note that the proof still works if one replaces the relation \( \preceq \) of Definition 8 by any well-founded quasi-order such that \( f \preceq g \) whenever \( f \theta > g \).

The quasi-order of Definition 8, defined syntactically, relieves the user of the burden of providing one and is sufficient in every practical case met by the authors. However, it is possible to construct ad-hoc systems which require a quasi-order richer than the one presented here.

By combining the previous lemma and the Adequacy lemma (the identity substitution is computable), we get the main result of the paper:

\[ \text{Theorem 11. The relation } \rightarrow = \rightarrow_\beta \cup \rightarrow_\eta \text{ terminates on terms typable in } \Pi \Pi / R \text{ if } \rightarrow \text{ is locally confluent and preserves typing, } R \text{ is well-structured and accessible, and } \gtrsim \text{ terminates.} \]

For the sake of completeness, we are now going to give sufficient conditions for accessibility and termination of \( \gtrsim \) to hold, but one could imagine many other criteria.

5 Checking accessibility

In this section, we give a simple condition to ensure accessibility and some hints on how to modify the interpretation when this condition is not satisfied.

As seen with the definition of accessibility, the main problem is to deal with subterms of higher-order type. A simple condition is to require higher-order variables to be direct subterms of the left-hand side, a condition called plain function-passing (PFP) in [25], and satisfied by Example 1.

\[ \text{Definition 12 (PFP systems). A well-structured } R \text{ is PFP if, for all } f \theta \rightarrow r \in R \text{ with } \Theta_f = \forall x : \bar{t}, U, \Gamma = \bar{x} : \bar{t}, \pi = [\bar{x} \rightarrow \bar{t}] \text{ and } [x] = [\bar{t}], \bar{l} \notin [\bar{t}] \text{ and } [x_1 \mapsto \ldots \mapsto x_{k+1}] \text{ undefined and } [\bar{t}] = \text{ar}(D).} \]

\[ \text{Lemma 13. PFP systems are accessible.} \]

\[ \text{Proof. Let } f \theta \rightarrow r \text{ be a PFP rule with } \Theta_f = \forall T, U, \Gamma = \bar{x} : \bar{t}, \pi = \bar{x} \rightarrow \bar{t}. \text{ Following Definition 9, assume that } \vdash \Theta_f : s_f, \Theta_f \in D \text{ and } \pi \sigma \vdash \Gamma. \text{ We have to prove that, for all } (y : T) \in \Delta_{f \theta \rightarrow r}, y \sigma \in [T]_\sigma. \]

\[ \text{Suppose } y = l_i \text{ and } T = T_i \pi. \text{ Then, } y \sigma = l_i \sigma \in [T_i]_\pi \sigma. \text{ Since } \vdash \Theta_f : s_f, T_i \notin \bar{t} \text{ and } \pi \sigma \vdash \Gamma, \text{ we have } T_i \pi \sigma \in D. \text{ So, } [T_i]_\pi \sigma = I(T_i, \pi \sigma). \text{ Since } T_i \notin \bar{t} \text{ and } l_i \notin \bar{t} \text{ and } T_i \pi \notin \bar{t}, T_i \pi \notin \bar{t} \text{ and } T_i \pi \notin \bar{t}. \text{ Since } T_i \pi \sigma \in D, [T_i]_\pi \sigma = I(T_i, \pi \sigma). \text{ Thus, } y \sigma \in [T]_\sigma. \]

\[ \text{Suppose } y \in \text{FV}(l_i) \text{ and } T \text{ is of the form } C \bar{t} \text{ with } [\bar{t}] = \text{ar}(C). \text{ Then, } [T]_\sigma = \text{SN} \text{ and } y \sigma \in \text{SN since } l_i \sigma \in [T_i]_\sigma \subseteq \text{SN}. \]

But many accessible systems are not PFP. They can be proved accessible by changing the interpretation of type constants (a complete development is left for future work).
Example 14 (Recursor on Brouwer ordinals).

\[
\begin{align*}
\text{symbol} & \quad \text{Ord} : \text{TYPE} \\
\text{symbol} & \quad \text{zero} : \text{Ord} \quad \text{symbol} \quad \text{suc} : \text{Ord} \Rightarrow \text{Ord} \\
\text{symbol} & \quad \text{lim} : (\text{Nat} \Rightarrow \text{Ord}) \Rightarrow \text{Ord} \\
\text{rule} & \quad \text{ordrec} \ u \ v \ w \ \text{zero} \ \rightarrow \ u \\
\text{rule} & \quad \text{ordrec} \ u \ v \ w \ (\text{suc} \ x) \ \rightarrow \ v \ x \ (\text{ordrec} \ u \ v \ w \ x) \\
\text{rule} & \quad \text{ordrec} \ u \ v \ w \ (\text{lim} \ f) \ \rightarrow \ w \ f \ (\lambda n. \text{ordrec} \ u \ v \ w \ (f \ n))
\end{align*}
\]

The above example is not PFP because \(f: \text{Nat} \Rightarrow \text{Ord}\) is not argument of \(\text{ordrec}\). Yet, it is accessible if one takes for \(J\) the least fixpoint of the monotone function \(F(S) = \{ t \in SN \mid \text{if } t \rightarrow^* \text{lim} f \text{ then } f \in [\text{Nat}] \Rightarrow S, \text{ and if } t \rightarrow^* \text{suc} u \text{ then } u \in S\}\) [5].

Similarly, the following encoding of the simply-typed \(\lambda\)-calculus is not PFP but can be proved accessible by taking

\[
[T c] = \text{if } c \downarrow = \lambda a b \text{ then } \{ t \in SN \mid \text{if } t \rightarrow^* \text{lam} f \text{ then } f \in [T a] \Rightarrow [T b]\} \text{ else SN}
\]

Example 15 (Simply-typed \(\lambda\)-calculus).

\[
\begin{align*}
\text{symbol} & \quad \text{Sort} : \text{TYPE} \\
\text{symbol} & \quad \text{arrow} : \text{Sort} \Rightarrow \text{Sort} \Rightarrow \text{Sort} \\
\text{symbol} & \quad T : \text{Sort} \Rightarrow \text{TYPE} \\
\text{symbol} & \quad lam : \forall a b, (T a \Rightarrow T b) \Rightarrow T (\text{arrow} a b) \\
\text{symbol} & \quad app : \forall a b, T (\text{arrow} a b) \Rightarrow T a \Rightarrow T b \\
\text{rule} & \quad app \ a \ b \ (\text{lam} \ _ \ _ \ f) \ x \ \rightarrow \ f \ x
\end{align*}
\]

6 Size-change termination

In this section, we give a sufficient condition for \(\triangleright\) to terminate. For first-order rewriting, many techniques have been developed for that purpose. To cite just a few, see for instance [17, 14]. Many of them can probably be extended to \(\lambda\Pi/R\), either because the structure of terms in which they are expressed can be abstracted away, or because they can be extended to deal also with variable applications, \(\lambda\)-abstractions and \(\beta\)-reductions.

As an example, following Wahlstedt [37], we are going to use Lee, Jones and Ben-Amram’s size-change termination criterion (SCT) [26]. It consists in following arguments along function calls and checking that, in every potential loop, one of them decreases. First introduced for first-order functional languages, it has then been extended to many other settings: untyped \(\lambda\)-calculus [21], a subset of OCaml [32], Martin-Löf’s type theory [37], System F [27].

We first recall Hyvernat and Raffalli’s matrix-based presentation of SCT [20]:

**Definition 16 (Size-change termination).** Let \(\triangleright\) be the smallest transitive relation such that \(f t_1 \ldots t_q \triangleright t_i\) when \(f \in F\). The call graph \(G(R)\) associated to \(R\) is the directed labeled graph on the defined symbols of \(F\) such that there is an edge between \(f\) and \(g\) if and only if there is a dependency pair \(f l_1 \ldots l_p \triangleright gm_1 \ldots m_q\). This edge is labeled with the matrix \(\{a_{i,j}\}_{i \leq \text{ar}(\Theta_f), j \leq \text{ar}(\Theta_g)}\) where:

- if \(l_i \triangleright m_j\), then \(a_{i,j} = -1\);
- if \(l_i = m_j\), then \(a_{i,j} = 0\);
- otherwise \(a_{i,j} = \infty\) (in particular if \(i > p\) or \(j > q\)).

\(R\) is size-change terminating (SCT) if, in the transitive closure of \(G(R)\) (using the min-plus semi-ring to multiply the matrices labeling the edges), all idempotent matrices labeling a loop have some \(-1\) on the diagonal.
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We add lines and columns of $\infty$'s in matrices associated to dependency pairs containing partially applied symbols (cases $i > p$ or $j > q$) because missing arguments cannot be compared with any other argument since they are arbitrary.

The matrix associated to the dependency pair $C: (a \ p) + q > p + q$ and the call graph associated to the dependency pairs of Example 7 are depicted in Figure 3. The full list of matrices and the extensive call graph of Example 1 can be found in Appendix B.

▶ Lemma 17. $\succ$ terminates if $F$ is finite and $R$ is SCT.

Proof. Suppose that there is an infinite sequence $\chi = f_1 \overrightarrow{t_1} f_2 \overrightarrow{t_2} \ldots$ Then, there is an infinite path in the call graph going through nodes labeled by $f_1, f_2, \ldots$ Since $F$ is finite, there is a symbol $g$ occurring infinitely often in this path. So, there is an infinite sequence $g\overrightarrow{u_1}, g\overrightarrow{u_2}, \ldots$ extracted from $\chi$. Hence, for every $i, j \in \mathbb{N}^*$, there is a matrix in the transitive closure of the graph which labels the loops of $g$ corresponding to the relation between $u_i$ and $u_{i+j}$. By Ramsey’s theorem, there is an infinite sequence $(\phi_i)$ and a matrix $M$ such that $M$ corresponds to all the transitions $g\overrightarrow{u_\phi_i}, g\overrightarrow{u_{\phi_i}}$ with $i \neq j$. $M$ is idempotent, indeed $g\overrightarrow{u_{\phi_i}}, g\overrightarrow{u_{\phi_{i+2}}}$ is labeled by $M^2$ by definition of the transitive closure and by $M$ due to Ramsey’s theorem, so $M = M^2$. Since, by hypothesis, $R$ satisfies SCT, there is $j$ such that $M_{j,j}$ is $-1$. So, for all $i, u^{(j)}_{\phi_i} (\rightarrow^* \succ) u^{(j)}_{\phi_{i+1}}$. Since $\succ \rightarrow \subseteq \rightarrow$ and $\rightarrow_{ar^R}$ is well-founded on $C$, the existence of an infinite sequence contradicts the fact that $\succ$ is well-founded.

By combining all the previous results, we get:

▶ Theorem 18. The relation $\rightarrow = \rightarrow_\beta \cup \rightarrow_R$ terminates on terms typable in $\lambda\Pi/R$ if $\rightarrow$ is locally confluent and preserves typing, $F$ is finite and $R$ is well-structured, plain-function passing and size-change terminating.

The rewriting system of Example 1 verifies all these conditions (proof in the appendix).

7 Implementation and comparison with other criteria and tools

We implemented our criterion in a tool called SIZECHANGE TOOL [12]. As far as we know, there are no other termination checker for $\lambda\Pi/R$.

If we restrict ourselves to simply-typed rewriting systems, then we can compare it with the termination checkers participating in the category “higher-order rewriting union beta” of the termination competition: WANDA uses dependency pairs, polynomial interpretations,
HORPO and many transformation techniques [24]; SOL uses the General Schema [6] and other techniques. As these tools implement various techniques and SizeChangeTool only one, it is difficult to compete with them. Still, there are examples that are solved by SizeChangeTool and not by one of the other tools, demonstrating that these tools would benefit from implementing our new technique. For instance, the problem Hamana_Kikuchi_18/h17 is proved terminating by SizeChangeTool but not by WANDA because of the rule:

\[
\text{rule map } f (\text{map } g \ l) \rightarrow \text{map } (\text{comp } f \ g) \ l
\]

And the problem Kop13/kopi2thesis_ex7.23 is proved terminating by SizeChangeTool but not by SOL because of the rules:

\[
\text{rule } f \ h \ x (s \ y) \rightarrow g (c \ x (h \ y)) \ y\quad \text{rule } g \ x \ y \rightarrow f (\lambda_-, s \ 0) \ x \ y
\]

One could also imagine to translate a termination problem in $\lambda\Pi/R$ into a simply-typed termination problem. Indeed, the termination of $\lambda\Pi$ alone (without rewriting) can be reduced to the termination of the simply-typed $\lambda$-calculus [16]. This has been extended to $\lambda\Pi/R$ when there are no type-level rewrite rules like the ones defining $E_1$ in Example 1 [22]. However, this translation does not preserve termination as shown by the Example 15 which is not terminating if all the types $T_x$ are mapped to the same type constant.

In [30], Roux also uses dependency pairs for the termination of simply-typed higher-order rewriting systems, as well as a restricted form of dependent types where a type constant $C$ is annotated by a pattern $l$ representing the set of terms matching $l$. This extends to patterns the notion of indexed or sized types [18]. Then, for proving the absence of infinite chains, he uses simple projections [17], which can be seen as a particular case of SCT where strictly decreasing arguments are fixed (SCT can also handle permutations in arguments).

Finally, if we restrict ourselves to orthogonal systems, it is also possible to compare our technique to the ones implemented in the proof assistants Coq and Agda. Coq essentially implements a higher-order version of primitive recursion. Agda on the other hand uses SCT.

Because Example 1 uses matching on defined symbols, it is not orthogonal and can be written neither in Coq nor in Agda. Agda recently added the possibility of adding rewrite rules but this feature is highly experimental and comes with no guaranty. In particular, Agda termination checker does not handle rewriting rules.

Coq cannot handle inductive-recursive definitions [11] nor function definitions with permuted arguments in function calls while it is no problem for Agda and us.

8 Conclusion and future work

We proved a general modularity result extending Arts and Giesl’s theorem that a rewriting relation terminates if there are no infinite sequences of dependency pairs [2] from first-order rewriting to dependently-typed higher-order rewriting. Then, following [37], we showed how to use Lee, Jones and Ben-Amram’s size-change termination criterion to prove the absence of such infinite sequences [26].

This extends Wahlstedt’s work [37] from weak to strong normalization, and from orthogonal to locally confluent rewriting systems. This extends the first author’s work [5] from orthogonal to locally confluent systems, and from systems having a decreasing argument in each recursive call to systems with non-increasing arguments in recursive calls. Finally, this also extends previous works on static dependency pairs [25] from simply-typed $\lambda$-calculus to dependent types modulo rewriting.

\footnote{We renamed the function symbols for the sake of readability.}
To get this result, we assumed local confluence. However, one often uses termination to check (local) confluence. Fortunately, there are confluence criteria not based on termination. The most famous one is (weak) orthogonality, that is, when the system is left-linear and has no critical pairs (or only trivial ones) [35], as it is the case in functional programming languages. A more general one is when critical pairs are “development-closed” [36].

This work can be extended in various directions.

First, our tool is currently limited to PFP rules, that is, to rules where higher-order variables are direct subterms of the left-hand side. To have higher-order variables in deeper subterms like in Example 14, we need to define a more complex interpretation of types, following [5].

Second, to handle recursive calls in such systems, we also need to use an ordering more complex than the subterm ordering when computing the matrices labeling the SCT call graph. The ordering needed for handling Example 14 is the “structural ordering” of Coq and Agda [9, 6]. Relations other than subterm have already been considered in SCT but in a first-order setting only [34].

But we may want to go further because the structural ordering is not enough to handle the following system which is not accepted by Agda:

▶ Example 19 (Division). \( \frac{m}{n} \) computes \( \left\lceil \frac{m}{n} \right\rceil \).

```
symbol minus: Nat⇒Nat⇒Nat
        set infix 1 "-" := minus
        rule 0 - n → 0
        rule m - 0 → m
        rule (s m) - (s n) → m - n
symbol div: Nat⇒Nat⇒Nat
        set infix 1 "/" := div
        rule 0 / (s n) → 0
        rule (s m) / (s n) → s ((m - n) / (s n))
```

A solution to handle this system is to use arguments filterings (remove the second argument of \(-\)) or simple projections [17]. Another one is to extend the type system with size annotations as in Agda and compute the SCT matrices by comparing the size of terms instead of their structure [1, 7]. In our example, the size of \( m - n \) is smaller than or equal to the size of \( m \). One can deduce this by using user annotations like in Agda, or by using heuristics [8].

Another interesting extension would be to handle function calls with locally size-increasing arguments like in the following example:

```
rule f x → g (s x)
rule g (s (s x)) → f x
```

where the number of \( s \)'s strictly decreases between two calls to \( f \) although the first rule makes the number of \( s \)'s increase. Hyvernat enriched SCT to handle such systems [19].

References


Lemma 20. \( F \) is monotone wrt inclusion.

**Proof.** We first prove that \( D \) is monotone. Let \( I \subseteq J \) and \( T \in D(I) \). We have to show that \( T \in D(J) \). To this end, we have to prove (1) \( T \in SN \) and (2) if \( T \rightarrow^* (x : A)B \) then \( A \in \text{dom}(J) \) and, for all \( a \in J(A) \), \( B[x \mapsto a] \in \text{dom}(J) \):

1. Since \( T \in D(I) \), we have \( T \in SN \).
2. Since \( T \in D(I) \) and \( T \rightarrow^* (x : A)B \), we have \( A \in \text{dom}(I) \) and, for all \( a \in I(A) \), \( B[x \mapsto a] \in \text{dom}(I) \). Since \( I \subseteq J \), we have \( \text{dom}(I) \subseteq \text{dom}(J) \) and \( J(A) = I(A) \) since \( I \) and \( J \) are functional relations. Therefore, \( A \in \text{dom}(J) \) and, for all \( a \in I(A) \), \( B[x \mapsto a] \in \text{dom}(J) \).

We now prove that \( F \) is monotone. Let \( I \subseteq J \) and \( T \in D(I) \). We have to show that \( F(I)(T) = F(J)(T) \). First, \( T \in D(J) \) since \( D \) is monotone.
If \( T_\downarrow = (x : A)B \), then \( F(I)(T) = \Pi a \in I(A), I(B[x \mapsto a]) \) and \( F(J)(T) = \Pi a \in J(A), J(B[x \mapsto a]) \). Since \( T \in D(I) \), we have \( A \in \text{dom}(I) \) and, for all \( a \in I(A) \), \( B[x \mapsto a] \in \text{dom}(I) \). Since \( \text{dom}(I) \subseteq \text{dom}(J) \), we have \( J(A) = I(A) \) and, for all \( a \in I(A) \), \( J(B[x \mapsto a]) = I(B[x \mapsto a]) \). Therefore, \( F(I)(T) = F(J)(T) \).

Now, if \( T_\downarrow \) is not a product, then \( F(I)(T) = F(J)(T) = SN \). \(\blacksquare\)

### A.2 Computability predicates

**Lemma 21.** \( D \) is a computability predicate.

**Proof.** Note that \( D = D(T) \).

1. \( D \subseteq \text{SN} \) by definition of \( D \).
2. Let \( T \in D \) and \( T' \) such that \( T \rightarrow T' \). We have \( T' \in \text{SN} \) since \( T \in \text{SN} \). Assume now that
   \[ T' \rightarrow^* (x : A)B. \]
   Then, \( T \rightarrow^* (x : A)B, A \in D \) and, for all \( a \in I(A) \), \( B[x \mapsto a] \in D \).
   Therefore, \( T' \in D \).
3. Let \( T \) be a neutral term such that \( \rightarrow(T) \subseteq D \). Since \( D \subseteq \text{SN} \), \( T \in \text{SN} \). Assume now that \( T \rightarrow^* (x : A)B \). Since \( T \) is neutral, there is \( U \in \rightarrow(T) \) such that \( U \rightarrow^* (x : A)B \).
   Therefore, \( A \in D \) and, for all \( a \in I(A) \), \( B[x \mapsto a] \in D \). \(\blacksquare\)

**Lemma 22.** If \( P \in \mathbb{P} \) and, for all \( a \in P \), \( Q(a) \in \mathbb{P} \), then \( \Pi a \in P, Q(a) \in \mathbb{P} \).

**Proof.** Let \( R = \Pi a \in P, Q(a) \).

1. Let \( t \in R \). We have to prove that \( t \in \text{SN} \). Let \( x \in V \). Since \( P \in \mathbb{P} \), \( x \in P \). So, \( tx \in Q(x) \).
   Since \( Q(x) \in \mathbb{P} \), \( Q(x) \subseteq \text{SN} \). Therefore, \( tx \in \text{SN} \), and \( t \in \text{SN} \).
2. Let \( t \in R \) and \( t' \) such that \( t \rightarrow t' \). We have to prove that \( t' \in R \). Let \( a \in P \). We have to prove that \( t'a \in Q(a) \).
   By definition, \( ta \in Q(a) \) and \( ta \rightarrow t'a \). Since \( Q(a) \in \mathbb{P} \), \( t'a \in Q(a) \).
3. Let \( t \) be a neutral term such that \( \rightarrow(t) \subseteq R \). We have to prove that \( t \in R \). Hence, we take \( a \in P \) and prove that \( ta \in Q(a) \).
   Since \( P \in \mathbb{P} \), we have \( a \in \text{SN} \) and \( \rightarrow^*(a) \subseteq P \). We now prove that, for all \( b \in \rightarrow^*(a) \), \( tb \in Q(a) \). By induction on \( \rightarrow^* \). Since \( t \) is neutral, \( tb \) is neutral too and it suffices to prove that \( \rightarrow(tb) \subseteq Q(a) \). Since \( t \) is neutral, \( \rightarrow(tb) = \rightarrow(t)b \cup t \rightarrow(b) \).
   By induction hypothesis, \( t \rightarrow(b) \subseteq Q(a) \). By assumption, \( \rightarrow(t) \subseteq R \). So, \( \rightarrow(t)a \subseteq Q(a) \).
   Since \( Q(a) \in \mathbb{P} \), \( \rightarrow(t)b \subseteq Q(a) \) too.
   Therefore, \( ta \in Q(a) \) and \( t \in R \). \(\blacksquare\)

**Lemma 23.** For all \( T \in D \), \( I(T) \) is a computability predicate.

**Proof.** Since \( F_p(T, P) \) is a chain-complete poset, it suffices to prove that \( F_p(T, P) \) is closed by \( F \). Assume that \( I \in F_p(T, P) \). We have to prove that \( F(I) \in F_p(T, P) \), that is, for all \( T \in D(I), F(I)(T) \in \mathbb{P} \). There are two cases:

- If \( T_\downarrow = (x : A)B \), then \( F(I)(T) = \Pi a \in I(A), I(B[x \mapsto a]) \).
  By assumption, \( I(A) \in \mathbb{P} \) and, for all \( a \in I(A), I(B[x \mapsto a]) \in \mathbb{P} \). Hence, by Lemma 22, \( F(I)(T) \in \mathbb{P} \).
- Otherwise, \( F(I)(T) = SN \in \mathbb{P} \). \(\blacksquare\)

**Lemma 4a.** For all terms \( T \) and substitutions \( \sigma \), \( [T]_\sigma \in \mathbb{P} \).

**Proof.** By induction on \( T \). If \( T = s \), then \( [T]_\sigma = D \in \mathbb{P} \) by Lemma 21. If \( T = (x : A)K \in K \), then \( [T]_\sigma = \Pi a \in [A]_\sigma, [K]_{[x \mapsto a]_\sigma} \). By induction hypothesis, \( [A]_\sigma \in \mathbb{P} \) and, for all \( a \in [A]_\sigma, [K]_{[x \mapsto a]_\sigma} \in \mathbb{P} \). Hence, by Lemma 22, \( [T]_\sigma \in \mathbb{P} \). If \( T \notin K \cup \{\text{KIND} \} \) and \( T\sigma \in D \), then \( [T]_\sigma = I(T\sigma) \in \mathbb{P} \) by Lemma 23. Otherwise, \( [T]_\sigma = SN \in \mathbb{P} \). \(\blacksquare\)
A.3 Invariance by reduction

We now prove that the interpretation is invariant by reduction.

\textbf{Lemma 24.} If \( T \in \mathcal{D} \) and \( T \rightarrow T' \), then \( I(T) = I(T') \).

\textbf{Proof.} First note that \( T' \in \mathcal{D} \) since \( \mathcal{D} \subseteq \mathcal{P} \). Hence, \( I(T') \) is well defined. Now, we have \( T \in SN \) since \( \mathcal{D} \subseteq SN \). So, \( T' \in SN \) and, by local confluence and Newman's lemma, \( T \downarrow = T' \downarrow \). If \( T \downarrow = (x : A)B \) then \( I(T) = \Pi a \in I(A).I(B[x \mapsto a]) = I(T') \). Otherwise, \( I(T) = SN = I(T') \). \( \blacksquare \)

\textbf{Lemma 4b.} If \( T \) is typable, \( T\sigma \in \mathcal{D} \) and \( T \rightarrow \sigma' \), then \([T]_{\sigma} = [T']_{\sigma'}\).

\textbf{Proof.} By induction on \( T \).
- If \( T \in S \), then \([T]_{\sigma} = \mathcal{D} = [T']_{\sigma'}\).
- If \( T = (x : A)K \) and \( K \in \mathbb{K} \), then \([T]_{\sigma} = \Pi a \in [A]_{\sigma}.[K]_{[x=a,\sigma]} \) and \([T']_{\sigma'} = \Pi a \in [A]_{\sigma'}.[K]_{[x=a,\sigma']}. \) By induction hypothesis, \([A]_{\sigma} = [A]_{\sigma'} \) and, for all \( a \in [A]_{\sigma} \), \([K]_{[x=a,\sigma]} = [K]_{[x=a,\sigma']} \). Therefore, \([T]_{\sigma} = [T']_{\sigma'}\).
- If \( T\sigma \in \mathcal{D} \), then \([T]_{\sigma} = I(T\sigma) \) and \([T']_{\sigma'} = I(T\sigma') \). Since \( T\sigma \rightarrow T\sigma' \), by Lemma 4b, \( I(T\sigma) = I(T\sigma') \).
- Otherwise, \([T]_{\sigma} = SN = [T']_{\sigma'}\). \( \blacksquare \)

A.4 Adequacy of the interpretation

\textbf{Lemma 4d.} If \( (x : A)B \) is typable, \( ((x : A)B)\sigma \in \mathcal{D} \) and \( x \notin \text{dom}(\sigma) \cup \text{FV}(\sigma) \), then \([[x : A)B]_{\sigma} = \Pi a \in [A]_{\sigma}.[B]_{[x=a,\sigma]}\).

\textbf{Proof.} If \( B \) is a kind, this is immediate. Otherwise, since \( ((x : A))B\sigma \in \mathcal{D} \), \([[x : A)B]_{\sigma} = I(I((x : A)B)) \). Since \( x \notin \text{dom}(\sigma) \cup \text{FV}(\sigma) \), we have \( ((x : A)B)\sigma = (x : A\sigma)B\sigma \). Since \( (x : A\sigma)B\sigma \in \mathcal{D} \) and \( \mathcal{D} \subseteq SN \), we have \([[x : A)B]_{\sigma} = \Pi a \in I(A\sigma).I((B\sigma)[x \mapsto a]) \).

Since \( (x : A)B \) is typable, \( A \) is of type \( \text{TYPE} \) and \( A \notin \mathbb{K} \cup \{\text{KIND}\} \). Hence, \([A]_{\sigma} = I(A\sigma) \) and, by Lemma 24, \( I(A\sigma) = I(A\sigma) \).

Since \( (x : A)B \) is typable and not a kind, \( B \) is of type \( \text{TYPE} \) and \( B \notin \mathbb{K} \cup \{\text{KIND}\} \). Hence, \([B]_{[x=a,\sigma]} = I(B[x \mapsto a,\sigma]) \). Since \( x \notin \text{dom}(\sigma) \cup \text{FV}(\sigma) \), \( B[x \mapsto a,\sigma] = (B\sigma )[x \mapsto a] \). Hence, \([B]_{[x=a,\sigma]} = I((B\sigma )[x \mapsto a]) \) and, by Lemma 24, \( I((B\sigma )[x \mapsto a]) = I((B\sigma )[x \mapsto a]) \).

Therefore, \([[x : A)B]_{\sigma} = \Pi a \in [A]_{\sigma}.[B]_{[x=a,\sigma]} \). \( \blacksquare \)
Note that, by iterating this lemma, we get that $v \in [\forall \vec{x} : T, U]$ iff, for all $\vec{t}$ such that $[\vec{x} \mapsto \vec{t}] \vdash \vec{x} : T$, $v \in [U][\vec{x} \mapsto \vec{t}]$.

- **Lemma 4e.** If $\Delta \vdash U : s$, $\Gamma \vdash \gamma : \Delta$ and $U \gamma \sigma \in D$, then $[U \gamma]_\sigma = [U]_{\gamma \sigma}$.

  **Proof.** We proceed by induction on $U$. Since $\Delta \vdash U : s$ and $\Gamma \vdash \gamma : \Delta$, we have $\Gamma \vdash U \gamma : s$.
  - If $s = \text{TYPE}$, then $U, U \gamma \notin \terms \cup \{\text{KIND}\}$ and $[U \gamma]_\sigma = I(U \gamma \sigma) = [U]_{\gamma \sigma}$ since $U \gamma \sigma \in D$.
  - Otherwise, $s \in \{\text{KIND}\}$ and $U \in \terms$.
    - If $U = \text{TYPE}$, then $[U \gamma]_\sigma = D = [U]_{\gamma \sigma}$.
    - Otherwise, $U = (x : A)K$ and, by Lemma 4d, $[U \gamma]_\sigma = \Pi a \in [A]_\sigma \rightarrow [K]_{\sigma[\gamma \rightarrow a, \gamma]}$ and $[U]_{\gamma \sigma} = \Pi a \in [A]_{\gamma \sigma} \rightarrow [K]_{\sigma[\gamma \rightarrow a, \gamma]}$. By induction hypothesis, $[A]_{\gamma \sigma} = [A]_{\gamma \sigma}$ and, for all $a \in [A]_\sigma \rightarrow [K]_{\sigma[\gamma \rightarrow a, \gamma]} = [K]_{\sigma[\gamma \rightarrow a, \gamma]}$. Wlog we can assume $x \notin \text{dom}(\gamma) \cup \text{FV}(\gamma)$. So, $[K]_{\sigma[\gamma \rightarrow a, \gamma]} = [K]_{\sigma[\gamma \rightarrow a, \gamma]}$. ◀

- **Lemma 4f.** Let $P$ be a computability predicate and $Q$ a $P$-indexed family of computability predicates such that $Q(a') \subseteq Q(a)$ whenever $a \rightarrow a'$. Then, $\lambda x : A.b \in \Pi a \in P. Q(a)$ whenever $A \in \text{SN}$ and, for all $a \in P$, $b[x \mapsto a] \in Q(a)$.

  **Proof.** Let $a_0 \in P$. Since $P \in P$, we have $a_0 \in \text{SN}$ and $x \in P$. Since $Q(x) \in P$ and $b = b[x \mapsto x] \in Q(x)$, we have $b \in \text{SN}$. Let $a \in \rightarrow^*(a_0)$. We can prove that $(\lambda x : A.b) \in Q(a_0)$ by induction on $(A, b, a)$ ordered by $(\rightarrow, \rightarrow, \rightarrow)_\gamma$. Since $Q(a_0) \in P$ and $(\lambda x : A.b) a$ is neutral, it suffices to prove that $\rightarrow((\lambda x : A.b) a) \subseteq Q(a_0)$. If the reduction takes place in $A$ or $b$, we can conclude by induction hypothesis. Otherwise, $(\lambda x : A.b)a \rightarrow b[x \mapsto a] \in Q(a)$ by assumption. Since $a_0 \rightarrow^* a$ and $Q(a') \subseteq Q(a)$ whenever $a \rightarrow a'$, we have $b[x \mapsto a] \in Q(a_0)$. ◀

## B Termination proof of Example 1

Here is the comprehensive list of dependency pairs in the example:

- **A:** $\text{El (arrow a b)} > \text{El a}$
- **B:** $\text{El (arrow a b)} > \text{El b}$
- **C:** $(s p) + q > p + q$
- **D:** $\text{app a (cons x p l) q m} \rightarrow p + q$
- **E:** $\text{app a (cons x p l) q m} \rightarrow \text{app a p l q m}$
- **F:** $\text{len_fil a f (cons x p l)} > \text{len_fil_aux (f x) a f p l}$
- **G:** $\text{len_fil a f (app p l q m)} > (\text{len_fil a f p l}) + (\text{len_fil a f q m})$
- **H:** $\text{len_fil a f (app p l q m)} > \text{len_fil a f p l}$
- **I:** $\text{len_fil a f (app p l q m)} > \text{len_fil a f q m}$
- **J:** $\text{len_fil_aux true a f p l} > \text{len_fil a f p l}$
- **K:** $\text{len_fil_aux false a f p l} > \text{len_fil a f p l}$
- **L:** $\text{fil a f (cons x p l)} > \text{fil_aux (f x) a f x p l}$
- **M:** $\text{fil a f (app p l q m)} > \text{app a (len_fil a f p l) (fil a f p l) (len_fil a f q m) (fil a f q m)}$
- **N:** $\text{fil a f (app p l q m)} > \text{len_fil a f p l}$
- **O:** $\text{fil a f (app p l q m)} > \text{fil a f p l}$
- **P:** $\text{fil a f (app p l q m)} > \text{len_fil a f q m}$
- **Q:** $\text{fil a f (app p l q m)} > \text{fil a f q m}$
- **R:** $\text{fil_aux true a f x p l} > \text{len_fil a f p l}$
- **S:** $\text{fil aux true a f x p l} > \text{fil a f p l}$
- **T:** $\text{fil_aux false a f x p l} > \text{fil a f p l}$
The whole callgraph is depicted below. The letter associated to each matrix corresponds to the dependency pair presented above and in example 7, except for TC ’s which comes from the computation of the transitive closure and labels dotted edges.

The argument \( a \) is omitted everywhere on the matrices presented below:

\[
\begin{align*}
A,B &= (-1, 0), C = \left( \frac{-\infty}{0} \right), D = \left( \frac{-\infty}{-\infty} \right), E = \left( \frac{-\infty}{-\infty} \right), F = \left( \frac{-\infty}{-\infty} \right), J = K = \left( \frac{-\infty}{0} \right), \\
G &= \left( \frac{-\infty}{-\infty} \right), H = I = N = O = P = Q = \left( \frac{-\infty}{-\infty-1} \right), L = \left( \frac{-\infty}{-\infty-1} \right), M = \left( \frac{-\infty}{-\infty} \right), \\
R &= S = T = \left( \frac{-\infty}{-\infty} \right).
\end{align*}
\]

Which leads to the matrices labeling a loop in the transitive closure:

\[
\begin{align*}
TC_1 &= J \times F = \left( \frac{-\infty}{-\infty} \right), \\
TC_2 &= S \times L = \left( \frac{-\infty}{-\infty} \right), \\
TC_3 &= L \times S = TC_2 = F \times J = \left( \frac{-\infty}{-\infty} \right) = 0 = H.
\end{align*}
\]

It would be useless to compute matrices labeling edges which are not in a strongly connected component of the call-graph (like \( S \times R \)), but it is necessary to compute all the products which could label a loop, especially to verify that all loop-labeling matrices are idempotent, which is indeed the case here.

We now check that this system is well-structured. For each rule \( f \mathcal{l} \rightarrow r \), we take the environment \( \Delta_{f \mathcal{l} \rightarrow r} \) made of all the variables of \( r \) with the following types:

\[
\begin{align*}
&\text{a: Set}, \ b: \text{Set}, \ p: \text{N}, \ q: \text{N}, \ x: \text{El a}, \ l: \text{L a p}, \ m: \text{L a q}, \ f: \text{El a} \Rightarrow B \\
&\text{comparisons linked to the typing of symbols:}
\end{align*}
\]

<table>
<thead>
<tr>
<th>Type</th>
<th>Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set</td>
<td>( \lesssim ) arrow</td>
</tr>
<tr>
<td>Set</td>
<td>( \lesssim ) El</td>
</tr>
<tr>
<td>B</td>
<td>( \lesssim ) true</td>
</tr>
<tr>
<td>B</td>
<td>( \lesssim ) false</td>
</tr>
<tr>
<td>N</td>
<td>( \lesssim ) 0</td>
</tr>
<tr>
<td>N</td>
<td>( \lesssim ) s</td>
</tr>
<tr>
<td>N</td>
<td>( \lesssim ) +</td>
</tr>
<tr>
<td>N</td>
<td>( \lesssim ) L</td>
</tr>
<tr>
<td>Set</td>
<td>( \lesssim ) 0</td>
</tr>
<tr>
<td>Set</td>
<td>( \lesssim ) El</td>
</tr>
<tr>
<td>Set</td>
<td>( \lesssim ) N</td>
</tr>
<tr>
<td>Set</td>
<td>( \lesssim ) L</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
&\text{and comparisons related to calls:}
\end{align*}
\]

<table>
<thead>
<tr>
<th>Type</th>
<th>Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>( \lesssim ) +</td>
</tr>
<tr>
<td>cons</td>
<td>( \lesssim ) app</td>
</tr>
<tr>
<td>nil</td>
<td>( \lesssim ) app, \text{fil aux, app, len fil}</td>
</tr>
<tr>
<td>0, len fil aux</td>
<td>( \lesssim ) len fil</td>
</tr>
<tr>
<td>fil</td>
<td>( \lesssim ) cons, len fil aux</td>
</tr>
<tr>
<td>len fil aux, +</td>
<td>( \lesssim ) len fil</td>
</tr>
<tr>
<td>fil aux</td>
<td>( \lesssim ) fil aux</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
&\text{fil} \\
&\text{fil aux} \\
&\text{len fil aux} \\
&\text{len fil}
\end{align*}
\]
This precedence can be summed up in the following diagram, where symbols in the same box are equivalent:
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1 Introduction

A term r is generalization of a term t, if t can be obtained from r by a variable substitution. The problem of finding common generalizations of two or more terms has been investigated quite intensively. The main idea is to compute least general generalizations (lggs) which maximally keep the similarities between the input terms and uniformly abstract over differences in them by new variables. For instance, if the input terms are $t = f(a, a)$ and $s = f(b, b)$, we are interested in their lgg $f(x, x)$. It gives more precise information about the nature of t and s than their other generalizations such as, e.g., $f(x, y)$ or just $x$. Namely, it shows that t and s not only have the same head $f$, but also each of them has its both arguments equal.

The technique of computing generalizations is called anti-unification. It was introduced in 1970s [17, 18] and saw a renewed interest in recent years (see, e.g., [3, 2, 11, 6, 1]), mostly motivated by various applications (see, e.g., [5, 13, 19, 20]).

Concerning anti-unification for higher-order terms, lggs are not unique and special fragments or variants of the problem have to be considered to guarantee uniqueness of lggs. Such special cases include generalizations with higher-order patterns [8, 7, 15, 16], object terms [9], restricted terms [21], etc. For instance, a pattern lgg of $\lambda x.f(g(x))$ and $\lambda x.h(g(x))$ is $\lambda x.Y(x)$, ignoring the fact that those terms have a common subterm g(x). It happens because the pattern restriction requires free variables to apply to sequences of distinct bound variables. That’s why we get a generalization in which the free variable Y applies to the bound variable x, and not to the more complex common subterm g(x) of the given terms.
Pattern generalizations have been successfully used, e.g., in term indexing [16] and in software code analysis for quick bug fixing [19]. Another advantage is that they can be computed efficiently, in linear time [8]. However, some problems require more expressive variants than patterns, as, for instance, the application of higher-order anti-unification in automatic detection of recursion schemes in functional programming [5]. Combination of increased expressive power and good computational properties was the motivation behind the introduction of functions-as-constructors terms (fc-terms) in higher-order unification [12]. We address a similar problem for anti-unification in this paper.

One difficulty comes from the fact that not all lggs are good characterizations of generalized terms. For instance, for \( \lambda x.f(g(x)) \) and \( \lambda x.f(h(x)) \) both \( \lambda x.X(f(g(x)), f(h(x))) \) and \( \lambda x.f(Y(g(x), h(x))) \) are lggs (where \( X \) and \( Y \) are fresh generalization variables), but the latter one is better, since it shows that the input terms have the common head \( f \). This observation leads to the notion of top-maximal generalization, which keeps the maximally large common top part of the input terms. This is a very natural property, which, by default, was guaranteed for pattern lggs, but not necessarily for lggs in richer variants.

Another problem is related with nested generalization variables, which may affect least generality. In practice, such a nesting causes nondeterminism, an undesirable property. Once a difference between terms is detected, it should be abstracted by a generalization variable and no attempt to further generalize should be made under it. This leads to a variant of generalization, which we call shallow with respect to generalization variables, since these variables are not nested. We concentrate on computing top-maximal shallow lggs.

In this setting the interesting question is, what terms are permitted under generalization variables? For the pattern case they are distinct bound variables, but we want more expressive variants. Instead of coming up with different particular cases and designing special anti-unification algorithms for them, we formulate a generic algorithm which always computes top-maximal shallow generalizations, and prove its soundness and termination (Sect. 4). The particular cases can be obtained by instantiating a parameter in one of the rules of the algorithm, which is responsible for choosing terms under generalization variables. Changing the specific values of the parameter, we obtained several new unitary (i.e., with single lgg) variants of higher-order anti-unification: projection-based (Sect. 5.1), generalizations with common subterms (Sect. 5.2.1), relaxed fc (Sect. 5.2.2), and fc (Sect. 5.2.3). We also show how pattern generalization fits into the schema (Sect. 5.2.4). Completeness results for these variants are given. Additional variants of higher-order anti-unification can be developed using our schema by specifying how terms under generalization variables are chosen. For reader’s convenience, some illustrative examples are put in the appendix.

2 Preliminaries

We consider simply-typed signature, where \textit{types} are constructed from a set of \textit{basic types} (denoted by \( \delta \)) by the grammar \( \tau ::= \delta \mid \tau \to \tau \), where \( \to \) is associative to the right. \textit{Variables} (denoted by \( X,Y,Z,x,y,z,\ldots \)) and \textit{constants} (denoted by \( a,b,c,f,g,h,\ldots \)) have an assigned type. The set of variables is denoted by \( V \) and the set of constants by \( C \). \textit{\( \lambda \)-terms} (denoted by \( t,s,r,\ldots \)) are built using the grammar \( t ::= x \mid c \mid \lambda x.t \mid t_1 t_2 \) where \( x \) is a variable and \( c \) is a constant, and are typed as usual. Terms of the form \((\ldots(h_1 t_1)\ldots t_m)\), where \( h \) is a constant or a variable, will be written as \( h(t_1,\ldots,t_m) \), and terms of the form \( \lambda x_1,\ldots,\lambda x_n.t \) as \( \lambda x_1,\ldots,x_n.t \). We use \( \mathcal{F} \) as a short-hand for \( x_1,\ldots,x_n \).

Other standard notions of the simply typed \( \lambda \)-calculus, like bound and free occurrences of variables, subterms, \( \alpha \)-conversion, \( \beta \)-reduction, \( \eta \)-long \( \beta \)-normal form, etc. are defined as usual (see, e.g., [4]). \( t_{\eta} \) denotes the \( \eta \)-normal form of \( t \). We denote the fact that \( t \) is a (strict) subterm of \( s \) using the infix binary symbol \( \sqsubseteq (\sqsubset) \). Bound variables will be denoted
by lowercase letters and free variables by capital letters. The symbols \(fv(t)\) and \(bv(t)\) are used to denote the sets of free and bound variables, respectively, of a term \(t\). This notation extends to a set of terms as well. A term \(t\) is closed if \(fv(t) = \emptyset\).

By default, terms are assumed to be written in \(\eta\)-long \(\beta\)-normal form. Therefore, all terms have the form \(\lambda x_1, \ldots, x_n. h(t_1, \ldots, t_m)\), where \(n, m \geq 0\), \(h\) is either a constant or a variable, \(t_1, \ldots, t_m\) also have this form, and the term \(h(t_1, \ldots, t_m)\) has a basic type. For a term \(t = \lambda x_1, \ldots, x_n. h(t_1, \ldots, t_m)\) with \(n, m \geq 0\), its head is defined as \(head(t) = h\).

When we write an equality between two \(\lambda\)-terms, we mean \(\alpha\), \(\beta\) and \(\eta\) equivalence.

**Polarizations** in \(\lambda\)-terms are defined with respect to their tree representation in the usual way, as strings of integers. For instance, in the term \(f(\lambda x. \lambda y. g(\lambda z. h(z, y), x), \lambda u. g(u))\), the symbol \(f\) stands in the position \(\epsilon\) (the empty sequence), the occurrence of \(\lambda x.\) stands in the position 1, the bound occurrence of \(\lambda y.\) is a subterm of \(\lambda x.\) in 2.1.1, etc. Hence, abstractions in this context are treated as symbols. We denote the symbol occurring in position \(p\) in a term \(t\) by \(symb(t, p)\) and the subterm of \(t\) at position \(p\) by \(t|_p\). We write \(p_1 \leq p_2\) if the position \(p_1\) is a prefix of \(p_2\). The strict part of this ordering is denoted by \(<\).

The set of all positions of a term \(t\) is denoted by \(Pos(t)\).

Substitutions and their composition \((\circ)\) are defined as usual. Namely, \((\sigma \circ \vartheta)(X) \equiv \vartheta(\sigma(X))\). We extend the application of substitutions to terms in the usual way and denote it by postfix notation. Variable capture is avoided by implicitly renaming variables to fresh names upon binding. A substitution \(\sigma\) is more general than a substitution \(\vartheta\), denoted \(\sigma \preceq \vartheta\), if there exists a substitution \(\varphi\) such that \(\sigma \circ \varphi = \vartheta\). The strict part of this relation is denoted by \(<\).

The relation \(\simeq\) is a partial order and generates the equivalence relation which we denote by \(\simeq\). We overload \(\simeq\) by defining \(s \preceq t\) if there exists a substitution \(\sigma\) such that \(s\sigma = t\).

## 3 Special forms of terms, generalization problems

In this section we first introduce certain special forms of terms and then discuss the generalization problem where the generalization terms may be of a special restricted form.

**Definition 1** (Restricted terms). Let \(B\) be a set of variables and \(s\) be a term such that \(B \cap bv(s) = \emptyset\). Assume that distinct bound variables have distinct names in \(s\). We say that a term \(t\) is \(B\)-restricted in \(s\) if \(t\) is a subterm of \(s\) such that (i) \(t\) is \(\eta\)-equivalent to some \(t' \in B \cup bv(s)\), or (ii) \(t = (f t_1 \cdots t_n)\), where \(n > 0\), \(f \in C \cup B \cup bv(s)\) and each \(t_i, 1 \leq i \leq n\), is a \(B\)-restricted term in \(s\).

**Definition 2** (Relaxed functions-as-constructors triples). Let \(F\) and \(B\) be two disjoint sets of variables and \(s\) be a term such that \(F \cap bv(s) = B \cap bv(s) = \emptyset\). It is also assumed that distinct bound variables have distinct names in \(s\). We say that the triple \((F, B, s)\) is a relaxed functions-as-constructors triple or, shortly, rfc-triple, if the following conditions are satisfied:

**Argument restriction:** For all occurrences of \((X t_1 \cdots t_n)\) in \(s\), where \(X \in F\), \(t_i\) is a \(B\)-restricted term in \(s\) for each \(0 < i \leq n\).

**Local restriction:** For all occurrences of \((X t_1 \cdots t_n)\) in \(s\), where \(X \in F\), for each \(0 < i, j \leq n\), if \(i \neq j\), then \(t_i \downarrow_{\eta} \nsubseteq t_j \downarrow_{\eta}\).

Functions-as-constructors triples are rfc-triples obeying a global restriction:

**Definition 3** (Functions-as-constructors triples). Let \(F, B, s\) be as in Definition 2 and \((F, B, s)\) be an rfc-triple. We say that it is a functions-as-constructors triple or, shortly, fc-triple, if the following extra condition is satisfied:

**Global restriction:** For each two different occurrences of terms \((X t_1 \cdots t_n)\) and \((Y s_1 \cdots s_m)\) in \(s\) with \(X, Y \in F\), for each \(0 < i \leq n\), \(0 < j \leq m\), we have \(t_i \downarrow_{\eta} \nsubseteq s_j \downarrow_{\eta}\).
Definition 4 (Pattern triples). Let $F$, $B$, and $s$ be as in Definition 2 and $(F, B, s)$ be an rfc-triple. A triple is pattern if the following stronger form of the argument restriction holds:

**Argument restriction for patterns:** For all occurrences of $(X_1 \cdots X_n)$ in $s$, we have $t_i \in Y$ for each $0 < i \leq n$.

Note that for patterns the local restriction reduces to checking whether $t_i$’s are distinct bound variables, and the global restriction is automatically fulfilled. Hence, pattern triples are also a special case of fc-triples.

Definition 5 (Rfc-terms, fc-terms, patterns, shallow terms). Let $F$ be a set of variables and $t$ be a term such that $F \cap \text{bv}(t) = \emptyset$. Then $t$ is an F-rfc-term (resp., F-fc-term, F-pattern), if $(F, 0, t)$ is an rfc-triple (resp., fc-triple, pattern-triple). We say that $t$ is an F-shallow term if for every subterm $(X_1 \cdots X_n)$ of $t$ with $X \in F$, we have $F \cap (\bigcup_{i=1}^n \text{fv}(t_i)) = \emptyset$.

A term $t$ is shallow, if it is an $\text{fv}(t)$-shallow term. Rfc-terms, fc-terms and patterns are defined analogously.

Note that pattern coincides with the well-known higher-order patterns [14] fragment. Every pattern is an fc-term. Every fc-term is an rfc-term. Every rfc-term is a shallow term.

Example 6. Consider the following terms:

$$
t_1 = \lambda x. y.f(X(x, \lambda z_1.g(z_1)), Y(\lambda z_2.g(z_2), x), \lambda u.Z(x, u))
$$
$$
t_2 = \lambda x. y.f(X(g(x), p(\lambda z_1.g(z_1), \lambda z_2.g(z_2))), h(Y(g(x), g(h(x))))),
$$
$$
t_3 = \lambda x. y.f(X(g(x), h(x)), h(Y(g(x), g(h(x))))),
$$
$$
t_4 = \lambda x. y.f(X(x, g(x)), x), \quad t_5 = \lambda x. y.f(X(x, g(x)), x), \quad t_6 = \lambda x. y.f(X(Y(x), y)).
$$

$t_1$ is a pattern; $t_2$ is an fc-term but not a pattern; $t_3$ is an rfc-term but not an fc-term; $t_4$ is a shallow term but not an rfc-term, the argument restriction is violated; $t_5$ is a shallow term but not an fc-term, the local restriction is violated; $t_6$ is not a shallow term.

A term $t$ is called a generalization or an anti-instance of two terms $t_1$ and $t_2$ if $t \leq t_1$ and $t \leq t_2$. It is the least general generalization (lgg), also known as a most specific anti-instance, of $t_1$ and $t_2$, if there is no generalization $s$ of $t_1$ and $t_2$ which satisfies $t < s$.

An anti-unification triple (shortly AUT) has the form $X(\bar{X}) : t \triangleq s$ where $\lambda \bar{X}.X(\bar{X})$, $\lambda \bar{X}.t$, and $\lambda \bar{X}.s$ are terms of the same type, $t$ and $s$ are in $\eta$-long $\beta$-normal form, and $X$ does not occur in $t$ and $s$. An anti-unifier of an AUT $X(\bar{X}) : t \triangleq s$ is a substitution $\sigma$ such that $\text{dom}(\sigma) = \{X\}$ and $\lambda \bar{X}.X(\bar{X})\sigma$ is a term which generalizes both $\lambda \bar{X}.t$ and $\lambda \bar{X}.s$.

An anti-unifier $\sigma$ of $X(\bar{X}) : t \triangleq s$ is least general (or most specific) if there is no anti-unifier $\vartheta$ of the same problem that satisfies $\sigma \prec \vartheta$. Obviously, if $\sigma$ is a least general anti-unifier of an AUT $X(\bar{X}) : t \triangleq s$, then $\lambda \bar{X}.X(\bar{X})\sigma$ is a ggg of $\lambda \bar{X}.t$ and $\lambda \bar{X}.s$.

If $r$ is a generalization of $t$ and $s$, the set of generalization variables (genvars) of $t$ and $s$ in $r$ is the set $\text{genvar}(r, t, s) := \text{fv}(r) \setminus (\text{fv}(s) \cup \text{fv}(t))$.

Our main interest is in generalizations, which retain the common parts of the given terms as much as possible, at least until the first differences in each branch during top-down traversal of the given terms. This intuition is formalized in the following definition:

Definition 7 (Top-maximal generalization). Let $s$ and $t$ be terms of the same type in $\eta$-long $\beta$-normal form such that the bound variables are renamed uniformly: the $i$th bound variable in depth-first pre-order traversal in $s$ and in $t$ have the same name $x_i$. A common generalization $r$ of $s$ and $t$ is their top-maximal common generalization, if the following conditions hold:
If \( \text{symb}(s, e) = \text{symb}(t, e) \), then \( \text{symb}(r, e) = \text{symb}(s, e) \).

- If \( p \in \text{Pos}(s) \cap \text{Pos}(t) \) such that \( \text{symb}(s, q) = \text{symb}(t, q) \) for all positions \( q < p \) and \( \text{symb}(s, p) = \text{symb}(t, p) \), then \( p \in \text{Pos}(r) \) and \( \text{symb}(r, p) = \text{symb}(s, p) \).

- If \( p \in \text{Pos}(s) \cap \text{Pos}(t) \) such that \( \text{symb}(s, q) = \text{symb}(t, q) \) for all positions \( q < p \) and \( \text{symb}(s, p) \neq \text{symb}(t, p) \), then \( p \in \text{Pos}(r) \) and \( \text{symb}(r, p) \) is a genvar.

\[\text{Example 8.} \text{ Let } s = \lambda x.f(g(x)) \text{ and } t = \lambda x.f(h(x)). \text{ Then } r_1 = \lambda x.X(f(g(x)), f(h(x))) \text{ is their shallow but not top-maximal generalization, while } r_2 = \lambda x.f(Y(g(x), h(x))) \text{ is both top-maximal and shallow. Also, } r_3 = \lambda x.f(Z(x)) \text{ is a top-maximal shallow generalization.}\]

### 3.1 Variants of higher-order anti-unification

In the literature, a variant of a unification or anti-unification problem is obtained by imposing restrictions on the form of solutions to the problem (in contrast to fragments, where the form of input is restricted). Here we define variants of higher-order anti-unification problem, which we will be solving in the coming sections.

The main variant we consider is what we call the top-maximal \text{genvar}-shallow variant:

**Given:** Two terms \( t \) and \( s \) of the same type in \( \eta \)-long \( \beta \)-normal form.

**Find:** A top-maximal generalization \( r \) of \( t \) and \( s \) such that \( r \) is a \text{genvar}(r, t, s)-shallow term.

The problem statement implies that we are looking for \( r \) which is least general among all top-maximal \text{genvar}-shallow generalizations of \( t \) and \( s \). There can still exist a term which is less general than \( r \), but is not a \text{genvar}-shallow term. Also, there can exist a \text{genvar}-shallow generalization of \( s \) and \( t \) which is less general than \( r \), but it is not a top-maximal generalization of \( s \) and \( t \).

By imposing various conditions on \( r \), we get other special problems such as, \text{cs} (common subterms), \text{rfc}, \text{fc}, and pattern variants of higher-order anti-unification.

First, we define the cs-variant. We need an auxiliary definition of extension of a set of terms by variables (bound in the context):

**Definition 9.** Let \( B \) be a set of variables and \( S \) be a set of terms such that \( \text{bv}(S) \cap B = \emptyset \). By \( B \)-extension of \( S \) we understand the set \( S \cup (B \setminus \text{fv}(S)) \).

Now, the definition of generalization with common subterms can be formulated as follows:

**Definition 10 (CS-generalization).** A generalization \( r \) of two terms \( s \) and \( t \) is called their common-subterms generalization, shortly cs-generalization, if it is a \text{genvar}(r, s, t)-shallow top-maximal generalization of \( t \) and \( s \) satisfying the following condition:

**Common subterms condition:** Let \( p \) be a position in \( r \), \( r \mid p = X(r_1, \ldots, r_n) \) for a genvar \( X \) and some terms \( r_1, \ldots, r_n \), and \( B \) be the set of all variables bound by \( \lambda \) at positions above \( p \), i.e., \( B := \{ x \mid \text{symb}(r, q) = \lambda x \text{ for some position } q < p \} \). Then \( \{ r_1, \ldots, r_n \} \) is the \( B \)-extension of some set of common subterms of \( s \mid p \) and \( t \mid p \), where \( B \subseteq B \).

A cs-generalization \( r \) of \( s \) and \( t \) is their least general cs-generalization (cs-lgg) if no cs-generalization \( r' \) of \( s \) and \( t \) satisfies \( r < r' \).

In this definition, top-maximality guarantees that all positions \( q < p \) in \( r \) are also positions in \( t \) and \( s \) and \( \text{symb}(r, q) = \text{symb}(t, q) = \text{symb}(s, q) \) (modulo \( \alpha \)-renaming of \( t \) and \( s \)). Therefore it may well happen that variables from \( B \) appear in \( t \mid p \) or in \( s \mid p \). Since \( r \) is a generalization, \( r_1, \ldots, r_n \) must contain all variables from \( B \) that appear in \( t \mid p \) or in \( s \mid p \), for otherwise one can not get \( t \mid p \) and \( s \mid p \) from \( r \mid p \) by a substitution for \( X \). Hence, actually, we have \( B \cap (\text{fv}(t \mid p) \cup \text{fv}(s \mid p)) \subseteq B' \subseteq B \) in Definition 10.
The cs-variant is the problem of computing cs-generalizations. The rfc, fc, and pattern variants are defined similarly, based on the following definition of the corresponding generalizations:

**Definition 11 (RFC-, FC-, pattern-generalizations).** A generalization \( r \) of \( s \) and \( t \) is their rfc-generalization if \( r \) is an rfc-term. It is a least general rfc-generalization (rfc-lgg) of \( s \) and \( t \) if no rfc-generalization \( r' \) of \( s \) and \( t \) satisfies \( r \prec r' \). The rfc-variant of higher-order anti-unification \( s \) the problem of computing rfc-generalizations. Fc- and pattern generalizations, lgg's, and variants are defined in the same way.

**Example 12.** We bring examples of various lgg's and show how they related to each other. Let \( t = \lambda x.f(h(g(g(x))), h(g(x)), a) \) and \( s = \lambda x.f(g(g(x)), g(x), h(a)) \). Then

\[
\begin{align*}
  r_0 &= \lambda x.f(h(g(g(x))), h(g(x)), a) \\
  r_1 &= \lambda x.f(X(h(g(g(x))), g(g(x))), X(h(g(x)), g(x)), X(a, h(a))) \quad \text{(shallow top-maximal lgg of } t \text{ and } s) \\
  r_2 &= \lambda x.f(X(g(g(x))), X(g(x)), Z(a)) \quad \text{(cs-lgg of } t \text{ and } s) \\
  r_3 &= \lambda x.f(X(g(x)), Y(g(x)), Z) \quad \text{(top-maximal fc-lgg of } t \text{ and } s) \\
  r_4 &= \lambda x.f(X(x), Y(x), Z) \quad \text{(top-maximal pattern-lgg of } t \text{ and } s) 
\end{align*}
\]

More precise relationships between cs, rfc, fc, and pattern variants will be investigated in Section 5.2 below.

Top-maximality is an important requirement for an lgg to exist. If we do not require it, we might have \( \preceq \)-incomparable generalizations. For instance, in Example 8, \( r_1 \) and \( r_2 \) are not comparable by \( \preceq \) and \( r_1 \) and \( r_3 \) are not either. On the other hand, two top-maximal shallow generalizations \( r_2 \) and \( r_3 \) are: \( r_3 \prec r_2 \).

For patterns, top-maximality means also least generality. This is not the case for shallow terms, as Example 8 shows. In fact, from that example we can see that top-maximality does not imply least generality for fc- and rfc-generalizations either, because \( r_1 \) and \( r_2 \) are both fc- and rfc-generalizations of \( s \) and \( t \).

4 **Generic anti-unification transformation rules**

Transformation rules for anti-unification work on triples \( A; S; r \), which we call *states*. Here \( A \) is a set of AUTs of the form \( \{X_1(\overline{x}) : t_1 \triangleq s_1, \ldots, X_n(\overline{x}) : t_n \triangleq s_n\} \) that are pending to anti-unify, \( S \) is a set of already solved AUTs (the *store*), and \( r \) is a generalization (computed so far). The goal is, given two terms \( t \) and \( s \), compute a generalization \( r \) which is a genvar\((r; t, s)\)-shallow term. We aim at computing lgg's.

The transformation rules given below are generic. At first, they help us to obtain a top-maximal genvar-shallow generalization. From it, we can obtain more special generalizations (e.g., rfc, fc, patterns) by deciding which kind of arguments are allowed under genvars.

**Remark 13.** We assume that in the set \( A \cup S \) each occurrence of \( \lambda \) binds a distinct name variable and that each generalization variable occurs in \( A \cup S \) only once.

The set of transformations \( \mathcal{G} \) is defined by the following rules:

**Dec: Decomposition**

\[
\{X(\overline{x}) : h(t_1, \ldots, t_m) \triangleq h(s_1, \ldots, s_m)\} \cup A; S; r \Rightarrow \\
\{Y_1(\overline{x}) : t_1 \triangleq s_1, \ldots, Y_m(\overline{x}) : t_m \triangleq s_m\} \cup A; S; r\{X \mapsto \lambda \overline{x}.h(Y_1(\overline{x}), \ldots, Y_m(\overline{x}))\},
\]

where \( Y_1, \ldots, Y_n \) are fresh variables of the appropriate types.
Abs: Abstraction
\[ \{ X(\overline{x}) : \lambda_{\overline{x}} t \triangleq \lambda x.s \} \cup A; \quad S \quad \mapsto \\
\{ X'(\overline{x}, y) : t \triangleq s[z \mapsto y] \} \cup A; \quad S; \quad r \{ X \mapsto \lambda \overline{x}.y.X'(\overline{x}, y) \}. \]
where \( X' \) is a fresh variable of the appropriate type.

Sol: Solve
\[ \{ X(\overline{x}) : t \triangleq s \} \cup A; \quad S \quad \mapsto \\
\{ Y(y_1, \ldots, y_n) : (C_1 y_1 \cdots y_n) \triangleq (C_s y_1 \cdots y_n) \} \cup S; \quad r \{ X \mapsto \lambda \overline{y}.Y(q_1, \ldots, q_n) \}, \]
where \( t \) and \( s \) are of a basic type, \( \text{head}(t) \neq \text{head}(s) \), \( q_1, \ldots, q_n \) are distinct subterms of \( t \) or \( s \), \( C_t \) and \( C_s \) are terms such that \((C_t q_1 \cdots q_n) = t \) and \((C_s q_1 \cdots q_n) = s \), \( C_t \) and \( C_s \) do not contain \( x \in \overline{x} \), and \( Y, y_1, \ldots, y_n \) are distinct fresh variables of the appropriate type.

Mer: Merge
\[ \emptyset; \quad \{ X(\overline{x}) : t_1 \triangleq s_1, Y(\overline{y}) : t_2 \triangleq s_2 \} \cup S; \quad r \mapsto \emptyset; \quad \{ X(\overline{x}) : t_1 \triangleq s_1 \} \cup S; \quad r \{ Y \mapsto \lambda \overline{y}.X(\overline{y}) \pi \}, \]
where \( \pi : \{ \overline{x} \} \rightarrow \{ \overline{y} \} \) is a bijection, extended as a substitution, with \( t_1 \pi = t_2 \) and \( s_1 \pi = s_2 \).

To compute generalizations for \( t \) and \( s \), we start with the initial state \( \{ X : t \triangleq s \}; \emptyset; X \), where \( X \) is a fresh variable, and apply the transformations as long as possible. These \emph{final states} have the form \( \emptyset; S; t; r \). Then, the result computed by \( G \) is \( r \).

We use the letters \( C_t \) and \( C_s \) in the Solve rule because these terms resemble multi-contexts. Each of them have a form \( \lambda z_1, \ldots, z_n.C'_t \) and \( \lambda z_1, \ldots, z_n.C'_s \), where the bound variables \( z_1, \ldots, z_n \) play the role of holes. In the store we keep the \( \eta \)-long \( \beta \)-normal form of \( (C_t y_1 \cdots y_n) \) and \( (C_s y_1 \cdots y_n) \). When applied to \( q_1, \ldots, q_n \), \( C_t \) and \( C_s \) give, respectively, \( t \) and \( s \). However, it should be emphasized that it is not the choice of \( C_t \) and \( C_s \) that might cause branching applications of \( \mathsf{Sol} \), but the choice of the subterms \( q_1, \ldots, q_n \). Moreover, choosing different special forms of \( q_1, \ldots, q_n \), we obtain different special versions of the anti-unification algorithm.

One can easily show that rules map a state to a state: For each expression \( X(\overline{x}) : t \triangleq s \in A \cup S \), the terms \( X(\overline{x}) \), \( t \) and \( s \) have the same type, \( s \) and \( t \) are in \( \eta \)-long \( \beta \)-normal form, and \( X \) does not occur in \( t \) and \( s \). Moreover, all genvars are distinct.

The property that each occurrence of \( \lambda \) in \( A \cup S \) binds a unique variable is also maintained. It guarantees that in the Abs rule, the variable \( y \) is fresh for \( s \). After the application of the rule, \( y \) will appear nowhere else in \( A \cup S \) except \( X'(\overline{x}, y) \) and, maybe, \( t \) and \( s \).

\textbf{Theorem 14.} Let \( t \) and \( s \) be terms. Any sequence of transformations in \( G \) starting from the initial state \( \{ X : t \triangleq s \}; \emptyset; X \) terminates and each computed result \( r \) is a \emph{genvar}(\( r, t, s \))-shallow top-maximal generalization of \( t \) and \( s \).

\textbf{Proof.} Let the size of an AUT \( Z(\overline{x}) : p \triangleq q \) be the number of symbols occurring in \( p \) or \( q \), and the size of a set of AUTs be the multiset of sizes of AUTs it contains. Then the first three rules in \( G \) strictly reduce the size of \( A \). Mer applies when \( A \) is empty and strictly reduces the size of \( S \). Hence, the algorithm terminates. The computed result is an \emph{genvar}(\( r, t, s \))-shallow term, since no rule puts one generalization variable on top of another.

Proving that a computed result is a generalization is more involved. First, we prove that if \( A_1; S_1; r \mapsto A_2; S_2; r \vartheta \) is one step, then for any \( X(\overline{x}) : t \triangleq s \in A_1 \cup S_1 \), we have \( X(\overline{x}) \vartheta \subseteq t \) and \( X(\overline{x}) \vartheta \subseteq s \). Note that if \( X(\overline{x}) : t \triangleq s \) was not transformed at this step, then this property trivially holds for it. Therefore, we assume that \( X(\overline{x}) : t \triangleq s \) is selected and prove the property for each rule. We only illustrate it for \( \mathsf{Sol} \) here, for the other rules the proof proceeds as in [8].
Sol: We have \( \vartheta = \{ X \mapsto \lambda \varphi. Y(q_1, \ldots, q_n) \} \), where \( q_1, \ldots, q_n \) are distinct subterms in \( t \) or \( s \). Let \( \psi_1 = \{ Y \mapsto \lambda y_1, \ldots, y_n.(C_t y_1 \cdots y_n) \} \) and \( \psi_2 = \{ Y \mapsto \lambda y_1, \ldots, y_n.(C_s y_1 \cdots y_n) \} \). Since \((C_t q_1 \cdots q_n) = t\), \((C_s q_1 \cdots q_n) = s\), and \( C_t \) and \( C_s \) do not contain any variable \( x \in \mathcal{G} \), we get \( X(\mathcal{G}) \vartheta_1 = X(\mathcal{G})\{ X \mapsto \lambda \varphi. t, \ldots \} = t \), \( X(\mathcal{G}) \vartheta_2 = X(\mathcal{G})\{ X \mapsto \lambda \varphi. s, \ldots \} = s \), and, hence, \( X(\mathcal{G}) \vartheta \leq t \) and \( X(\mathcal{G}) \vartheta \leq s \).

We proceed by induction on the length \( l \) of the transformation sequence. We will prove a more general statement: If \( A_0; S_0; r \vartheta_0 \Rightarrow^* \emptyset; S_n; r \vartheta_0 \vartheta_1 \cdots \vartheta_n \) is a transformation sequence in \( \mathcal{G} \), then for any \( X(\mathcal{G}) : t \triangleq s \in A_0 \cup S_0 \) we have \( X(\mathcal{G}) \vartheta_1 \cdots \vartheta_n \leq t \) and \( X(\mathcal{G}) \vartheta_1 \cdots \vartheta_n \leq s \).

When \( l = 1 \), it is exactly the one-step case we just proved. Assume that the statement is true for any transformation sequence of the length \( n \) and prove it for a transformation sequence \( A_0; S_0; \vartheta_0 \Rightarrow A_1; S_1; \vartheta_0 \vartheta_1 \Rightarrow^* \emptyset; S_n; \vartheta_0 \vartheta_1 \cdots \vartheta_n \) of the length \( n + 1 \).

Below the composition \( \vartheta_i \vartheta_{i+1} \cdots \vartheta_k \) is abbreviated as \( \vartheta_i^k \) with \( k \geq i \). Let \( X(\mathcal{G}) : t \triangleq s \) be an AUT selected for transformation at the current step. (Again, the property trivially holds for the AUTs which are not selected). We have to consider each rule, but, like above, only \( \text{Sol} \) is illustrated. For the other rules the proof is similar to the one in [8].

Sol: We have \( X(\mathcal{G}) \vartheta_1^2 = Y(q_1, \ldots, q_n) \) where \( Y \) is in the store. By the induction hypothesis, \( Y(q_1, \ldots, q_n) \vartheta_1 \vartheta_2 \leq t \) and \( Y(q_1, \ldots, q_n) \vartheta_2 \vartheta_1 \leq s \). Therefore, \( X(\mathcal{G}) \vartheta_1^2 \leq t \) and \( X(\mathcal{G}) \vartheta_1^2 \leq s \).

Finally, note that the obtained generalization is top-maximal, because the algorithm proceeds inserting common top-parts of the input terms in the generalization term as much as possible, and introduces a generalization variable only when a difference is encountered. ▶

Corollary 15. The result computed by \( \mathcal{G} \) for closed terms \( s \) and \( t \) is a shallow top-maximal generalization of \( s \) and \( t \).

As one can notice, the store keeps track of the differences between the original terms and suggests how to obtain them from the generalization. If the computed generalization for \( t \) and \( s \) is \( \lambda \varphi. Y(q_1, \ldots, q_n) \) and the store contains the AUT \( Y(y_1, \ldots, y_n) : (C_t y_1 \cdots y_n) \triangleq (C_s y_1 \cdots y_n) \), the substitution \( \{ Y \mapsto \lambda y_1, \ldots, y_n.(C_t y_1 \cdots y_n) \} \) gives \( t \) and \( \{ Y \mapsto \lambda y_1, \ldots, y_n.(C_s y_1 \cdots y_n) \} \) gives \( s \).

Theorem 16 (Uniqueness modulo \( \simeq \)). Assume that the set \( \{ q_1, \ldots, q_n \} \), \( C_t \), and \( C_s \) in the \( \text{Sol} \) rule are uniquely determined modulo renaming of bound variables. Assume that for a given \( t \) and \( s \), \( \mathcal{G} \) can compute their generalizations \( r_1 \) and \( r_2 \) with different sequence of rule applications. Then \( r_1 \simeq r_2 \).

Proof. In [8] it was proved that different order of the \( \text{Mer} \) rule application gives equivalent solutions, provided that the other rules are applied in a unique way to the selected AUT. The same for \( \text{Abs} \) and \( \text{Dec} \) rules. \( \text{Sol} \) can be applied also only in one way, since \( \{ q_1, \ldots, q_n \} \), \( C_t \), and \( C_s \) are uniquely determined. Therefore, the theorem follows from Theorem 4 in [8]. ▶

4.1 The Solve rule

The \( \text{Sol} \) rule is generic and leaves room for special versions of the algorithm depending on how the subterms \( q_1, \ldots, q_n \) are chosen. The choice of \( C_t \) and \( C_s \) is also important since they might affect applicability of the \( \text{Merge} \) rule. To illustrate the latter, consider the generalization derivation for the terms \( \lambda x.f(g(x,a),g(a,x)) \) and \( \lambda x.f(h(x,a),h(a,x)) \):

\[
\{ \lambda x.f(g(x,a),g(a,x)) \triangleq \lambda x.f(h(x,a),h(a,x)) \}; \emptyset; X \Rightarrow^{\text{Abs, Dec}} \{ X_1(x): g(x,a) \triangleq h(x,a), X_2(x): g(a,x) \triangleq h(a,x) \}; \emptyset; \lambda x.f(X_1(x), X_2(x)) \Rightarrow_{\text{Sol}}
\]
\[
\{ X_2(x) : g(a,x) \triangleq h(a,x) \}; \{ Y(y_1,y_2) : g(y_1,y_2) \triangleq h(y_1,y_2) \};
\]
\[
\lambda x.f(Y(x,a),X_2(x)) \implies_{\text{Sol}}
\]
\[
\emptyset; \{ Y(y_1,y_2) : g(y_1,y_2) \triangleq h(y_1,y_2), Z(z_1,z_2) : g(a,z_1) \triangleq h(z_2,z_1) \};
\]
\[
\lambda x.f(Y(x,a),Z(x,a)).
\]

Here we chose \( C_t, C_s \) terms differently in two applications of \( \text{Sol} \): First time, we had \( q_1 = x, q_2 = a \) and we replaced in \( t = g(x,a) \) and \( s = h(a,x) \) all occurrences of the \( q \)'s by fresh variables. Second time, in \( t = g(a,x) \) and \( s = h(a,x) \), we again took \( q_1 = x, q_2 = a \), but the occurrence of \( q_2 \) in \( t \) is not replaced by a new variable. It resulted into the terminal store. However, the obtained generalization is not an Igg. An Igg would be \( \lambda x.f(Y(x,a),Y(a,x)) \).

If in the second application of \( \text{Sol} \) we again replaced all occurrences of the \( q \)'s by fresh variables, we would make the step, leading to the mentioned Igg:

\[
\emptyset; \{ Y(y_1,y_2) : g(y_1,y_2) \triangleq h(y_1,y_2), Z(z_1,z_2) : g(z_2,z_1) \triangleq h(z_2,z_1) \};
\]
\[
\lambda x.f(Y(x,a),Z(x,a)) \implies_{\text{Mer}}
\]
\[
\emptyset; \{ Y(y_1,y_2) : g(y_1,y_2) \triangleq h(y_1,y_2) \}; \lambda x.f(Y(x,a),Y(a,x)).
\]

Now we will formulate general rules for choosing the subterms \( q_1, \ldots, q_n \) and terms \( C_t \) and \( C_s \) in \( \text{Sol} \). The rules will depend on a generic selection function. The function chooses subterms that satisfy a condition allowing them to appear under genvars. Our goal is to show that if \( q_1, \ldots, q_n, C_t \), and \( C_s \) in \( \text{Sol} \) are chosen according to the rules, then the computed generalization is least general among all similar generalizations.

Note that the condition of \( \text{Sol} \) implies that \( q_1, \ldots, q_n \) contain all variables from \( \mathcal{X} \) that appear in \( t \) or in \( s \), and contain none from \( \mathcal{Y} \) that appear neither in \( t \) nor in \( s \).

We call \( (p_1, p_2) \) an extended position pair if \( p_1 \) and \( p_2 \) are either positions (positive integer sequences), or \( p_1 \) is a position and \( p_2 = \bullet \) (a special symbol), or \( p_1 = \bullet \) and \( p_2 \) is a position. The symbol \( \bullet \) is not comparable with any position with respect to prefix ordering \( \preceq \). The latter is extended to pairs componentwise: \( (p_1, p_2) \preceq (l_1, l_2) \) iff \( p_i \preceq l_i, i \in \{1,2\} \). Then for its strict part, \( (p_1, p_2) < (l_1, l_2) \) iff either \( p_1 < l_1 \) and \( p_2 \preceq l_2 \), or \( p_1 \preceq l_1 \) and \( p_2 < l_2 \).

Given two terms \( t_1 \) and \( t_2 \), a triple of subterm occurrence in \( t_1 \) or \( t_2 \) is a triple \( (p_1, p_2, s) \) where \( (p_1, p_2) \) is an extended position pair such that

- if \( p_1 \in \text{Pos}(t_1), i \in \{1,2\} \), then \( s = t_1|_{p_1} = t_2|_{p_2} \),
- if \( p_1 \in \text{Pos}(t_1) \) and \( p_2 = \bullet \), then \( s = t_1|_{p_1} \) and \( s \) does not occur in \( t_2 \),
- if \( p_1 = \bullet \) and \( p_2 \in \text{Pos}(t_2) \), then \( s = t_2|_{p_2} \) and \( s \) does not occur in \( t_1 \).

Now we define a selection function which will be used to define the ways we could select the terms \( q_1, \ldots, q_n \) in the \( \text{Sol} \) rule. It will depend on a special condition, a parameter, whose specific values will give specific variants of higher order generalizations in the next sections.

\begin{definition}
Given a set of variables \( \{ \mathcal{X} \} \) and terms \( t_1 \) and \( t_2 \), the Select function with the parametric condition \( \text{cond} \), \( \text{Select}_{\text{cond}}(\{ \mathcal{X} \}, t_1, t_2) \), is the set of all subterm occurrence triples \( Q = \{(p_1^1, p_2^1, s_1), \ldots, (p_1^k, p_2^k, s_k)\} \) in \( t_1 \) or in \( t_2 \) such that
\end{definition}

1. \( \text{cond}(\{ \mathcal{X} \}, t_1, t_2, Q) \) holds.
2. If a variable from \( \{ \mathcal{X} \} \) appears in position \( p \) in \( t_1 \) (resp. in \( t_2 \)), then there exist \( p' \leq p \) and \( l \) such that \( (p', l, t_1|_{p'}) \in Q \) (resp. \( (l, p', t_2|_{p'}) \in Q \)).
3. For all \((p_1, p_2, s) \in Q\), there is no \((p_1', p_2', s') \in Q\) such that \((p_1', p_2') < (p_1, p_2)\) holds.

Now we define general rules for choosing \( q_1, \ldots, q_n, C_t \), and \( C_s \) in \( \text{Sol} \). Let \( \{ X(\mathcal{X}) : t \triangleq s \} \) \( \in A \) be the set of AUTs on which \( \text{Sol} \) operates. Let \( \text{Select}_{\text{cond}}(\{ \mathcal{X} \}, t, s) = Q \). The rule of choosing \( q_1, \ldots, q_n \) in \( \text{Sol} \) is the following:
Those which try to find similarities under different-head terms to be generalized and
Those which do not care about common subterms under different-head terms to be
generalized.

We prefer the name projection-based, since it directly indicates how the anti-unifiers look.
The instance of CR:
Let $Q = \{(p_{i1}, l_{i1}, q_i), \ldots, (p_{ik}, l_{ik}, q_i) \mid 1 \leq i \leq n\}$. Then:

$$C_t = \lambda y_1, \ldots, y_n. t[p_{i1} \mapsto y_1] \cdots [p_{ik} \mapsto y_1] \cdots [p_{n1} \mapsto y_n]$$
$$C_s = \lambda y_1, \ldots, y_n. s[l_{i1} \mapsto y_1] \cdots [l_{ik} \mapsto y_1] \cdots [l_{n1} \mapsto y_n] \cdots [l_{nk} \mapsto y_n].$$

CR says that no eligible occurrence of each $q_i$ is kept in $C_t$ and $C_s$. In those positions, if they still exist in $C_t$ and $C_s$, we have the variable $y_i$.

The next step is to define special cases of the generic algorithm by specifying $\text{cond}$.

5.1 Projection-based variant
This is the simplest case. If $t$ and $s$ appear in the $\text{Sol}$ rule, we should keep both of them in the generalization. Therefore, we specify $\text{Select}$ and, consequently, QR and CR as follows:

**Specifying $\text{Select}_{\text{cond}}(\{\overline{x}\}, t, s)$:** $\text{cond}$ is always true.

The instance of QR: $q_1 = t$, $q_2 = s$.

The instance of CR: $C_t = \lambda z_1, z_2, z_1, C_s = \lambda z_1, z_2, z_2$.

After applying $\text{Sol}$ with $\text{Select}_{\text{cond}}$ specified above, the new AUT in the store will have the form $Y(y_1, y_2) : y_1 \triangleq y_2$. By the exhaustive application of the $\text{Mer}$ rule we get that if the computed result contains genvars, then it contains only one such variable (maybe with multiple occurrences). Therefore, we can ignore Mer and use the same variable. The store is not needed at all, since merging is superfluous and the anti-unifiers are fixed to projections. The instance of $\text{Sol}$ rule is denoted by $\text{Sol-PrB}$, and the obtained algorithm by $\phi_{\text{prb}}$.

Generalizations that retain both terms whose heads are different are called imitation-free
generalizations in [10] (where only second-order generalizations are considered), motivated from [9]. The name originates from the fact that one does not need imitation anti-unifiers. We prefer the name projection-based, since it directly indicates how the anti-unifiers look.

**Theorem 18.** $\phi_{\text{prb}}$ computes a projection-based genvar($r, t, s$)-shallow top-maximal generalization $r$ of the input terms $t$ and $s$ in linear time.
Proof. Top-maximality and shallowness of \( r \) follow from Theorem 14, the projection-based property from the instances on QR and CR, and the linear time complexity from the fact that each symbol in the input is processed only once, when it is put into the generalization.

\begin{theorem}[Completeness of \( \mathfrak{S}_{\text{prb}} \)]\label{thm:completeness_prb}
If \( r_0 \) is a projection-based genvar\( (r_0, t, s) \)-shallow top-maximal generalization of \( t \) and \( s \), then \( \mathfrak{S}_{\text{prb}} \) computes \( r \), starting from \( t \) and \( s \), such that \( r_0 \preceq r \).
\end{theorem}

Proof sketch. Top maximal projection-based genvar-shallow generalizations of \( t \) and \( s \) can differ from each other only by the number of duplicates among genvars. \( \mathfrak{S}_{\text{prb}} \) maximizes their sharing. Hence, \( r \) is less general than any projection-based genvar-shallow generalization.

\begin{corollary}
Projection-based variant of higher-order anti-unification is unitary.
\end{corollary}

Proof. Follows from Theorem 19 and Theorem 16, since the specification of instances of QR and CR makes the \( q \)'s and \( C \)'s in the Solve rule uniquely determined.

Interestingly, projection-based generalizations are least general among all top-maximal generalizations that do not nest genvars:

\begin{theorem}
Let \( r_1 \) and \( r_2 \) be respectively genvar\( (r_1, t, s) \)- and genvar\( (r_2, t, s) \)-shallow top-maximal generalizations of \( t \) and \( s \). Assume that \( r_1 \) is projection-based. Then \( r_2 \preceq r_1 \).
\end{theorem}

Proof. By the definition of projection-based generalization, the symbols occurring above the positions of genvars are common for \( t \) and \( s \). Top-maximality requires that common symbols are retained in the generalization. Let \( r_1 \) and \( r_2 \) contain a genvar in position \( p \). Since they are top-maximal, all symbols above \( p \) are common in \( s \) and \( t \). Since \( r_1 \) is genvar\( (r_1, t, s) \)-shallow and projection-based, \( r_1|_p \) should have a form \( Y(t|_p, s|_p) \), where \( Y \) is a genvar.

Also, \( r_2 \) is genvar\( (r_1, t, s) \)-shallow. Therefore, \( r_2|_p \) has a form \( X(q_1, \ldots, q_n) \), where each \( q_i \) is a subterm of \( t|_p \) or \( s|_p \). Since \( r_2 \) is a generalization of \( t \) and \( s \), there exist substitutions \( \sigma_1 \) and \( \sigma_2 \) such that \( X(q_1, \ldots, q_n)\sigma_1 = t|_p \) and \( X(q_1, \ldots, q_n)\sigma_2 = s|_p \). Then \( r_1|_p \) can be obtained from \( r_2|_p \) by the substitution \( \{ X \mapsto \lambda y_1, \ldots, y_n. Y(X(y_1, \ldots, y_n)\sigma_1, X(y_1, \ldots, y_n)\sigma_2) \} \).

Because of top-maximality and shallowness, \( r_1 \) and \( r_2 \) have genvars in the same positions. The projection-based property implies that \( r_1 \) contains only one genvar, which we denoted by \( Y \) above. Repeating the above reasoning for each genvar position finishes the proof.

A disadvantage of projection-based generalizations is that if two subterms do not have the same head, projection-based generalization does not focus on their common parts. However, often it is interesting to report the commonalities between such subterms. This is what common-subterm generalization is about.

### 5.2 Generalization with common subterms

#### 5.2.1 CS-variant

In the definition of cs-generalizations (Definition 10) we just required the set \( \{r_1, \ldots, r_n\} \) to originate from some set of common subterms of \( s|_p \) and \( t|_p \). Such a relaxed definition will allow us in the next sections to relate the cs-variant to more specific categories such as rfc-, fc-, and pattern variants. However, for the Select function we need a stronger way to choose \( \{r_1, \ldots, r_n\} \), since we aim at computing lgs. Therefore, we introduce the notion of position-maximal common subterm of two terms:
Definition 22. Let $t_1$, $t_2$, and $s$ be terms such that for some positions $p_i$ of $t_1$ and $p_j$ of $t_2$, we have $t_1|_{p_i} = t_2|_{p_j} = s$. We say that $s$ is a $(p_1, p_2)$-maximal common subterm of $t_1$ and $t_2$ if

$$= p_1 = \epsilon \text{ or } p_2 = \epsilon \text{, or}$$

$$= p_1 = p_1', i_1 \text{ and } p_2 = p_2', i_2 \text{ for some } p_1', i_1, p_2', i_2, \text{ and } t_1|_{p_i'} \neq t_2|_{p_j'}.$$

A common subterm of two terms is position-maximal if it is their $(p_1, p_2)$-maximal common subterm for some positions $p_1$ of $t_1$ and $p_2$ of $t_2$.

The set of position-maximal common subterm occurrence triples of $t_1$ and $t_2$ is defined as $\text{pmcso}(t_1, t_2) := \{(p_1, p_2, s) \mid s \text{ is a } (p_1, p_2)\text{-maximal common subterm of } t_1 \text{ and } t_2 \}.$

Given an $\text{pmcso}(t_1, t_2)$ and a set of variables $\chi$ such that no bound variable occurring as the term of a triple of $\text{pmcso}(t_1, t_2)$ is in $\chi$, an $\chi$-extension of $\text{pmcso}(t_1, t_2)$ is the set

$$\text{pmcso}_\chi(t_1, t_2) := \text{pmcso}(t_1, t_2) \cup \{ (p, \bullet, x) \mid x \in \chi \setminus \text{fv}(t_2) \text{, } p \text{ is the first position with } t_1|_p = x \}$$

$$\cup \{ (\bullet, p, x) \mid x \in \chi \setminus \text{fv}(t_1) \text{, } p \text{ is the first position with } t_2|_p = x \}.$$

Remark. Since it is enough to have one occurrence of $(p, \bullet, x)$ and $(\bullet, p, x)$, it does not matter how $p$ is computed. We can, e.g., assume that it is the first leftmost-outermost position.

Example 23. The set of all position-maximal common subterms of $f(g(x), g(x), g(g(x)))$ and $h(g(x), a, b) = \{g(x), g(g(x))\}$, where $g(x)$ is the $(1, 1, 1)$- and $(2, 1, 1)$-maximal common subterm, and $g(g(x))$ is the $(3, 1)$-maximal common subterm.

Now, we obtain the special case of the $\text{Sol}$ rule for position-maximal common subterms by choosing cond and, as a consequence, QR, as follows:

**Specifying Select**

$$\text{cond}({\mathcal{F}}), t, s): \text{cond}({\mathcal{F}}), t, s, Q) \text{ is true iff } Q = \text{pmcso}_\chi({\mathcal{F}})(t, s).$$

The instance of QR: $\{q_1, \ldots, q_n\}$ is the ${\mathcal{F}} \cap \text{fv}(t) \cup \text{fv}(s)$-extension of the set of all position-maximal common subterms of $t$ and $s$.

$\text{cond}$ and the item 2 of the definition of Select (Definition 17) imply that we have $\{\mathcal{F}\} \cap \text{fv}(t) \cup \text{fv}(s)$-extension in the instance of QR. Without item 2, it would be just $\{\mathcal{F}\}$-extension. Note that for computing cs-generalizations, it would be sufficient to take $\{\mathcal{F}\}$-extensions, but we aim at computing cs-lgs, that’s why we would keep only the necessary variables from $\{\mathcal{F}\}$ in generalizations. The necessary ones are those that appear in $t$ or in $s$.

Yet another remark, which concerns the difference between cs-generalizations and Select is that the $q’s$ we get from $\text{QR}$ form the set of all position-maximal common subterms of the terms to be generalized, while in cs-generalization the free variables apply to some set of common subterms of those terms. This difference is motivated by our wish to have, on the one hand, rfc-, fc-, and pattern-lgs later as special cs-generalizations and, on the other hand, to compute cs-lgs by the specific version of $\text{Sol}$. The specified instance of $\text{cond}$ does not imply any special form of $C_t$ and $C_s$. They are like it was defined in CR.

The obtained instance of $\text{Sol}$ is denoted by $\text{Sol-CS}$, and the obtained algorithm by $\mathcal{G}_{cs}$. We get the theorem, in which (and in the analogous theorems for rfc, fc, and patterns below) $n$ is the size of the input:

**Theorem 24.** $\mathcal{G}_{cs}$ computes a cs-generalization of two terms in time $O(n^3)$.

**Proof.** Top-maximality and genvar-shallowness follow from Theorem 14. The cs-generalization property follows from the instance of $\text{QR}$. Selecting position-maximal common subterms from two terms can take quadratic time, and $\mathcal{G}_{cs}$ can perform this operation linearly many times. Hence the cubic time complexity. Merging at the end can not make it worse. ▶
**Theorem 25** (Completeness of $\mathfrak{G}_{cs}$). Let $r_0$ be a cs-generalization of $t$ and $s$. Then $\mathfrak{G}_{cs}$ computes a generalization $r$ of $t$ and $s$ such that $r_0 \preceq r$.

**Proof sketch.** Cs-generalizations differ from each other by the amount of position-maximal common subterms they take in the generalization, and by the number of duplicate generalization variables. The Select function makes sure that $\mathfrak{G}_{cs}$ puts in generalizations as many position-maximal common subterms as possible, and the exhaustive application of Mer makes all possible sharings of genvars. These arguments imply that $r_0 \preceq r$.

**Corollary 26.** Cs-variant of higher-order anti-unification is unitary.

**Proof.** Follows from Theorem 25 and Theorem 16, since the specification of instances of QR and CR makes the $q$’s and $C$’s in the Solve rule uniquely determined.

**Example 27.** Let $t = \lambda x_1.f(g_1(x_1, a), g_2(\lambda x_2.h(x_2)))$, $s = \lambda y_1.f(h_1(a, a), h_2(\lambda y_2.h(y_2)))$. $\mathfrak{G}_{cs}$ gives $\lambda x_2.f(Z_1(x_1, a), Z_2(\lambda x_2.h(x_2)))$. (See Example 44 in Appendix.) If we had $\{X\}$-extension in the instance of QR, we would get $\lambda x_1.f(Z_1(x_1, a), Z_3(x_1, \lambda x_2.h(x_2)))$, which is more general than $\lambda x_1.f(Z_1(x_1, a), Z_2(\lambda x_2.h(x_2)))$.

**Example 28.** let $t = \lambda x.f(g(x), h(x, a))$ and $s = \lambda y.h(g(y), a)$. Then $\mathfrak{G}_{cs}$ gives the final state $\emptyset$; $\{Y(y_1, y_2, y_3) : f(y_2, h(y_1, y_3)) \triangleq h(y_2, y_3); xx.Y(x, g(x), a)$.

In some applications, it is desirable that the arguments of free variables are not subterms of each other. This requirement leads to generalization for (relaxed) fc- and patterns. These special cases also rely on position-maximal common subterm computation, but the obtained set is filtered. For those variants, in the sections below, we assume that the input terms are closed. Otherwise we will need to add some extra tests to make sure that free variables from the input appear in the generalization only if they do not violate the rfc-, fc-, or patterns restrictions. It will just make things more cumbersome without giving any special insights about the problem. Therefore, for simplicity, we prefer to work with closed input.

For closed input terms, genvar-shallow generalizations are just shallow generalizations. Therefore, below we will mention only the latter.

### 5.2.2 RFC-variant

From Definition 11 it follows that rfc-generalizations are shallow, but not necessarily top-maximal. Moreover, even top-maximal rfc-generalizations do not have to be cs-generalizations. For instance, if $s = \lambda x.f(h_1(g_1(x)), h_1(g_2(x)))$ and $t = \lambda x.f(h_2(g_1(x)), h_2(g_2(x)))$, then $r = \lambda x.f(X(g_1(x), g_2(x)), X(g_1(x), g_2(x)))$ is an rfc-generalization of $s$ and $t$, but it is not a cs-generalization. However, top-maximal rfc-lggs are cs-generalizations:

**Theorem 29.** Let $r$ be a top-maximal rfc-lgg of $s$ and $t$. Then $r$ is their cs-generalization.

**Proof.** Let $X(r_1, \ldots, r_n) = r|_p$, where $X$ is a genvar. Since $r$ is an rfc-term, $(\{X\}, B, X(r_1, \ldots, r_n))$ is an rfc-triple, where $B$ is the set of variables bound by $\lambda$ above the position $p$. The terms $r_1, \ldots, r_n$ should contain all variables from $B \cap \{fv(s)|_p \cup fv(l|_p)\}$, otherwise $X(r_1, \ldots, r_n)$ can not generalize $s|_p$ and $l|_p$. Moreover, $r_1, \ldots, r_n$ should be common subterms of $s|_p$ and $l|_p$. Otherwise it will violate the assumption that $r$ is an lgg: if, say, $r_n$ is not a common subterm of $s|_p$ and $l|_p$ (in the sense mentioned in the previous section), then $Y(r_1, \ldots, r_{n-1})$ will be again a generalization of $s|_p$ and $l|_p$, but less general than $X(r_1, \ldots, r_n)$. By the assumption, $r$ is top-maximal. As an rfc-generalization, $r$ is shallow. Since $p$ was an arbitrary position with a genvar, all these conditions imply that $r$ is a cs-generalization of $s$ and $t$. ▶
Since we aim at computing rfc-lggs, we can take an instance of the \( \text{Sol} \) rule so that it generates only those rfc-generalizations that are cs-generalizations. We call them \( \{ \text{cs, rfc} \} \)-generalizations. In them, in addition to the common-subterms condition in Definition 10, the subterms of genvars should satisfy argument and local restrictions. It leads to the instance of \( \text{Select} \), in which \( \text{cond} \) starts from the set \( Q \) as in cs-generalizations, and removes from it those terms that violate argument and local restrictions:

### Specifying Select

#### \( \text{cond} \) for \( \{ \text{x} \} \), \( t, s \):

\( \text{cond}(\{ \text{x} \}, t, s) \) is true iff \( Q \) is obtained from the set

\[ \text{pmcsol}_x(t, s) \]

by removing from it

\begin{enumerate}
  \item all triples \((p_1, p_2, q)\) where \( q \) is not \( \{ \text{x} \} \)-restricted in \( t \equiv s \)  
  \item all triples \((p'_1, p'_2, q_j)\) for which there exists \((p_1, p_2, q_j) \in \text{pmcsol}_x(t, s) \) such that \( q_j \) is not \( \{ \text{x} \} \)-restricted in \( t \equiv s \).
\end{enumerate}

The instance of QR: \( \{ q_1, \ldots, q_n \} \) is the largest set of position-maximal common subterms of \( t \) and \( s \) whose \( \eta \)-normal forms are \( \{ \text{x} \} \cap (\text{fv}(t) \cap \text{fv}(s)) \)-restricted in \( t \) or in \( s \), and none of those \( \eta \)-normal forms are subterms of each other.

Similar to the previous section, the terms \( C_t \) and \( C_s \) do not have any special form. Defining the \( q \)'s in this way, it is easy to see that \( Y(q_1, \ldots, q_n) \), in the generalization computed by \( \text{Sol} \) satisfies both the argument restriction and the local restriction. The obtained rule is called Sol-RFC, and the algorithm \( \text{Sol}_{rfc} \). We get the theorem:

#### Theorem 30

\( \text{Sol}_{rfc} \) computes a top-maximal \( \{ \text{cs, rfc} \} \)-generalization in time \( O(n^3) \).

#### Proof.

From Theorem 14 we get top-maximality and shallowness (since the input is assumed to be closed). The \( \{ \text{cs, rfc} \} \)-property follows from the instance of QR. The \( O(n^3) \) time of computing cs-generalizations dominates the time needed to filter out subterms that violate the rfc-property (since argument and local restrictions are checked in quadratic time).

#### Theorem 31 (Completeness of \( \text{Sol}_{rfc} \)).

Let \( r_0 \) be a top-maximal rfc-generalization of \( t \) and \( s \). Then \( \text{Sol}_{rfc} \) computes a generalization \( r \) of \( t \) and \( s \) such that \( r_0 \preceq r \).

#### Proof sketch.

Among two top-maximal rfc-generalizations, the one with all position-maximal common subterms and all possible sharings of genvars is less general.

#### Corollary 32

Rfc-variant of higher-order anti-unification is unitary.

#### Proof.

Follows from Theorem 31 and Theorem 16, since the specification of instances of QR and CR makes the \( q \)'s and \( C \)'s in the \( \text{Solve} \) rule uniquely determined.

#### Example 33

Let \( t = \lambda x.f(h_3(g(g(x)), a, b), h_2(g(g(x)))) \), \( s = \lambda y.f(h_3(g(g(y)), g(y), a), h_4(g(g(y)))) \). Then \( \text{Sol}_{rfc} \) stops with the final state \( \emptyset \); \( \{ Y_1(y_1) : h_1(g(y_1), a, b) \} = h_3(g(y_1), y_1, a), Y_2(y_2) : h_2(y_2) \} = h_4(y_2) \}; \lambda x.f(Y_1(g(x)), Y_2(g(g(x)))) \).

### 5.2.3 FC-variant

Fc-generalizations are also rfc-generalizations and, hence, the properties of rfc-generalizations are valid for fc-generalizations as well. The counterpart of Theorem 29 holds. Analogously to the rfc case, here we aim at computing \( \{ \text{cs, fc} \} \)-generalizations.

The peculiarity here is that we have to take into account the global condition of fc-terms. Therefore, we need to impose a strategy on the application of the (yet to be defined) instance of the \( \text{Sol} \) rule: It should be applied only if no other rule applies. Let at this moment \( A \)

---

1. We look here at \( t \equiv s \) as a term, also in the selection functions for fc- and pattern generalizations later.
be the set \( \{X_1(x_1), \ldots, X_k(x_k) : t_i \triangleq s_i \} \). Let \( M_i, 1 \leq i \leq m \), be the set of all position-maximal common subterms of \( t_i \) and \( s_i \), and let \( M = \bigcup_{i=1}^{k} M_i \). Then we formulate the instance of Select, in which \( \cond \) takes into account \( M \), and filters out terms violating argument, local, and global restrictions:

**Specifying Select**

\[ \text{cond}(\{x\}, t, s) : \text{cond}(\{x\}, t, s, Q) \] is true iff \( Q \) is obtained from the set \( \text{pmcso}_{\text{cond}}(t,s) \) by:

(a) removing all \( (p_1, p_2, q) \in \text{pmcso}_{\text{cond}}(t,s) \) where \( q \notin \eta \)-restricted in \( t \triangleq s \) and

(b) replacing all \( (p'_1, p'_2, q) \in \text{pmcso}_{\text{cond}}(t,s) \) by \( (p'_1, p'_2, q) \), where \( q_j \in \eta \) and \( q_j \in M \).

Note that the condition (b) here includes as a special case the condition (b) from the Select instance for rfc-generalizations. This selection function, by Definition 17, leads to the following instance of QR:

**The instance of QR:** Let \( Q \) be the largest set of position-maximal common subterms of \( t \) and \( s \) whose \( \eta \)-normal forms are \( \{x\} \cap (\text{fv}(t) \cap \text{fv}(s)) \)-restricted in \( t \) or \( s \). Then \( \{q_1, \ldots, q_n\} \) is obtained from \( Q \) by replacing all \( q_i \in Q \) by \( q_i \in M \), if \( q_j \in \eta \).

Since we take into account the whole of \( M \) when deciding which subterms to keep under the gvars, the global restriction of fc-terms is satisfied. Similar to the cs- and rfc-variants, the terms \( C_t \) and \( C_s \) here do not have any special form. The obtained instance of Sol is denoted by Sol-FC, and the algorithm by \( \Phi_{fc} \). The theorems below can be proved similarly to their rfc-counterparts:

- **Theorem 34.** \( \Phi_{fc} \) computes a top-maximal \{cs, fc\}-generalization in time \( O(n^3) \).

- **Theorem 35 (Completeness of \( \Phi_{fc} \)).** Let \( r_0 \) be a top-maximal fc-generalization of \( t \) and \( s \). Then \( \Phi_{fc} \) computes a generalization \( \sigma \) of \( t \) and \( s \) such that \( r_0 \preceq \sigma \).

- **Corollary 36.** Fc-variant of higher-order anti-unification is unitary.

- **Example 37.** For terms in Example 33, \( \Phi_{fc} \) stops with the final state \( \emptyset \): \( \{Y_1(y_1) : h_1(g(y_1), a, b) \triangleq h_3(g(y_1), y_1, a), Y_2(y_2) : h_2(g(y_2)) \triangleq h_4(g(y_2))\} ; \lambda x.f(Y_1(g(x)), Y_2(g(x))) \).

## 5.2.4 Pattern variant

Similarly to rfc- and fc-generalizations, pattern generalizations are shallow but not necessarily top-maximal (and, consequently, not cs-generalizations). For instance, \( \lambda x.y.f(X(x, y)) \) is a pattern generalization of \( s = t = \lambda x.y.f(g(x)) \), which is neither top-maximal nor cs-generalization. However, pattern lggs are top-maximal and retain common subterms (note the difference from rfc- and fc-generalization, where lggs are not necessarily top-maximal):

- **Theorem 38.** A least general pattern generalization of two terms is their cs-generalization.

**Proof.** Top-maximality of pattern lgg follows from completeness of pattern generalization algorithm described in [7, 8]. The rest of the proof is similar to the proof of Theorem 29.

**Specifying Select**

\[ \text{cond}(\{x\}, t, s) : \text{cond}(\{x\}, t, s, Q) \] is true iff \( Q \) is obtained from the set \( \text{pmcso}_{\text{cond}}(t,s) \) by:

(a) removing all \( (p_1, p_2, q) \in \text{pmcso}_{\text{cond}}(t,s) \) where \( q \notin \eta \)-restricted in \( t \triangleq s \) and

(b) replacing all \( (p'_1, p'_2, q) \in \text{pmcso}_{\text{cond}}(t,s) \) by \( (p'_1, p'_2, q) \), where \( x_j \in \eta \) and \( x \in \{x\} \).

We wrote Select in this form to relate it to the selection functions of the other common subterms based generalizations (cs, rfc, fc). It leads to the instances of QR and CR:
The instance of QR: \( \{ q_1, \ldots, q_n \} = \{ x \} \cap (fv(t) \cup fv(s)) \).
The instance of CR: \( C_t = t, C_s = s, y_i = q_i \).

The obtained instance of Sol is denoted by \( \text{Sol-P} \), and the obtained algorithm by \( \emptyset_{\text{pat}} \). It is, in fact, the algorithm from [8], for the closed input. It is complete. The theorem below is also from [8]:

\[ \text{Theorem 39. } \emptyset_{\text{pat}} \text{ computes a least general pattern generalization in time } O(n). \]

It is known from [8] that pattern variant of higher-order anti-unification is unitary. It can be also seen from Theorem 16 and the definitions of the instances of QR and CR above, which makes the choice of the \( q \)'s and \( C \)'s in Sol unique.

6 Conclusion

We described a general framework for computing top-maximal genvar-shallow generalizations of two terms and proved its properties. Appropriate instantiation of the framework gives concrete instances of variants of higher-order anti-unification. By instantiations, we obtained four new unitary variants of higher-order generalization.
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### A Examples

**Example 40.** Let \( t = \lambda x. f(g(x), g(g(x))) \) and \( s = \lambda x. h(g(g(x)), g(x)) \). Then

- \( r_0 = \lambda x. X(f(g(x), g(g(x))), h(g(g(x)), g(x))) \) is a shallow top-maximal lgg of \( t \) and \( s \).
- \( r_1 = \lambda x. Y(g(x), g(g(x))) \) is a top-maximal rfc-lgg of \( t \) and \( s \). We have \( r_1 \leq r_0 \). Note that \( r_2 = \lambda x. Y(g(x), g(x)) \) is also a top-maximal rfc-generalization with \( r_1 \equiv r_2 \).
- \( r_3 = \lambda x. Z(g(x)) \) is a top-maximal fc-lgg of \( t \) and \( s \). In this case we have \( r_3 \equiv r_1 \), because \( r_3 \{ Z \mapsto \lambda x. Y(x, g(x)) \} = r_1 \) and \( r_1 \{ Y \mapsto \lambda x. y. Z(x) \} = r_3 \).
- \( r_4 = \lambda x. X(x) \) is a top-maximal pattern-lgg of \( t \) and \( s \) and \( r_4 \not< r_3 \).

**Example 41.** Let \( t = \lambda x. f(x, x) \) and \( s = \lambda x. f(g(x)), g(x)) \). Then the non-shallow term \( r = \lambda x. f(Y(Y(x)), Y(x)) \) is a top-maximal generalization of \( t \) and \( s \), and is less general than their shallow top-maximal generalization \( \lambda x. f(Z(x, g(g(x))), Z(x, g(x))) \).

**Example 42.** Let \( t = \lambda x, y. X(f(x), f(y)) \) and \( s = \lambda x, y. X(g(y), g(x)) \). Then the term \( r = \lambda x, y. X(f(x), g(y)), Y(f(y), g(x))) \) is a genvar\((r, t, s)\)-shallow top-maximal lgg of \( t \) and \( s \), but not a shallow top-maximal lgg.
Then we get the following derivation in Example 45.

\[
\begin{align*}
\{ X : \lambda x. f(g(x), g(x), g(g(x))) \} & \triangleq h \cdot g(g(y)), a, b \}; \; X \rightarrow_{\text{Abs}} \\
\{ X'(x) : f(g(x), g(x), g(g(x))) \} & \triangleq h(g(x)), a, b \}; \; \lambda x. X'(x) \rightarrow_{\text{Sol-CS}} \\
\emptyset; \{ Y : f(y_1, y_1, y_2) \} & \triangleq h(y_2), a, b \}; \; \lambda x. Y(g(x), g(g(x))).
\end{align*}
\]

In the Sol-CS step, we compute all position-maximal common subterms and their positions as in Example 23. Therefore, \( f(y_1, y_1, y_2) \) and \( h(y_2, a, b) \) are obtained from

\[
\begin{align*}
f(g(x), g(x), g(g(x)))[1 \mapsto y_1][2 \mapsto y_1][3 \mapsto y_2] \quad \text{and} \\
h(g(x), a, b)[1.1 \mapsto y_1][1.1 \mapsto y_1][1 \mapsto y_2],
\end{align*}
\]

respectively. To obtain \( t \) (resp., \( s \)) from the computed generalization \( \lambda x. Y(g(x), g(g(x))) \), we need to apply the substitution \( \{ Y \mapsto \lambda y_1, y_2, f(y_1, y_1, y_2) \} \) (resp., \( \{ Y \mapsto \lambda y_1, y_2, g(y_2, a, b) \} \)) to it. These substitutions can be directly read off the store.

**Example 44.** Let \( t = \lambda x_1.f(g_1(x_1, a), g_2(\lambda x_2.h(x_2))) \), \( s = \lambda y_1.f(h_1(a, a), h_2(\lambda y_2.h(y_2))) \). Then we get the following derivation in \( \mathfrak{E}_{cs} \):

\[
\begin{align*}
\{ X : \lambda x_1.f(g_1(x_1, a), g_2(\lambda x_2.h(x_2))) \} & \triangleq h_1(a, a), h_2(\lambda y_2.h(y_2))); \; \emptyset; \; X \rightarrow_{\text{Abs}} \\
\{ Y(x_1) : f(g_1(x_1, a), g_2(\lambda x_2.h(x_2))) \} & \triangleq f(h_1(a, a), h_2(\lambda y_2.h(y_2))); \; \emptyset; \; \lambda x_1.Y(x_1) \rightarrow_{\text{Dec}} \\
\{ Y_1(x_1) : g_1(x_1, a) \} & \triangleq h_1(a, a), Y_2(x_1) : g_2(\lambda x_2.h(x_2)) \} \triangleq h_2(\lambda y_2.h(y_2)); \; \emptyset; \; \lambda x_1.f(Y_1(x_1), Y_2(x_1)) \\
\end{align*}
\]

Here Sol-CS rule applies. The set of position-maximal common subterms of \( g_1(x_1, a) \) and \( h_1(a, a) \) is \( \{ a \} \). We need to extend it by \( x_1 \), because \( x_1 \) has been bound before (as \( Y_1(x_1) \) tells) and it appears in \( g_1(x_1, a) \). Hence, after this extension we get the set \( \{ x_1, a \} \), which will be introduced in the generalization. The store also changes correspondingly:

\[
\begin{align*}
\{ Y_2(x_1) : g_2(\lambda x_2.h(x_2)) \} & \triangleq h_2(\lambda y_2.h(y_2)); \; \{ Z_1(z_1, z_2) : g_1(z_1, z_2) \} & \triangleq h_1(z_2, z_2); \\
\lambda x_1.f(Z_1(x_1, a), Y_2(x_1)) \\
\end{align*}
\]

Also here, we use Sol-CS. The set of position-maximal common subterms of \( g_2(\lambda x_2.h(x_2)) \) and \( h_2(\lambda y_2.h(y_2)) \) is \( \{ \lambda x_2.h(x_2) \} \) (modulo \( \alpha \)-equivalence). This set will not be extended by any bound variable, because the only candidate, \( x_1 \), appears neither in \( g_2(\lambda x_2.h(x_2)) \) nor in \( h_2(\lambda y_2.h(y_2)) \). Therefore, we get

\[
\emptyset; \{ Z_1(z_1, z_2) : g_1(z_1, z_2) \} & \triangleq h_1(z_2, z_2), Z_2(z_3) : g_2(z_3) \triangleq h_2(z_3); \\
\lambda x_1.f(Z_1(x_1, a), Z_2(\lambda x_2.h(x_2))).
\]

Note that if we had \( \{ x \} \)-extension instead of \( \{ x \} \cap (fv(t) \cup fv(s)) \)-extension in the instance of QR above, then in the last step we would get the generalization \( \lambda x_1.f(Z_1(x_1, a), Z_2(x_1, \lambda x_2.h(x_2))) \), which is more general than \( ax_1.f(Z_1(x_1, a), Z_2(\lambda x_2.h(x_2))) \), computed by \( \mathfrak{E}_{cs} \).

**Example 45.** Let \( t \) and \( s \) be the terms, \( t = \lambda x.f(h_1(g(g(x)), a, b), h_2(g(g(x)))) \), \( s = \lambda y.f(h_3(g(g(y)), g(y), a), h_4(g(g(y)))) \). Then \( \mathfrak{E}_{nec} \) performs the following steps:

\[
\begin{align*}
\{ X : \lambda x.f(h_1(g(g(x)), a, b), h_2(g(g(x)))) \} & \triangleq \\
\lambda y.f(h_3(g(g(y)), g(y), a), h_4(g(g(y)))) \}; \; \emptyset; \; X \rightarrow_{\text{Abs}}
\end{align*}
\]
\{ X'(x) : f(h_1(g(g(x)), a, b), h_2(g(g(x)))) \triangleq f(h_3(g(g(x)), g(x), a), h_4(g(g(x)))) \}; \emptyset; \lambda x. X'(x) \Rightarrow_{\text{Dec}}
\{ Z_1(x) : h_1(g(g(x)), a, b) \triangleq h_3(g(g(x)), g(x), a),
Z_2(x) : h_2(g(g(x))) \triangleq h_4(g(g(x))) \}; \emptyset; \lambda x. f(Z_1(x), Z_2(x)) \Rightarrow_{\text{Sol-RFC}}
\{ Z_2(x) : h_2(g(g(x))) \triangleq h_4(g(g(x))) \};
\{ Y_1(y_1) : h_1(g(y_1), a, b) \triangleq h_3(g(y_1), y_1, a); \lambda x. f(Y_1(g(x)), Z_2(x)) \Rightarrow_{\text{Sol-RFC}}
\emptyset; \{ Y_1(y_1) : h_1(g(y_1), a, b) \triangleq h_3(g(y_1), y_1, a),
Y_2(y_2) : h_2(g(y_2)) \triangleq h_4(g(y_2)) \};
\lambda x. f(Y_1(g(x)), Y_2(g(g(x)))) \).

**Example 46.** Let us see how fc-generalization can be computed for terms in Example 45.
We can show the part of the computation that starts with \text{Sol-FC}:
\{ Z_1(x) : h_1(g(g(x)), a, b) \triangleq h_3(g(g(x)), g(x), a),
Z_2(x) : h_2(g(g(x))) \triangleq h_4(g(g(x))) \}; \emptyset; \lambda x. f(Z_1(x), Z_2(x)) \Rightarrow_{\text{Sol-FC}}
\{ Z_2(x) : h_2(g(g(x))) \triangleq h_4(g(g(x))) \};
\{ Y_1(y_1) : h_1(g(y_1), a, b) \triangleq h_3(g(y_1), y_1, a); \lambda x. f(Y_1(g(x)), Z_2(x)) \Rightarrow_{\text{Sol-FC}}
\emptyset; \{ Y_1(y_1) : h_1(g(y_1), a, b) \triangleq h_3(g(y_1), y_1, a),
Y_2(y_2) : h_2(g(y_2)) \triangleq h_4(g(y_2)) \};
\lambda x. f(Y_1(g(x)), Y_2(g(g(x)))) \).
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Introduction

This paper is a contribution to the analysis of the computational content of the univalence axiom [34] (and higher inductive types). In previous work [2, 4, 6, 7, 23], various presheaf models of this axiom have been described in a constructive meta theory. In this formalism, the notion of fibrant type is stated as a refinement of the path lifting operation where one not only provides one of the endpoints but also a partial lift (for a suitable notion of partiality). This generalized form of path lifting operation is a way to state a homotopy extension property, which was recognized very early (see, e.g. [10]) as a key for an abstract development of algebraic topology. The axiom of univalence is then captured by a suitable equivalence extension operation (the “glueing” operation), which expresses that we can extend a partially defined equivalence of a given total codomain to a total equivalence. These presheaf models suggest possible extensions of type theory where we manipulate higher dimensional objects [2, 6]. One can define a notion of reduction and prove canonicity for this extension [16]: any closed term of type \(\mathbb{N}\) (natural number) is convertible to a numeral. There are however several non-canonical choices when defining the path lifting operation by induction on the type, which produce different notion of convertibility.\(^\text{1}\) A natural question is how essential these non-canonical choices are: can it be that a closed term of type \(\mathbb{N}\), defined without use of such non-canonical reduction rules, becomes convertible to 0 for one choice and 1 for another?

\(^\text{1}\) For instance, the definition of this operation for “glue” types is different in [6] and [23].
### Homotopy Canonicity for Cubical Type Theory

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Pi(A, B)'(w) = \Pi(u :</td>
<td>A</td>
</tr>
<tr>
<td>( \Sigma(A, B)'(w) = \Sigma(u' : A'(\text{fst}(w))).B'(\text{fst}(w)) a'(\text{snd}(w)) )</td>
<td>( \Sigma(\cdot) ) is the coproduct type.</td>
</tr>
<tr>
<td>( \text{fill}<em>{\psi, b}(u)' = \text{fill}</em>{\psi, b}(u') )</td>
<td>( \text{fill} ) is the filling operation.</td>
</tr>
<tr>
<td>( \text{Path}(A, a_0, a_1)'(w) = \text{Path}_{\lambda i.\text{fst}(w)}(a'_i) )</td>
<td>( \text{Path} ) is the path type.</td>
</tr>
<tr>
<td>( \text{Glue}(A, \psi \mapsto (B, w))'v = \text{Glue}(A(\text{app}(\text{unglue}, v))) )</td>
<td>( \text{Glue} ) is the glueing operation.</td>
</tr>
</tbody>
</table>

**Figure 1** The main rules for the sconing model.

The main result of this paper, the *homotopy canonicity theorem*, implies that this cannot be the case. The value of a term is independent of these non-canonical choices. Homotopy canonicity states that, even without providing reduction rules for path lifting operations at type formers, we *still* have that any closed term of type \( \mathbb{N} \) is path equal to a numeral. (We cannot hope to have convertibility anymore with these path lifting constant.) We can then see this numeral as the “value” of the given term.

Our proof of the homotopy canonicity can be seen as a proof-relevant extension of the reducibility or computability method, going back to the work of Gödel [14] and Tait [32]. It is however best expressed in an algebraic setting. We first define a general notion of model, called *cubical category with families*, defined as a category with families [9] with certain special operations internal to presheaves over a category \( C \) (such as a cube category) with respect to the parameters of an interval \( I \) and an object of cofibrant propositions \( F \).

We describe the term model and how to re-interpret the cubical presheaf models as cubical categories with families. The computability method can then be expressed as a general operation (called “sconing”) which applied to an arbitrary model \( M \) produces a new model \( M^* \) with a strict morphism \( M^* \to M \). Homotopy canonicity is obtained by applying this general operation to the initial model, which we conjecture to be the term model. This construction associates to a (for simplicity, closed) type \( A \) a predicate \( A' \) on the closed terms \( |A| \), and each closed term \( u \) a proof \( u' \) of \( A'u \). The main rules in the closed case are summarized in Figure 1.

Some extensions and variations are then described:

- Our development extends uniformly to identity types and higher inductive types (using the methods of [7]) (Sections 5.1 and 5.2).
- Our development applies equally to the case where one treats univalence instead of glue types as primitive (Appendix C.1). We expect that a similar sconing argument (glueing along a global sections functor to simplicial sets) works to establish homotopy canonicity for the initial split univalent simplicial tribe in the setting of Joyal [17].
- A similar sconing argument adapts to canonicity of cubical type theory with computation of filling at type formers, originally proved by [16] (Appendix C.2).
- Assuming excluded middle, a version of the simplicial set model [18] forms an instance of our development, and distributive lattice cubical type theory interprets in it (Appendix D). Using our technique, one may also reprove canonicity for ordinary Martin-Löf type theory with inductive families in a reduction-free way.

Shulman [27] proves homotopy canonicity for homotopy type theory with a truncatedness assumption using the sconing technique. This proof was one starting point for the present work. Some of his constructions may be simplified using our techniques, for example the construction of the natural number type in the sconing.
Parametricity interpretation

As pointed out in [8], there is a strong analogy between proving canonicity via (Artin) glueing and parametricity. For readers more familiar with parametricity than the general (Artin) glueing technique, we motivate our proof by briefly presenting a parametricity interpretation [3] of cubical type theory [6]. The parametricity interpretation is a purely syntactical interpretation which associates by structural induction a family $A(x)$ where $x : A$ to any type $A$ and a term $t' : A't$ to any term $t : A$. In general, if $A$ is defined over the context $x_1 : A_1, \ldots, x_n : A_n$, then $A(x_1, x_2, \ldots, x_n)$ will be defined over the context $x_1 : A_1, x'_1 : A'_1(x_1), x_2 : A_2(x_1), x'_2 : A'_2(x_1, x'_1) x_2, \ldots$. The interpretation of $\Pi$, $\Sigma$, and universes is the same as for ordinary type theory. For instance,

$$(\Pi(x : A)B(x))t \equiv \Pi(x : A)(x' : A').B(x, x') (w x)$$

with $(\lambda(x : A).t)' = \lambda(x : A)(x' : A').t'$ and $(t u)' = t'u'$. For inductive types, we use the “inductive-style” interpretation [3], so that for instance $N' x$ is the inductive family with constructors $0'$ of type $N' 0$ and $S'$ of type $\Pi(x : N').N'x \rightarrow N'(S x)$. (The other “deductive-style” presentation will not work for the canonicity proof.)

This interpretation works as well for cubical type theory. There is a natural interpretation of path types: $(\text{Path} A a_0 a_1)' \equiv \text{Path}' (A' (\omega i)) a_0' a_1'$ given $a_0'$ in $A' a_0$ and $a_1'$ in $A' a_1$. We also take $((i) t)' = (i) t'$ and $(t r)' = t'r$ for $r : \hat{1}$.

Consider $T = \text{Glue} A [v \mapsto (B, w)]$ where $A$ is a “total” type and $w$ a “partial” equivalence between $B$ and $A$ of extent $\psi$, so a pair of $w.1 : B \rightarrow A$ and $w.2$ proving that $w.1$ is an equivalence. We define $T' u = \text{Glue} A' (\text{unglue} u) [v \mapsto (B' u, (w.1'u, c u))]$. We have $\text{unglue} : T \rightarrow A$ and we can then define $\text{unglue}' : \Pi(u : T).T' u \rightarrow A' (\text{unglue} u)$ by $\text{unglue}' u u' = \text{unglue} u'$. For this, we need to build a proof $c u$ that $w.1' u$ is an equivalence. This is possible by showing that the map $\Sigma(y : B)B'y \rightarrow \Sigma(x : A)A' x$ sending $(u, u')$ to $(w.1 u, w.1' u u')$ is an equivalence. We can then use Theorem 4.7.7 of [33] about equivalences on total spaces.

There is a problem however at this point: this interpretation does not need to validate the computation rules for the filling operation of the “Glue” type. We can notice however that this problem is solved (in a somewhat trivial way) if we consider a system where the filling operation is given as a primitive constant, without any computation rule.

One way to understand the parametricity interpretation is that it is (Artin) glueing of the syntactic model along the identity map. For proving canonicity, we instead glue the initial model with the cubical set model along the global section functor. As in [8], we think that this interpretation is best described in an algebraic way, using what is essentially a generalized algebraic presentation of type theory.

Setting

We work in a constructive set theory (as presented e.g. in [1]) with a sufficiently long cumulative hierarchy of Grothendieck universes. However, our constructions are not specific to this setting and can be replayed in other constructive metatheories such as extensional type theory. In Appendix D, we assume classical logic for the discussion of models in simplicial sets.

1 Cubical categories with families

We first recall the notion of categories with families (cwf) [9] equipped with $\Pi$- and $\Sigma$-types, universes and natural number types. This notion can be interpreted in any presheaf model. In a presheaf model however, we can consider new operations. A cubical cwf will be such a cwf in a presheaf model with extra operations which make use of an interval presheaf I and a type of cofibrant propositions $F$ as introduced in [7, 23].
11.4 Homotopy Canonicity for Cubical Type Theory

1.1 Category with families

Categories with families form an algebraic notion of model of type theory. In order to later model universes à la Russell, we define them in a stratified manner where instead of a single presheaf of types, we specify a filtration of presheaves of “small” types. The length of the filtration is not essential: we have chosen $1 + \omega$ so that we may specify constructions just at the top level.

A category with families (cwf) consists of the following data.

- We have a category of contexts $\text{Con}$ and substitutions $\text{Hom}(\Delta, \Gamma)$ from $\Delta$ to $\Gamma$ in $\text{Con}$. The identity substitution on $\Gamma$ in $\text{Con}$ is written $\text{id}$, and the composition of $\delta$ in $\text{Hom}(\Theta, \Delta)$ and $\sigma$ in $\text{Hom}(\Delta, \Gamma)$ is written $\sigma\delta$.
- We have a presheaf $\text{Type}$ of types over the category of contexts. The action of $\sigma$ in $\text{Hom}(\Delta, \Gamma)$ on a type $A$ over $\Gamma$ is written $A_\sigma$. We have a cumulative sequence of subpresheaves $\text{Type}_n$ of types of level $n$ of $\text{Type}$ where $n$ is a natural number.
- We have a presheaf $\text{Elem}$ of elements over the category of elements of $\text{Type}$, i.e. a type $\text{Elem}(\Gamma, A)$ for $A$ in $\text{Type}(\Gamma)$ with $a\sigma$ in $\text{Elem}(\Delta, A_\sigma)$ for $a$ in $\text{Elem}(\Gamma, A)$ and $\sigma$ in $\text{Hom}(\Delta, \Gamma)$ satisfying evident laws.
- We have a terminal context $\Gamma$, with the unique element of $\text{Hom}(\Gamma, 1)$ written $()$.
- Given $A$ in $\text{Type}(\Gamma)$, we have a context extension $\Gamma.A$. There is a projection $p$ in $\text{Hom}(\Gamma.A, \Gamma)$ and a generic term $q$ in $\text{Elem}(\Gamma.A, A_\Gamma p)$. Given $\sigma$ in $\text{Hom}(\Delta, \Gamma)$, $A$ in $\text{Type}(\Gamma)$, and $a$ in $\text{Elem}(\Delta, A_\Gamma)$ we have a substitution extension $(\sigma, a)$ in $\text{Hom}(\Delta, \Gamma.A)$. These operations satisfy $p(\sigma, a) = \sigma$, $q(\sigma, a) = a$, and $(p\sigma, q\sigma) = \sigma$. Thus, every element of $\text{Hom}(\Delta, \Gamma.A)$ is uniquely of the form $(\sigma, a)$ with $\sigma$ and $a$ as above.

We introduce some shorthand notation related to substitution. Given $\sigma$ in $\text{Hom}(\Delta, \Gamma)$ and $A$ in $\text{Type}(\Gamma)$, we write $\sigma^+ = (\sigma p, q)$ in $\text{Hom}(\Delta.A_\sigma, \Gamma.A)$. Given $a$ in $\text{Elem}(\Gamma, A)$, we write $[a] = (\text{id}, a)$ in $\text{Hom}(\Gamma, \Gamma.A)$. Thus, given $B$ in $\text{Type}_n(\Gamma.A)$ and $a$ in $\text{Elem}(\Gamma, A)$, we have $B[a]$ in $\text{Type}(\Gamma)$.

We extend this notation to several arguments: given $a_i$ in $\text{Elem}(\Gamma, A_1)$ for $1 \leq i \leq k$, we write $[a_1, \ldots, a_k]$ for $[a_k][a_{k-1}]p \cdots [a_1]p \cdots p$ in $\text{Hom}(\Gamma, \Gamma.A_1 \cdots A_k)$.

Given a cwf as above, we define what it means to have the following type formers. In addition to the specified laws, all specified operations are furthermore required to be stable under substitution in the evident manner.

- **Dependent products.** For $A$ in $\text{Type}(\Gamma)$ and $B$ in $\text{Type}(\Gamma.A)$, we have $\Pi(A, B)$ in $\text{Type}(\Gamma)$, of level $n$ if $A$ and $B$ are. Given $b$ in $\text{Elem}(\Gamma.A, B)$, we have the abstraction $\lambda(b)$ in $\text{Elem}(\Gamma, \Pi(A, B))$. Given $c$ in $\text{Elem}(\Gamma, \Pi(A, B))$ and $a$ in $\text{Elem}(\Gamma, A)$, we have the application $\text{app}(c, a)$ in $\text{Elem}(\Gamma, B[a])$. These operations satisfy $\text{app}(\lambda(b), a) = b[a]$ and $\lambda(\text{app}(\lambda, \lambda, q)) = c$.

- **Dependent sums.** For $A$ in $\text{Type}(\Gamma)$ and $B$ in $\text{Type}(\Gamma.A)$, we have $\Sigma(A, B)$ in $\text{Type}(\Gamma)$, of level $n$ if $A$ and $B$ are. Given $a$ in $\text{Elem}(\Gamma, A)$ and $b$ in $\text{Elem}(\Gamma, B[a])$, we have the pairing $\text{pair}(a, b)$ in $\text{Elem}(\Gamma, \Sigma(A, B))$. Given $c$ in $\text{Elem}(\Gamma, \Sigma(A, B))$, we have the first projection $\text{fst}(c)$ in $\text{Elem}(\Gamma, A)$ and second projection $\text{snd}(c)$ in $\text{Elem}(\Gamma, B[\text{fst}(c)])$. These operations satisfy $\text{fst}(\text{pair}(a, b)) = a$, $\text{snd}(\text{pair}(a, b)) = b$, and $\text{pair}(\text{fst}(c), \text{snd}(c)) = c$.

Thus, every element of $\text{Elem}(\Gamma, \Sigma(A, B))$ is uniquely of the form $\text{pair}(a, b)$ with $a$ and $b$ as above.

---

2 We note that this non-algebraic aspect of the definition does not interfere with the otherwise algebraic character. Subset inclusions and equalities of sets $\text{Elem}(\Gamma, U_n) \equiv \text{Type}_n$ could in principle be replaced by injections and natural isomorphisms, respectively. Then our cwf become models of a generalized algebraic theory without sort equations [5].
Given \( A \) and \( B \) in \( \text{Type}(\Gamma) \) we write \( A \times B \) for \( \Sigma(A, Bp) \).

- **Universes.** We have \( U_n \) in \( \text{Type}_{n+1}(\Gamma) \) such that \( \text{Type}_n(\Gamma) = \text{Elem}(\Gamma, U_n) \), and the action of substitutions on \( \text{Elem}(\Gamma, U_n) \) is compatible with that on \( \text{Type}_n(\Gamma) \).

- **Natural numbers.** We have \( \mathbb{N} \) in \( \text{Type}_4(\Gamma) \) with zero \( 0 \) in \( \text{Elem}(\Gamma, \mathbb{N}) \) and successor \( S(n) \) in \( \text{Elem}(\Gamma, \mathbb{N}) \) for \( n \) in \( \text{Elem}(\Gamma, \mathbb{N}) \). Given \( P \) in \( \text{Type}(\Gamma, \mathbb{N}) \), \( z \) in \( \text{Elem}(\Gamma, \mathbb{P}[0]) \), \( s \) in \( \text{Elem}(\Gamma, \mathbb{N} \circ P \circ (\mathbb{P}(\mathbb{S}(q)) \circ p)) \), and \( n : \text{Elem}(\Gamma, \mathbb{N}) \), we have the elimination \( \text{natrec}(P, z, s, n) \) in \( \text{Elem}(\Gamma, \mathbb{N} \circ P \circ [n]) \) with \( \text{natrec}(P, z, s, 0) = z \), \( \text{natrec}(P, z, s, n) = s[n, \text{natrec}(P, z, s, n)] \).

A **structured cwf** is a cwf with type formers as above.

A (strict) morphism \( \mathcal{M} \rightarrow \mathcal{N} \) of cwfs is defined in the evident manner and consists of a functor \( F : \text{Con}_{\mathcal{M}} \rightarrow \text{Con}_{\mathcal{N}} \) and natural transformations \( u : \text{Type}_{\mathcal{M}} \rightarrow \text{Type}_{\mathcal{N}} F \) and \( v : \text{Elem}_{\mathcal{M}} \rightarrow \text{Elem}_{\mathcal{N}} (F, u) \) such that \( v \) restricts to types of level \( n \) and the terminal context and context extension is preserved strictly. A morphism \( \mathcal{M} \rightarrow \mathcal{N} \) of structured cwfs additionally preserves the operations of the above type formers. We obtain a category of structured cwfs.

### 1.2 Internal language of presheaves

For the rest of the paper, we fix a category \( \mathcal{C} \) in the lowest Grothendieck universe. As in \([2, 23, 21]\), we will use the language of extensional type theory (with subtypes) to describe constructions in the presheaf topos over \( \mathcal{C} \).

In the interpretation of this language, a context is a presheaf \( A \) over \( \mathcal{C} \), a type \( B \) over \( A \) is a presheaf over the category of elements of \( A \), and an element of \( B \) is a section. A **global type** is a type in the global context, i.e. a presheaf over \( \mathcal{C} \). Similarly, a **global element** of a global type is a section of that presheaf.

Given a dependent type \( B \) over a type \( A \), we think of \( B \) as a family of types \( B(a) \) indexed by elements \( a \) of \( A \). We have the usual dependent sum \( \Sigma(a : A).B(a) \) and dependent product \( \Pi(a : A).B(a) \), with projections of \( s : \Sigma(a : A).B(a) \) and \( s.1 \) and \( s.2 \) and application of \( f : \Pi(a : A).B(a) \) to \( a : A \) written \( f(a) \). We also the categorical pairing \( \langle f, g \rangle : X \rightarrow \Sigma(a : A).B(a) \) and \( g : \Pi(x : X).B(f(a)) \) and other commonly used notations. The hierarchy of Grothendieck universes in the ambient set theory gives rise to a cumulative hierarchy \( U_0, U_1, \ldots, U_\omega \) of universes à la Russell. We model propositions as subtypes of a fixed type 1 with unique element \( \text{tt} \). We have subuniverses \( \Omega_i \subseteq U_i \) of propositions for \( i \in \{0, 1, \ldots, \omega\} \).

When working in this internal language, we refer to the types as “sets” to avoid ambiguity with the types of (internal) cwfs we will be considering.

### 1.3 Cubical categories with families

We now work internally to presheaves over \( \mathcal{C} \). We assume the following:

- An **interval** \( \| : U_0 \) with endpoints \( 0, 1 : \| \).
- An object \( F : U_0 \) of cofibrant propositions with a monomorphism \( [-] : \| \rightarrow \Omega_0 \).

As in \([7, 23]\), a **partial element** of a set \( T \) is given by an element \( \varphi \) in \( F \) and a function \( [\varphi] \rightarrow T \). We say that a total element \( v \) of \( T \) extends such a partial element \( \varphi, u \) if we have \( \varphi \rightarrow u \cdot \text{tt} = v \).

Given \( A : \| \rightarrow U_\omega \), we write \( \text{hasFill}(A) \) for the set of operations taking as inputs \( \varphi \) in \( F \), \( b \in \{0, 1\} \), and a partial section \( u \) in \( \Pi(i : \|).[\varphi] \cdot v(i = b) \rightarrow A i \) and producing an extension of \( u \) to a total section in \( \Pi(i : \|).A i \). Given a set \( X \) and \( Y : X \rightarrow U_\omega \), we write \( \text{Fill}(X, Y) \) for the set of filling structures on \( Y \), producing an element of \( \text{hasFill}(Y \circ x) \) for \( x \) in \( I \rightarrow X \). Given \( s \) in \( \text{Fill}(X, Y) \) and \( x, \varphi, b, u \) as above, we write \( s(x, \varphi, b, u) \) for the resulting total section in \( \Pi(i : \|).Y (x i) \).
We now interpret the definitions of Section 1.1 in the internal language of the presheaf topos. A cubical cwf is a structured cwf denoted as before that additionally has the following cubical operations and type formers. Again, all specified operations are required to be stable under substitution.

- **Filling operation.** We have \( \text{fill} \) in \( \text{Fill}(\text{Type}(\Gamma), \lambda A.\text{Elem}(\Gamma, A)) \) for \( \Gamma \) in \( \text{Con} \). Let us spell out stability under substitution: given \( A : I \to \text{Type}(\Gamma), \varphi \) in \( F, b \in \{0, 1\}, u \in \Pi(i : I, [\varphi] \vee (i = b) \to \text{Elem}(\Gamma, Ai)), \) and \( \sigma \) in \( \text{Hom}(\Delta, \Gamma) \) and \( r : I \), we have \( \text{fill}(A, \varphi, b, u) r \sigma = \text{fill}(\lambda i. (Ai)\sigma, \varphi, b, \lambda i. (u i x)(u i x) r) \sigma \).

Note that we do not include computation rules for \( \text{fill} \) at type formers. This corresponds to our decision to treat \( \text{fill} \) as a non-canonical operation.

- **Dependent path types.** Given \( A \) in \( I \to \text{Type}(\Gamma) \) with \( a_b \) in \( \text{Elem}(\Gamma, Ab) \) for \( b \in \{0, 1\} \), we have a type \( \text{Path}(A, a_0, a_1) \) in \( \text{Type}(\Gamma) \), of level \( n \) if \( A \) is. Given \( u \in \Pi(i : I, \text{Elem}(\Gamma, Ai)) \), we have the path abstraction \( \langle \langle u \rangle \rangle \) in \( \text{Elem}(\Gamma, \text{Path}(A, u 0, u 1)) \). Given \( p \) in \( \text{Elem}(\Gamma, \text{Path}(A, a_0, a_1)) \) and \( i \) in \( I \), we have the path application \( \text{ap}(p, r) \) in \( \text{Elem}(\Gamma, Ai) \).

These operations satisfy the laws \( \text{ap}(p, b) = a_b \) for \( b \in \{0, 1\} \), \( \text{ap}(\langle \langle u \rangle \rangle, i) = u i \), and \( \langle \langle u i \text{ap}(p, i) \rangle \rangle = p \). Thus, every element of \( \text{Elem}(\Gamma, \text{Path}(A, a_0, a_1)) \) is uniquely of the form \( \langle \langle u \rangle \rangle \) with \( u \in \Pi(i : I, \text{Elem}(\Gamma, Ai)) \) such that \( u 0 = a_0 \) and \( u 1 = a_1 \).

Using path types, we define \( \text{isContr}(A) \) in \( \text{Type}(\Gamma) \) for \( A \) in \( \text{Type}(\Gamma) \) as well as \( \text{isEquiv} \) in \( \text{Type}(\Gamma, A \to B) \) and \( \text{Equiv} \) in \( \text{Type}(\Gamma, A) \) for \( A, B \) in \( \text{Type}(\Gamma) \) as in [6]. These notions are used in the following type former, which extends any partially defined equivalence (given total codomain) to a totally defined function.

- **Glue types.** Given \( A \) in \( \text{Type}(\Gamma) \), \( \varphi \) in \( F, T \) in \( [\varphi] \to \text{Type}(\Gamma) \) and \( e : [\varphi] \to \text{Elem}(\Gamma, \text{Equiv}(T t, A)) \), we have the glueing \( \text{Glue}(A, \varphi, T, e) \) in \( \text{Type}(\Gamma) \), equal to \( T \) on \( [\varphi] \) and of level \( n \) if \( A \) and \( T \) are. We have \( \text{unglue} \) in \( \text{Elem}(\Gamma, \text{Glue}(A, \varphi, T, e) \to A) \) such that \( \text{unglue} \circ \text{Glue}(A, \varphi, T, e) \circ \text{Equiv}(T t, A) = \text{id} \). Given \( a \) in \( \text{Elem}(\Gamma, A) \) and \( t \) in \( [\varphi] \to \text{Elem}(\Gamma, T) \) such that \( \text{apply}(\text{Glue}(A, \varphi, T, e)) = a \) on \( [\varphi] \), we have \( \text{Glue}(a, t) \) in \( \text{Elem}(\Gamma, \text{Glue}(A, \varphi, T, e)) \) equal to \( t \) on \( [\varphi] \). These operations satisfy \( \text{apply}(\text{Glue}(\text{Glue}(a, t), u)) = a \) and \( \text{Glue}(\text{apply}(\text{Glue}(a, t)), \lambda x. u) = u \). Thus, every element of \( \text{Elem}(\Gamma, \text{Glue}(A, \varphi, T, e)) \) is uniquely of the form \( \text{Glue}(a, t) \) with \( a \) and \( t \) as above.

The notion of morphism of structured cwfs lifts to an evident notion of morphism of cubical cwfs. We obtain, internally to presheaves over \( C \), a category of cubical cwfs. We now lift this category of cubical cwfs from the internal language to the ambient theory by interpreting it in the global context: externally, a cubical cwf (relative to the chosen base category \( C \), interval \( I \), and cofibrant propositions \( F \)) consists of a presheaf \( \text{Con} \) over \( C \), a presheaf \( \text{Type} \) over the category of elements of \( \text{Con} \), etc.

**Remark 1.** Fix a cubical cwf as above. Assume that \( I \) has a connection algebra structure and that \( F \) forms a sublattice of \( \Omega_0 \) that contains the interval endpoint inclusions. As in [6], it is then possible in the above context of the glue type former to construct an element of \( \text{Elem}(\Gamma, \text{isEquiv} \circ \text{unglue}) \). From this, one derives an element of \( \text{Elem}(\Gamma, \text{iUnivalence}_n) \) where \( i \text{Univalence}_n = \Pi(u_n, \text{isContr}(\text{Elem}(u_n, \text{Equiv}(q, q)))) \) for \( n \geq 0 \), i.e. univalence is provable. One may also show that the path type applied to constant families \( I \to \text{Type}(\Gamma) \) interprets the rules of identity types of Martin-Löf with the computation rule for the eliminator \( J \) replaced by a propositional equality. Thus, we obtain an interpretation of univalent type theory with identity types with propositional computation in any cubical cwf.
2 Two examples of cubical cwfs

In this section we give two examples of cubical cwfs: a term model and a particular cubical cwfs formulated in a constructive metatheory, the latter with extra assumptions on \( \mathbb{I} \) and \( \mathbb{F} \).

2.1 Term model

We sketch how to give a cubical cwf \( \mathcal{T} \) built from syntax, and refer the reader to Appendix A for more details. All our judgments will be indexed by an object \( X \) of \( \mathcal{C} \) and given a judgment \( \Gamma \vdash X \) and \( f : Y \to X \) in \( \mathcal{C} \) we get \( \Gamma f \vdash Y \). Here, \( f \) acts on expressions as an implicit substitution, while for substitutions on object variables we will use explicit substitutions.

The forms of judgment are:

\[
\begin{align*}
\Gamma & \vdash X \\
\Gamma & \vdash X \\
\Gamma & \vdash X = B \\
\Gamma & \vdash X \quad t = u : A \\
\sigma : \Delta & \to X \Gamma
\end{align*}
\]

The main rules are given in the appendix. This then induces a cubical cwf \( \mathcal{T} \) by taking, say, the presheaf of contexts at stage \( X \) to be equivalence classes of \( \Gamma \) for \( \Gamma \vdash X \) where the equivalence relation is judgmental equality.

Some rules are a priori infinitary, but in some cases (such as the one considered in [6]) it is possible to present the rules in a finitary way.

This formal system expresses the laws of cubical cwfs in rule form. It defines the term model. Following [29, 24] developed in an intuitionistic framework, we conjecture that this can be interpreted in an arbitrary cubical cwf in the usual way:

\( \triangleright \) Conjecture 2. With chosen parameters \( \mathcal{C}, \mathbb{I}, \mathbb{F} \), the cubical cwf \( \mathcal{T} \) is initial in the category of cubical cwfs.

However, our canonicity result is orthogonal to this conjecture: It is a result about the initial model, without need for an explicit description of this model as a term model.

2.2 Developments in presheaves over \( \mathcal{C} \)

We now assume that \( \mathbb{I} \) and \( \mathbb{F} \) satisfy the axioms \( \text{ax}_1, \ldots, \text{ax}_9 \) of [23], internally to presheaves over \( \mathcal{C} \). We also make an external assumption, namely that the endofunctor on presheaves over \( \mathcal{C} \) of exponentiation with \( \mathbb{I} \) has a right adjoint \( R \) that preserves global types of level \( n \). This is e.g. the case if \( \mathbb{I} \) is representable and \( \mathcal{C} \) is closed under finite products.

Most of the arguments will be done in the internal language of the presheaf topos. At certain points however, we need to consider the set of global sections of a global type \( F \); we denote this by \( \Box F \). We stress that statements involving \( \Box \) are external, not to be interpreted in the internal language. Crucially, the adjunction \( (-)^I \vdash R \) cannot be made internal [21].

Recall the global type \( \text{hasFill} : U \to U_\omega \) from Section 1.3. Taking the slice over \( U_\omega \), the adjunction \( (-)^I \vdash R \) descends to an adjunction between categories of types over \( U_\omega \) and \( U_\omega \). Applying the right adjoint of this adjunction to \( \text{hasFill} \), we obtain global \( C : U_\omega \to U_\omega \) such that naturally in a global type \( X \) with global \( Y : X \to U_\omega \), global elements of \( \Pi(x : X).\text{hasFill}(Y \circ x) \) are in bijection with global elements of \( \Pi(x : X).C(Y x) \). Given a global type \( X \) and global \( Y : X \to U_\omega \), we thus have a logical equivalence (maps back and forth)

\[
\Box \text{Fill}(X, Y) \leftrightarrow \Box \Pi(x : X) C(Y x)
\]
natural in $X$. Note that $C$ descends to $C : U_n \to U_n$ for $n \geq 0$. We write $U_i^{fib} = \Sigma(A : U_i) C(A)$ for $i \in \{0, 1, \ldots, \omega\}$; we call $U_i^{fib}$ a universe of *fibrant sets*. Now set $X = U_0^{fib}$ and $Y(A,c) = A$ in (1). We trivially have $\square \Pi(x : X) C(Y(x))$, thus get
\[
\text{fill} : \text{Fill}(U_0^{fib}, \lambda(A,c).A).
\]
This is essentially the counit of the adjunction defining $C$. Note that [21] use modal extensions of type theory to perform this reasoning internal to presheaves over $C$.

> **Remark 3.** Internally, a map $\text{Fill}(X,Y) \to \Pi(x : X) C(Y(x))$ does not generally exist for a set $X$ and $Y : X \to U_n$ as for $X = 1$ one would derive a filling structure for any *homogeneously fibrant* set, which is impossible (see [23, Remark 5.9]). However, from (2) we get a map $\Pi(x : X) C(Y(x)) \to \text{Fill}(X,Y)$ natural in $X$ using closure of filling structures under substitution (see below).

We recall some constructions of [6, 23] in the internal language.

- Given $A : U_\omega$ and $a_0 : A_0$ for $b \in \{0,1\}$, dependent paths $\text{Path}_A a_0 a_1$ are the set of maps $p : \Pi(i : \mathbb{I}).A_i$ such that $p 0 = a_0$ and $p 1 = a_1$. We use the same notation for non-dependent paths.
- For $A : U_\omega$, we have a set $\text{isContr}(A)$ of witnesses of *contractibility*, defined using paths.
- Given $A, B : U_\omega$ with $f : A \to B$, we have the set $\text{isEquiv}(f)$ with elements witnessing that $f$ is an *equivalence*, defined using contractibility of homotopy fibers. We write $\text{Equiv}(A,B) = \Sigma(f : A \to B).\text{isEquiv}(f)$.
- Given $A : U_\omega$, $\varphi : \mathbb{F}$, $B : [\varphi] \to U_\omega$, and $e : [\varphi] \to \text{Equiv}(B \text{tt}, A)$, the *glueing* $\text{Glue} A[\varphi \mapsto (B,e)]$ consists of elements $\text{glue} a[\varphi \mapsto b]$ with $a : A$ and $b : [\varphi] \to B$ such that $e.1(b \text{tt}) = a$ on $[\varphi]$ and is defined in such a way that $\text{Glue} A[\varphi \mapsto (B,e)] = T \text{tt}$ and $\text{glue} a[\varphi \mapsto b] = b \text{tt}$ on $[\varphi]$. The canonical map $\text{unglue} : \text{Glue} A[\varphi \mapsto (B,e)] \to A$ is an equivalence.

These operations are valued in $U_n$ if their inputs are. We further recall basic facts from [23] about filling structures in the internal language.

- Filling structures are closed under substitution: given $f : X' \to X$ and $Y : X \to U_\omega$, any element of $\text{Fill}(X,Y)$ induces an element of $\text{Fill}(X',Y \circ f)$, naturally in $X'$.
- Filling structures are closed under exponentiation: given sets $S, X$ and $Y : X \to U_\omega$, any element of $\text{Fill}(X,Y)$ induces an element of $\text{Fill}(X^S, \lambda x.\Pi(x : S).Y(x s))$, naturally in $S$.
- Filling structures are closed under $\Pi, \Sigma, \text{Path}, \text{Glue}$. E.g. for dependent products, given $A : \Gamma \to U_\omega$ with $\text{Fill}(\Gamma, A)$ and $B : \Pi(\rho : \Gamma).A \rho \to U_\omega$ with $\text{Fill}(\Sigma(\rho : \Gamma).A, \rho, \lambda(\rho,a).B \rho a)$, we have $\text{Fill}(\Gamma, \lambda(\rho : \Gamma).\Pi(\alpha : A \rho).B \rho a)$.

From the last point, we deduce using that $C$ is closed under $\Pi, \Sigma, \text{Path}, \text{Glue}$, and that $C(A)$ implies $C(A^2)$ for $A, S : U_\omega$. Let us explain this in the case of dependent products. We apply (1) with a suitable “generic context” $X = \Sigma((A,c) : U_\omega^{fib}).A \to U_\omega^{fib}$ and $Y((A,c), (B,d)) = \Pi(a : A).B a$. Using the map of Remark 3 and closure of filling structures under dependent product, we have $\square \text{Fill}(X,Y)$ and can conclude $C(\Pi(a : A).B a)$ for $(A,c) : U_\omega^{fib}$ and $(B,d) : A \to U_\omega^{fib}$. Note that in the case of $\text{Glue}$ with $(A,c) : U_\omega^{fib}$, $\varphi : \mathbb{F}$, $(B,d) : [\varphi] \to U_\omega^{fib}$, and $e : [\varphi] \to \text{Equiv}(B \text{tt}, A)$, naturality of the forward map of (1) is needed to see that the element $c : C(\text{Glue} A[\varphi \mapsto (B,e)])$ constructed in the same fashion as above for dependent products equals $d \text{tt} : C(B \text{tt})$ on $[\varphi]$.

---

3 We record only the logical equivalence instead of an isomorphism so that it will be easier to apply our constructions in situations where the right adjoint $R$ fails to exist, see Appendix D. Naturality is only used at a one point below, for the forward map, to construct suitable elements of $C$ applied to glueings.

4 Note that naturality in $S$ of the latter operation is used in substitutional stability of universes in the sconing in Section 3.
As in [6, 23, 21], gluing shows $\text{Fill}(1, U^\text{fib}_n)$ for $n \geq 0$. Using (1), we conclude $\mathcal{C}(U^\text{fib}_n)$.

Let $\mathbb{N}$ denote the natural number object in presheaves over $\mathcal{C}$, the constant presheaf with value the natural numbers. From [6, 23], we have $\text{Fill}(1, \mathbb{N})$. Using (1), we conclude $\mathcal{C}(\mathbb{N})$.

We justify fibrant indexed inductive sets in Appendix B.

### 2.3 Standard model

Making the same assumptions on $\mathcal{C}, \mathbb{I}, \mathbb{F}$ as in Section 2.2, we can now specify the standard model $\mathcal{S}$ of cubical type theory in the sense of the current paper as a cubical cwf (with respect to parameters $\mathcal{C}, \mathbb{I}, \mathbb{F}$) purely using the internal language of the presheaf topos. The cwf is induced by the family over $U^\text{fib}_n$ given by the first projection as follows.

- The category of contexts is $\mathcal{U}$, with $\text{Hom}(\Delta, \Gamma)$ the functions from $\Delta$ to $\Gamma$.
- The types over $\Gamma$ are maps from $\Gamma$ to $U^\text{fib}_n$; a type $(A, p)$ is of level $n$ if $A$ is in $\Gamma \to U_n$.
- This is clearly functorial in $\Gamma$.
- The elements of $(A, p) : \Gamma \to U^\text{fib}_n$ are $\Pi(\rho : \Gamma). A \rho$. This is clearly functorial in $\Gamma$.
- The terminal context is given by $1$.
- The context extension of $\Gamma$ by $(A, p)$ is given by $\Sigma(\rho : \Gamma). A \rho$, with $p, q$ given by projections and substitution extension given by pairing.

We briefly go through the necessary type formers and operations, omitting evident details.

- The dependent product of $(A, c) : \Gamma \to U^\text{fib}_n$ and $(B, d) : \Sigma(\rho : \Gamma). A \rho \to U^\text{fib}_n$ is $(\lambda \rho. \Pi(a : A \rho). B(\rho, a), c)$ where $e : c : \mathcal{C}(\Pi(a : A \rho). B(\rho, a))$ is induced by $c : \mathcal{C}(A \rho)$ and $d \rho a : \mathcal{C}(B(\rho, a))$ for $a : A$ as discussed above.
- The dependent sum of $(A, c) : \Gamma \to U^\text{fib}_n$ and $(B, d) : \Sigma(\rho : \Gamma). A \rho \to U^\text{fib}_n$ is $(\lambda \rho. \Sigma(a : A \rho). B(\rho, a), c)$ where $e$ is induced by $c$ and $d$.
- The universe $U_n : \Gamma \to U^\text{fib}_{n+1}$ is constantly $(U^\text{fib}_n, c)$ with $c : \mathcal{C}(U^\text{fib}_n)$ as above.
- The natural number type $\mathbb{N} : \Gamma \to U^\text{fib}_0$ is constantly $(\mathbb{N}, c)$ with $c : \Sigma(\rho : \Gamma). A \rho$ as above. The zero and successor constructors and eliminator are given by the corresponding features of the natural number object $\mathbb{N}$.

We now turn to the cubical aspects.

- The filling operation $\text{fill} : \text{Fill}(\Gamma) \to U^\text{fib}_{n+1}$ is derived from (2) by closure of filling structures under exponentiation.
- Given $(A, c) : \mathbb{I} \to \Sigma(\rho : \Gamma). A \rho$, we define $\lambda i. A_{\rho i}(a_{0i}, a_{1i}) : \Gamma \to \Sigma(\rho : \Gamma). A \rho$ as $\Pi(\rho : \Gamma). \text{Path}_{\lambda i. A_{\rho i}(a_{0i}, a_{1i})}(d)$ where $d : \mathcal{C}(\text{Path}_{\lambda i. A_{\rho i}(a_{0i}, a_{1i})}(c))$ induced by $\lambda i. e \rho i$.

Before defining glue types, we note that the notions $\text{isContr}$ and $\text{isEquiv}$ in the cubical cwf we are defining correspond to the notions $\text{isContr}$ and $\text{isEquiv}$ for. For example, given a type $A : \Gamma \to U^\text{fib}_n$, then the elements of $\text{isContr}(A)$, given by $\Pi(\rho : \Gamma). \text{isContr}(A, 1 \rho)$, are in bijection with $\Pi(\rho : \Gamma). \text{isContr}(A, 1 \rho)$ naturally in $\Gamma$.

- Given $(A, c) : \Gamma \to U^\text{fib}_n$, $\varphi : \mathbb{F}$, $(T, d) : [\varphi] \to \Gamma \to U^\text{fib}_n$ and $e : [\varphi] \to \text{Equiv}(T \texttt{tt}, A)$, we define $\text{Glue}((A, c), \varphi, (T, d), e) : \Gamma \to U^\text{fib}_n$ as $\lambda \rho. (\text{Glue}((A, c), \varphi, (T, d), e))(T \texttt{tt}, A)$. We have thus verified the following statement.

**Theorem 4.** Assuming the parameters $\mathcal{C}, \mathbb{I}, \mathbb{F}$ satisfy the assumptions of Section 2.2, the standard model $\mathcal{S}$ forms a cubical cwf.
3 Sconing

We make the same assumptions on our parameters $\mathcal{C}, I, F$ as in Section 2.2. Let $\mathcal{M}$ be a cubical cwf (with respect to these parameters) denoted $\text{Con}, \text{Hom}, \ldots$ as in Section 1.3. We assume that $\mathcal{M}$ is size-compatible with the standard model, by which we mean $\text{Hom}(\Delta, \Gamma) : U_\omega$ for all $\Gamma, \Delta$ and $\text{Elem}(\Gamma, A) : U_i$ for $i \in \{0, 1, \ldots, \omega\}$ and all $\Gamma$ and $A : \text{Type}_i(\Gamma)$. We will then define a new cubical cwf $\mathcal{M}^*$ denoted $\text{Con}^*, \text{Hom}^*, \ldots$, the (Artin) gluing of $\mathcal{M}$ with the standard model $\mathcal{S}$ along an (internal) global sections functor, i.e. the sconing of $\mathcal{M}$.

Recall from Section 1.3 the operation $\text{fill}$ of $\mathcal{M}$. Instantiating it to the terminal context, we get $\text{fill}(\text{Type}(1), \lambda A. \text{Elem}(1, A))$. Using the forward direction of Equation (1), we thus have an internal operation $k : \Pi(A : \text{Type}(1)). C(\text{Elem}(1, A))$.

From now on, we will work in the internal language of presheaves over $\mathcal{C}$. We start by defining a global sections operation $\lfloor-\rfloor$ mapping contexts, types, and elements of $\mathcal{M}$ to those of $\mathcal{S}$.

- Given $\Gamma : \text{Con}$, we define $|\Gamma| : U_\omega$ as the set of substitutions $\text{Hom}(1, \Gamma)$. Given a substitution $\sigma : \text{Hom}(\Delta, \Gamma)$, we define $|\sigma| : |\Delta| \to |\Gamma|$ as $|\sigma|_\rho = \sigma\rho$. This evidently defines a functor.
- Given $A : \text{Type}(\Gamma)$, we define $|A| : |\Gamma| \to U_{\omega}^{\text{fib}}$ as $|A|_\rho = (\text{Elem}(1, A\rho), k(A\rho))$. This evidently defines a functor.
- Given $a : \text{Elem}(\Gamma, A)$ we define $|a| : \Pi(\rho : \Gamma). (|A|_\rho)_1$ as $|a|_\rho = a\rho$. This is evidently natural in $\Gamma$.

Note that $\lfloor-\rfloor$ preserves the terminal context and context extension up to canonical isomorphism in the category of contexts. One could thus call $\lfloor-\rfloor$ an (internal) pseudomorphism cwfs from $\mathcal{M}$ to $\mathcal{S}$. The sconing $\mathcal{M}^*$ will be defined as essentially the (Artin) gluing along this pseudomorphism, but we will be as explicit as possible and not define (Artin) gluing at the level of generality of an abstract pseudomorphism.

For convenience, we also just write $|A| : |\Gamma| \to U_\omega$ instead of $\lambda \rho. (|A|_\rho)_1$, implicitly applying the first projection. We also write just $|A|$ for $|A| ()$ if $\Gamma$ is the terminal context.

3.1 Contexts, substitutions, types and elements

We start by defining the cwf $\mathcal{M}^*$.

- A context $(\Gamma, \Gamma') : \text{Con}^*$ consists of a context $\Gamma : \text{Con}$ in $\mathcal{M}$ and a family $\Gamma'$ over $|\Gamma|$ (which in the context of Artin glueing should be thought of as a substitution in $\mathcal{S}$ from some context to $|\Gamma|$). We think of $\Gamma'$ as a proof-relevant computability predicate. A substitution $(\sigma, \sigma') : \text{Hom}^*((\Delta, \Delta'), (\Gamma, \Gamma'))$ consists of a substitution $\sigma : \Delta \to \Gamma$ in $\mathcal{M}$ and a map $\sigma' : \Pi(\nu : |\Delta|). \Delta'(\nu) \to \Gamma'(\nu)$. This evidently has the structure of a category.
- A type $(A, A') : \text{Type}^*(\Gamma, \Gamma')$ consists of a type $A : \text{Type}(\Gamma)$ in $\mathcal{M}$ and $A' : \Pi(\rho : |\Gamma|)(\rho' : \Gamma'\rho). |A|_\rho \to U_{\omega}^{\text{fib}}$.

We think of $A'$ as a fibrant proof-relevant computability family on $A$. In the abstract context of Artin glueing for cwfs, we should think of it as an element of Type$(\Sigma(\rho : |\Gamma|)(\rho' : \Gamma'\rho). |A|_\rho))$ in $\mathcal{S}$, but this point of view is not compatible with the universes à la Russell we are going to model. Recalling $U_{\omega}^{\text{fib}} = \Sigma(X : U_\omega). C(X)$, we also write $\langle A', \text{fib}_A\rangle$ instead of $A'$ if we want to directly access the family and split off its proof of fibrancy. The type $(A, A')$ is of level $n$ if $A$ and $A'$ are.

The action of a substitution $(\sigma, \sigma') : \text{Hom}^*((\Delta, \Delta'), (\Gamma, \Gamma'))$ on $(A, A')$ is given by $(A\sigma, \lambda \nu \nu' a. A' (\sigma\nu) (\sigma' \nu \nu') a)$.
3.2 Type formers and operations

3.2.1 Dependent products

Let \((A, \langle A', \text{fib}_{A'} \rangle) : \text{Type}^+(\Gamma, \Gamma')\) and \((B, \langle B', \text{fib}_{B'} \rangle) : \text{Type}^+(\Gamma, \Gamma').(A, \langle A', \text{fib}_{A'} \rangle))\). We define the dependent product \(\Pi((A, \langle A', \text{fib}_{A'} \rangle), (B, \langle B', \text{fib}_{B'} \rangle)) = (\Pi(A, B), \Pi(A, B'), \text{fib}_{\Pi(A, B)})\) where

\[
\Pi(A, B)'(\rho, \rho', f) = \Pi(a : |A| |\rho\rangle)(a' : A' |\rho'\rangle |a\rangle).B'(\rho, a) (\rho', a') (\text{app}(f, a))
\]

and \(\text{fib}_{\Pi(A, B)}(\rho, \rho', f)\) is given by closure of \(C\) under dependent product applied to \(|A| |\rho\rangle, 2, \text{fib}_{A'} |\rho'\rangle |a\rangle\) for \(a : |A| |\rho\rangle\), and \(\text{fib}_{B'}(\rho, a) (\rho', a') (\text{app}(f, a))\) for additionally \(a' : A' |\rho'\rangle |a\rangle\).

Given an element \((b, b')\) of \((B, \langle B', d \rangle)\) in \(\text{M}^*\), we define the abstraction \(\text{lam}^*((b, b')) = (\text{lam}(b), \text{lam}(b'))\) where \(\text{lam}(b)' |\rho'\rangle a a' = b' (\rho, a) (\rho', a')\).

Given elements \((f, f')\) of \(\Pi((A, \langle A', c \rangle), (B, \langle B', d \rangle))\) and \((a, a')\) of \((A, \langle A', \text{fib}_{A'} \rangle)\) in \(\text{M}^*\), we define the application \(\text{app}^*((f, f'), (a, a')) = (\text{app}(f, a), \text{app}(f, a'))\) where \(\text{app}(f, a)' |\rho'\rangle a a' = f' |\rho'\rangle a a'.\)

3.2.2 Dependent sums

Let \((A, \langle A', \text{fib}_{A'} \rangle) : \text{Type}^+(\Gamma, \Gamma')\) and \((B, \langle B', \text{fib}_{B'} \rangle) : \text{Type}^+(\Gamma, \Gamma').(A, \langle A', \text{fib}_{A'} \rangle))\). We define the dependent sum \(\Sigma((A, \langle A', \text{fib}_{A'} \rangle), (B, \langle B', \text{fib}_{B'} \rangle)) = (\Sigma(A, B), \Sigma(A, B'), \text{fib}_{\Sigma(A, B)})\) where

\[
\Sigma(A, B)'(\rho, \rho', (\text{pair}(a, b))) = \Sigma(a' : A' |\rho'\rangle |a\rangle).B'(\rho, a) (\rho', a') b
\]

and \(\text{fib}_{\Sigma(A, B)}(\rho, \rho', (\text{pair}(a, b)))\) is given by closure of \(C\) under dependent sum applied to \(\text{fib}_{A'} |\rho'\rangle |a\rangle\) and \(\text{fib}_{B'}(\rho, a) (\rho', a') b\).

Given elements \((a, a')\) of \((A, \langle A', \text{fib}_{A'} \rangle)\) and \((b, b')\) of \((B, \langle B', \text{fib}_{B'} \rangle)\) in \(\text{M}^*\), we define the pairing \(\text{pair}^*((a, a'), (b, b')) = (\text{pair}(a, b), \langle a', b' \rangle)\).

Given an element \((\text{pair}(a, b), \langle a', b' \rangle)\) of \(\Sigma((A, \langle A', \text{fib}_{A'} \rangle), (B, \langle B', \text{fib}_{B'} \rangle))\) in \(\text{M}^*\), we define the projections \(\text{fst}^*(\text{pair}(a, b), \langle a', b' \rangle) = (a, a')\) and \(\text{snd}^*(\text{pair}(a, b), \langle a', b' \rangle) = (b, b')\).
### 3.2.3 Universes

We define the universe $U^*_n : \text{Type}^*(\Gamma, \Gamma')$ as $U^*_n = (U_n, \langle\text{fib}_{0_n}\rangle)$ where $U'_n : \rho \to U^*_n$ and $\text{fib}_{0_n} : \rho \to A$ is given by $C(U^*_n)$ and closure of $C$ under exponentiation (note that fibrancy of $|A| \rho$ is not used). We have carefully chosen our definitions so that we get $\text{Elem}^*((\Gamma, \Gamma'), U^*_n) = \text{Type}^*_n(\Gamma, \Gamma')$ and see that this identity is compatible with the action in $\mathcal{M}^*$ of substitution on both sides.

### 3.2.4 Natural numbers

As per Appendix B, we have a fibrant indexed inductive set $\mathbb{N}' : \|n\| \to U^*_0 (\text{where } \mathbb{N} : \text{Type}_0(1), \text{hence } \|\mathbb{N}\| : U^*_0)$ with constructors $0' : \mathbb{N}'$ and $S' : \Pi(n : \|\mathbb{N}\|).\mathbb{N}' n \to \mathbb{N}' (\mathbb{S} n)$. In context $(\Gamma, \Gamma') : \text{Con}^*$, we then define $\mathbb{N}^* = (\mathbb{N}, \lambda \rho \rho'. \mathbb{N}')$. We have $0^* = (0, \lambda \rho \rho'. 0')$ and $S^*(n, n') = (\mathbb{S}(n), \lambda \rho \rho_. \mathbb{S}' n \rho' n')$ for $(n, n') : \text{Elem}^*((\Gamma, \Gamma'), \mathbb{N}^*)$.

Given $(P, P') : \text{Type}((\Gamma, \Gamma'), \mathbb{N}^*)$ with

$$(z, z') : \text{Elem}^*((\Gamma, \Gamma')(P, P')[0^*]), \quad (s, s') : \text{Elem}^*((\Gamma, \Gamma').\mathbb{N}^*. (P, P'), (P, P')(p, \mathbb{S}^*(q)(q))p)$$

and $(n, n') : \text{Elem}^*((\Gamma, \Gamma'), \mathbb{N}^*)$, we define the elimination

$$\text{natrec}^*((P, P'), (z, z'), (s, s'), (n, n')) = (\text{natrec}(P, z, s, n), \lambda \rho \rho'. h' \cdot \rho (n' \rho \rho'))$$

where $h' : \Pi(m : \|\mathbb{N}\|)(m' : \mathbb{N}' m).P^*(\rho, m\rho')(\rho', m') (\text{natrec}(P^* \rho, \rho, \rho, \rho, \rho, m))$ is given by induction on $\mathbb{N}'$ with defining equations

$$h' 0 0' = z' \rho \rho', \quad h' (\mathbb{S}(n)) (\mathbb{S}' n n') = s' (p, n, \text{natrec}(P, z, s, n)) (\rho' n', h' n n').$$

### 3.2.5 Dependent paths

Let $(\langle A, A' \rangle : I \to \text{Type}^*(\Gamma, \Gamma'))$ and $(a_0, a_0') : \text{Elem}^*((\Gamma, \Gamma'), (A b, A' b))$ for $b \in \{0, 1\}$. We then define the dependent path type $\text{Path}^*((\langle A, A' \rangle, (a_0, a_0')), (a_1, a_1')) : \text{Type}^*(\Gamma, \Gamma')$ as the tuple $(\text{Path}(A, a_0, a_1), (\text{Path}(A, a_0, a_1'), \text{fib}_{\text{Path}(A, a_0, a_1')}))$ where

$$\text{Path}(A, a_0, a_1') \rho \rho' ((\iota)(u)) = \text{Path}_{\lambda (i : I). \text{Elem}^*((\Gamma, \Gamma'), (A i, A' i))} (a_0' \rho \rho')(a_1' \rho \rho')$$

and $\text{fib}_{\text{Path}(A, a_0, a_1')} \rho \rho' ((\iota)(u))$ is closure of $C$ under $\text{Path}$ applied to $(A' i \rho \rho' (u' i))$ for $i : I$.

Given $(u, u') : I(i : I).\text{Elem}^*((\Gamma, \Gamma'), (A i, A' i))$, we define the path abstraction as $\iota^*((u, u')) = (\iota)(u), \lambda \rho \rho' i.u'i i \rho \rho')$.

Given $(p, p') : \text{Elem}^*((\Gamma, \Gamma'), \text{Path}^*((\langle A, A' \rangle, (a_0, a_0'), (a_1, a_1'))))$ and $i : I$, we define the path application $\text{ap}^* (p, i) = (\text{ap}(p, i), \lambda \rho \rho'. u' \rho \rho')$.

### 3.2.6 Filling operation

Given $(\langle A, A' \rangle : I \to \text{Type}^*(\Gamma, \Gamma'), \varphi : \mathbb{F}, b \in \{0, 1\})$, and $(u, u') : I(i : I).[\varphi] \lor (i = b) \to \text{Elem}^*((\Gamma, \Gamma'), (A i, A' i))$, we have to extend $u$ to

$$\text{fill}^*((\langle A, A' \rangle, \varphi, b, (u, u')) : I(i : I).\text{Elem}^*((\Gamma, \Gamma'), (A i, A' i)))$$

We define $\text{fill}^*((\langle A, A' \rangle, \varphi, b, (u, u')) = (\text{fill}(A, \varphi, b, u), \text{fill}(A, \varphi, b, u'))$ where

$$\text{fill}(A, \varphi, b, u) \rho \rho' : A' i \rho \rho' (\text{fill}(A, \varphi, b, u) i) \rho$$

is defined using fill from (2) as

$$\text{fill}(A, \varphi, b, u) \rho \rho' = \text{fill}(\lambda i. A' i \rho \rho' (\text{fill}(A, \varphi, b, u) i) \rho) \rho, \varphi, b, \lambda i. u' i x \rho \rho').$$
3.2.7 Glue types

Before defining the gluing operation in $\mathcal{M}^*$, we will develop several lemmas relating notions such as contractibility and equivalences in $\mathcal{M}$ with the corresponding notions of Section 2.2. Given $f : \text{Elem}(\Gamma, A \rightarrow B)$ in $\mathcal{M}$, we write $|f| : \Pi(\rho : |\Gamma|). A \rho \rightarrow |B|\rho$ for $|f|\rho a = \text{app}(f\rho, a)$. This notation overlaps with the action of $|-|$ on elements, but we will not use that one here.

Just in this subsection, we will use the alternative definition via given left and right homotopy inverses instead of contractible homotopy fibers of both equivalences $\text{Equiv}$ in the cubical cwf $\mathcal{M}$ and equivalences $\text{Equiv}$ in the (current) internal language. In both settings, there are maps back and forth to the usual definition, which are furthermore natural in the context of the cubical cwf $\mathcal{M}$. The statements we will prove are then also valid for the usual definition.

Lemma 5. Given $f : \text{Elem}(\Gamma, A \rightarrow B)$ in $\mathcal{M}$ with $\text{Elem}(\Gamma, \text{isEquiv}(f))$, we have $\Pi(\rho : |\Gamma|). \text{isEquiv}(|f|\rho)$. This is natural in $\Gamma$.

Proof. A (left or right) homotopy inverse $g : \text{Elem}(\Gamma, B \rightarrow A)$ to $f$ in $\mathcal{M}$ becomes a (left or right, respectively) homotopy inverse $|g|\rho$ to $|f|\rho$ for $\rho : |\Gamma|$.

Lemma 6. Given $(f, f') : \text{Elem}(\Gamma, \Gamma', (A, A') \rightarrow (B, B'))$ in $\mathcal{M}^*$, the following statements are logically equivalent, naturally in $(\Gamma, \Gamma')$:

\begin{align*}
\text{Elem}(\Gamma, \Gamma', \text{isEquiv}(f, f')) ,
\text{Elem}(\Gamma, \text{isEquiv}(f)) \times \Pi(\rho : |\Gamma|)(\rho' : |\Gamma'|). \text{isEquiv}(\Sigma_{\rho\rho'}f'\rho\rho' \rightarrow \Sigma_{\rho\rho'}f\rho\rho'),
\text{Elem}(\Gamma, \text{isEquiv}(f)) \times \Pi(\rho : |\Gamma|)(\rho' : |\Gamma'|)(a : |A|\rho)\text{isEquiv}(f'\rho\rho' a) \rightarrow \Sigma_{\rho\rho'}f\rho\rho' a.
\end{align*}

where $\Sigma_{\rho\rho'}f'\rho\rho' : \Sigma(a : |A|\rho) A'\rho\rho' a \rightarrow \Sigma(b : |B|\rho) B'\rho\rho' b$.

Proof. Let us only look at homotopy left inverses.

For $(3) \rightarrow (4)$, a homotopy left inverse $(g, g')$ to $(f, f')$ in $\mathcal{M}^*$ gives a homotopy left inverse $\Sigma_{\rho\rho'}g\rho\rho' \rightarrow \Sigma_{\rho\rho'}f'\rho\rho'$ for all $\rho, \rho'$.

For $(4) \rightarrow (5)$, we use Lemma 5 and note that a fiberwise map over an equivalence is a fiberwise equivalence exactly if it is an equivalence on total spaces (the corresponding statement for identity types instead of paths is [33, Theorem 4.7.7]).

For $(5) \rightarrow (3)$, given a homotopy left inverse $g$ to the equivalence $f$ in $\mathcal{M}$ and a homotopy left inverse $\overline{g'}\rho\rho' : B'\rho\rho' (|f|) a \rightarrow A'\rho\rho' a$ to $f'\rho\rho' a$ for all $\rho, \rho', a$, we use Lemma 5 to transpose $\overline{g'}\rho\rho'$ to the second component $g'\rho\rho' b : B'\rho\rho' b \rightarrow A'\rho\rho' (|g|) b$ for all $\rho, \rho', b$ of a homotopy left inverse $(g, g')$ to $(f, f')$ in $\mathcal{M}^*$.

We can now define glue types in $\mathcal{M}^*$. Let $(A, A') : \text{Type}(\Gamma, \Gamma')$, $\varphi : F$, $b \in \{0,1\}$, $(T, T') : [\varphi] \rightarrow \text{Type}(\Gamma, \Gamma')$, and $(e, e') : [\varphi] \rightarrow \text{Elem}((\Gamma, \Gamma'), \text{Equiv}^*((Tt, T't)(, (A, A'))).

We define $\text{Glue}^*((A, A'), \varphi, b, (T, T'), (e, e')) = (\text{Glue}((A, \varphi, b, T, e), (G', \text{fib}_{G'}))$ where

$$G'\rho\rho' (\text{glue}(a, t)) = \text{Glue}(A'\rho\rho' a) \{ [\varphi \mapsto (T' tt \rho\rho' (t tt), ((e' tt \rho\rho').1 (t tt), w tt \rho\rho').1 (t tt)]\}$$

using the witness $w tt \rho\rho'$ that $(e' tt \rho\rho').1 (t tt)$ is an equivalence provided by the direction from $(3)$ to $(5)$ of Lemma 6 and $\text{fib}_{G'}\rho\rho'(\text{glue}(a, t))$ is given by closure of $C$ under Glue applied to $(A'\rho\rho' a)$.2 and $T' tt \rho\rho' (t tt)$ on $[\varphi]$.

We define $\text{unglue}^* = (\text{unglue}, \text{unglue}^*)$ where $\text{unglue}^*\rho\rho' (\text{glue}(a, t)) = \text{unglue}$.

Given $(a, a') : \text{Elem}((\Gamma, \Gamma'), (A, A'))$ and $(t, t') : [\varphi] \rightarrow \text{Elem}((\Gamma, \Gamma'), (Tt, T'tt))$ such that $\text{app}^*((\text{fst}^*(e, e') tt, (t, t') tt) = (a, a')$ on $[\varphi]$, we define $\text{glue}^*((a, a'), (t, t'))$ as the pair $(\text{glue}(a, t), \text{glue}(a, t'))$ where $\text{glue}(a, t')\rho\rho' = \text{glue}(a'\rho\rho') [\varphi \mapsto t' tt \rho\rho']$. 
3.3 Main result

One checks in a mechanical fashion that the operations we have defined above satisfy the required laws, including stability under substitution in the context \((\Gamma, \Gamma')\). We thus obtain the following statement.

- **Theorem 7** (Sconing). Assume the parameters \(C, I, F\) satisfy the assumptions of Section 2.2. Then given any cubical cwf \(M\) that is size-compatible in the sense of the beginning of Section 3, the sconing \(M^*\) is a cubical cwf with operations defined as above. We further have a morphism \(M^* \to M\) of cubical cwfs given by the first projection.

4 Homotopy canonicity

We fix parameters \(C, I, F\) as before. To make our homotopy canonicity result independent of Conjecture 2 concerning initiality of the term model, we phrase it directly using the initial model \(\mathcal{I}\), initial in the category of cubical cwfs with respect to the parameters \(C, I, F\). Its existence can be justified generically following [28, 25]. It is size-compatible in the sense of the beginning of Section 3: internally, \(\text{Hom}_\mathcal{I}(\Delta, \Gamma)\) and \(\text{Elem}_\mathcal{I}(\Gamma, A)\) live in the lowest universe \(U_0\) for all \(\Gamma, \Delta, A\).

- **Theorem 8** (Homotopy canonicity). Assume the parameters \(C, I, F\) satisfy the assumptions of Section 2.2. In the internal language of presheaves over \(C\), given a closed natural \(n : \text{Elem}(1, N)\) in the initial model \(\mathcal{I}\), we have a numeral \(k : N\) with \(p : \text{Elem}(1, \text{Path}(N, n, S^k(0)))\).

  **Proof.** We start the argument reasoning externally. Using Theorem 7, we build the sconing \(T^*\) of \(\mathcal{I}\). Using initiality, we obtain a section \(F\) of the cubical cwf morphism \(T^* \to \mathcal{I}\).

  Let us now proceed in the internal language. Recall the construction of Section 3.2.4 of natural numbers in \(T^*\). We observe that \(\Sigma(n : |N|).N'\ n\) forms a fibrant natural number set (in the sense of Appendix B). It is thus homotopy equivalent to \(\mathbb{N}\). Under this equivalence, the first projection \(\Sigma(n : |N|).N'\ n\) implements the map sending \(k : \mathbb{N}\) to \(S^k(0)\).

  Inspecting the action of \(F\) on \(n : \text{Elem}(1, N)\), we obtain \(n' : N'\ n\). By the preceding paragraph, this corresponds to \(k : \mathbb{N}\) with a path \(p' : |N| \to |N|\) from \(n\) to \(S^k(0)\). Now \(p = \frac{\epsilon}{(p')}\) is the desired witness of homotopy canonicity.

5 Extensions

5.1 Identity types

Our treatment extends to the variation of cubical cwfs that includes identity types.

**Identity types** in a cubical cwf denoted as in Section 1.3 consist of the following operations and laws (omitting stability under substitution), internal to presheaves over \(C\). Fix \(A\) in \(\text{Type}(\Gamma)\). Given \(x, y\ in\ \text{Elem}(\Gamma, A)\), we have \(\text{Id}(A, x, y)\) in \(\text{Type}(\Gamma)\), of level \(n\) if \(A\) is. Given \(a\ in\ \text{Elem}(\Gamma, A)\), we have \(\text{refl}(a)\) in \(\text{Elem}(\Gamma, \text{Id}(A, a, a))\). Given \(P\ in\ \text{Type}(\Gamma.A.\text{Ap.\text{Id}(App.q.p)})\) and \(d\ in\ \text{Elem}(\Gamma.A.P[q.q, q, \text{refl}(q)])\) and \(x, y\ in\ \text{Elem}(\Gamma, A)\) and \(p\ in\ \text{Elem}(\Gamma, \text{Id}(A, x, y))\), we have \(\text{J}(P, d, x, y, p)\) in \(\text{Elem}(\Gamma, P[x, y, p])\). We have \(\text{J}(P, d, a, a, \text{refl}(a)) = d[a]\).

We can interpret univalent type theory in such any such cubical cwf as per Remark 1.

The standard identity type \(\Pi(p : \Gamma).\text{Id}_A(p, x, y)\) of Section 2.3 has identity type \(\text{Id}(\langle A, \text{fib}_A, x, y \rangle) : \text{Type}(\Gamma)\) given by \(\Pi(p : \Gamma).\text{Id}_A(p, x, y)\) using Andrew Swan’s construction of \(\text{Id}\) referenced in Appendix B. We omit the evident description of the remaining operations.

To obtain homotopy canonicity in this setting, it suffices to extend the sconing construction \(M^*\) of Section 3 to identity types. Given \(A : \text{Type}(1)\) and \(A' : |A| \to U_0^b\), we define \(\text{Id}_{A, A'}^*\) as the fibrant indexed inductive set (as per Appendix B) over \(x, y : |A|, p : |\text{Id}(A, x, y)|\), \(x' : A'\ x, y' : A'\ y\) with constructor \(\text{refl} : \Pi(a : |A|)(a' : A'\ a).\text{Id}_{A, A'}^*(a (\text{refl}(a)) a' a').\)
Now fix \((A, A') : \text{Type}^*(\Gamma, \Gamma')\). Given \(\rho : |\Gamma|, \rho' : \Gamma'\rho\), and elements \((x, x'), (y, y')\) of \((A, A')\) in \(\mathcal{M}^*\), we define
\[
\text{Id}^*((A, A'), (x, x'), (y, y')) = (\text{Id}(A, x, y), \lambda \rho \rho'. \text{Id}^A_{\rho \rho'} x p y p (x' \rho \rho') (y' \rho \rho')).
\]
Given an element \((a, a')\) of \((A, A')\) in \(\mathcal{M}^*\), we define \(\text{refl}^* (a, a') = (\text{refl}(a), \text{refl}(a'))\) where \(\text{refl}(a) \rho \rho' = \text{refl}(a') \rho \rho'\). The eliminator \(\text{J}((C, C'), (d, d'), (x, x'), (y, y'), (p, p'))\) is defined as \((\text{J}(C, d, x, y, p), \lambda \rho \rho'. \text{J} \rho \rho' x p y p p p (x' \rho \rho') (y' \rho \rho') (y' \rho \rho'))\) where
\[
h' : \Pi (x : |A| \rho)(p : |\text{Id}(A, x, y)| \rho)(x' : A' \rho')(y' : A' \rho')(p' : \text{Id}^A_{\rho \rho'} x p y p x' y')
\]
\[
P' (p, x, y, p)(p', x', y, p') (\text{J}(P^{++}, d \rho, x, y, p))
\]
is given by induction on \(\text{Id}^A_{\rho \rho'} \rho \rho'\) via \(h' a a (\text{refl}(a)) a' a' (\text{refl} a a') = d' (p, a) (p', a')\).

### 5.2 Higher inductive types

Our treatment extends to higher inductive types [33], following the semantics presented in [7]. Crucially, we have fibrant indexed higher inductive sets in presheaves over \(\mathcal{C}\) as we have what we would call fibrant uniformly indexed higher inductive sets in the same fashion as in [7] and fibrant identity sets [6, 23], mirroring the derivation of fibrant indexed inductive sets from fibrant uniformly indexed inductive sets and fibrant identity sets recollected in Appendix B.\(^5\)

Let us look at the case of the suspension operation in a cubical cwf, where \(\text{Susp}(A) : \text{Type}(\Gamma)\) has constructors \(\text{north}, \text{south}\) and \(\text{merid}(a, i)\) for \(a : A\) and \(i : \mathbb{I}\) with \(\text{merid}(a, 0) = \text{north}\) and \(\text{merid}(a, 1) = \text{south}\).

For the sconing model of Section 3, we define for \(A : \text{Type}(1)\) and \(A' : |A| \rightarrow U^b\) the indexed higher inductive set \(\text{Susp}_{A, A'}^i\) over \(|\text{Susp}(A)|\) with constructors
\[
\text{north} : \text{Susp}_{A, A'}^i \text{north} \quad \text{south} : \text{Susp}_{A, A'}^i \text{south}
\]
\[
\text{merid} a a' i : (\text{Susp} A)'(\text{merid}(a, i))[i = 0 \rightarrow \text{north}', i = 1 \rightarrow \text{south}']
\]
for \(a : |a|\) and \(a' : A' a\) and \(i : \mathbb{I}\) (using the notation of [7]). In the above translation to a uniformly indexed higher inductive set, the constructor \(\text{north}'\) will for example be replaced by \(\text{north}'' : \text{Id}(\text{Susp}(A)) \cup \text{north} \rightarrow \text{Susp}_{A, A'}^i \mathbb{I}\).

Given \((A, A') : \text{Type}^*(\Gamma, \Gamma')\), we then define \(\text{Susp}^* (A, A') = (\text{Susp}(A), \lambda \rho \rho'. \text{Susp}_{A, A'}^i \rho \rho')\), with constructors and eliminator treated as in Section 5.1.

### References


\(^5\) We stress that the use of “set” in this context refers to the types of the language of presheaves over \(\mathcal{C}\), not homotopy sets.
Homotopy Canonicity for Cubical Type Theory


We denote the objects of our base category we have families of expressions, say where readability we suppress these annotations. To be able to define a partial interpretation (cf. [29, 15]) on the raw syntax. But to enhance families according to the restrictions in usual cwf structure untouched, so we have index sets will be clear from the typing rules below.) All other occurrences of f,r above we in fact need more annotations to the syntax in order to get the initial cubical cwf we in fact need more annotations to the syntax in order to initial, e.g., \( A, \varphi, b, \bar{u}, r \), and we skipped the constants for natural numbers. Above, \( f, \bar{r} \) for \( f: Y \to X \) in the sieve \([\varphi]\) on \( X \). (The exact index sets will be clear from the typing rules below.) All other occurrences of \( r \) above have \( r \in I(X) \). The restrictions along \( f: Y \to X \) on the raw syntax then leave all the usual cwf structure untouched, so we have \( qf = q \) and \( (\Pi(A,B))f = \Pi(Af,Bf) \), and uses the restrictions in \( I \) and \( F \) accordingly, e.g., \( (ap(u, r))f = ap(uf, rf) \), and we will re-index families according to \( \tilde{A}f = (A_{f, r})f \) for \( \tilde{A} = (A_{g, r})g \).

To get the initial cubical cwf we in fact need more annotations to the syntax in order to be able to define a partial interpretation (cf. [29, 15]) on the raw syntax. But to enhance readability we suppress these annotations.

We will now describe a type system indexed by stages \( X \). The forms of judgment are:

\[
\Gamma, \Delta ::= \varepsilon \mid \Gamma. A \\
A, B, t, u, v ::= q \mid t \sigma \mid \mathbb{U}_n \mid \Pi(A,B) \mid \text{lam}(u) \mid \text{app}(u,v) \mid \Sigma(A,B) \mid \text{pair}(u,v) \mid \text{fst}(u) \mid \text{snd}(u) \mid \text{Path}(A,u,v) \mid \langle \rangle \mid \text{ap}(u,r) \mid \text{Glue}(A,\varphi,B,\bar{u}) \mid \text{glue}(v,\bar{u}) \mid \text{unglue}(u) \mid \text{fill}(A,\varphi,b,\bar{u},r) \mid \ldots \\
\sigma, \tau, \delta ::= p \mid \text{id} \mid \sigma \tau \mid (\sigma, u) \mid ()
\]

where \( b \in \{0,1\} \), \( \varphi \in F(X) \), and we skipped the constants for natural numbers. Above, we have families of expressions, say \( \bar{A} = (A_{f, r})_{f, r} \), whose index set ranges over certain \( Y \), \( f: Y \to X \), and \( r \in \mathbb{I}(Y) \), and \( A_{f, r} \) is a raw expression at stage \( Y \); likewise \( (A_{f, r})_{f, r} \) consists of raw expressions \( A_f \) at stage \( Y \) for \( f: Y \to X \) in the sieve \([\varphi]\) on \( X \). (The exact index sets will be clear from the typing rules below.) All other occurrences of \( r \) above have \( r \in \mathbb{I}(X) \).

We will now describe a type system indexed by stages \( X \). The forms of judgment are:

\[
\Gamma \vdash_X \Gamma \vdash_X A \mid \Gamma \vdash_X A = B \mid \Gamma \vdash_X t : A \mid \Gamma \vdash_X t = u : A \mid \sigma: \Delta \to_X \Gamma
\]

where the involved expressions are at stage \( X \).
As mentioned above we have the rule:

\[
\Gamma \vdash X \quad \vdash Y \rightarrow X \\
\vdash Y \rightarrow X \quad \vdash Y \rightarrow X
\]

At each stage we have all the usual rules valid in a cwf with \(\Pi\)-types, \(\Sigma\)-types, universes, and natural numbers. We will present some of the rules, but skip all congruence rules.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Context</th>
<th>Type</th>
<th>Type</th>
<th>Type</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\Gamma \vdash X)</td>
<td>(\Gamma \vdash A)</td>
<td>(\sigma : \Delta \rightarrow X \Gamma)</td>
<td>(\Gamma \vdash t : A)</td>
<td>(\sigma : \Delta \rightarrow X \Gamma)</td>
</tr>
<tr>
<td>2</td>
<td>(\Gamma \vdash X)</td>
<td>(\Gamma \vdash A)</td>
<td>(\Delta \vdash X A\sigma)</td>
<td></td>
<td>(\Delta \vdash t \sigma : A\sigma)</td>
</tr>
<tr>
<td>3</td>
<td>(\Gamma \vdash X)</td>
<td>(\Gamma \vdash A)</td>
<td>(\Gamma \vdash X A = B)</td>
<td>(\Gamma \vdash X)</td>
<td>(\vdash \Gamma \rightarrow \varepsilon)</td>
</tr>
<tr>
<td>4</td>
<td>(\varepsilon \vdash X)</td>
<td></td>
<td>(\Gamma \vdash X)</td>
<td>(\vdash \Gamma \rightarrow \varepsilon)</td>
<td>(\vdash \Gamma \rightarrow \varepsilon)</td>
</tr>
<tr>
<td>5</td>
<td>(\Gamma \vdash X)</td>
<td>(\sigma : \Delta \rightarrow X \Gamma)</td>
<td>(\tau : \Theta \rightarrow X \Delta)</td>
<td>(\sigma \tau : \Theta \rightarrow X \Gamma)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(\sigma : \Delta \rightarrow X \Gamma)</td>
<td>(\Gamma \vdash A)</td>
<td>(\Delta \vdash X u : A\sigma)</td>
<td>(\sigma, u) : \Delta \rightarrow X \Gamma)</td>
<td>(\Gamma \vdash A)</td>
</tr>
<tr>
<td>7</td>
<td>(\Gamma \vdash X B)</td>
<td>(\Gamma \vdash A)</td>
<td>(\Delta \vdash X b : B)</td>
<td>(\Gamma \vdash X)</td>
<td>(\Delta \vdash X u : A)</td>
</tr>
<tr>
<td>8</td>
<td>(\Gamma \vdash X)</td>
<td>(\Pi(A, B))</td>
<td>(\Gamma \vdash X)</td>
<td>(\lambda b : \Pi(A, B))</td>
<td>(\Gamma \vdash X)</td>
</tr>
</tbody>
</table>

where we write \([u]\) for \((\text{id}, u)\) and \(\sigma^+\) for \((\sigma p, q)\). The judgmental equalities (skipping suitable premises, types, and contexts) are:

\[
\text{id} \sigma = \sigma \quad \text{id} A = A \quad \text{id} A = A \quad \text{id} A = A \quad \text{id} A = A \quad \text{id} A = A
\]

\[
\text{id} A \quad \text{id} A = A \quad \text{id} A = A \quad \text{id} A = A \quad \text{id} A = A \quad \text{id} A = A
\]

\[
\text{id} A \quad \text{id} A = A \quad \text{id} A = A \quad \text{id} A = A \quad \text{id} A = A \quad \text{id} A = A
\]

We skip the rules for \(\Sigma\)-types and natural numbers as they are standard, but simply indexed with an object \(X\) as we did for \(\Pi\)-types. The rules for universes are:

<table>
<thead>
<tr>
<th>Rule</th>
<th>Context</th>
<th>Type</th>
<th>Type</th>
<th>Type</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\Gamma \vdash X)</td>
<td>(\Gamma \vdash U_n)</td>
<td>(\Gamma \vdash X U_n : U_{n+1})</td>
<td>(\Gamma \vdash X A : U_n)</td>
<td>(\Gamma \vdash X A : U_{n+1})</td>
</tr>
<tr>
<td>2</td>
<td>(\Gamma \vdash X)</td>
<td>(\Gamma \vdash X U_n : U_{n+1})</td>
<td>(\Gamma \vdash X A : U_{n+1})</td>
<td>(\Gamma \vdash X A : U_{n+1})</td>
<td>(\Gamma \vdash X A : U_{n+1})</td>
</tr>
</tbody>
</table>

and we skip the rules for equality and closure under the type formers \(\Pi, \Sigma\), natural numbers, \text{Path}, and \text{Glue}.

To state the rules for dependent path-types we introduce the following abbreviations. We write \(\Gamma.\vdash X \ A\) if \(A = (A_{r})\) is a family indexed by \(Y\), \(f : X \rightarrow Y\), and \(r \in [Y]\) such that

\[
\Gamma f \vdash Y A_{r}, \text{and} \Gamma f g \vdash Z (A_{f_{r}})g = A_{g_{r}}.
\]

Given \(\Gamma.\vdash X \ A\) we write \(\Gamma .\vdash X \ u : \ A\) whenever \(u = (u_{r})\) is a family indexed by \(Y\), \(f : X \rightarrow Y\), and \(r \in [Y]\) such that

\[
\Gamma f \vdash Y u_{r} : A_{r}, \text{and} \Gamma f g \vdash Z (u_{f_{r}})g = u_{g_{r}}.
\]
The rules for the dependent path type are:

\[
\begin{align*}
\Gamma \vDash_X \bar{A} & \quad \Gamma \vDash_X u : \text{Id}_{\bar{A}}.0 \\
\Gamma \vDash_X \text{Path}(\bar{A}, u, v) & \\
\Gamma \vdash_X t : \text{Path}(\bar{A}, u, v) \quad r \in \mathbb{I}(X)
\end{align*}
\]

\[
\begin{align*}
\Gamma \vDash_X \text{ap}(t, r) & : \text{Id}_{\bar{A}}.r \\
\Gamma \vdash_X \text{ap}(\lambda(u, r), t) = \text{Id}_{\bar{A}}.r \\
\lambda(u) & = \lambda((u, r, \sigma)_{f, r}) \\
\text{ap}(\lambda(u)) & = \text{ap}(\sigma, r)
\end{align*}
\]

Note that in general these rules might have infinitely many premises. We get the non-dependent path type for \(\Gamma \vdash_X \bar{A}\) by using the type \(A_{f,r} := Af\).

Given \(\Gamma, I \vdash_X \bar{A}\) and \(b \in \{0, 1\}\) we write \(\Gamma, I \vdash_X \bar{A} \quad \text{if} \quad \bar{A} = (u_{f,r})\) a family indexed over all \(Y, f : Y \rightarrow X, r \in \mathbb{I}(Y)\) such that either \(f\) is in the sieve \([\varphi]\) or \(r = b\) and we have

\[
\begin{align*}
\Gamma f \vdash_Y u_{f,r} : A_{f,r} \quad \text{and} \quad \Gamma fg \vdash_Z (u_{f,r})g = u_{fg,r} : A_{fg,r}
\end{align*}
\]

for all \(g : Z \rightarrow Y\). The rule for the filling operation is given by:

\[
\begin{align*}
\Gamma, I \vdash_X \bar{A} & \quad \varphi \in \mathbb{F}(X) \\
\Gamma, I \vdash_X \bar{A} \quad b \in \{0, 1\} \\
\Gamma, I \vdash_X \bar{A} \quad r \in \mathbb{I}(X) \\
\Gamma \vdash_Y \text{fill}(A, \varphi, b, \bar{u}, r) : \text{Id}_{\bar{A},r}
\end{align*}
\]

with judgmental equality

\[
\text{fill}(\bar{A}, \varphi, b, \bar{u}, r) = \text{Id}_{\bar{A},r} \quad \text{whenever} \quad [\varphi] \quad \text{is the maximal sieve or} \quad r = b.
\]

For the gluing operation we only present the formation rule; the other rules are similar as in [6] but adapted to our setting. We write \(\Gamma \vdash_X \bar{B}\) if \(\bar{B}\) is a family of \(B_f\) for \(f : Y \rightarrow X\) in \([\varphi]\) with \(\Gamma f \vdash_Y B_f\) which is compatible, i.e. \(\Gamma fg \vdash_Z B_{fg} = B_{fg}\). In this case, we write likewise \(\Gamma \vdash_X \bar{B}\) if \(\bar{B}\) is a compatible family of terms \(\Gamma f \vdash_Y u_f : B_f\).

\[
\begin{align*}
\Gamma \vdash_X \bar{A} & \quad \varphi \in \mathbb{F}(X) \\
\Gamma \vdash_X \bar{B} & \\
\Gamma \vdash_X \bar{u} : \text{isEquiv}(\bar{B}, A) \\
\Gamma \vdash_X \text{Glue}(A, \varphi, \bar{B}, \bar{u})
\end{align*}
\]

and the judgmental equality \(\text{Glue}(A, \varphi, \bar{B}, \bar{u}) = B_{id} \quad \text{in case} \quad [\varphi] \text{is the maximal sieve, and an equation for substitution.}

This formal system gives rise to a cubical cwf \(\mathcal{T}\) as follows. First, define judgmental equality for contexts and substitutions as usual (we could also have those as primitive judgments). Next, we define presheaves \(\text{Con}\) and \(\text{Hom}\) on \(\mathcal{C}\) by taking, say, \(\text{Con}(X)\) equivalence classes \([\Gamma]_{\sim}\) of \(\Gamma\) with \(\Gamma \vdash_X \) modulo judgmental equality; restrictions are induced by the (implicit) substitution: \([\Gamma]_{\sim}f = [\Gamma f]_{\sim}\). Types \(\text{Type}(X, [\Gamma]_{\sim})\) are equivalence classes of \(A\) with \(\Gamma \vdash_X A\) modulo judgmental equality, and elements are defined similarly as equivalence classes.

For type formers in \(\mathcal{T}\) let us look at path types: we have to give an element of \(\text{Type}(\Gamma)\) in a context (w.r.t. the internal language) \(\Gamma : \text{Con}, A : \mathcal{I} \rightarrow \text{Type}(\Gamma), u : \text{Elem}(\Gamma, A.0), v : \text{Elem}(\Gamma, A.1)\). Unfolding the use of internal language, given \([\Gamma]_{\sim} \in \text{Con}(X)\), a compatible family \([A_{f,r}]_{\sim}\) in \(\text{Type}(Y, [\Gamma]_{\sim} f)\) (for \(f : Y \rightarrow X\) and \(r \in \mathbb{I}(Y)\) and elements \([u]_{\sim} \in \text{Elem}(\Gamma, A_{id.0})\) and \([v]_{\sim} \in ([\Gamma]_{\sim})_{\sim} A_{id.1}\) we have to give an element of \(\text{Type}(X, [\Gamma]_{\sim})\), which we do by the formation rule for \(\text{Path}\).
The remainder of the cubical cwf structure for \( \mathcal{T} \) is defined in a similar manner, in fact the rules are designed to reflect the laws of cubical cwfs. We conjecture that we can follow a similar argument as in [29] to show that \( \mathcal{T} \) is the initial cubical cwf. Given a cubical cwf \( \mathcal{M} \) over \( \mathcal{C} \), \( \mathcal{I} \) we first have to define partial interpretations of the raw syntax and then show that each derivable judgment has a defined interpretation in \( \mathcal{M} \) and for equality judgments both sides of the equation have a defined interpretation in \( \mathcal{M} \) and are equal. In an intuitionistic framework, this partial interpretation should be described as an inductively defined relation, which is shown to be functional. The partial interpretation \([\cdot]\) assigns meanings to raw judgments with the following signature:

\[
\begin{align*}
[I \vdash X] & \in \text{Con}_{\mathcal{M}}(X) \\
[\sigma : \Delta \to I] & \in \text{Hom}_{\mathcal{M}}(X, [\Delta \vdash X], [I \vdash X]) \\
[I \vdash X A] & \in \text{Type}_{\mathcal{M}}(X, [I \vdash X]) \\
[I \vdash X u : A] & \in \text{Elem}_{\mathcal{M}}(X, [I \vdash X], [I \vdash X A])
\end{align*}
\]

where among the conditions for the interpretation on the left-hand side to be defined is that all references to the interpretation on the right-hand side are defined. This proceeds by structural induction on the raw syntax and for \([I \vdash X J]\) to be defined we assume all the ingredients needed are already defined. E.g. for the path type \([I \vdash X \text{Path}(A, u, v)]\) we in particular have to assume that the assignment \(f, r \mapsto [I f \vdash Y A f, r]\) is defined and gives rise to a suitable input of \(\text{Path}_{\mathcal{M}}\).

### B Indexed inductive sets in presheaves over \( \mathcal{C} \)

We work in the setting of Section 2.2 given by presheaves over \( \mathcal{C} \).

Given a set \( I \), a family \( A \) over \( I \), a family \( B \) over \( i : I \) and \( a : Ai \), and a map \( s : \Pi(i : I)(a : Ai).Bi a \to I \),

the **indexed inductive set** \( W_{I, A, B, s} \) is the initial algebra of the polynomial endofunctor [12] on the (internal) category of families over \( I \) sending a family \( X \) to the family

\[ [I, A, B, s]i = \Sigma(a : A i).\Pi(b : B i a).X(s i a b). \]

Its constructive justification as an operation in the internal language of the presheaf topos using inductive constructions of the metatheory is folklore (in a classical setting, one would use transfinite colimits [20]). If \( I, A, B \) are small with respect to a universe \( U_i \) with \( i \in \{0, 1, \ldots, \omega\} \), then \( W_{I, A, B, s} : I \to U_i \).

Let \( I, A, B \) now be small with respect to \( U_\omega \). Given elements of \( \text{Fill}(I, A) \) and \( \text{Fill}(\Sigma(i : I).Ai, \lambda(i, a).Bi a) \), we may use induction (i.e. the universal property of \( W_{I, A, B, s} \)) to derive an element of \( \text{Fill}(I, W_{I, A, B, s}) \). As in Section 2.2 for dependent products, this implies (using external reasoning) the internal statement \( C(W_{I, A, B, s} i) \) for \( i : I \) given \( C(A i) \) for all \( i \) and \( C(B i a) \) for all \( i, a \). We then call \( W_{I, A, B, s} \) a **fibrant uniformly indexed inductive set**. The qualifier **uniformly indexed** indicates that \( A \) is a fibrant family over \( I \) rather than a fibrant set with a “target” map to \( I \) that indicates the target sort of the constructor sup.

Given \( A : U_\omega \) with \( \text{Fill}(1, A) \), we may use the technique of Andrew Swan [30, 23] to construct a (level preserving) identity set \( \text{Id}_A a_0 a_1 \) for \( a_0, a_1 : A \) (different from the equality set \( a_0 = a_1 \)) with \( \text{Fill}(A \times X, \lambda(a_0, a_1).\text{Id}_A a_0 a_1) \) and constructor \( \text{refl}_A : \text{Id}_A a_0 a_1 \) for \( a : A \) that has the usual elimination with respect to families \( P : \Pi(a_0 a_1 : A).\text{Id}_A a_0 a_1 \to U_\omega \) that satisfy \( \text{Fill}(\Sigma(a_0 a_1 : A).\text{Id}_A a_0 a_1, P) \). Using external reasoning as before, one has \( C(\text{Id}_A a_0 a_1) \) given
C(A), justifying calling idA a0 a1 a fibrant identity set; using (2) one has elimination with respect to families P of the previous signature with C(C a0 a1 P) for all a0, a1, P.

Using a folklore technique, we may use fibrant identity sets to derive fibrant indexed inductive sets from fibrant uniformly indexed inductive sets, by which we mean the following. Given \( (I, \text{fib}_I) : U^\text{fib}_\omega \), \( (A, \text{fib}_A) : U^\text{fib}_\omega \), \( (B, \text{fib}_B) : A \to U^\text{fib}_\omega \) with maps \( \tau : A \to I \) and \( s : \Pi(a : A).B a \to I \), we have \( \langle W_I.A.B.s.t, \text{fib}_W \rangle : I \to U^\text{fib}_\omega \) (we omit the subscripts to \( W \) for readability), \( W \) living in \( U \), if \( I, A, B \) do, with

\[
\text{sup} : \Pi(a : A)(f : \Pi(b : B a).W (s a b)).W (t a).
\]

Given \( \langle P, \text{fib}_P \rangle : \Pi(i : I).W \to U^\text{fib}_\omega \) with

\[
h : \Pi(a : A)(f : \Pi(b : B a).W (s a b)).(\Pi(b : B a).P (s a b) (f b)) \to P (t a) (\text{sup} a f),
\]

we have \( v : \Pi(i : I)(w : W i).P i w \) such that

\[
v (t a) (\text{sup} a f) = h a f (\lambda b. v (s a b) (f b)).
\]

Fibrant indexed inductive sets are used for the interpretation in the sconing model of natural numbers in Section 3, higher inductive types in Section 5.2, and identity types in Section 5.1. In practice, we will usually not bother to bring the fibrant indexed inductive set needed in into the above form and instead work explicitly with the more usual specification in terms of a list of constructors, each taking a certain number non-recursive and recursive arguments. For convenience, we explain concretely the example needed in Section 3 of the fibrant indexed inductive set \( \mathbb{N}' \) over

As an example, we construct the fibrant indexed inductive set \( \mathbb{N}' \) needed in Section 3. There, we have a fibrant set \( |\mathbb{N}| : U_0 \) (satisfying \( C(|\mathbb{N}|) \)) with an element \( 0 : |\mathbb{N}| \) and an endofunction \( S : |\mathbb{N}| \to |\mathbb{N}| \). We wish to define the fibrant indexed inductive set \( \mathbb{N}' : |\mathbb{N}| \to U_0 \) with constructors \( 0' : \mathbb{N}' 0 \) and \( S' : \Pi(n : |\mathbb{N}| \rho).\mathbb{N}' n \to \mathbb{N}' (S n) \). We let \( \mathbb{N}' \) be the uniformly indexed inductive set over \( m : |\mathbb{N}| \) with constructors

\[
0' : \text{id}_{|\mathbb{N}|} m 0 \to \mathbb{N}' m,
\]

\[
S' : \Pi_n(|\mathbb{N}|.\text{id}_{|\mathbb{N}|} m (S n)) \to \mathbb{N}' n \to \mathbb{N}' m.
\]

and define \( 0' = 0' \text{refl}_0 \) and \( S' n n' = S' n \text{refl}_{S(n)} n' \). Fibrancy of \( \text{id} \) ensures fibrancy of \( \mathbb{N}' \) (i.e. \( C(\mathbb{N}' n) \) for \( n : |\mathbb{N}| \)). For elimination, we are given a fibrant family \( P n n' \) for \( n : |\mathbb{N}| \) and \( n' : \mathbb{N}' n \) with \( z' : P 0' 0' \) and \( s' n n' x : P (S n) (S' n n') \) for all \( n, n' \) and \( x : P n n' \). We have to define \( h' n n' : P n n' \) for all \( n, n' \) such that \( h' 0' 0' = z' \) and \( h' (S n) (S' n n') = s' n n' (h' n n') \). We define \( h' \) by induction on the uniformly indexed inductive set \( \mathbb{N}' \) and fibrant identity sets (using fibrancy of \( P \)) via defining equations

\[
h' 0' \text{refl}_0 = z,
\]

\[
h' (S n) (S' n \text{refl}_{S n} n') = s' n n' (h' n n').
\]

Note that the latter is really an instance of the former since our dependent sums, dependent products, and finite coproducts are extensional (satisfy universal properties). Conversely, the former is an instance of the latter with a single constructor taking a non-recursive and a recursive argument.
C Variations

C.1 Univalence as an axiom

Our treatment extends to the case where the glue types in a cubical cwf as in Section 1.3 are replaced by an operation $\text{Elem}(\Gamma, i\text{Univalence}_n)$ for $\Gamma : \text{Con}$ and $n \geq 0$, with $i\text{Univalence}_n$ defined in Remark 1.

To define this operation in the sconing model of Section 3, one first shows analogously to Lemmas 5 and 6 that $|-|$ preserves contractible types and that $(A, A') : \text{Type}^s(\Gamma, \Gamma')$ is contractible exactly if $A$ is contractible and $A' \rho \rho' a$ for $\rho : [\Gamma]$ and $\rho' : \Gamma' \rho$ where $a : [A]$ is the induced center of contraction. We have analogous statements for types of homotopy level $n \geq 0$ in $\mathcal{M}$, in which case we instead have to quantify over all $a : [A]$.

Given $(A, A') : \text{Type}^s_n(\Gamma, \Gamma')$, we have shown that the type $(S, S') = \Sigma\langle U_n, \text{Equiv}^s(q, A) \rangle$ over $(\Gamma, \Gamma')$ is contractible in $\mathcal{M}^s$. Without loss of generality, we may assume the center of contraction of univalence in $\mathcal{M}$ is given by the identity equivalence. Using the observations of the preceding paragraph, it suffices to show that $V' = S' \rho \rho' (\text{pair}(A\rho, (\text{lam}(q), w)))$ is contractible for $\rho : [\Gamma]$ and $\rho' : \Gamma' \rho$ where $w$ denotes the canonical witness that the identity map $\text{lam}(q)$ on $A\rho$ is an equivalence in $\mathcal{M}$. Inhabitation is evident, and so it remains to show propositionality. By the case of the preceding paragraph for propositions, the second component of $V'$ is a proposition, and thus we can ignore it for the current goal, which then becomes

$$\text{isProp}(\Sigma(T' : [A] \rightarrow U_n).\Pi(a : [A]).\text{Equiv}(T' a, A' \rho \rho' a))$$

and follows from univalence in the standard model, justified by gluing.

C.2 Canonicity

A similar sconing argument may be used to provide a reduction-free canonicity argument for cubical type theory with computation rules for filling at type formers alternative to the one of [16]. The key difference is that we now want the filling operation itself to be computable.

In the sconing, we then define a type $(A, (A', \text{fib}_{A'})) : \text{Type}(\Gamma, \Gamma')$ to consist of $A : \text{Type}(\Gamma)$ and $A' \rho \rho' a : U_\omega$ as before, but with $\text{fib}_{A'} \rho \rho' : \Sigma\langle A : [A] \rho, A' \rho \rho' a \rangle$ such that the first projection relates $\text{fib}_{A'} \rho \rho'$ to the proof of fibrancy of $[A] \rho$. This is easiest formulated by defining an appropriate dependent version $C' : \Pi(A : U_\omega)(A' : A \rightarrow U_\omega).C(A) \rightarrow U_\omega$ of $C$ using the methods of Section 2.2.

D Simplicial set model

Choosing for $\mathcal{C}$ the simplex category $\Delta$, for $I$ the usual interval $\Delta^1$ in simplicial sets, and for $\mathcal{F}$ a small copy $\mathcal{F}_{\text{dec}}$ of the sublattice of $\mathcal{F}_0$ of decidable sieves, we obtain a notion of cubical cwf with a simplicial notion of shape.

Assume now the law of excluded middle. The above choice of $\mathcal{C}, I, \mathcal{F}$ satisfies all of the assumptions of Section 2.2 but one: the existence of a right adjoint to exponentiation with $\mathcal{I}$. However, the only place our development makes use of this assumption is in establishing (1). We will instead give a different definition of $\mathcal{C}$ that still satisfies (1). Then the rest of our development applies to simplicial sets.

A Kan fibration structure on a family $Y : X \rightarrow U_\omega$ in simplicial sets consists of a choice of diagonal fillers in all commuting squares of the form
with left map a horn inclusion. Note that the codomains of horn inclusions are representable. It follows that the presheaf of Kan fibration structures indexed over the slice of simplicial sets over \( U_\omega \) is representable. Given \([n] \in \Delta\) and \( A \in (U_\omega)_n\) (i.e. an \( \omega \)-small presheaf on \( \Delta/\!\!/n\)), we define \( C([n], A)\) as the set of Kan fibration structures on \( A : \Delta^n \to U_\omega\). This defines a level preserving map \( C : U_\omega \to U_\omega \). Then the representing object of the above presheaf is given by the first projection \( U_{fib}^\omega \to U_\omega\) where \( U_{fib}^\omega = \Sigma(x : U_\omega).C(X)\) is defined as before.

Let us now verify (1). Given a simplicial set \( X\) with \( Y : X \to U_\omega\), a global element of \( Fill(X,Y)\) corresponds to a uniform Kan fibration structure on \( \Sigma(x : X)(Y x \to X)\) in the sense of [13]. A uniform Kan fibration structure induces a Kan fibration structure naturally in \( X\), giving the forward direction of (1). For the reverse direction, it suffices to give a uniform Kan fibration structure in the generic case, i.e. a global element of \( Fill(U_{fib}^\omega, \lambda (A, c).A)\). This is [13, Theorem 8.9, part (ii)] together with the fact proved in [11, Chapter IV] that Kan fibrations lift against pushout products of interval endpoint inclusions with (levelwise decidable) monomorphisms.\(^7\)

Having verified (1), the rest of our development applies just as well to the case of simplicial sets. In particular, we obtain in the standard model \( S\) of Section 2.3 a version of the simplicial set model [18] of univalent type theory (using Section 5.1 for identity types).\(^8\)

As per Section 5.2, we furthermore obtain higher inductive types in the simplicial set model in a way that avoids (as suggested by Andrew Swan [31]) the pitfall of fibrant replacement failing to preserve size encountered in [22].

Seeing simplicial sets as a full subtopos of distributive lattice cubical sets as observed in [19], there is a functor from cubical cwfs with \((C, I, F) = (\Delta, \Delta^1, \Omega_\sigma, \text{dec})\) to cubical cwfs where \( C\) is the Lawvere theory of distributive lattices, \( I\) is represented by the generic object, and \( F\) is the (small) sublattice of \( \Omega_\sigma\) generated by distributive lattice equations. The cubical cwfs in the image of this functor satisfy a sheaf condition, which can be represented syntactically as an operation allowing one to e.g. uniquely glue together to a type \( \Gamma \vdash \{i,j\} A_i\) for \( f\) a map to \( X\) from the free distributive lattice on symbols \( \{i,j\}\) such that \( fi \leq fj\) or \( fj \leq fi\) (compare also the tope logic of [26]).

Applying this functor to the simplicial set model \( S\) discussed above, we obtain an interpretation of distributive lattice cubical type theory (with \( I\) and \( F\) as above) in the sense of the current paper (crucially, without computation rules for filling at type formers) in simplicial sets. Thus, this cubical type theory is homotopically sound: can only derive statements which hold for standard homotopy types.

---

\(^7\) This is the only place where excluded middle is used, to produce a cellular decomposition in terms of simplex boundary inclusions of such a monomorphism.

\(^8\) Instead of Kan fibration structures, we can also work with the property of being a Kan fibration. Then \( C\) is valued in propositions and we would obtain in \( S\) a version of the simplicial set model in which being a type is truly just a property. However, choice would be needed to obtain (1).
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Abstract
We generalise the termination method of higher-order polynomial interpretations to a setting with impredicative polymorphism. Instead of using weakly monotonic functionals, we interpret terms in a suitable extension of System $F_{\omega}$. This enables a direct interpretation of rewrite rules which make essential use of impredicative polymorphism. In addition, our generalisation eases the applicability of the method in the non-polymorphic setting by allowing for the encoding of inductive data types. As an illustration of the potential of our method, we prove termination of a substantial fragment of full intuitionistic second-order propositional logic with permutative conversions.
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1 Introduction
Termination of higher-order term rewriting systems [21, Chapter 11] has been an active area of research for several decades. One powerful method, introduced by v.d. Pol [23, 15], interprets terms into weakly monotonic algebras. In later work [6, 12], these algebra interpretations are specialised into higher-order polynomial interpretations, a generalisation of the popular – and highly automatable – technique of polynomial interpretations for first-order term rewriting.

The methods of weakly monotonic algebras and polynomial interpretation are both limited to monomorphic systems. In this paper, we will further generalise polynomial interpretations to a higher-order formalism with full impredicative polymorphism. This goes beyond shallow (rank-1, weak) polymorphism, where type quantifiers are effectively allowed only at the top of a type: it would be relatively easy to extend the methods to a system with shallow polymorphism since shallowly polymorphic rules can be seen as defining an infinite set of monomorphic rules. While shallow polymorphism often suffices in functional programming practice, there do exist interesting examples of rewrite systems which require higher-rank impredicative polymorphism.

For instance, in recent extensions of Haskell one may define a type of heterogeneous lists.

$$
\text{List} : * \\
\text{nil} : \text{List} \\
\text{cons} : \forall \alpha. \alpha \rightarrow \text{List} \rightarrow \text{List} \\
\text{foldl} : \forall \beta. (\forall \alpha. \beta \rightarrow \alpha \rightarrow \beta) \rightarrow \beta \rightarrow \text{List} \rightarrow \beta
$$
The above states that \texttt{List} is a type (*), gives the types of its two constructors \texttt{nil} and \texttt{cons}, and defines the corresponding fold-left function \texttt{foldl}. Each element of a heterogeneous list may have a different type. In practice, one would constrain the type variable \(\alpha\) with a type class to guarantee the existence of some operations on list elements. The function argument of \texttt{foldl} receives the element together with its type. The \(\forall\)-quantifier binds type variables: a term of type \(\forall\alpha.\tau\) takes a type \(\rho\) as an argument and the result is a term of type \(\tau[\alpha := \rho]\).

Impredicativity of polymorphism means that the type itself may be substituted for its own type variable, e.g., if \(f : \forall\alpha.\tau\) then \(f(\forall\alpha.\tau) : \tau[\alpha := \forall\alpha.\tau]\). Negative occurrences of impredicative type quantifiers prevent a translation into an infinite set of simply typed rules by instantiating the type variables. The above example is not directly reducible to shallow polymorphism as used in the ML programming language.

Related work. The term rewriting literature has various examples of higher-order term rewriting systems with some forms of polymorphism. To start, there are several studies that consider shallow polymorphic rewriting (e.g., [9, 11, 25]), where (as in ML-like languages) systems like \texttt{foldl} above cannot be handled. Other works consider extensions of the \(\lambda\)-calculus [2, 4] or the calculus of constructions [1, 26] with rewriting rules; only the latter includes full impredicative polymorphism. The termination techniques presented for these systems are mostly syntactic (e.g., a recursive path ordering [11, 26], or general schema [1]), as opposed to our more semantic method based on interpretations. An exception is [4], which defines interpretations into \(\Pi\)-algebras; this technique bears some similarity to ours, although the methodologies are quite different. A categorical definition for a general polymorphic rewriting framework is presented in [5], but no termination methods are considered for it.

Our approach. The technique we develop in this paper operates on Polymorphic Functional Systems (PFSs), a form of higher-order term rewriting systems with full impredicative polymorphism (Section 3), that various systems of interest can be encoded into (including the example of heterogeneous fold above). Then, our methodology follows a standard procedure:

1. we define a well-ordered set \((I, \succ, \succeq)\) (Section 4);
2. we provide a general methodology to map each PFS term \(s\) to a natural number \([s]_I\), parameterised by a core interpretation for each function symbol (Section 5);
3. we present a number of lemmas to make it easy to prove that \(s \succ t\) or \(s \succeq t\) whenever \(s\) reduces to \(t\) (Section 6).

Due to the additional complications of full polymorphism, we have elected to only generalise higher-order polynomial interpretations, and not v.d. Pol’s weakly monotonic algebras. That is, terms of base type are always interpreted to natural numbers and all functions are interpreted to combinations of addition and multiplication.

We will use the system of heterogeneous fold above as a running example to demonstrate our method. However, termination of this system can be shown in other ways (e.g., an encoding in System F). Hence, we will also study a more complex example in Section 7: termination of a substantial fragment of IPC2, i.e., full intuitionistic second-order propositional logic with permutative conversions. Permutative conversions [22, Chapter 6] are used in proof theory to obtain “good” normal forms of natural deduction proofs, which satisfy e.g. the subformula property. Termination proofs for systems with permutative conversions are notoriously tedious and difficult, with some incorrect claims in the literature and no uniform methodology. It is our goal to make such termination proofs substantially easier in the future.
2 Preliminaries

In this section we recall the definition of System $F_\omega$ (see e.g. [17, Section 11.7]), which will form a basis both of our interpretations and of a general syntactic framework for the investigated systems. In comparison to System $F$, System $F_\omega$ includes type constructors which results in a more uniform treatment. We assume familiarity with core notions of lambda calculi such as substitution and $\alpha$-conversion.

**Definition 2.1.** Kinds are defined inductively: $\ast$ is a kind, and if $\kappa_1, \kappa_2$ are kinds then so is $\kappa_1 \Rightarrow \kappa_2$. We assume an infinite set $V_\kappa$ of type constructor variables of each kind $\kappa$. Variables of kind $\ast$ are type variables. We assume a fixed set $\Sigma^T_\kappa$ of type constructor symbols paired with a kind $\kappa$, denoted $c : \kappa$. We define the set $T_\kappa$ of type constructors of kind $\kappa$ by the following grammar. Type constructors of kind $\ast$ are types.

$$
T_\ast \::= \ V_\ast \mid \Sigma^T_\ast \mid T_{\kappa_1 \Rightarrow \kappa_2} \mid \forall \lambda \kappa_1 T_\kappa \mid T_\ast \Rightarrow T_\ast \\
T_{\kappa_1 \Rightarrow \kappa_2} \::= \ V_{\kappa_1 \Rightarrow \kappa_2} \mid \Sigma^{T_{\kappa_1 \Rightarrow \kappa_2}} \mid T_{\kappa_1 \Rightarrow \kappa_2} \mid T_{\kappa_1 \Rightarrow \kappa_2} \mid \lambda \forall \kappa_1 T_\kappa
$$

We use the standard notations $\forall \alpha. \tau$ and $\lambda \alpha. \tau$. When $\alpha$ is of kind $\kappa$ then we use the notation $\forall \alpha : \kappa. \tau$. If not indicated otherwise, we assume $\alpha$ to be a type variable. We treat type constructors up to $\alpha$-conversion.

**Example 2.2.** If $\Sigma^T_{\ast} = \{ \text{List} \}$ and $\Sigma^{T_{\ast \Rightarrow \ast \Rightarrow \ast}}_{\ast} = \{ \text{Pair} \}$, types are for instance $\text{List}$ and $\text{Var} \ \text{Pair} \ \text{List}$. The expression $\text{Pair} \ \text{List}$ is a type constructor, but not a type. If $\Sigma^T_{\ast \Rightarrow \ast \Rightarrow \ast} = \{ \exists \}$ and $\sigma \in T_{\ast \Rightarrow \ast}$, then both $\exists(\sigma)$ and $\exists(\lambda \alpha. \sigma)$ are types.

The compatible closure of the rule $(\lambda \alpha. \varphi) \psi \rightarrow \varphi[\alpha := \psi]$ defines $\beta$-reduction on type constructors. As type constructors are (essentially) simply-typed lambda-terms, their $\beta$-reduction terminates and is confluent; hence every type constructor $\tau$ has a unique $\beta$-normal form $\text{nfs}(\tau)$. A type atom is a type in $\beta$-normal form which is not a kind, nor an arrow $\tau_1 \Rightarrow \tau_2$ nor a quantification $\forall \alpha. \tau$.

We define $\text{FTV}(\varphi)$ – the set of free type constructor variables of the type constructor $\varphi$ – in an obvious way by induction on $\varphi$. A type constructor $\varphi$ is closed if $\text{FTV}(\varphi) = \emptyset$.

We assume a fixed type symbol $\chi_\ast \in \Sigma^T_{\ast}$. For $\kappa = \kappa_1 \Rightarrow \kappa_2$ we define $\chi_\kappa = \lambda \alpha : \kappa_1. \chi_{\kappa_2}$.

**Definition 2.3.** We assume given an infinite set $V$ of variables, each paired with a type, denoted $x : \tau$. We assume a fixed set $\Sigma$ of function symbols, each paired with a closed type, denoted $t : \tau$. Every variable $x$ and every function symbol $f$ occurs only with one type declaration.

The set of preterms consists of all expressions $s$ such that $s : \sigma$ can be inferred for some type $\sigma$ by the following clauses:

- $x : \sigma$ for $(x : \sigma) \in V$.
- $f : \sigma$ for all $(f : \sigma) \in \Sigma$.
- $\lambda x : \sigma. s : \sigma \Rightarrow \tau$ if $(x : \sigma) \in V$ and $s : \tau$.
- $(\lambda \alpha : \kappa. s) : (\forall \alpha : \kappa. \sigma)$ if $s : \sigma$ and $\alpha$ does not occur free in the type of a free variable of $s$.
- $s \cdot t : \tau$ if $s : \sigma \Rightarrow \tau$ and $t : \sigma$.
- $s \ast \tau : \sigma[\alpha := \tau]$ if $(s : \forall \alpha : \kappa. \sigma)$ and $\tau$ is a type constructor of kind $\kappa$.
- $s : \tau$ if $s : \tau'$ and $\tau \Rightarrow \tau'$.

The set of free variables of a preterm $t$, denoted $\text{FV}(t)$, is defined in the expected way. Analogously, we define the set $\text{FTV}(t)$ of type constructor variables occurring free in $t$. If $\alpha$ is a type then we use the notation $\lambda \alpha. t$. We denote an occurrence of a variable $x$ of type $\tau$ by $x^\tau$, e.g. $\lambda x : \tau \rightarrow \sigma. x^\tau \Rightarrow \sigma y^\tau$. When clear or irrelevant, we omit the type annotations,
denoting the above term by \( \lambda x. xy \). Type substitution is defined in the expected way except that it needs to change the types of variables. Formally, a type substitution changes the types associated to variables in \( V \). We define the equivalence relation \( \equiv \) by: \( s \equiv t \) iff \( s \) and \( t \) are identical modulo \( \beta \)-conversion in types.

Note that we present terms in orthodox Church-style, i.e., instead of using contexts each variable has a globally fixed type associated to it.

**Lemma 2.4.** If \( s : \tau \) and \( s \equiv t \) then \( t : \tau \).

**Proof.** Induction on \( s \).

**Definition 2.5.** The set of terms is the set of the equivalence classes of \( \equiv \).

Because \( \beta \)-reduction on types is confluent and terminating, every term has a canonical preterm representative – the one with all types occurring in it \( \beta \)-normalised. We define \( \text{FTV}(t) \) as the value of \( \text{FTV} \) on the canonical representative of \( t \). We say that \( t \) is closed if both \( \text{FTV}(t) = \emptyset \) and \( \text{FV}(t) = \emptyset \). Because typing and term formation operations (abstraction, application, . . . ) are invariant under \( \equiv \), we may denote terms by their (canonical) representatives and informally treat them interchangeably.

We will often abuse notation to omit \( \cdot \) and \( * \). Thus, \( st \) can refer to both \( s \cdot t \) and \( s * t \). This is not ambiguous due to typing. When writing \( \sigma[\alpha := \tau] \) we implicitly assume that \( \alpha \) and \( \tau \) have the same kind. Analogously with \( t[x := s] \).

**Lemma 2.6** (Substitution lemma).

1. If \( s : \tau \) and \( x : \sigma \) and \( t : \sigma \) then \( s[x := t] : \tau \).
2. If \( t : \sigma \) then \( t[\alpha := \tau] : \sigma[\alpha := \tau] \).

**Proof.** Induction on the typing derivation.

**Lemma 2.7** (Generation lemma). If \( t : \sigma \) then there is a type \( \sigma' \) such that \( \sigma' =_\beta \sigma \) and \( \text{FTV}(\sigma') \subseteq \text{FTV}(t) \) and one of the following holds.

- \( t \equiv x \) is a variable with \( (x : \sigma') \in V \).
- \( t \equiv f \) is a function symbol with \( f : \sigma' \) in \( \Sigma \).
- \( t \equiv \lambda x : \tau_1.s \) and \( \sigma' = \tau_1 \rightarrow \tau_2 \) and \( s : \tau_2 \).
- \( t \equiv \Delta \alpha : \kappa.s \) and \( \sigma' = \forall \alpha : \kappa.\tau \) and \( s : \tau \) and \( \alpha \) does not occur free in the type of a free variable of \( s \).
- \( t \equiv t_1 \cdot t_2 \) and \( t_1 : \tau \rightarrow \sigma' \) and \( t_2 : \tau \) and \( \text{FTV}(\tau) \subseteq \text{FTV}(t) \).
- \( t \equiv s * \tau \) and \( \sigma' = \rho[\alpha := \tau] \) and \( s : \forall (\alpha : \kappa).\rho \) and \( \tau \) is a type constructor of kind \( \kappa \).

**Proof.** By analyzing the derivation \( t : \sigma \). To ensure \( \text{FTV}(\sigma') \subseteq \text{FTV}(t) \), note that if \( \alpha \notin \text{FTV}(t) \) is of kind \( \kappa \) and \( t : \sigma' \), then \( t : \sigma'[\alpha := \chi_\alpha] \) by the substitution lemma (thus we can eliminate \( \alpha \)).

### 3 Polymorphic Functional Systems

In this section, we present a form of higher-order term rewriting systems based on \( \mathcal{F}_\omega \): **Polymorphic Functional Systems** (PFSs). Systems of interest, such as logic systems like ICP2 and higher-order TRSs with shallow or full polymorphism can be encoded into PFSs, and then proved terminating with the technique we will develop in Sections 4 – 6.
We define $\ell(b)$ of type $\sigma\in\Sigma$ and the restriction that for any subterm $t$.

We define PFS terms as in Definition 2.5 (based on Definition 2.3), parameterised by $\Sigma$, with the restriction that for any subterm $s\cdot u$ of a term $t$, we have $s=\ell\rho_1\ldots\rho_nu_1\ldots u_m$ where:

$\ell: \forall\alpha_1: \beta_1 \ldots \forall\alpha_n: \beta_n.\sigma_1 \rightarrow \ldots \rightarrow \sigma_k \rightarrow \tau \quad (\text{with } \tau \text{ a type atom})$

This definition does not allow for a variable or abstraction to occur at the head of an application, nor can we have terms of the form $s\cdot t\cdot \tau\cdot q$ (although terms of the form $s\cdot t\cdot \tau$, or $x\cdot \tau$ with $x$ a variable, are allowed to occur). To stress this restriction, we will use the notation $\ell\rho_1\ldots\rho_n(s_1,\ldots,s_m)$ as an alternative way to denote $\ell\rho_1\ldots\rho_n\rho_1\ldots\rho_nu_1\ldots u_m$ when $\ell: \forall\alpha_1: \beta_1 \ldots \forall\alpha_n: \beta_n.\sigma_1 \rightarrow \ldots \rightarrow \sigma_k \rightarrow \tau$ is a function symbol in $\Sigma$ with $\tau$ a type atom and $m\leq k$. This allows us to represent terms in a “functional” way, where application does not explicitly occur (only implicitly in the construction of $\ell\rho_1\ldots\rho_n(s_1,\ldots,s_m)$).

The following result follows easily by induction on term structure:

**Lemma 3.2.** If $t,s$ are PFS terms then so is $t[x:=s]$.

PFS terms will be rewritten through a reduction relation $\rightarrow_{R}$ based on a (usually infinite) set of rewrite rules. To define this relation, we need two additional notions.

**Definition 3.3.** A replacement is a function $\delta=\gamma\circ\omega$ satisfying:
1. $\omega$ is a type constructor substitution,
2. $\gamma$ is a term substitution such that $\gamma(\omega(x)):\omega(\tau)$ for every $(x:\tau)\in V$.

For $\tau$ a type constructor, we use $\delta(\tau)$ to denote $\omega(\tau)$. We use the notation $\delta[x:=t]=\gamma[x:=t]\circ\omega$. Note that if $t:\tau$ then $\delta(t):=\delta(\tau)$.

**Definition 3.4.** A $\sigma$-context $C_{\sigma}$ is a PFS term with a fresh function symbol $\Box_{\sigma}\notin\Sigma$ of type $\sigma$ occurring exactly once. By $C_{\sigma}[t]$ we denote a PFS term obtained from $C_{\sigma}$ by substituting $t$ for $\Box_{\sigma}$. We drop the $\sigma$ subscripts when clear or irrelevant.

Now, the rewrite rules are simply a set of term pairs, whose monotonic closure generates the rewrite relation.

**Definition 3.5.** A set $\mathcal{R}$ of term pairs $(\ell,r)$ is a set of rewrite rules if: (a) $\text{FV}(r)\subseteq\text{FV}(\ell)$; (b) $\ell$ and $r$ have the same type; and (c) if $(\ell,r)\in\mathcal{R}$ then $(\delta(\ell),\delta(r))\in\mathcal{R}$ for any replacement $\delta$.

The reduction relation $\rightarrow_{R}$ on PFS terms is defined by:

$t\rightarrow_{R} s$ iff $t=C[\ell]$ and $s=C[r]$ for some $(\ell,r)\in\mathcal{R}$ and context $C$.

**Definition 3.6.** A Polymorphic Functional System (PFS) is a triple $(\Sigma^{T},\Sigma,\mathcal{R})$ where $\Sigma^{T}$ is a set of type constructor symbols, $\Sigma$ a set of function symbols (restricted as in Def. 3.1), and $\mathcal{R}$ is a set of rules as in Definition 3.5. A term of a PFS $A$ is referred to as an $A$-term.

While PFS-terms are a restriction from the general terms of system $F_{\omega}$, the reduction relation allows us to actually encode, e.g., system $F$ as a PFS: we can do so by including the symbol $\oplus:\forall\alpha\forall\beta. (\alpha\rightarrow\beta)\rightarrow\alpha\rightarrow\beta$ in $\Sigma$ and adding all rules of the form $\oplus_{\sigma,\tau}(\lambda x.s,t)\rightarrow s[x:=t]$. Similarly, $\beta$-reduction of type abstraction can be modelled by including a symbol.
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A : ∀α : * ⇒ *⇒β(∀γ.αγ) → αβ and rules Aλγ.σ,τ(Λγ.σ) → s[γ := τ]. We can also use rules (Aα.σ) * τ → s[α := τ] without the extra symbol, but to apply our method it may be convenient to use the extra symbol, as it creates more liberty in choosing an interpretation.

Example 3.7 (Fold on heterogenous lists). The example from the introduction may be represented as a PFS with one type symbol List : *, the following function symbols:

@ : ∀α∀β.(α → β) → α → β
A : ∀α : * ⇒ *⇒β(∀γ.αγ) → αβ
nil : List
cons : ∀α,α → List → List
foldl : ∀β.(∀α.β → α → β) → β → List → β

and the following rules (which formally represents an infinite set of rules: one rule for each choice of types σ, τ and PFS terms s, t, etc.).

4.1 Interpretation terms

In polynomial interpretations of first-order term rewriting [21, Chapter 6.2], each term s is mapped to a natural number [s], such that [s] > [t] whenever s →R t. In higher-order rewriting, this is not practical; instead, following [15], terms are mapped to weakly monotonic functionals of [15], there are many similarities. Most pertinently, every interpretation term λα.s essentially defines a weakly monotonic function from I to I. This, and the use of both addition and multiplication in the definition of I, makes it possible to lift higher-order polynomial interpretations [6] to our setting. We prove weak monotonicity in Section 4.3.

4 A well-ordered set of interpretation terms

Definition 4.1. The set Y of interpretation types is the set of types as in Definition 2.1 with ΣT = {nat : *}, i.e., there is a single type constant nat. Then χ* = nat.

The set I of interpretation terms is the set of terms from Definition 2.5 (see also Definition 2.3) where as types we take the interpretation types and for the set Σ of function symbols we take Σ = {n : nat | n ∈ N} ∪ Σf, where Σf = {+ : ∀α.α → α → α, ⊗ : ∀α.α → α → α, flatten : ∀α.α → nat, lift : ∀α.α → α}.

1 The use of a type constructor variable α of kind * ⇒ * makes it possible to do type substitution as part of a rule. An application s * τ with s : ∀γ.α is encoded as Aλγ.σ,τ(s), so α is substituted with λγ.τ. This is well-typed because (λγ.σ)γ =β σ and (λγ.σ)τ =β σ[γ := τ].
For easier presentation, we write $\oplus_\tau$, $\otimes_\tau$, etc., instead of $\oplus_\tau \tau$, $\otimes_\tau \tau$, etc. We will also use $\oplus$ and $\otimes$ in *infix, left-associative* notation, and omit the type denotation where it is clear from context. Thus, $s \oplus t \oplus u$ should be read as $\oplus_{\sigma} (\oplus_{\sigma} s t) u$ if $s$ has type $\sigma$. Thus, our interpretation terms include natural numbers with the operations of addition and multiplication. It would not cause any fundamental problems to add more monotonic operations, e.g., exponentiation, but we refrain from doing so for the sake of simplicity.

**Normalising interpretation terms**

The set $I$ of interpretation terms can be reduced through a relation $\leadsto$, that we will define below. This relation will be a powerful aid in defining the partial ordering $\succ$ in Section 4.2.

> **Definition 4.2.** We define the relation $\leadsto$ on interpretation terms as the smallest relation on $I$ for which the following properties are satisfied:

1. if $s \leadsto t$ then both $\lambda \cdot s \leadsto \lambda \cdot t$ and $\lambda \cdot s \leadsto \lambda \cdot t$
2. if $s \leadsto t$ then $u \cdot s \leadsto u \cdot t$
3. if $s \leadsto t$ then both $s \cdot u \leadsto t \cdot u$ and $s \cdot \sigma \leadsto t \cdot \sigma$
4. $(\lambda x : \sigma) \cdot t \leadsto s[x := t]$ and $(\lambda a \cdot s) \cdot \sigma \leadsto s[a := \sigma]$ (\beta-reduction)
5. $\oplus_{\natural} \cdot n \cdot m \leadsto n + m$ and $\otimes_{\natural} \cdot n \cdot m \leadsto n \times m$
6. $\circ_{\alpha \cdot \tau} \cdot s \cdot t \leadsto \lambda x : \sigma. \circ_{\tau} \cdot (s \cdot t \cdot x)$ for $\circ \in \{\oplus, \odot\}$
7. $\circ_{\alpha \cdot \tau} \cdot s \cdot t \leadsto \lambda \cdot \circ_{\alpha} \cdot (s \cdot \alpha) \cdot (t \cdot \alpha)$ for $\circ \in \{\oplus, \odot\}$
8. $\text{flatten}_{\tau} \cdot s \leadsto s$
9. $\text{flatten}_{\tau \rightarrow \tau} \cdot s \leadsto \text{flatten}_{\tau} \cdot (s \cdot (\text{lift}_{\tau} \cdot 0))$
10. $\text{flatten}_{\alpha \cdot \tau} \cdot s \leadsto \text{flatten}_{\alpha \cdot \tau} \cdot (s \cdot (\chi_{\alpha}))$
11. $\text{lift}_{\tau} \cdot s \leadsto s$
12. $\text{lift}_{\tau \rightarrow \tau} \cdot s \leadsto \lambda x : \sigma. \text{lift}_{\tau} \cdot s$
13. $\text{lift}_{\alpha \cdot \tau} \cdot s \leadsto \lambda \cdot \text{lift}_{\tau} \cdot s$

Recall Definition 2.5 and Definition 4.1 of the set of interpretation terms $I$ as the set of the equivalence classes of $\equiv$. So, for instance, $\text{lift}_{\tau}$ above denotes the equivalence class of all preterms $\text{lift}_{\alpha}$ with $\alpha \equiv_{\beta} \tau$. Hence, the above rules are invariant under $\equiv$ (by confluence of $\beta$-reduction on types), and they correctly define a relation on interpretation terms. We say that $s$ is a redex if $s$ reduces by one of the rules 4–13. A final interpretation term is an interpretation term $s \in I$ such that (a) $s$ is closed, and (b) $s$ is in normal form with respect to $\leadsto$. We let $I^f$ be the set of all final interpretation terms. By $I_\tau (I^f)$ we denote the set of all (final) interpretation terms of interpretation type $\tau$.

An important difference with System $F_\omega$ and related ones is that the rules for $\oplus_{\tau}$, $\otimes_{\tau}$, $\text{flatten}_{\tau}$ and $\text{lift}_{\tau}$ depend on the type $\tau$. In particular, type substitution in terms may create redexes. For instance, if $\alpha$ is a type variable then $\oplus_{\alpha} t_1 t_2$ is not a redex, but $\oplus_{\alpha \rightarrow \tau} t_1 t_2$ is. This makes the question of termination subtle. Indeed, System $F_\omega$ is extremely sensitive to modifications which are not of a logical nature. For instance, adding a constant $J : \forall \alpha \beta. \alpha \rightarrow \beta$ with a reduction rule $J \tau \pi \leadsto \lambda x : \tau. x$ makes the system non-terminating [8]. This rule breaks parametricity by making it possible to compare two arbitrary types. Our rules do not allow such a definition. Moreover, the natural number constants cannot be distinguished "inside" the system. In other words, we could replace all natural number constants with 0 and this would not change the reduction behaviour of terms. So for the purposes of termination, the type $\tau$ is essentially a singleton. This implies that, while we have polymorphic functions between an arbitrary type $\alpha$ and $\tau$, which are not constant when seen "from outside" the system, they are constant for the purposes of reduction "inside" the system (as they would have to be in a parametric $F_\omega$-like system). Intuitively, these properties of our system ensure that it stays "close enough" to $F_\omega$ so that the standard termination proof still generalises.
Now we state some properties of $\leadsto$, including strong normalisation. Because of space limitations, most (complete) proofs are delegated to [3, Appendix A.1].

**Lemma 4.3 (Subject reduction).** If $t : \tau$ and $t \leadsto t'$ then $t' : \tau$.

**Proof.** By induction on the definition of $t \leadsto t'$, using Lemmas 2.6 and 2.7.

**Theorem 4.4.** If $t : \sigma$ then $t$ is terminating with respect to $\leadsto$.

**Proof.** By an adaptation of the Tait-Girard computability method. The proof is an adaptation of chapters 6 and 14 from the book [7], and chapters 10 and 11 from the book [17]. Details are available in [3, Appendix A.1].

**Lemma 4.5.** Every term $s \in I$ has a unique normal form $s\downarrow$. If $s$ is closed then so is $s\downarrow$.

**Proof.** One easily checks that $\leadsto$ is locally confluent. Since the relation is terminating by Theorem 4.4, it is confluent by Newman’s lemma.

**Lemma 4.6.** The only final interpretation terms of type nat are the natural numbers.

**Example 4.7.** Let $s \in I_{\text{nat} \rightarrow \text{nat}}$ and $t \in I_{\text{nat}}$. Then we can reduce $(s \oplus \text{lift}_{\text{nat} \rightarrow \text{nat}}(1)) \cdot t \leadsto (\lambda x.sx \oplus \text{lift}_{\text{nat} \rightarrow \text{nat}}(1)x) \cdot t \leadsto st \oplus \text{lift}_{\text{nat} \rightarrow \text{nat}}(1)t \leadsto st \oplus \text{lift}_{\text{nat}}(1) \leadsto st \oplus 1$. If $s$ and $t$ are variables, this term is in normal form.

### 4.2 The ordering pair $(\succeq, \succ)$

With these ingredients, we are ready to define the well-founded partial ordering $\succ$ on $I$. In fact, we will do more: rather than a single partial ordering, we will define an ordering pair: a pair of a quasi-ordering $\succeq$ and a compatible well-founded ordering $\succ$. The quasi-ordering $\succeq$ often makes it easier to prove $s \succ t$, since it suffices to show that $s \succeq s' \succ t' \succeq t$ for some interpretation terms $s', t'$.

**Definition 4.8.** Let $R \in \{\succ^0, \succeq^0\}$. For closed $s, t \in I_{\sigma}$ and closed $\sigma$ in $\beta$-normal form, the relation $s R_{\sigma} t$ is defined coinductively by the following rules.

$$
\begin{align*}
\text{if } s \downarrow \downarrow, t \downarrow \downarrow \text{ in } \mathbb{N} & \quad s \cdot q \; R_{\sigma} \; t \cdot q \text{ for all } q \in I_{\sigma}^f \\
\text{if } s = \text{nat} \; t & \quad s \cdot \tau \; R_{\text{if} = (\sigma[\alpha := \tau])} \; t \cdot \tau \text{ for all } \tau \in T_{\kappa}
\end{align*}
$$

We define $s \succeq^0 t$ if both $s \succeq^0 t$ and $t \succeq^0 s$. We drop the type subscripts when clear or irrelevant.

Note that in the case for nat the terms $s\downarrow, t\downarrow$ are natural numbers by Lemma 4.6 ($s\downarrow, t\downarrow$ are closed and in normal form, so they are final interpretation terms).

Intuitively, the above definition means that e.g. $s \succ^0 t$ iff there exists a possibly infinite derivation tree using the above rules. In such a derivation tree all leaves must witness $s\downarrow > t\downarrow$ in natural numbers. However, this also allows for infinite branches, which solves the problem of repeating types due to impredicative polymorphism. If e.g. $s \succ^0_{\forall_{\alpha, \alpha}} t$ then $s \cdot \forall_{\alpha, \alpha} \succ^0_{\forall_{\alpha, \alpha}} t \cdot \forall_{\alpha, \alpha}$, which forces an infinite branch in the derivation tree. According to our definition, any infinite branch may essentially be ignored.

Formally, the above coinductive definition of e.g. $\succ^0_{\alpha}$ may be interpreted as defining the largest relation such that if $s \succ^0_{\alpha} t$ then:

- $\sigma = \text{nat}$ and $s\downarrow > t\downarrow$ in $\mathbb{N}$, or
- $\sigma = \tau_1 \rightarrow \tau_2$ and $s \cdot q \succ^0_{\tau_2} t \cdot q$ for all $q \in I_{\kappa}^f$, or
- $\sigma = \forall(\alpha : \kappa).\rho$ and $s \cdot \tau \succ^0_{\text{if} = (\rho[\alpha := \tau])} t \cdot \tau$ for all $\tau \in T_{\kappa}$.
For more background on coinduction see e.g. [14, 16, 10]. In this paper we use a few simple coinductive proofs to establish the basic properties of $\succ$ and $\succeq$. Later, we just use these properties and the details of the definition do not matter.

**Definition 4.9.** A closure $C = \gamma \circ \omega$ is a replacement such that $\omega(\alpha)$ is closed for each type constructor variable $\alpha$, and $\gamma(x)$ is closed for each term variable $x$. For arbitrary types $\sigma$ and arbitrary terms $s, t \in I$ we define $s \succ_\sigma t$ if for every closure $C$ we can obtain $C(s) \succ_{nf_\beta(C(\sigma))} C(t)$ coinductively with the above rules. The relations $\succeq_\sigma$ and $\approx_\sigma$ are defined analogously.

Note that for closed $s, t$ and closed $\sigma$ in $\beta$-normal form, $s \succ_\sigma t$ iff $s \succ_0 t$ (and analogously for $\succeq$, $\approx$). In this case we shall often omit the superscript $0$.

The definition of $\succ$ and $\succeq$ may be reformulated as follows.

**Lemma 4.10.** $t \succeq s$ if and only if for every closure $C$ and every sequence $u_1, \ldots, u_n$ of closed terms and closed type constructors such that $C(t)u_1 \ldots u_n : \text{nat}$ we have $(C(t)u_1 \ldots u_n) \downarrow \succeq (C(s)u_1 \ldots u_n) \downarrow$ in normal numbers. An analogous result holds with $\succ$ or $\approx$ instead of $\succeq$.

**Proof.** The direction from left to right follows by induction on $\tau$; the other by coinduction. ▶

In what follows, all proofs by coinduction could be reformulated to instead use the lemma above. However, this would arguably make the proofs less perspicuous. Moreover, a coinductive definition is better suited for a formalisation – the coinductive proofs here could be written in Coq almost verbatim.

Our next task is to show that $\succeq$ and $\succ$ have the desired properties of an ordering pair; e.g., transitivity and compatibility. We first state a simple lemma that will be used implicitly.

**Lemma 4.11.** If $\tau \in \gamma$ is closed and $\beta$-normal, then $\tau = \text{nat}$ or $\tau = \tau_1 \rightarrow \tau_2$ or $\tau = \forall \alpha \sigma$.

**Lemma 4.12.** $\succ$ is well-founded.

**Proof.** It suffices to show this for closed terms and closed types in $\beta$-normal form, because any infinite sequence $t_1 \succ_\tau t_2 \succ_\tau t_3 \succ_\tau \ldots$ induces an infinite sequence $C(t_1) \succ_{nf_\beta(C(\tau))} C(t_2) \succ_{nf_\beta(C(\tau))} C(t_3) \succ_{nf_\beta(C(\tau))} \ldots$ for any closure $C$. By induction on the size of a $\beta$-normal type $\tau$ (with size measured as the number of occurrences of $\forall$ and $\rightarrow$) one proves that there does not exist an infinite sequence $t_1 \succ_\tau t_2 \succ_\tau t_3 \succ_\tau \ldots$. For instance, if $\alpha$ has kind $\kappa$ and $t_1 \succ_{\forall \alpha \tau} t_2 \succ_{\forall \alpha \tau} t_3 \succ_{\forall \alpha \tau} \ldots$ then $t_1 \ast \chi_\kappa \succ_{\forall \alpha \tau} t_2 \ast \chi_\kappa \succ_{\forall \alpha \tau} t_3 \ast \chi_\kappa \succ_{\forall \alpha \tau} \ldots$, where $\tau' = \text{nf}_\beta(\tau[\alpha := \chi_\kappa])$. Because $\tau$ is in $\beta$-normal form, all reduxes in $\tau[\alpha := \chi_\kappa]$ are created by the substitution and must have the form $\chi_\kappa u$. Hence, by the definition of $\chi_\kappa$ (see Definition 2.1) the type $\tau'$ is smaller than $\tau$. This contradicts the inductive hypothesis. ▶

**Lemma 4.13.** Both $\succ$ and $\succeq$ are transitive.

**Proof.** We show this for $\succ$, the proof for $\succeq$ being analogous. Again, it suffices to prove this for closed terms and closed types in $\beta$-normal form. We proceed by coinduction. If $t_1 \succ_\text{nat} t_2 \succ_\text{nat} t_3$ then $t_1 \downarrow \succ t_2 \downarrow \succ t_3 \downarrow$, so $t_1 \downarrow \succ t_3 \downarrow$. Thus $t_1 \succ_\text{nat} t_3$.

If $t_1 \succ_\sigma t_2 \succ_\sigma t_3$ then $t_1 \cdot q \succ_\sigma t_2 \cdot q \succ_\sigma t_3 \cdot q$ for $q \in I^\beta_\sigma$. Hence $t_1 \cdot q \succ_\sigma t_3 \cdot q$ for $q \in I^\beta_\sigma$ by the coinductive hypothesis. Thus $t_1 \succ_\sigma t_3$.

If $t_1 \succ_{\forall (\alpha \kappa)} t_2 \succ_{\forall (\alpha \kappa)} t_3$ then $t_1 \ast \tau \succ_{\forall \alpha \tau} t_2 \ast \tau \succ_{\forall \alpha \tau} t_3 \ast \tau$ for any closed $\tau$ of kind $\kappa$, where $\sigma' = \text{nf}_\beta(\sigma[\alpha := \tau])$. By the coinductive hypothesis $t_1 \ast \tau \succ_{\forall \alpha \tau} t_3 \ast \tau$; thus $t_1 \succ_{\forall \alpha \tau} t_3$. ▶

**Lemma 4.14.** $\succeq$ is reflexive.

Proof. We show this for $\succeq$, the proof for $\succ$ being analogous. Again, it suffices to prove this for closed terms and closed types in $\beta$-normal form. We proceed by coinduction. If $t_1 \succeq_\text{nat} t_2 \succeq_\text{nat} t_3$ then $t_1 \downarrow \succeq t_2 \downarrow \succeq t_3 \downarrow$, so $t_1 \downarrow \succeq t_3 \downarrow$. Thus $t_1 \succeq_\text{nat} t_3$.

If $t_1 \succeq_\sigma t_2 \succeq_\sigma t_3$ then $t_1 \cdot q \succeq_\sigma t_2 \cdot q \succeq_\sigma t_3 \cdot q$ for $q \in I^\beta_\sigma$. Hence $t_1 \cdot q \succeq_\sigma t_3 \cdot q$ for $q \in I^\beta_\sigma$ by the coinductive hypothesis. Thus $t_1 \succeq_\sigma t_3$.

If $t_1 \succeq_{\forall (\alpha \kappa)} t_2 \succeq_{\forall (\alpha \kappa)} t_3$ then $t_1 \ast \tau \succeq_{\forall \alpha \tau} t_2 \ast \tau \succeq_{\forall \alpha \tau} t_3 \ast \tau$ for any closed $\tau$ of kind $\kappa$, where $\sigma' = \text{nf}_\beta(\sigma[\alpha := \tau])$. By the coinductive hypothesis $t_1 \ast \tau \succeq_{\forall \alpha \tau} t_3 \ast \tau$; thus $t_1 \succeq_{\forall \alpha \tau} t_3$. ▶
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Proof. By coinduction one shows that $\succeq_\sigma$ is reflexive on closed terms for closed $\beta$-normal $\sigma$. The case of $\succeq$ is then immediate from definitions.

Lemma 4.15. The relations $\succeq$ and $\succ$ are compatible, i.e., $\succ \cdot \succeq \succeq$ and $\succeq \cdot \succ \subseteq \succeq$.

Proof. By coinduction, analogous to the transitivity proof.

Lemma 4.16. If $t \succ s$ then $t \succeq s$.

Proof. By coinduction.

Lemma 4.17. If $t \leadsto s$ then $t \simeq s$.

Proof. Follows from Lemma 4.10, noting that $t \leadsto s$ implies $C(t) \leadsto C(s)$ for all closures $C$.

Lemma 4.18. Assume $t \succ s$ (resp. $t \succeq s$). If $t \leadsto t'$ or $t' \leadsto t$ then $t' \succ s$ (resp. $t' \succeq s$). If $s \leadsto s'$ or $s' \leadsto s$ then $t \succ s'$ (resp. $t \succeq s'$).

Proof. Follows from Lemma 4.17, transitivity and compatibility.

Corollary 4.19. For $R \in \{\succ, \succeq, \simeq\}$: $s \ R \ t$ if and only if $s \downarrow \ R \ t \downarrow$.

Example 4.20. We can prove that $x \oplus \text{lift}_{\text{nat}}\rightarrow_{\text{nat}}(1) \succ x$: by definition, this holds if $s \oplus \text{lift}_{\text{nat}}\rightarrow_{\text{nat}}(1) \succ s$ for all closed $s$, so if $(s \oplus \text{lift}_{\text{nat}}\rightarrow_{\text{nat}}(1))u \succ su$ for all closed $s, u$. Following Example 4.47 and Lemma 4.18, this holds if $su \oplus 1 \succ su$. By definition, this is the case if $(su \oplus 1) \downarrow \succ (su) \downarrow$ in the natural numbers, which clearly holds for any $s, u$.

4.3 Weak monotonicity

We will now show that $s \succeq s'$ implies $t[x := s] \succeq t[x := s']$ (weak monotonicity). For this purpose, we prove a few lemmas, many of which also apply to $\succ$, stating the preservation of $\succeq$ under term formation operations. We will need these results in the next section.

Lemma 4.21. For $R \in \{\succeq, \succ\}$: if $t \ R \ s$ then $tu \ R \ su$ with $u$ a term or type constructor.

Proof. Follows from definitions.

Lemma 4.22. For $R \in \{\succeq, \succ\}$: if $n \ R \ m$ then $\text{lift}_\sigma n \ R \text{lift}_\sigma m$ for all types $\sigma$.

Proof. Without loss of generality we may assume $\sigma$ closed and in $\beta$-normal form. By coinduction we show $\text{lift}(n)u_1\ldots u_k \succeq \text{lift}(m)u_1\ldots u_k$ for closed $u_1, \ldots, u_k$. First note that $(\text{lift}(t))u_1\ldots u_k \leadsto^* \text{lift}(t)$ (with a different type subscript in lift on the right side, omitted for conciseness). If $\sigma = \text{nat}$ then $(\text{lift}(n)u_1\ldots u_k)\downarrow = n \geq m = (\text{lift}(m)u_1\ldots u_k)\downarrow$. If $\sigma = \tau_1 \rightarrow \tau_2$ then by the coinductive hypothesis $\text{lift}(n)u_1\ldots u_k \geq_{\tau_2} \text{lift}(m)u_1\ldots u_k$ for any $q \in I_{\tau_2}^\downarrow$, so $\text{lift}(n)u_1\ldots u_k \geq_{\sigma} \text{lift}(m)u_1\ldots u_k$ by definition. If $\sigma = \forall (\alpha : \kappa)\tau$ then by the coinductive hypothesis $\text{lift}(n)u_1\ldots u_k \geq_{\sigma} \text{lift}(m)u_1\ldots u_k$ for any $q \in I_{\tau_2}^\downarrow$, where $\sigma' = \tau[\alpha := \xi]$. Hence $\text{lift}(n)u_1\ldots u_k \geq_{\sigma} \text{lift}(m)u_1\ldots u_k$ by definition.

Lemma 4.23. For $R \in \{\succeq, \succ\}$: if $t \ R \ s$ then $\text{flatten}_\sigma t \ R_{\text{nat}} \text{flatten}_\sigma s$ for all types $\sigma$.

Proof. Without loss of generality we may assume $\sigma$ closed and in $\beta$-normal form. Using Lemma 4.18, the lemma follows by induction on $\sigma$.

Lemma 4.24. For $R \in \{\succeq, \succ\}$: if $t \ R \ s$ then $\lambda x.t \ R \lambda x.s$ and $\Lambda \alpha.t \ R \Lambda \alpha.s$. 

**Proof.** Assume \( t \geq_{\tau} s \) and \( x : \sigma \). Let \( C \) be a closure. We need to show \( C(\lambda x.t) \geq_{C(\sigma \rightarrow \tau)} C(\lambda x.s) \). Let \( u \in I^C_{\sigma}(\tau) \). Then \( C' = C[x := u] \) is a closure and \( C'(t) \geq_{C(\tau)} C'(s) \). Hence \( C(t)[x := u] \geq_{C(\tau)} C(s)[x := u] \). By Lemma 4.18 this implies \( C(\lambda x.t)u \geq_{C(\tau)} C(\lambda x.s)u \). Therefore \( C(\lambda x.t) \geq_{C(\sigma \rightarrow \tau)} C(\lambda x.s) \). The proof for \( \succ \) is analogous. 

**Lemma 4.25.** Let \( s, t, u \) be terms of type \( \sigma \).
1. If \( s \succeq t \) then \( s \odot_{\sigma} u \succeq t \odot_{\sigma} u \), \( u \odot_{\sigma} s \succeq u \odot_{\sigma} t \), \( s \odot_{\sigma} u \succeq t \odot_{\sigma} u \), and \( u \odot_{\sigma} s \succeq u \odot_{\sigma} t \).
2. If \( s \succ t \) then \( s \odot_{\sigma} u \succ t \odot_{\sigma} u \) and \( u \odot_{\sigma} s \succ u \odot_{\sigma} t \). Moreover, if additionally \( u \succeq_{\sigma} \text{lift}_{\sigma}(1) \) then also \( s \odot_{\sigma} u \succeq_{\sigma} t \odot_{\sigma} u \) and \( u \odot_{\sigma} s \succeq_{\sigma} u \odot_{\sigma} t \).

**Proof.** It suffices to prove this for closed \( s, t, u \) and closed \( \sigma \) in \( \beta \)-normal form. The proof is similar to the proof of Lemma 4.22. For instance, we show by coinduction that for closed \( w_1, \ldots, w_n \) (denoted \( \vec{w} \)): if \( s\vec{w} \succeq t\vec{w} \) and \( u\vec{w} \succeq \text{lift}(1)\vec{w} \) then \( (s \odot u)\vec{w} \succeq (t \odot u)\vec{w} \).

The following lemma depends on the lemmas above. The full proof may be found in [3, Appendix A.2]. The proof is actually quite complex, and uses a method similar to Girard’s method of candidates for the termination proof.

**Lemma 4.26 (Weak monotonicity).** If \( s \succeq s' \) then \( t[x := s] \succeq t[x := s'] \).

**Corollary 4.27.** If \( s \succeq s' \) then \( ts \succeq ts' \).

### 5 A reduction pair for PFS terms

Recall that our goal is to prove termination of reduction in a PFS. To do so, in this section we will define a systematic way to generate reduction pairs. We fix a PFS \( A \), and define:

**Definition 5.1.** A binary relation \( R \) on \( A \)-terms is monotonic if \( R(s, t) \) implies \( R(C[s], C[t]) \) for every context \( C \) (we assume \( s, t \) have the same type \( \sigma \)).

A reduction pair is a pair \( (\succeq^A, \succ^A) \) of a quasi-order \( \succeq^A \) on \( A \)-terms and a well-founded ordering \( \succ^A \) on \( A \)-terms such that: (a) \( \succeq^A \) and \( \succ^A \) are compatible, i.e., \( \succeq^A \cup \succ^A \subseteq \succ^A \) and \( \succeq^A \cdot \succ^A \subseteq \succ^A \) and \( \succeq^A \cdot \succ^A \subseteq \succ^A \) are both monotonic.

If we can generate such a pair with \( \ell \succ^A r \) for each rule \( (\ell, r) \in \mathcal{R} \), then we easily see that the PFS \( A \) is terminating. (If we merely have \( \ell \succ^A r \) for some rules and \( \ell \succeq^A r \) for the rest, we can still progress with the termination proof, as we will discuss in Section 6.) To generate this pair, we will define the notion of an interpretation from the set of \( A \)-terms to the set \( I \) of interpretation terms, and thus lift the ordering pair \( (\succeq, \succ) \) to \( A \). In the next section, we will show how this reduction pair can be used in practice to prove termination of PFSs.

One of the core ingredients of our interpretation function is a mapping to translate types:

**Definition 5.2.** A type constructor mapping is a function \( TM \) which maps each type constructor symbol to a closed interpretation type constructor of the same kind. A fixed type constructor mapping \( TM \) is extended inductively to a function from type constructors to closed interpretation type constructors in the expected way. We denote the extended interpretation (type) mapping by \( [\sigma] \). Thus, e.g. \( [\forall \alpha.\sigma] = \forall \alpha.[\sigma] \) and \( [\sigma \rightarrow \tau] = [\sigma] \rightarrow [\tau] \).

**Lemma 5.3.** \( [\sigma][\alpha := [\tau]] = [\sigma][\alpha := [\tau]] \)

**Proof.** Induction on \( \sigma \).

Similarly, we employ a symbol mapping as the key ingredient to interpret PFS terms.
Definition 5.4. Given a fixed type constructor mapping $\mathcal{T}\mathcal{M}$, a symbol mapping is a function $\mathcal{J}$ which assigns to each function symbol $f : \rho$ a closed interpretation term $\mathcal{J}(f)$ of type $[\rho]$. For a fixed symbol mapping $\mathcal{J}$, we define the interpretation mapping $[[s]]$ inductively:

$$[[x]] = x \quad [[\Lambda \alpha . s]] = \Lambda \alpha . [[s]] \quad [[t_1 \cdot t_2]] = [[t_1]] \cdot [[t_2]]$$

$$[[t]] = \mathcal{J}(t) \quad [[\lambda x : \sigma . s]] = \lambda x : [[\sigma]] . [[s]] \quad [[t \cdot \tau]] = [[t]] \cdot [[\tau]]$$

Note that $[[\sigma]]$, $[[\tau]]$ above depend on $\mathcal{T}\mathcal{M}$. Essentially, $[[\cdot]]$ substitutes $\mathcal{T}\mathcal{M}(c)$ for type constructor symbols $c$, and $\mathcal{J}(f)$ for function symbols $f$, thus mapping $A$-terms to interpretation terms. This translation preserves typing:

Lemma 5.5. If $s : \sigma$ then $[[s]] : [[\sigma]]$.

Proof. By induction on the form of $s$, using Lemma 5.3.

Lemma 5.6. For all $s, t, x, \alpha, \tau$: $[[s][\alpha := [\tau]]] = [[s][\alpha := \tau]]$ and $[[s][x := t]] = [[s][x := t]]$.

Proof. Induction on $s$.

Definition 5.7. For a fixed type constructor mapping $\mathcal{T}\mathcal{M}$ and symbol mapping $\mathcal{J}$, the interpretation pair $(\succ^\mathcal{J}, \succ^\mathcal{J})$ is defined as follows: $s \succ^\mathcal{J} t$ if $[[s]] \succ [[t]]$, and $s \succ^\mathcal{J} t$ if $[[s]] \succ [[t]]$.

Remark 5.8. The polymorphic lambda-calculus has a much greater expressive power than the simply-typed lambda-calculus. Inductive data types may be encoded, along with their constructors and recursors with appropriate derived reduction rules. This makes our interpretation method easier to apply, even in the non-polymorphic setting, thanks to more sophisticated “programming” in the interpretations. The reader is advised to consult e.g. [7, Chapter 11] for more background and explanations. We demonstrate the idea by presenting an encoding for the recursive type $\text{List}$ and its fold-left function (see also Ex. 5.14).

Example 5.9. Towards a termination proof of Example 3.7, we set $\mathcal{T}\mathcal{M}(\text{List}) = \forall \beta. (\forall \alpha. \beta \rightarrow \alpha \rightarrow \beta) \rightarrow \beta \rightarrow \beta$ and $\mathcal{J}(\text{nil}) = \Lambda \beta . \Lambda f : (\forall \alpha. \beta \rightarrow \alpha \rightarrow \beta) . \lambda x : \beta . x$. If we additionally choose $\mathcal{J}(\text{foldl}) = \Lambda \beta . \Lambda f : (\forall \alpha . \beta \rightarrow \alpha \rightarrow \beta) \cdot \lambda x : \beta . \lambda l . \lambda f : (\forall \alpha . \beta) . \lambda x : \alpha . \lambda l . \lambda f : (\forall \alpha . \beta) . \lambda x : \alpha . l f s (\Lambda \beta . \Lambda f . \alpha . x) \rightarrow^{*} s \odot \text{lift}_{\gamma}(1)$ by $\beta$-reduction steps. An extension of the proof from Example 4.20 shows that this term $\succ [[s]]$.

It is easy to see that $\succ^\mathcal{J}$ and $\succ^\mathcal{J}$ have desirable properties such as transitivity, reflectivity (for $\succ^\mathcal{J}$) and well-foundedness (for $\succ^\mathcal{J}$). However, $\succ^\mathcal{J}$ is not necessarily monotonic. Using the interpretation from Example 5.9, $[[\text{foldl}_{\sigma}(\lambda x . s, t, \text{nil})]] = [[\text{foldl}_{\sigma}(\lambda x . w, t, \text{nil})]]$ regardless of $s$ and $w$, so a reduction in $s$ would not cause a decrease in $\succ$. To obtain a reduction pair, we must impose certain conditions on $\mathcal{J}$; in particular, we will require that $\mathcal{J}$ is safe.

Definition 5.10. If $s_1 \succ s_2$ implies $t[[x := s_1]] \succ t[[x := s_2]]$, then the interpretation term $t$ is safe for $x$. A symbol mapping $\mathcal{J}$ is safe if for all $f : \forall (\alpha_1 : \kappa_1) \ldots \forall (\alpha_n : \kappa_n) . \sigma_1 \rightarrow \ldots \rightarrow \sigma_k \rightarrow \tau$ with $\tau$ a type atom we have: $\mathcal{J}(f) = \Lambda \alpha_1 \ldots \alpha_n . \lambda x_1 \ldots x_k . t$ with $t$ safe for each $x_i$.

Lemma 5.11.
1. $x u_1 \ldots u_m$ is safe for $x$.
2. If $t$ is safe for $x$ then so are $\text{lift}(t)$ and $\text{flatten}(t)$.
3. If $s_1$ is safe for $x$ or $s_2$ is safe for $x$ then $s_1 \odot s_2$ is safe for $x$.
4. If either (a) $s_1$ is safe for $x$ and $s_2 \succeq \text{lift}(1)$, or (b) $s_2$ is safe for $x$ and $s_1 \succeq \text{lift}(1)$, then $s_1 \odot s_2$ is safe for $x$.
5. If $t$ is safe for $x$ then so is $\Lambda x . t$ and $\lambda y . t$ ($y \neq x$).
Proof. Each point follows from one of the lemmas proven before, Lemma 4.16, Lemma 4.26, Lemma 4.15 and the transitivity of $\succeq$. For instance, for the first, assume $s_1 \succeq s_2$ and let $u' = u_1[x := s_1]$. Then $(xu_1 \ldots u_m)[x := s_1] = s_1 u_1 \ldots u_m$. By Lemma 4.21 we have $s_1 u_1 \ldots u_m \succeq s_2 u_1 \ldots u_m$. By Lemma 4.16 and Lemma 4.26 we have $u_1 \succeq u_2$. By Corollary 4.27 and the transitivity of $\succeq$ we obtain $s_2 u_1 \ldots u_m \succeq u_1 \ldots u_m$. By Lemma 4.15 finally $(xu_1 \ldots u_m)[x := s_1] = s_1 u_1 \ldots u_m \succeq s_2 u_1 \ldots u_m = (xu_1 \ldots u_m)[x := s_2]$. 

\textbf{Lemma 5.12.} If $\mathcal{J}$ is safe then $\succeq^\mathcal{J}$ is monotonic.

Proof. Assume $s_1 \succeq^\mathcal{J} s_2$. By induction on a context $C$ we show $C[s_1] \succeq^\mathcal{J} C[s_2]$. If $C = \emptyset$ then this is obvious. If $C = \lambda x. C'$ or $C = \Lambda \alpha. C'$ then $C'[s_1] \succeq^\mathcal{J} C'[s_2]$ by the inductive hypothesis, and thus $C[s_1] \succeq^\mathcal{J} C[s_2]$ follows from Lemma 4.24 and definitions. If $C = C't$ then $C'[s_1] \succeq^\mathcal{J} C'[s_2]$ by the inductive hypothesis, so $C[s_1] \succeq^\mathcal{J} C[s_2]$ follows from definitions.

Finally, assume $C = t \cdot C'$. Then $t = f \rho_1 \ldots \rho_n t_1 \ldots t_m$ where $f : \forall_{(\alpha_1 : \kappa_1)\ldots \forall_{(\alpha_n : \kappa_n)} \sigma_1 \rightarrow \cdots \rightarrow \sigma_k \rightarrow \tau}$ with $\tau$ a type atom, $m < k$, and $J(f) = \Lambda \alpha_1 \ldots \alpha_n. \lambda x_1 \ldots x_k. u$ with $u$ safe for each $x_i$. Without loss of generality assume $m = k - 1$. Then $[C[s_i]] \rightarrow u'[x_k := [C'[s_i]]]$, where $u' = u[\alpha_1 := [\rho_1]] \ldots [\alpha_n := [\rho_n]] [x_1 := [t_1]] \ldots [x_{k-1} := [t_{k-1}]]$. By the inductive hypothesis $[C'[s_i]] \succeq [C'[s_2]]$. Hence $u'[x_k := [C'[s_i]]] \succeq u'[x_k := [C'[s_2]]]$, because $u$ is safe for $x_k$. Thus $[C[s_1]] \succeq [C[s_2]]$ by Lemma 4.18.

\textbf{Theorem 5.13.} If $\mathcal{J}$ is safe then $(\succeq^\mathcal{J}, \succ^\mathcal{J})$ is a quasi-order. Lemmas 4.12 and 4.13 imply that $\succ^\mathcal{J}$ is a well-founded ordering. Compatibility follows from Lemma 4.15. Monotonicity of $\succeq^\mathcal{J}$ follows from Lemma 4.26. Monotonicity of $\succ^\mathcal{J}$ follows from Lemma 5.12.

\textbf{Example 5.14.} The following is a safe interpretation for the PFS from Example 3.7:

\[
\begin{align*}
\mathcal{T}(\text{List}) &= \forall \beta. (\forall \alpha. \beta \rightarrow \alpha \rightarrow \beta) \rightarrow \beta \\
\mathcal{J}(\emptyset) &= \lambda \alpha. \lambda \beta. \lambda f. \lambda x. f \cdot x \oplus \mathit{lift}_\beta(\text{flatten}_\alpha(x)) \\
\mathcal{J}(\text{nil}) &= \lambda \alpha. \lambda \beta. \lambda x. x \cdot \beta \\
\mathcal{J}(\text{cons}) &= \lambda \alpha. \lambda h. \lambda t. \lambda \beta. \lambda f. \lambda x. t \beta f (f \alpha x h \oplus \mathit{lift}_\beta(\text{flatten}_\beta(x) \oplus \text{flatten}_\alpha(h))) \oplus \\
&\quad \quad \quad \lambda \beta. \lambda f. \lambda x. \text{flatten}_\beta(f \alpha x h \oplus \text{flatten}_\alpha(h) \oplus 1) \\
\mathcal{J}(\text{foldl}) &= \lambda \beta. \lambda f. \lambda x. \lambda l. l \beta f x \oplus \mathit{lift}_\beta(\text{flatten}_{\alpha \beta \rightarrow \alpha \rightarrow \beta}(f) \oplus \text{flatten}_\beta(x) \oplus 1)
\end{align*}
\]

Note that $\mathcal{J}(\text{cons})$ is not required to be safe for $x$, since $x$ is not an argument of $\text{cons}$: following its declaration, $\text{cons}$ takes one type and two terms as arguments. The variable $x$ is only part of the interpretation. Note also that the current interpretation is a mostly straightforward extension of Example 5.9: we retain the same core interpretations (which, intuitively, encode @ and A as forms of application and encode a list as the function that executes a fold over the list’s contents), but we add a clause $\oplus \mathit{lift}(\text{flatten}(x))$ for each argument $x$ that the initial interpretation is not safe for. The only further change is that, in $\mathcal{J}(\text{cons})$, the part between brackets has to be extended. This was necessitated by the change to $\mathcal{J}(\text{foldl})$, in order for the rules to still be oriented (as we will do in Example 6.6).
6 Proving termination with rule removal

A PFS $A$ is certainly terminating if its reduction relation $\rightarrow_R$ is contained in a well-founded relation, which holds if $\ell \gg \succ J r$ for all its rules $(\ell, r)$. However, sometimes it is cumbersome to find an interpretation that orients all rules strictly. To illustrate, the interpretation of Example 5.14 gives $\ell \gg J r$ for two of the rules and $\ell \gg J r$ for the others (as we will see in Example 6.6). In such cases, proof progress is still achieved through rule removal.

**Theorem 6.1.** Let $R = R_1 \cup R_2$, and suppose that $R_1 \subseteq \gg R$ and $R_2 \subseteq \gg R$ for a reduction pair $(\gg R, \gg R)$. Then $\rightarrow_R$ is terminating if and only if $\rightarrow_R$ is (so certainly if $R_2 = \emptyset$).

**Proof.** Monotonicity of $\gg R$ and $\gg R$ implies that $\rightarrow_{R_1} \subseteq \gg R$ and $\rightarrow_{R_2} \subseteq \gg R$.

By well-foundedness of $\gg R$, compatibility of $\gg R$ and $\gg R$, and transitivity of $\gg R$, every infinite $\rightarrow_R$ sequence can contain only finitely many $\rightarrow_R$ steps. □

The above theorem gives rise to the following rule removal algorithm:

1. While $R$ is non-empty:
   a. Construct a reduction pair $(\gg R, \gg R)$ such that all rules in $R$ are oriented by $\gg R$ or $\gg R$, and at least one of them is oriented using $\gg R$.
   b. Remove all rules ordered by $\gg R$ from $R$.

If this algorithm succeeds, we have proven termination.

To use this algorithm with the pair $(\gg J, \gg J)$ from Section 5, we should identify an interpretation ($\mathcal{T}M$, $\mathcal{J}$) such that (a) $\mathcal{J}$ is safe, (b) all rules can be oriented with $\gg J$ or $\gg J$, and (c) at least one rule is oriented using $\gg J$. The first requirement guarantees that $(\gg J, \gg J)$ is a reduction pair (by Theorem 5.13). Lemma 5.11 provides some sufficient safety criteria. The second and third requirements have to be verified for each individual rule.

**Example 6.2.** We continue with our example of fold on heterogeneous lists. We prove termination by rule removal, using the symbol mapping from Example 5.14. We will show:

\[
@_{\sigma, \tau}(\lambda x : \sigma.s, t) \gg J s[x := t] \\
A_{\lambda x. \alpha. \sigma, \tau}(\lambda x. \alpha.s) \gg J s[\alpha := \tau] \\
foldl_{\sigma}(f, s, \text{nil}) \gg J s \\
foldl_{\sigma}(f, s, \text{cons}(h, t)) \gg J \text{foldl}_{\sigma}(f, \oplus_{\sigma, \tau}(\oplus_{\sigma, \tau, \tau}(\lambda x. \sigma.\sigma.\tau, \tau, (f), s), h), t)
\]

Consider the first inequality; by definition it holds if $[\oplus_{\sigma, \tau}(\lambda x : \sigma.s, t)] \succeq [s[x := t]]$. Since $[[\oplus_{\sigma, \tau}(\lambda x : \sigma.s, t)] \sim * [s[x := t]] \oplus \text{lift}_{\tau}(\text{flatten}_{\tau}(t))$, and $[s[x := t]] = [s[x := t]]$ (by Lemma 5.6), it suffices by Lemma 4.17 if $[s[x := t]] \oplus \text{lift}_{\tau}(\text{flatten}_{\tau}(t)) \succeq [s[x := t]]$. This is an instance of the general rule $u \oplus w \succeq u$ that we will obtain below.

To prove inequalities $s \succ t$ and $s \succeq t$, we will often use that $\succ$ and $\succeq$ are transitive and compatible with each other (Lem. 4.13 and 4.15), that $\sim \subseteq$ (Lem. 4.17), that $\succeq$ is monotonic (Lem. 4.26), that both $\succ$ and $\succeq$ are monotonic over $\text{lift}$ and $\text{flatten}$ (Lem. 4.22 and 4.23) and that interpretations respect substitution (Lem. 5.6). We will also use Lemma 4.25 which states (among other things) that $s \succ t$ implies $s \oplus u \succ t \oplus u$. In addition, we can use the calculation rules below. The proofs may be found in [3, Appendix A.3].

**Lemma 6.3.** For all types $\sigma$ and all terms $s, t, u$ of type $\sigma$, we have:

1. $s \oplus_{\sigma} t \approx t \oplus_{\sigma} s$ and $s \odot_{\sigma} t \approx t \odot_{\sigma} s$;
2. $s \oplus_{\sigma} (t \oplus_{\sigma} u) \approx (s \oplus_{\sigma} t) \oplus_{\sigma} u$ and $s \odot_{\sigma} (t \odot_{\sigma} u) \approx (s \odot_{\sigma} t) \odot_{\sigma} u$;
3. $s \oplus_{\sigma} (t \oplus_{\sigma} u) \approx (s \odot_{\sigma} t) \oplus_{\sigma} (s \odot_{\sigma} u)$;
4. $(\text{lift}_{\sigma} 0) \oplus_{\sigma} s \approx s$ and $(\text{lift}_{\sigma} 1) \odot_{\sigma} s \approx s$. 

Lemma 6.4.
1. \( \text{lift}_\sigma(n + m) \cong \sigma(\text{lift}_\sigma(n) \circ \sigma(\text{lift}_\sigma(m)));
2. \( \text{flatten}_\sigma(\text{lift}_\sigma(n)) \cong n.\)

Lemma 6.5. For all types \( \sigma \), and terms \( s, t \) of type \( \sigma \) and natural numbers \( n > 0 \):
1. \( s \oplus t \geq s \) and \( s \oplus t \geq t; \)
2. \( s \oplus (\text{lift}_\sigma(n)) \gg s \) and \( \text{lift}_\sigma(n) \gg t \).

Note that these calculation rules immediately give the inequality \( x \oplus \text{lift}_\sigma(\text{nat} \to \text{nat})(1) \gg x \) from Example 4.20, and also that \( \text{lift}_\sigma(n) \gg \text{lift}_\sigma(m) \) whenever \( n > m \). By Lemmas 6.25 and 6.5 we can use absolute positivity: the property that \( (a) \gg t \) if we can write \( s \cong s_1 \oplus \cdots \oplus s_n \) and \( t \cong t_1 \oplus \cdots \oplus t_k \) with \( k \leq n \) and \( s_i \gg t_i \) for all \( i \leq k \), and (b) if moreover \( s_1 \gg t_1 \) then \( s \gg t \). This property is typically very useful to dispense the obligations obtained in a termination proof with polynomial interpretations.

Example 6.6. We now have the tools to finish the example of heterogeneous lists (still using the interpretation from Example 5.14). The proof obligation from Example 6.2, that \( \lbrack \text{lift}_\sigma(s, \text{cons}, h, t) \rbrack \geq \lbrack \text{lift}_\sigma(s, \text{cons}, h, t) \rbrack \), is completed by Lemma 6.5. We have \( [\text{null}] \cong \lbrack \text{null} \rbrack \cong [\text{nil}] \), and \( \text{foldl}_\sigma(f, s, \text{nil}) = [\text{nil}] \oplus [f] \cdot [s] \oplus \text{lift}_\sigma(\text{something}) \oplus 1 \approx [s] \oplus \text{lift}_\sigma(\text{something}) \oplus 1 \gg [s] \) by Lemmas 6.4.1 and 6.5.1. For the last rule note that (using only Lemmas 4.17 and 6.4.1):

\[
\begin{align*}
\text{foldl}_\sigma(f, s, \text{cons}, h, t) &\gg [s] \oplus \text{lift}_\sigma(\text{flatten}(f)) \oplus \text{flatten}(s) \oplus 1 \\
\text{cons}(h, t) &\gg [h] \oplus \text{lift}_\sigma(\text{flatten}(f)) \oplus \text{flatten}(s) \oplus 1 \\
\end{align*}
\]

On the right-hand side of the inequality, noting that \( \text{lift}_\sigma(\text{nat}) \cdot w \gg \text{lift}_\sigma(u) \), we have:

\[
\begin{align*}
\text{foldl}_\sigma(f, s, \text{cons}, h, t) &\gg [f] \oplus [f] \cdot [s] \oplus [h] \oplus \text{lift}_\sigma(\text{flatten}(s)) \oplus \text{flatten}(h) \\
\text{cons}(h, t) &\gg [h] \oplus \text{lift}_\sigma(\text{flatten}(f)) \oplus \text{flatten}(s) \oplus 1 \\
\end{align*}
\]

Now the right-hand side is the left-hand side \( \approx \text{lift}_\sigma(h) \). Clearly, the rule is oriented with \( \gg \).

Thus, we may remove the last two rules, and continue the rule removal algorithm with only the first two, which together define \( \beta \)-reduction. This is trivial, for instance with an interpretation \( \mathcal{J}([\alpha]) = \Lambda \alpha. \lambda x. (f \cdot x) \oplus \text{lift}_\beta(\text{flatten}_\alpha(x) \oplus 1) \) and \( \mathcal{J}(\Lambda) = \Lambda \alpha. \Lambda \beta. \lambda x. x \cdot \beta \oplus \text{lift}_\alpha(\beta)(1) \).

7 A larger example

System F is System F_{\omega} where no higher kinds are allowed, i.e., there are no type constructors except types. By the Curry-Howard isomorphism F corresponds to the universal-implicational fragment of intutionistic second-order propositional logic, with the types corresponding to formulas and terms to natural deduction proofs. The remaining connectives may be encoded in F, but the permutative conversion rules do not hold [7].
In this section we show termination of the system IPC2 (see [18]) of intuitionistic second-order propositional logic with all connectives and permutative conversions, minus a few of the permutative conversion rules for the existential quantifier. The paper [18] depends on termination of IPC2, citing a proof from [27], which, however, later turned out to be incorrect. Termination of Curry-style IPC2 without \( \perp \) as primitive was shown in [20]. To our knowledge, termination of the full system IPC2 remains an open problem, strictly speaking.

**Remark 7.1.** Our method builds on the work of van de Pol and Schwichtenberg, who used higher-order polynomial interpretations to prove termination of a fragment of intuitionistic first-order logic with permutative conversions [24], in the hope of providing a more perspicuous proof of this well-known result. Notably, they did not treat disjunction, as we will do. More fundamentally, their method cannot handle impredicative polymorphism necessary for second-order logic.

The system IPC2 can be seen as a PFS with type constructors:

\[
\Sigma^T = \{ \bot : *, \lor : * \Rightarrow * \Rightarrow *, \land : * \Rightarrow * \Rightarrow *, \exists : (* \Rightarrow *) \Rightarrow * \}
\]

We have the following function symbols:

\[
\begin{align*}
@ & : \forall \alpha \forall \beta. (\alpha \rightarrow \beta) \rightarrow \alpha \rightarrow \beta \\
tapp & : \forall \alpha. ** \Rightarrow \alpha \Rightarrow \alpha \\
pair & : \forall \alpha. \alpha \Rightarrow \alpha \Rightarrow \alpha \\
case & : \forall \alpha. (\forall \beta. (\alpha \Rightarrow \gamma) \Rightarrow (\beta \Rightarrow \gamma) \Rightarrow \gamma) \Rightarrow (\forall \gamma. \alpha \Rightarrow \beta) \Rightarrow \beta \\
let & : \forall \alpha. ** \Rightarrow \forall \beta. (\exists (\alpha)) \rightarrow (\forall \gamma. \alpha \Rightarrow \beta) \Rightarrow \beta \\
ext & : \forall \alpha. ** \Rightarrow \forall \beta. \alpha \Rightarrow \beta \Rightarrow \beta
\end{align*}
\]

The types represent formulas in intuitionistic second-order propositional logic, and the terms represent proofs. For example, a term \( \text{case}_{\sigma,\tau,\rho} \) \( s \ u \ v \) is a proof term of the formula \( \rho \), built from a proof \( s \) of \( \sigma \) \( \sigma \) \( \tau \), a proof \( u \) that \( \sigma \) implies \( \rho \) and a proof \( v \) that \( \tau \) implies \( \rho \).

Proof terms can be simplified using 28 reduction rules, including the following (the full set of rules is available in [3, Appendix B]):

\[
\begin{align*}
@_{\sigma,\tau}(\lambda x. s, t) & \rightarrow s[x := t] \\
tapp_{\alpha,\sigma,s}(\Lambda \alpha s) & \rightarrow s[a := \tau] \\
pr^1_{\sigma,\tau}(\text{pair}_{\sigma,\tau}(s, t)) & \rightarrow s \\
pr^2_{\sigma,\tau}(\text{pair}_{\sigma,\tau}(s, t)) & \rightarrow t
\end{align*}
\]

To define an interpretation for IPC2, we will use the standard encoding of product and existential types (see [7, Chapter 11] for more details).
We do not currently have an algorithmic method to find a suitable interpretation. Instead, we used the following manual process. We start by noting the minimal requirements given by the first set of rules (e.g., that \( \text{pr}_r(s, t) \geq s \)); to orient these inequalities, it would be good to for instance have \( \text{pair}_r(s, t) \geq \text{[s]} \).\([11]\) and \( \text{pr}_r(s) = \pi_{[s]} \).\([11]\). To make the interpretation safe, we additionally include clauses \( \text{lift}(\text{flatten}(x)) \) for any unsafe arguments \( x \); to make the rules \textit{strictly} oriented, we include clauses \( \text{lift}(1) \). Unfortunately, this approach does not suffice to orient the rules where some terms are duplicated, such as the second- and third-last rules. To handle these rules, we \textit{multiply} the first argument of several symbols with the second (and possibly third). Some further tweaking gives the following safe interpretation, which orients most of the rules:

\[
\begin{align*}
&\mathcal{TM}(\bot) = \text{nat} & \mathcal{TM}(\text{and}) = \lambda \alpha_1 \alpha_2, \alpha_1 \times \alpha_2 \\
&\mathcal{TM}(\exists) = \lambda (\alpha : \ast \Rightarrow \ast). \Sigma \gamma. \alpha \gamma & \mathcal{TM}(\text{or}) = \lambda \alpha_1 \alpha_2, \alpha_1 \times \alpha_2 \\
&\mathcal{J}(\epsilon) = \Lambda \alpha : \ast. \Lambda x : \text{nat}. & \text{lift}_\alpha(2 \otimes x + 1) \\
&\mathcal{J}(\#) = \Lambda \alpha \beta \lambda x : \alpha \Rightarrow \beta. \lambda y : \alpha. \quad \text{lift}_\beta(2) \otimes (x \cdot y) \oplus \text{lift}_\beta(\text{flatten}_\alpha(y) \oplus \text{flatten}_\alpha \text{flatten}_\beta(x) \otimes \text{flatten}_\beta(y) + 1) \\
&\mathcal{J}(\text{tapp}) = \Lambda \alpha : \ast \Rightarrow \ast. \Lambda \beta \lambda x : \forall \gamma. \alpha \gamma. \text{lift}_\alpha(2) \otimes (x \ast \beta) \oplus \text{lift}_\alpha(1) \quad \text{lift}_\beta(2) \otimes \pi^2(x) \oplus \text{lift}_\beta(1) \\
&\mathcal{J}(\text{ext}) = \Lambda \alpha : \ast \Rightarrow \ast. \Lambda \beta : \ast. \lambda x : \alpha \beta. \quad [\beta, x] \oplus \text{lift}_{\Sigma \gamma. \beta \gamma}(\text{flatten}_\alpha(y)) \\
&\mathcal{J}(\text{pair}) = \Lambda \alpha \beta \lambda x : \alpha \times \beta. \quad (x, y) \oplus \text{lift}_\alpha \text{lift}_\beta(\text{flatten}_\alpha(x) \oplus \text{flatten}_\beta(y)) \\
&\mathcal{J}(\text{pr}^1) = \Lambda \alpha \beta \lambda x : \alpha \Rightarrow \beta. \quad \text{lift}_\alpha(2) \otimes \pi^1(x) \oplus \text{lift}_\alpha(1) \\
&\mathcal{J}(\text{pr}^2) = \Lambda \alpha \beta \lambda x : \alpha \Rightarrow \beta. \quad \text{lift}_\beta(2) \otimes \pi^2(x) \oplus \text{lift}_\beta(1) \\
&\mathcal{J}(\text{in}^1) = \Lambda \alpha \beta \lambda x : \alpha. \quad (x, \text{lift}_\beta(1)) \oplus \text{lift}_\alpha \text{lift}_\beta(\text{flatten}_\alpha(x)) \\
&\mathcal{J}(\text{in}^2) = \Lambda \alpha \beta \lambda x : \beta. \quad (\text{lift}_\alpha(1), x) \oplus \text{lift}_\alpha \text{lift}_\beta(\text{flatten}_\beta(x)) \\
&\mathcal{J}(\text{let}) = \Lambda \alpha : \ast \Rightarrow \ast. \Lambda \beta : \ast. \lambda x : \Sigma \alpha \gamma, y : \forall \xi. \alpha \xi \Rightarrow \beta. \quad \text{lift}(\beta) \otimes \text{lift}_\beta(2) \otimes (\text{let}_\beta x \text{ be } [\xi, z] \text{ in } y \xi z) \oplus \text{lift}_\beta(\text{flatten}_{\Sigma \gamma. \alpha \gamma}(x) + 1) \otimes (y \ast \text{nat} \cdot \text{lift}_\text{nat}(0)) \\
&\mathcal{J}(\text{case}) = \Lambda \alpha, \beta, \xi, \lambda x : \alpha \times \beta, y : (\alpha \Rightarrow \xi), z : (\beta \Rightarrow \xi). \quad \text{lift}_\xi(2) \otimes \text{lift}_\xi(3 \otimes \text{flatten}_{\alpha \times \beta}(x)) \oplus \text{lift}_\xi(\text{flatten}_{\alpha \times \beta}(x) + 1) \otimes (y \ast \pi^1(x) \oplus z \cdot \pi^2(x))
\end{align*}
\]

Above, \( \otimes \) binds stronger than \( \oplus \). The derivations to orient rules with these interpretations are also given in \([3, \text{Appendix B}]\).

The only rules that are not oriented with this interpretation – not with \( \geq \) either – are the ones of the form \( f(\text{let}(s, t), \ldots) \) \( \longrightarrow \text{let}(s, f(t, \ldots), \ldots) \), like the rule marked \( (*) \) above. Nonetheless, this is already a significant step towards a systematic, extensible methodology of termination proofs for IPC2 and similar systems of higher-order logic. Verifying the orientations is still tedious, but our method raises hope for at least partial automation, as was done with polynomial interpretations for non-polymorphic higher-order rewriting \([6]\).

8 Conclusions and future work

We introduced a powerful and systematic methodology to prove termination of higher-order rewriting with full impredicative polymorphism. To use the method one just needs to invent safe interpretations and verify the orientation of the rules with the calculation rules.

As the method is tedious to apply manually for larger systems, a natural direction for future work is to look into automation: both for automatic verification that a given interpretation suffices and – building on existing termination provers for first- and higher-order term rewriting – for automatically finding a suitable interpretation.

In addition, it would be worth exploring improvements of the method that would allow us to handle the remaining rules of IPC2, or extending other techniques for higher-order termination such as orderings (see, e.g., \([11]\)) or dependency pairs (e.g., \([13, 19]\)).
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1 Introduction

Linear logic is a proof-theoretical framework which, since its inception [10], has been built around an analogy between on the one hand linearity in the sense of linear algebra, and on the other hand the absence of copying and erasing in cut elimination and higher-order rewriting. This analogy has been pushed forward by Ehrhard and Regnier, who introduced a series of logical and computational frameworks accounting, along the same analogy, for concepts like that of a differential, or the very related one of an approximation. We are implicitly referring to differential $\lambda$-calculus [6], to differential linear logic [8], and to the Taylor expansion of ordinary $\lambda$-terms [9]. The latter has given rise to an extremely interesting research line, with many deep contributions in the last ten years. Not only the Taylor expansion of pure $\lambda$-terms has been shown to be endowed with a well-behaved notion of reduction, but the Böhm tree and Taylor expansion operators are now known to commute [7]. This easily implies that the equational theory (on pure $\lambda$-terms) induced by the Taylor expansion coincides with the one induced by Böhm trees.

The Taylor expansion operator is essentially quantitative, in that its codomain is not merely the set of resource terms [3, 6], a term syntax for promotion-free differential proofs, but the set of linear combinations of those terms, with positive real number coefficients. When enlarging the domain of the operator to account for a more quantitative language, one is naturally lead to consider algebraic $\lambda$-calculi, to which giving a clean computational meaning has been proved hard so far [18].

But what about probabilistic $\lambda$-calculi [11], which have received quite some attention recently (see, e.g. [5, 2, 16]) due to their applicability to randomised computation and bayesian programming? Can the Taylor expansion naturally be generalised to those calculi?
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is an interesting question, to which we give the first definite positive answer in this paper. In particular, we show that the Taylor expansion of probabilistic $\lambda$-terms is a conservative extension of the well-known one on ordinary $\lambda$-terms. In particular, the target can be taken, as usual, as a linear combination of ordinary resource terms, i.e., the same kind of structure which Ehrhard and Regnier considered in their work on the Taylor expansion of pure $\lambda$-terms. We moreover show that the Taylor expansion, as extended to probabilistic $\lambda$-terms, continues to enjoy the nice properties it has in the deterministic realm. In particular, it is adequate as a way to give semantics to probabilistic $\lambda$-terms, and the equational theory on probabilistic $\lambda$-terms induced by Taylor expansion coincides with the one induced by a probabilistic variation on Böhm trees [1]. The latter, noticeably, has been proved to capture observational equivalence, one quotiented modulo $\eta$-equivalence [1].

Are we the first ones to embark on the challenge of generalising Taylor’s expansion to probabilistic $\lambda$-caluli, and in general to effectful calculi? Actually, some steps in this direction have recently been taken. First of all, we need to mention the line of works originated by Tsukada and Ong’s paper on rigid resource terms [14]. This has been claimed from the very beginning to be a way to model effects in the resource calculus, but it has also been applied to, among others, probabilistic effects, giving rise to quantitative denotational models [15]. The obtained models are based on species, and are proved to be adequate. The construction being generic, there is no aim at providing a precise comparison between the discriminating power of the obtained theory and, say, observational equivalence: the choice of the underlying effect can in principle have a huge impact on it.

One should also mention Vaux’s work on the algebraic $\lambda$-calculus [18], where one can build arbitrary linear combinations of terms. He showed a correspondence between Taylor expansion and Böhm trees, but only for terms whose Böhm trees approximants at finite depths are computable in a finite number of steps. This includes all ordinary $\lambda$-terms but not all probabilistic ones. More recently Olimpieri and Vaux have studied a Taylor expansion for a non-deterministic $\lambda$-calculus [19] corresponding to our notion of explicit Taylor expansion (Section 3).

The Probabilistic Taylor Expansion, Informally

The main idea behind building the Taylor expansion of any $\lambda$-term $M$ is to describe the dynamics of $M$ by way of linear approximations of $M$. In the realm of the $\lambda$-calculus, a linear approximation has traditionally been taken as a resource term:

$$s, t \in \Delta := x \mid \lambda x.s \mid \langle s \rangle \overline{t} \quad \pi, \overline{t} \in \Delta^1 := [s_1, \ldots, s_n].$$

A resource term can be seen as a pure $\lambda$-term in which applications have the form $\langle \overline{t} \rangle$, where $s$ is a term and $\overline{t}$ is a multiset of terms, and in which the result of firing the redex $\langle \lambda x.s \rangle \overline{t}$ is the linear combination of all the terms obtained by allocating the resources in $\overline{t}$ to the occurrences of $x$ in $s$. For instance, one such element in the Taylor expansion of $\delta$ is $\lambda x.(\langle x \rangle \overline{t})$, where the occurrence of $x$ in head position is provided with only one copy of its argument. If applied to the multiset $[y, z]$, this term would reduce into $\overline{\langle y \rangle \overline{z}} + \overline{\langle z \rangle \overline{y}}$. Similarly, an element in the Taylor expansion of $\delta I$ would be $\langle \lambda x.(\langle x \rangle \overline{t}) \rangle \overline{[I^2]}$, which reduces into $2\overline{\langle I \rangle \overline{[I]}}$. Another element of the same Taylor expansion is $\langle \lambda x.(\langle x \rangle \overline{t}) \rangle \overline{[I^3]}$, but this one reduces into $0$: there is no way to use its resources linearly, i.e., using them without copying and erasing.

The actual Taylor expansion of a term is built by translating any application $M N$ into an infinite sum

$$(M N)^* = \sum_{n \in \mathbb{N}} \frac{1}{n!} \overline{\langle M \rangle^* \overline{\langle N \rangle^n}}$$
and $x^* = x$, $(\lambda x. M)^* = \lambda x. M^*$. Remark that $M^*$ and $N^*$ are linear combinations, but constructors of the resource calculus are multilinear. For instance $(\lambda x. M)^* = \sum_{\Delta} M^* \cdot \lambda x. s$. As an example the Taylor expansion of $\delta I$ is $\sum_{m,n \in \mathbb{N}} \frac{1}{m! n!} \langle \lambda x.(x) [x^m] \rangle [P^n]$. Remark that any summand properly reduces only when $n = m + 1$, in which case it reduces to $n! I [P^m]$. In turn $(I) [P^m]$ reduces properly only when $m = 1$, and the result is $I$. All the other terms reduce to $0$. In the end the Taylor expansion of $\delta I$ normalises to $\sum_{\Delta} I = I$, which is exactly the Taylor expansion of the normal form of $\delta I$. More generally every Taylor expansion is normalisable, and the normal form of the Taylor expansion of a term corresponds to the Taylor expansion of its Böhm tree, hence (normal forms of) Taylor expansions yields an interesting model of deterministic $\lambda$-calculus.

Now let us consider the probabilistic $\lambda$-term $M = \delta (I \oplus \Omega)$, where $\oplus$ is an operator for binary, fair, probabilistic choice, $\delta = \lambda x.xx$, $I = \lambda.x.x$ and $\Omega = \delta \delta$ is a purely diverging, term. As such, $M$ is a term of a minimal, untyped, probabilistic $\lambda$-calculus. Evaluation of $M$ is performed leftmost-outermost as is in Figure 1. In particular, the probability of convergence for $M$ is $\frac{1}{2}$. Please observe that two copies of the argument $I \oplus \Omega$ are produced, and that the “rightmost” one is evaluated only when the “leftmost” one converges, i.e. when the probabilistic choice $I \oplus \Omega$ produces $I$ as a result.

Extending the Taylor expansion to probabilistic terms seems straightforward, a natural candidate for the Taylor expansion of $M \oplus N$ being just $\frac{1}{2} M^* + \frac{1}{2} N^*$. When computing the Taylor expansion of $M$ we will find expressions such as $\langle \lambda x.(x) [x] \rangle [\sum_{\Delta} I + \frac{1}{2} \Omega I]^2$, i.e. $\frac{1}{2} \langle \lambda x.(x) [x] \rangle [F]^2 + \frac{1}{2} \langle \lambda x.(x) [x] \rangle [F]^2 + \frac{1}{2} \langle \lambda x.(x) [x] \rangle [I, \Omega]$. For non-trivial reasons, the Taylor expansion of any diverging term normalises to $0$, so just like in our previous example, the only element in $M^*$ which does not reduce to $0$ is $\langle \lambda x.(x) [x] \rangle [F^2]$. The difference is that this time it appears with a coefficient $\frac{1}{4}$, so $M^*$ normalises to $\frac{1}{4} I$. Please notice how this is once again the “normal form” of the original term $M$.

The goal of this paper is to show that the correspondence between Taylor expansions and Böhm trees is preserved when we add probabilistic choices to the calculus. Unfortunately although the final result is the same as in the deterministic setting, the known proof techniques fail. To begin with not all (infinite) linear combinations of resource term are normalisable. Normal forms of deterministic Taylor expansions always exist because such expansions are uniform: all terms in their support have the same shape (the support of $(\lambda x. M)^*$ only contains abstractions, etc.) and this property is known to ensure normalisability. This property does not hold for probabilistic expansions: $(x \oplus \lambda y.y)^*$ contains both the variable $x$ and the abstraction $\lambda y.y$. Thus we need to find a different way to prove that probabilistic Taylor expansions normalise. We proceed by using an intermediate notion of Taylor expansion with explicit choices, which enjoys uniformity and share other properties with deterministic Taylor expansion, and we then transpose directly the results on this intermediate construction to the “natural” probabilistic Taylor expansion.
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Layout of the Paper

In Section 2 we introduce the resource calculus with explicit choices and show it enjoys the same properties as the usual deterministic resource calculus. In Section 3, we define the explicit Taylor expansion from probabilistic $\lambda$-terms. These constructions have an interest in themselves and they have been independently studied by Olimpieri and Vaux [19] for a non-deterministic calculus but in this paper they are just an intermediate step towards proving our main results. Definitionally, the crux of the paper is Section 4, in which the Taylor expansion of a probabilistic $\lambda$-term is made to produce ordinary resource terms. The relation between Böhm trees and Taylor expansions is investigated in Section 5 and Section 6.

Notations

We write $\mathbb{N}$ for the set of natural numbers and $\mathbb{R}^+$ for the set of nonnegative real numbers. Given a set $A$, we write $\mathbb{R}^+(A)$ for the set of families of positive real numbers indexed by elements in $A$. We write such families as linear combinations: an element $S \in \mathbb{R}^+(A)$ is a sum $S = \sum_{a \in A} S_a a$, with $S_a \in \mathbb{R}^+$. The support of a family $S \in \mathbb{R}^+(A)$ is $\text{supp}(S) = \{a \in A \mid S_a > 0\}$. We write $\mathbb{R}^+[A]$ for those families $S \in \mathbb{R}^+(A)$ such that $\text{supp}(S)$ is finite. Given $a \in A$ we often write $a$ for $1.a \in \mathbb{R}^+(A)$ unless we want to emphasise the difference between the two expressions. We also define finite multisets over $A$ as functions $m : A \rightarrow \mathbb{N}$ such that $m(a) \neq 0$ for finitely many $a \in A$. We use the notation $[a_1, \ldots, a_n]$ to describe the multiset $m$ such that $m(a)$ is the number of indices $i \leq n$ such that $a_i = a$.

2 Probabilistic Resource Calculus

In this section, we describe the theory of resource terms with explicit choices, for the purpose of extending many of the properties of resource terms to the probabilistic case. All this has an interest in itself, but here this is mainly useful as a way to render certain proofs about the Taylor Expansion easier (see Section 3 for more details). For this reason we try to give the reader a clear understanding of this calculus and of why these definitions and properties are useful, without focusing on the actual proofs. These are straightforward generalisations of those for deterministic resource terms [9] and can be found in an extended version of this paper [4]. The same results have recently been given for a non-deterministic calculus [19] by Olimpieri and Vaux.

2.1 The Basics

Definition 1. The sets of probabilistic simple resource terms $\Delta_{\oplus}$ and of probabilistic simple resource poly-terms $\Delta_{\oplus}^\dagger$ over a set of variables $V$ are defined by mutual induction as follows:

$$s, t \in \Delta_{\oplus} := x \mid \lambda x.s \mid (s \oplus p) \bullet \mid \bullet \oplus p.s \quad \pi \bar{t} \in \Delta_{\oplus}^\dagger := [s_1, \ldots, s_n]$$

where $p$ ranges over $[0, 1]$. We call finite probabilistic resource terms the finite linear combinations of resource terms in $\mathbb{R}^+[\Delta_{\oplus}]$, and finite probabilistic resource poly-terms the finite linear combinations of resource poly-terms in $\mathbb{R}^+[\Delta_{\oplus}^\dagger]$. We extend the constructors of simple (poly-)terms to (poly-)terms by linearity, e.g., if $S \in \mathbb{R}^+[\Delta_{\oplus}]$ then $\lambda x.S$ is defined as the poly-term such that $(\lambda x.S)_{\lambda x.s} = S_s$ and $(\lambda x.S)_{t} = 0$ if $t$ is not an abstraction.

Some consecutive abstractions $\lambda x_1. \ldots. \lambda x_n.s$ will be indicated as $\lambda x_1 \ldots x_n.s$, or even as $\lambda \bar{x}.s$. Similarly, to describe many successive applications $\langle \langle (M) N_1 \rangle \ldots \rangle N_k$, we use a single pair of brackets and we write $\langle M \rangle N_1 \ldots N_k$.
We write $\Delta_{\oplus}^{(l)}$ for $\Delta_{\oplus} \cup \Delta_{\oplus}^{1}$, which is ranged over by metavariables like $\sigma, \tau$. Note that intuitively $\Delta_{\oplus}^{(l)}$ should stand for either $\Delta_{\oplus}$ or $\Delta_{\oplus}^{1}$, not their union. For instance we will prove some properties for finite linear combinations in $\mathbb{R}^+ [\Delta_{\oplus}^{(l)}]$, but the only relevant linear combinations are the actual (poly-)terms in $\mathbb{R}^+ [\Delta_{\oplus}]$ or $\mathbb{R}^+ [\Delta_{\oplus}^{1}]$. Yet this distinction is technically irrelevant, and all our results hold if we define $\Delta_{\oplus}^{(l)}$ as a union.

The reason why linear combinations over such elements are dubbed terms will be clear once we describe the operational semantics of the resource calculus. The main point of the resource calculus is to allow functions to use their argument arbitrarily many times and yet remain entirely linear, which is achieved by taking multisets as arguments: if a function uses its argument $n$ times then it needs to receive $n$ resources as argument and use each of them linearly. This idea has two consequences. First, an application can fail if a function is not given exactly as many arguments as it needs, as it would need either to duplicate or to discard some of them. Second, the result of a valid application is often not unique: a function can choose how to allocate the different resources to the different calls to its argument, and different choices may lead to different results. Both these features are treated using linear combinations: a failed application results in 0 (i.e. the trivial linear combination) and a successful one yields the sum of all its possible outcomes.

**Definition 2.** We define the substitution of $t \in \Delta_{\oplus}$ for $x \in V$ in $s \in \Delta_{\oplus}$ by:

$$\delta_x s \cdot [t_1, \ldots, t_n] = \begin{cases} 0 & \text{if } s \text{ does not have exactly } n \text{ free occurrences of } x \\ \sum_{\rho \in \mathcal{S}_n} s[t_{\rho(1)}/x_1, \ldots, t_{\rho(n)}/x_n] \in \mathbb{R}^+ [\Delta_{\oplus}^{(l)}] & \text{otherwise} \end{cases}$$

where $x_1, \ldots, x_n$ are the free occurrences of $x$ in $s$ and $\mathcal{S}_n$ is the set of permutations over $\{1, \ldots, n\}$.

**Example 3.** A basic example is $\delta_x (\langle x \rangle [x]) \cdot [y, z] = \langle y \rangle [z] + \langle z \rangle [y]$; there are two occurrences of $x$ in $\langle x \rangle [x]$, so there are two ways to substitute $[y, z]$ for them. Remark that we also have $\delta_x [x, x] \cdot [y, z] = [y, z] + [z, y] = 2 \cdot [y, z]$; the two occurrences of $x$ are not as clearly distinguished as in the first example but they still count as different occurrences. Similarly $\delta_x (\langle x \rangle [x]) \cdot [y, y] = 2 \cdot [y, y]$ and $\delta_x [x, x] \cdot [y, y] = 2 \cdot [y, y]$; there are two distinct occurrences of $y$, so there are two ways to allocate them. As another example, please consider $\delta_x (\langle x \rangle [x]) \cdot [y] = \delta_x (\langle x \rangle [x]) \cdot [y] = 0$: the substitution fails if the number of resources does not match the number of free occurrences of the substituted variable.

The operational semantics of the deterministic resource calculus [9] is usually given as a single rule of $\beta$-reduction. In the probabilistic setting, we also need rules to make choices commute with head contexts.

**Definition 4.** The reductions $\rightarrow_{\beta}$ and $\rightarrow_{\oplus}$ are defined from $\Delta_{\oplus}^{(l)}$ to $\mathbb{R}^+ [\Delta_{\oplus}^{(l)}]$ by:

$$\langle \lambda x.s \rangle \mathcal{T} \rightarrow_{\beta} \delta_x s \cdot \mathcal{T}$$

$$\lambda x. (\bullet \oplus_p s) \rightarrow_{\oplus} \lambda x. s \oplus_p \bullet$$

$$\langle s \oplus_p \bullet \rangle \mathcal{T} \rightarrow_{\oplus} \langle s \rangle \mathcal{T} \oplus_p \bullet$$

extended under arbitrary contexts. We simply write $\rightarrow$ for $\rightarrow_{\beta} \cup \rightarrow_{\oplus}$. Reduction can be extended to finite terms in the following way: if $S \in \mathbb{R}^+ [\Delta_{\oplus}^{(l)}]$, $S_\sigma > 0$ and $\sigma \rightarrow T$ then $S \rightarrow S - S_\sigma \cdot \sigma + S_\sigma T$.

As the resource calculus does not allow any duplication, and $\beta$-reduction erases some constructors, it naturally decreases the size of the involved simple terms. Consequently, $\beta$-reduction is strongly normalising. This result can be extended to the whole reduction $\rightarrow$, which is also confluent.
Proposition 5. The reduction $\rightarrow$ is confluent and strongly normalising on $\mathbb{R}^+[\Delta^{(1)}_{\omega}]$. Given $S \in \mathbb{R}^+[\Delta^{(1)}_{\omega}]$ we write $\text{nf}(S)$ for its unique normal form for $\rightarrow$, and given $\sigma \in \Delta^{(1)}_{\omega}$ we write $\text{nf}(\sigma)$ for $\text{nf}(1.\sigma)$.

2.2 Infinite Terms

So far we only worked with finite terms but to fully express the operational behaviour of a $\lambda$-term in the resource $\lambda$-calculus, which is the purpose of the Taylor expansion, we need infinite ones. We can extend the constructors of the calculus to $\mathbb{R}^+\langle\Delta^{(1)}_{\omega}\rangle$ by linearity and generalise the reduction relation $\rightarrow$, but Proposition 5 fails. Indeed let $I_0 = I = \lambda x. x$ and $I_{n+1} = (I_n) [I]$. For $n \in \mathbb{N}$, let $S = \sum_{n \in \mathbb{N}} I_n$. Then, for all $n \in \mathbb{N}$ the term $I_n$ normalises in $n$ steps and $S$ does not normalise in a finite number of reduction steps. A simple solution to this problem is to define the “normal form” of an infinite term by normalising each of its components: we can set $\text{nf}(S) = \sum_{\sigma \in \Delta^{(1)}_{\omega}} S_\sigma \text{nf}(\sigma)$. But then another problem arises. In our previous example, we have $\text{nf}(I_n) = I$ for all $n \in \mathbb{N}$, thus we would have $\text{nf}(S) = \sum_{n \in \mathbb{N}} I$, which is not an element of $\mathbb{R}^+\langle\Delta^{(1)}_{\omega}\rangle$ as the coefficient of $I$ is infinite. Still we can use this pointwise normalisation if we consider terms with a particular property, called uniformity.

Definition 6. The coherence relation $\subset$ on $\Delta^{(1)}_{\omega}$ is defined by:

$$
\begin{array}{cccc}
\text{for } x \subset x & s \subset s' & \text{if } I \subset I' & s \subset s' \\
\lambda x. s \subset \lambda x. s' & s \subset s' & \langle s \rangle \subset \langle s' \rangle & s \subset s' \\
\langle s \rangle \subset \langle s' \rangle & s \subset s' & \text{if } t \subset t & s \subset s' \\
\text{if } s \subset s & s \subset s' & \text{if } t \subset t & s \subset s' \\
\text{if } s \subset s & s \subset s' & \text{if } t \subset t & s \subset s' \\
\end{array}
$$

For $S, S' \in \Delta^{(1)}_{\omega}$ we write $S \subset S'$ when for all $\sigma, \sigma' \in \text{supp}(S) \cup \text{supp}(S'), \sigma \subset \sigma'$. A simple (poly-)term $\sigma \in \Delta^{(1)}_{\omega}$ is called uniform if $\sigma \subset \sigma$, and a term $S \in \mathbb{R}^+\langle\Delta^{(1)}_{\omega}\rangle$ is called uniform if $S \subset S$.

Observe that the term $S$ defined above is not uniform: $I_0$ is an abstraction whereas for any $n \in \mathbb{N}$, $I_{n+1}$ is an application, hence $I_0$ and $I_{n+1}$ are not coherent. More generally $I_m$ and $I_n$ are not coherent whenever $m \neq n$. We can change the definition of $I_0$ to get a uniform term: let $I'_0 = (I \ [] \ [I])$, $I_{n+1} = (I'_n) [I]$ for $n \in \mathbb{N}$, and $S' = \sum_{n \in \mathbb{N}} I'_n$. Then $I_{n+1}$ reduces into $I'_n$, just like $I_{n+1}$ reduces into $I_n$, but $I'_0$ is not a normal form as it reduces into 0. Thus the uniform term $S'$ has a normal form $\text{nf}(S') = \sum_{n \in \mathbb{N}} \text{nf}(I'_n) = 0$.

Remark 7. In the rules for $s \oplus_p \bullet \subset \bullet \oplus_p t$ and $s \oplus_p t \subset s \oplus_p$, we require $s \subset s$ and $t \subset t$ to ensure that whenever $\sigma \subset \tau$, the simple (poly-)terms $\sigma$ and $\tau$ are necessarily uniform. This is not crucial as we usually consider uniform (poly-)terms (which support only contains uniform simple (poly-)terms), and indeed in [19] the non-deterministic terms $s \oplus \bullet$ and $\bullet \oplus t$ are always considered coherent. We only add this requirements to simplify inductive reasoning on $\subset$.

What makes coherence and uniformity interesting is that if two coherent terms $S$ and $S'$ have disjoint supports, then all of their reducts, and in particular their normal forms, have disjoint supports. Then any element in the support of $\text{nf}(S + S')$ comes either from $\text{nf}(S)$ or from $\text{nf}(S')$, but it cannot come from both.

Proposition 8. Given $S, S' \in \mathbb{R}^+\langle\Delta^{(1)}_{\omega}\rangle$, if $S \subset S'$ then $\text{nf}(S) \subset \text{nf}(S')$. If moreover $\text{supp}(S) \cap \text{supp}(S') = \emptyset$ then $\text{supp}(\text{nf}(S)) \cap \text{supp}(\text{nf}(S')) = \emptyset$. 


This immediately implies that pointwise reduction of infinite uniform terms is well defined, as both complete left reducts and normal forms of distinct but coherent simple (poly-)terms have disjoint supports.

► **Corollary 9.** If \( S \in \mathbb{R}^+ \langle \Delta^{(l)}_0 \rangle \) is uniform then \( \sum_{\sigma \in \Delta^{(l)}_0} S_\sigma \text{nf}(\sigma) \) is in \( \mathbb{R}^+ \langle \Delta^{(l)}_0 \rangle \). We write \( \text{nf}(S) \) for this sum.

### 2.3 Regular Terms

The deterministic Taylor expansion associates to any \( \lambda \)-term a uniform term, and explicit choices are adopted precisely for the sake of preserving this property in the probabilistic case. Taylor expansions have another important property: they are entirely defined by their support. If a simple term \( s \) is in the support of the Taylor expansion of a \( \lambda \)-term \( M \), then its coefficient is the inverse of its multinomial coefficient, which does not depend on \( M \).

Moreover this property is preserved by normalisation. Using explicit choices enforces this result in the probabilistic case, as well.

► **Definition 10.** For any \( \sigma \in \Delta^{(l)}_0 \) we define the **multinomial coefficient** \( m(\sigma) \in \mathbb{N} \) by:

\[
\begin{align*}
m(x) &= 1 \\
m(\lambda x.s) &= m(s \oplus_p \bullet) = m(\bullet \oplus_p s) = m(s) \\
m(\langle s \rangle \overline{t}) &= m(s)m(\overline{t}) \\
m(\overline{s}) &= \prod_{u \in \Delta_0} s(u)! \cdot m(u)^{\overline{s}(u)}
\end{align*}
\]

where \( \overline{s}(u) \) is the multiplicity of \( u \) in \( s \).

► **Definition 11.** A uniform term \( S \in \mathbb{R}^+ \langle \Delta^{(l)}_0 \rangle \) is called **regular** if for all \( \sigma \in \text{supp}(S) \), \( S_\sigma = \frac{1}{m(\sigma)} \).

Multinomial coefficients correspond to the number of permutations of multisets which preserve the description of simple (poly-)terms. For instance, given variables \( x_1, \ldots, x_n \in \mathcal{V} \), the coefficient \( m([x_1, \ldots, x_n]) \) is exactly the number of permutations \( \rho \in \mathfrak{S}_n \) such that \( (x_{\rho(1)}, \ldots, x_{\rho(n)}) = (x_1, \ldots, x_n) \). For a more precise interpretation of multinomial coefficients see [9] or [14]. Due to their relation with permutations in multisets, these coefficients appear naturally when we perform substitutions.

► **Theorem 12.** For any \( \sigma \in \Delta^{(l)}_0 \) uniform, for \( x \in \mathcal{V}, \overline{t} \in \Delta^{(l)}_0 \) and \( u \in \text{supp}(\delta_x \sigma \cdot \overline{t}) \), we have: \( (\delta_x \sigma \cdot \overline{t})_u = \frac{1}{m(\delta_x \sigma \cdot \overline{t})} \cdot \frac{m(\sigma)}{m(\sigma)} \).

This theorem ensures that a regular \( \beta \)-redex \( \frac{1}{m(\lambda x.s) \overline{t}} \langle \lambda x.s \rangle \overline{t} \) reduces into a regular term. More generally, the theorem is the key step towards proving that regular (poly-)terms always normalise to regular (poly-)terms.

► **Theorem 13.** If \( S \in \mathbb{R}^+ \langle \Delta^{(l)}_0 \rangle \) is regular then \( \text{nf}(S) \) is regular.

### 2.4 Regularity and the Exponential

The regularity of terms is preserved by the constructors of simple resource terms.

► **Proposition 14.** For all \( x \in \mathcal{V}, S \in \mathbb{R}^+ \langle \Delta_0 \rangle \) regular and \( \overline{T} \in \mathbb{R}^+ \langle \Delta^{(l)}_0 \rangle \) regular, the terms \( 1.x, \lambda x.S, S \oplus_p \bullet, \bullet \oplus_p S \) and \( \langle S \rangle \overline{T} \) are regular.
One may expect a similar result for poly-terms: if $S_1, \ldots, S_n$ in $\mathbb{R}^+ \langle \Delta \oplus \rangle$ are regular then $[S_1, \ldots, S_n]$ is regular. However, this is not the case: $1.x$ is regular and yet $1.[x, x]$ is not. Indeed nontrivial coefficients appear in $m(\sigma)$ precisely when $\sigma$ contains simple poly-terms with multiplicities greater than 1, so the regular sum with the same support as $[S_1, \ldots, S_n]$ has no simple description. A natural way to build regular poly-terms from regular terms is to use the following construction.

Definition 15. The exponential of $S \in \mathbb{R}^+ \langle \Delta \oplus \rangle$ is $!S = \sum_{n \in \mathbb{N}} \frac{1}{n!} [S^n] \in \mathbb{R}^+ \langle \Delta ! \oplus \rangle$, where $[S^n]$ stands for the poly-term $[S, \ldots, S]$ with $n$ copies of $S$.

Proposition 16. If $S \in \mathbb{R}^+ \langle \Delta \oplus \rangle$ is regular then $!S$ is regular.

Proof. The key point is that the number of sequences $(s_1, \ldots, s_n)$ which describe a given simple poly-term $s = [s_1, \ldots, s_n]$ is exactly $\prod_{u \in \Delta \oplus} s(u)!$.

With these results, we have all the ingredients we need to translate (probabilistic) \(\lambda\)-terms into regular terms: variables and abstractions of regular terms are regular, and we can define an application between regular terms following Girard’s call-by-name translation of intuitionistic logic into linear logic [10]: $S$ applied to $T$ is $\langle S \rangle !T$.

3 Explicit Probabilistic Taylor Expansion

This section is devoted to defining and studying the Taylor expansion with explicit choices, or explicit Taylor expansion, of probabilistic \(\lambda\)-terms. It is named as such because its target is the set of probabilistic resource terms, as defined in the previous section, rather than the usual ones. This is not the main contribution of this paper, but an intermediate step in the study of Taylor expansion as defined in Section 4.

3.1 The Definition

Probabilistic \(\lambda\)-terms are \(\lambda\)-terms enriched with a probabilistic choice operator.

Definition 17. The set of probabilistic \(\lambda\)-terms $\Lambda^+$ is:

$M, N \in \Lambda^+ := x | \lambda x. M | M \ N | M \oplus_p N$

Definition 18. The explicit Taylor expansion $M^\oplus$ is defined inductively as follows:

$x^\oplus = x \quad (M \ N)^\oplus = (M^\oplus) !N^\oplus = \sum_{n \in \mathbb{N}} \frac{1}{n!} (M^\oplus)^n \ [N^\oplus]^n$

$(\lambda x. M)^\oplus = \lambda x. M^\oplus \quad (M \oplus_p N)^\oplus = (M^\oplus \oplus_p \bullet) + (\bullet \oplus_p N^\oplus)$

The results from the previous section immediately imply that Taylor expansions are regular resource terms and that they are normalisable.

Proposition 19. For all $M \in \Lambda^+$, the explicit Taylor expansion $M^\oplus$ is uniform and regular.

Proof. This is a direct consequence of Proposition 14 and Proposition 16.

Corollary 20. Every explicit Taylor expansion $M^\oplus$ has a normal form $nf(M^\oplus)$, which we call the explicit Taylor normal form of $M$, and which is regular.

Proof. This is given by Theorem 13.
3.2 Probabilistic Reduction

In the literature, the probabilistic λ-calculus is usually endowed with a labelled transition relation $\xrightarrow{p}$, describing a probabilistic reduction process, where a choice $M \oplus_p N$ reduces to $M$ with probability $p$ and to $N$ with probability $1-p$. Here to emphasise the correspondence between such a reduction and the constructors $s \oplus_p \bullet$ and $\bullet \oplus_p t$ of the resource calculus we rather use labels $l,p$ and $r,p$ to explicit whether we reduce to the left-hand side or the right-hand side of a choice $\oplus_p$. Since we were mostly interested in normalisation in the resource calculus, we will only consider a big-step operational semantics for the probabilistic λ-calculus.

▶ **Definition 21.** Head contexts are contexts of the form $\lambda \vec{x}.[\ ] \vec{P}$, and are indicated with the metavariable $H$. Head normal forms are terms of the form $H[y]$. We write $\text{hnf}$ for the set of all head normal forms. We now define a formal system deriving judgements in the metavariable $\rho$. We rather use labels by induction on the proof of $\rho \vdash M \rightarrow h$ where $M \in \Lambda^+$, $h \in \text{hnf}$ and $\rho$ is a finite sequence of elements in $\{1,r\} \times [0,1]$:

<table>
<thead>
<tr>
<th>$\epsilon \vdash h \rightarrow h$</th>
<th>$\rho \vdash H[M[N/x]] \rightarrow h$</th>
<th>$\rho \vdash H[\lambda x.M[N]] \rightarrow h$</th>
<th>$\rho \vdash H[M] \rightarrow h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho \vdash H[\lambda x.M[\oplus_p N]] \rightarrow h$</td>
<td>$\rho \vdash H[M \oplus_p N] \rightarrow h$</td>
<td>$(l,p) \cdot \rho \vdash H[M \oplus_p N] \rightarrow h$</td>
<td></td>
</tr>
</tbody>
</table>

where $\epsilon$ is the empty sequence and $(l,p) \cdot (\rho_1, \ldots, \rho_n) = ((l,p), \rho_1, \ldots, \rho_n)$ for $l \in \{1,r\}$.

▶ **Lemma 22.** For all $M \in \Lambda^+$ and $\rho$ there is at most one $h \in \text{hnf}$ such that $\rho \vdash M \rightarrow h$.

An interesting property of explicit Taylor expansion is that the explicit Taylor normal form of a term $M$ is precisely given by the explicit Taylor normal forms of the head normal forms $h$ of $M$, as well as the sequences of choices $\rho$ such that $\rho \vdash M \rightarrow h$.

▶ **Definition 23.** Given a sequence of choices $\rho$ and $s \in \Delta_\oplus$, we define $\rho \cdot s \in \Delta_\oplus$ by induction on the length of $\rho$ by:

- $\epsilon \cdot s = s$
- $(l,p) \cdot \rho \cdot s = (\rho \cdot s) \oplus_p \bullet$
- $(r,p) \cdot \rho \cdot s = \bullet \oplus_p (\rho \cdot s)$

We extend this definition to $\mathbb{R}^+/(\Delta_\oplus)$ by linearity.

▶ **Theorem 24.** Given any $M \in \Lambda^+$, $\text{nf}(M) = \sum_{h \in \text{hnf}} \sum_{\rho : M \rightarrow h} \rho \cdot \text{nf}(h)$. 

**Proof.** First observe that these resource terms are regular: Corollary 20 states that $\text{nf}(M)$ and the $\text{nf}(h)$ are regular (so the $\rho \cdot \text{nf}(h)$ are regular too), and if $\rho \vdash M \rightarrow h$ and $\rho' \vdash M \rightarrow h'$ then either $\rho = \rho'$ and by Lemma 22 $h = h'$, or $\rho \neq \rho'$ and then $\rho \cdot \text{nf}(h)$ and $\rho' \cdot \text{nf}(h)$ have disjoint supports and we can show they are coherent. Thus we only need to prove that these terms have the same supports. On one hand we can prove that for any $s \in \text{supp}(M)$ and any $t \in \text{supp}(\text{nf}(s))$ there exist $h$ and $t$ such that $\rho \vdash M \rightarrow h$ and $t \in \text{supp}(\rho \cdot \text{nf}(h))$, by reasoning by induction on the size of $s$. When $s$ has a head $\beta$-redex we need to check that in general if $u \in \text{supp}(M)$ and $\tau \in \text{supp}(\text{nf}(s))$ then supp($\delta u \cdot \tau$) $\subset$ supp($U[V/x]$) $\oplus$, which is immediate by induction on $U$. On the other hand if $\rho \vdash M \rightarrow h$ we prove that for any $t \in \text{supp}(\text{nf}(h))$ we have $\rho \cdot t \in \text{supp}(\text{nf}(M))$, by induction on the proof of $\rho \vdash M \rightarrow h$. 
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4 Generic Taylor Expansion of Probabilistic $\lambda$-terms

4.1 Barycentric Semantics of Choices

The explicit probabilistic Taylor expansion is satisfactory in that it is an extension of deterministic Taylor expansion which preserves its most important properties: it is regular and so are its normal forms. But while deterministic Taylor normal forms are well known to correspond to Böhm trees [7], explicit Taylor normal forms are not such a good denotational semantics for probabilistic $\lambda$-calculus, as they take the exact choices made during the reduction into account. For instance the terms $x \oplus \frac{1}{2} y$ and $y \oplus \frac{1}{2} x$ have distinct explicit Taylor normal forms while one could expect them to have the same semantics. More precisely we expect any model of the probabilistic $\lambda$-calculus to interpret probabilistic choices as a barycentric sum respecting the following equivalence.

Definition 25. The barycentric equivalence $\equiv_{\text{bar}}$ is the least congruence on $\Lambda^+$ such that for all $M, N, P \in \Lambda^+$ and $p, q \in [0, 1]$:

\[
M \oplus_p N \equiv_{\text{bar}} N \oplus_{1-p} M \quad M \oplus_p M \equiv_{\text{bar}} M \quad (M \oplus_p N) \oplus_q P \equiv_{\text{bar}} M \oplus_{pq} (N \oplus_{(1-p)q} P) \quad \text{if } pq \neq 1 \quad M \oplus_1 N \equiv_{\text{bar}} M
\]

We want a notion of Taylor expansion $M^*$ such that if $M \equiv_{\text{bar}} N$ then $M^* = N^*$. This is easy to achieve, as the resource calculus stemmed precisely from quantitative models of the $\lambda$-calculus, and resource terms are linear combinations.

Definition 26. The sets of simple resource terms $\Delta$ and of simple resource polyterms $\Delta^!$ are:

\[
s, t \in \Delta := x \mid \lambda x.s \mid \langle s \rangle \quad \pi, \bar{t} \in \Delta^! := \{s_1, \ldots, s_n\}
\]

The set of resource terms is $\mathbb{R}^+(\Delta)$ and the set of resource polyterms is $\mathbb{R}^+(\Delta^!)$.

Definition 27. The Taylor expansion $M^* \in \mathbb{R}^+(\Delta)$ of a term $M \in \Lambda^+$ is defined inductively as follows:

\[
x^* = x \quad \quad \quad (M \ N)^* = \sum_{n \in \mathbb{N}} \frac{1}{n!}(M^*)^n [(N^*)^n]
\]

\[
(\lambda x.M)^* = \lambda x.M^* \quad \quad \quad (M \oplus_p N)^* = pM^* + (1-p)N^*
\]

The definition of the Taylor expansion of a probabilistic choice immediately gives the expected property.

Proposition 28. If $M \equiv_{\text{bar}} N$ then $M^* = N^*$.

4.2 Normalisation

Unfortunately, these Taylor expansions lack all the good properties of explicit expansions: they are not entirely defined by their support, and those supports are not uniform, so we do not even know if such Taylor expansions admit normal forms. But there is actually a close relationship between explicit and non explicit Taylor expansions which can be used to recover our most important results. Indeed, switching from the explicit Taylor expansion to the Taylor expansion simply amounts to using coefficients instead of explicit choices.
Definition 29. Given any \( \sigma \in \Delta^{(1)}_\boxplus \) we define \(|\sigma| \in \Delta^{(1)}\) and a probability \( \mathcal{P}(\sigma) \) as follows:

\[
\begin{align*}
|x| &= x \\
|\lambda x. s| &= \lambda x.|s| \\
|\tau| &= |\tau| \\
|s \oplus p \cdot| &= |s| \\
|\cdot \oplus_p s| &= |s| \\
|[s_1, \ldots, s_n] &= |s_1|, \ldots, |s_n| \\
\end{align*}
\]

\( \mathcal{P}(x) = 1 \)
\( \mathcal{P}(\lambda x. s) = \mathcal{P}(s) \)
\( \mathcal{P}((\tau) = \mathcal{P}(\tau) \)
\( \mathcal{P}(s \oplus p \cdot) = p\mathcal{P}(s) \)
\( \mathcal{P}(\cdot \oplus_p s) = (1-p)\mathcal{P}(s) \)

\( \mathcal{P}([s_1, \ldots, s_n]) = \prod_{i=1}^{n} \mathcal{P}(s_i) \)

To any probabilistic resource (poly-)term \( S \in \mathbb{R}^{+}(\Delta^{(1)}_\boxplus) \) one could associate the resource term \( \sum_{\sigma \in \Delta^{(1)}_\boxplus} S_\sigma \mathcal{P}(\sigma),|\sigma| \). But just like with normalisation, infinite coefficients may appear. For instance, removing the choices from \( S = \sum((x \oplus 1 \cdot) \ldots) \oplus 1 \cdot \) (the sum of all simple terms with \( x \) under any number of left choices) could give \( x \) an infinite coefficient. Fortunately, we do not get any infinite coefficient if we work with regular terms.

Proposition 30. For any \( S \subseteq \Delta^{(1)}_\boxplus \) such that for all \( \sigma, \sigma' \in S, \sigma \sqsubset \sigma' \) and \(|\sigma| = |\sigma'|\) we have \( \sum_{\sigma \in S} \mathcal{P}(\sigma) \leq 1 \).

Corollary 31. For all \( S \subseteq \mathbb{R}^{+}(\Delta^{(1)}_\boxplus) \) regular, \( \sum_{\sigma \in \Delta^{(1)}_\boxplus} S_\sigma \mathcal{P}(\sigma),|\sigma| \) is in \( \mathbb{R}^{+}(\Delta^{(1)}_\boxplus) \).

In particular, we can apply this process to explicit Taylor expansions and to their normal forms. It is easy to see that we associate to every explicit Taylor expansion the corresponding Taylor expansion, but more interestingly erasing choices commutes with normalisation.

Proposition 32. For any \( M \in \Lambda^+ \):

\[ \sum_{s \in \Delta^{(1)}_\boxplus} M^\mathcal{P}(s),|s| = M^* \]
\[ \sum_{t \in \Delta^{(1)}_\boxplus} \text{n}(M^\mathcal{P}),|t| = \sum_{s \in \Delta} M^*,\text{n}(s) \]

hence \( \sum_{s \in \Delta} M^*,\text{n}(s) \) is well defined. We denote it by \( \text{n}(M^*) \) and we call it the Taylor normal form of \( M \).

Proof. The key point is that \( \text{n}(|\sigma|) = |\text{n}(\sigma)| \) and for any \( \tau \in \text{supp}(\text{n}(\sigma)) \), \( \mathcal{P}(\tau) = \mathcal{P}(\sigma) \).

4.3 Adequacy

The behaviour of a probabilistic \( \lambda \)-term is usually described as a (sub-)probability distribution over the possible results of its evaluation. In particular, the observable behaviour of a term is its convergence probability, i.e. the probability for its computation to terminate \([11, 5]\). To show that the Taylor expansion gives a meaningful semantics we will prove it is adequate, i.e. it does not equate terms which are not observationally equivalent. We can actually show a more refined result, given as a Corollary of Theorem 24: the Taylor normal form of a term is given by the Taylor normal forms of its head normal forms.

Definition 33. The any sequence of choices \( \rho \) we associate a probability \( \mathcal{P}(\rho) \) by:

\[ \mathcal{P}(\epsilon) = 1 \quad \mathcal{P}((1, p) :: \rho) = p\mathcal{P}(\rho) \quad \mathcal{P}((r, p) :: \rho) = (1-p)\mathcal{P}(\rho) \]

The probability \( \mathcal{P}(M \to h) \) for \( M \in \Lambda^+ \) to reduce into a head normal form \( h \) and its convergence probability \( \mathcal{P}_h(M) \) are defined as follows:

\[ \mathcal{P}(M \to h) := \sum_{\rho: M \to h} \mathcal{P}(\rho) \quad \mathcal{P}_h(M) = \sum_{h \in \text{naf}} \mathcal{P}(M \to h). \]
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\textbf{Proposition 34.} For $M \in \Lambda^+$ we have:

$$\text{nf}(M^*) = \sum_{h \in \text{hnf}} \mathcal{P}(M \Rightarrow h) \text{nf}(h^*).$$

\textbf{Proof.} This is given by Proposition 32 and Theorem 24. Observe that for any $\rho$ and $s \in \text{nf}(h^*)$ we have $\mathcal{P}(\rho \cdot s) = \mathcal{P}(\rho)\mathcal{P}(s)$ and $|\rho \cdot s| = |s|$. ◀

The adequacy follows immediately.

\textbf{Proposition 35.} If $\text{nf}(M^*) = \text{nf}(N^*)$ then for all context $C$, $\mathcal{P}_C(C[M]) = \mathcal{P}_C(C[N])$, i.e. $M$ and $N$ are contextually equivalent.

\textbf{Proof.} First the convergence probability of a term $M$ is exactly the sum of the coefficients $\text{nf}(M^*)_{\lambda\vec{x}.y[\ldots]}$. Second if $\text{nf}(M^*) = \text{nf}(N^*)$ then $\text{nf}(C[M]^*) = \text{nf}(C[N]^*)$ for all $C$. ◀

\section{On the Taylor Expansion and Böhm Trees}

\subsection{A Commutation Theorem}

Deterministic Taylor normal forms are an adequate semantics for the probabilistic $\lambda$-calculus, but more precisely they are known to correspond to Böhm trees \cite{7}. We are now able to show that this result extends to the probabilistic case.

\textbf{Definition 36.} The sets of \textit{probabilistic Böhm trees} $\mathcal{PT}_d$ and of \textit{probabilistic value trees} $\mathcal{VT}_d$ for $d \in \mathbb{N}$ are defined inductively by induction on the depth $d$:

\begin{align*}
\mathcal{PT}_0 &= \{ \bot : \emptyset \to [0,1] \} & \mathcal{VT}_0 &= \emptyset \\
\mathcal{PT}_{d+1} &= \mathcal{D}(\mathcal{VT}_{d+1}) & \mathcal{VT}_{d+1} &= \{ \lambda\vec{x}.y \; T_1 \; \ldots \; T_m \mid T_1, \ldots, T_m \in \mathcal{PT}_d \}
\end{align*}

where $\mathcal{D}(X)$ is the set of countable-support subprobability distributions on any set $X$, $\bot$ is the only subprobability distribution over the empty set, i.e. over $\mathcal{VT}_0$.

\textbf{Definition 37.} We define $\mathcal{PT}_d(M)$ for $M \in \Lambda^+$ and $d \geq 0$, and $\mathcal{VT}_d(h)$ for $h \in \text{hnf}$ and $d \geq 1$ by induction on the depth $d$ as follows: $\mathcal{PT}_0(M)$ is the unique function $\emptyset \to [0,1]$ and

$\mathcal{PT}_{d+1}(M) = t \mapsto \sum_{h \in \mathcal{VT}_{d+1}(t)} \mathcal{P}(M \Rightarrow h)$

$$\mathcal{VT}_{d+1}(\lambda\vec{x}.y \; M_1 \; \ldots \; M_m) = \lambda\vec{x}.y \; \mathcal{PT}_d(M_1) \; \ldots \; \mathcal{PT}_d(M_m)$$

Intuitively the Böhm tree of a term $M$ would be some limit of its finite Böhm approximants $\mathcal{PT}_d(M)$. To avoid making the structure of Böhm trees of infinite depth explicit, we simply write $\mathcal{PT}(M)$ for the sequence $(\mathcal{PT}_d(M))_{d \in \mathbb{N}}$. In particular we say that $M$ and $N$ have the \textit{same Böhm tree} iff $\mathcal{PT}_d(M) = \mathcal{PT}_d(N)$ for every $d \in \mathbb{N}$.

The definition of the Taylor expansion can easily be generalised to finite-depth Böhm trees. We simply define $\mathcal{T}^*$ for $T \in \mathcal{PT}_d$ and $t^*$ for $t \in \mathcal{VT}_{d+1}$ by:

$$\mathcal{T}^* = \sum_{t \in \mathcal{VT}_d} T(t) t^* \quad (\lambda\vec{x}.y \; T_1 \; \ldots \; T_m)^* = \lambda\vec{x}.y \; T_1^* \ldots T_m^*$$

We extend this definition to infinite Böhm trees as follows: if $s \in \Delta$ contains at most $d_s$ layers of nested multisets then for any $M \in \Lambda^+$, $\mathcal{PT}_d(M)^*_s = \mathcal{PT}_{d_s}(M)^*_s$ for all $d \geq d_s$, so $\mathcal{PT}(M)^*_s$ can be taken as $\mathcal{PT}_{d_s}(M)^*_s$. Then the Taylor normal form of a term is exactly the Taylor expansion of its Böhm tree.
Theorem 38. For all $M \in \Lambda^+$, $nf(M^*) = (PT(M))^*$.

Proof. We prove $nf(M^*)_s = (PT(M))_s^*$ by induction on $d_s$, using to Proposition 34.

This theorem is important but it does not actually prove the correspondence between Böhm trees and Taylor expansions: we still do not know if Taylor expansion is injective on Böhm trees. In the deterministic case this is simple to prove: to every deterministic Böhm tree $T$ of depth $d$ we can associate a simple resource term $s_T$ such that for all $M \in \Lambda$, $BT_d(M) = T$ iff $s_T \in supp(nf(M^*))$ (by associating $\lambda x.y | s_T_1 \ldots | s_T_m$ to $\lambda x.yT_1 \ldots T_m$). This works because ordinary Böhm trees are not quantitative, thus the quantitative part of their Taylor expansions (the coefficients) is irrelevant. The situation is more complicated in the probabilistic case, as Taylor expansions are no longer defined solely by their supports. The rest of this article is devoted to proving injectivity for the probabilistic Taylor expansion.

5.2 Böhm Tests

In order to better understand coefficients in probabilistic Taylor expansions and to get our injectivity property, we use a notion of testing coming from the literature on labelled Markov decision processes [17].

Definition 39 (Böhm Tests). The classes of Böhm term tests (BTTs) and Böhm hnf tests (BHTs) are given as follows, by mutual induction:

$$T, U ::= \omega | T \land U | ev(t)$$
$$t, u ::= \omega | t \land u | (\lambda x_1, \ldots, \lambda x_n, y)(T^1, \ldots, T^m)$$

The probability of success of a BTT $T$ on a term $M$ and the probability of success of a BHT $t$ on an head-normal-form $h$, indicated as $Pr(T, M)$ and $Pr(t, h)$ respectively, are defined as follows:

$$Pr(T \land U, M) = Pr(T, M) \cdot Pr(U, M);$$
$$Pr(t \land u, h) = Pr(t, h) \cdot Pr(u, h);$$
$$Pr(ev(t), M) = \sum_{h \in hnf} Pr(M \rightarrow h) \cdot Pr(t, h);$$
$$Pr((\lambda x_1, \ldots, \lambda x_n, y)(T^1, \ldots, T^m), \lambda x_1 \ldots \lambda x_n, y M_1 \cdots M_m) = \Pi_{i=1}^m Pr(T^i, M_i);$$
$$Pr((\lambda x_1, \ldots, \lambda x_n, y)(T^1, \ldots, T^m), h) = 0,\text{ otherwise}$$

The following is the first step towards proving the main result of this paper, as it characterises Böhm tree equality as equality of families of real numbers.

Theorem 40. Two terms $M$ and $N$ have the same Böhm trees iff for every BTT $T$ it holds that $Pr(M, T) = Pr(N, T)$.

A detailed proof of Theorem 40 can be found in the Extended Version of this paper [4]. Let us briefly discuss how the proof goes. The starting point is a result due to van Breugel et al. [17], which establishes a precise correspondence between bisimilarity and testing in a probabilistic scenario: two states $s$ and $s'$ of any labelled Markov decision processes (satisfying certain natural conditions) are bisimilar iff the probabilities of any test $T$ to succeed in $s$ and in $s'$ are the same, and tests are defined inductively as follows:

$$T, U ::= \omega | T \land U | a(T)$$

where $a$ is an action of the underlying labelled Markov decision process. Given that Böhm trees can be naturally presented coinductively, most of the involved work has already been done. What remains to be proved, then, is that the result above also holds for transition
systems in which firing an action $a$ brings the system into $k$ distinct states, thus capturing the kind of tree-like evolution typical of Böhm trees. This can be done by translating any such tree-like transition system into a linear one in such a way that bisimilarity and testing-equivalence remain unaltered.

To achieve our main result we now need to relate the probability of success of tests to the coefficients of Taylor normal forms. This is the purpose of Section 6.

6 Implementing Tests as Resource Terms

There is a very tight correspondence between simple resource terms and Böhm tests, but this correspondence does not hold for all Böhm tests. Simple resource terms can be seen as a particular class of Böhm tests.

Definition 41. The classes of resource Böhm term tests ($rBTT$s) and resource Böhm $hnf$ tests ($rBHT$s) are given as follows, by mutual induction:

$$T,U ::= \omega \mid T \land U \mid ev(t) \quad t ::= (\lambda x_1, \ldots, \lambda x_n.y)(T^1, \ldots, T^m)$$

Definition 42. For every $rBTT$ $T$ we define a simple poly-term $\pi_T$ and for every $rBHT$ $t$ we define a simple term $s_t$ in the following way:

$$\pi_\omega = [] \quad \pi_{T \land U} = \pi_T \cdot \pi_U \quad \pi_{ev(t)} = [s_t] \quad s_((\lambda x.y)(T^1, \ldots, T^m)) = \lambda x.y \pi_{T^1} \cdots \pi_{T^m}$$

The similarity between simple resource terms and resource Böhm tests is more than structural: the probability of success of a resource Böhm test is actually given by a coefficient in the Taylor normal form.

Proposition 43.  
1. For every $rBTT$ $T$ and $M \in \Lambda^+$, $\!nf(\pi_T^{\pi_T}) = \frac{Pr(T,M)}{m(\pi_T^{\pi_T})}$.  
2. For every $rBHT$ $t$ and $h \in hnf$, $\!nf(h^*)_{s_t} = \frac{Pr(t,h)}{m(\pi_T^{\pi_T})}$.

Proof. We reason by induction on tests. Observe that these can be considered modulo commutativity and associativity of the conjunction and modulo $\omega \land T \simeq T$: these equivalences preserve both the results of testing and the associated simple resource (poly-)terms. Then every $rBTT$ is equivalent either to $\omega$ or to a conjunction $T = ev(t_1) \land \cdots \land ev(t_k)$. In the first case we always have $\!nf(\pi_T^{\pi_T}) = 1$. In the second case just like in the proof of regularity of the exponential (Proposition 16) for any $M \in \Lambda^+$ we have $\!nf(\pi_T^{\pi_T}) = \prod_{i \in \Delta} \pi_{T^{\pi_T}}^{\pi_T} \prod_{i=1}^{k} \!nf(M^*)_{s_{t_i}}$.

To conclude we want to show that $\!nf(M^*)_{s_{t_i}} = \frac{Pr(ev(t_i), M)}{m(\pi_T^{\pi_T})}$ for all $i \leq k$. We have by definition $Pr(ev(t_i), M) = \sum_{h \in hnf} P(M \rightarrow h) \cdot Pr(t_i, h)$, and Proposition 34 gives $\!nf(M^*)_{s_{t_i}} = \sum_{h \in hnf} P(M \rightarrow h) \cdot m_{s_{t_i}}$, so we conclude by induction hypothesis on $t_i$. Now given a $rBHT$ $t = (\lambda x.y)(T^1, \ldots, T^m)$ and $h \in hnf$ we have either $\!nf(h^*)_{s_t} = \prod_{i=1}^{m} \!nf(M^*_i)_{s_{t_i}}$ and $Pr(t,h) = \prod_{i=1}^{m} Pr(T^i, M_i)$ if $h$ is of the form $\lambda x.y M_1 \ldots M_m$, in which case we conclude by induction hypothesis, or $\!nf(h^*)_{s_t} = Pr(t,h) = 0$ otherwise.

With this result, we completely characterise Taylor normal forms by resource Böhm tests.

Corollary 44. Two terms $M$ and $N$ have the same Taylor normal form iff for every $rBTT$ $T$ it holds that $Pr(M,T) = Pr(N,T)$.

Proof. Simply observe that every simple resource term in normal form is equal to $s_T$ for some resource Böhm test $T$. 


Thanks to Theorem 40 and Corollary 44 both Böhm tree equality and Taylor normal form equality are characterised by tests. They still leave a gap in our reasoning, as not all Böhm tests are resource Böhm tests. This difference is not just cosmetic: $\text{ev}(\omega)$ is a valid Böhm test which computes the convergence probability of any $\lambda$-term, which cannot be done using only resource Böhm tests. More precisely this cannot be done using a single Böhm test. To fill the gap between Böhm tests and resource Böhm tests we observe that any of the former can be simulated by a family of resource Böhm tests.

Proposition 45. For every BTT $T$ there is a family $(T_i)_{i \in I}$ of rBTTs of arbitrary size (possibly empty, possibly infinite) such that for all $\lambda$-term $M$ we have $\Pr(T,M) = \sum_{i \in I} \Pr(T_i,M)$.

Proof. We prove this, as well as the corresponding result for BHTs, by induction on the size of tests. In the case of BTTs, the result is simply given by induction hypothesis. To the BTT $\omega$ we associate the single-element family $(\omega)$, to $T \land U$ we associate $(T \land U)_{i \in I, j \in J}$ where $(T_i)_{i \in I}$ and $(U_j)_{j \in J}$ are given by induction hypothesis on $T$ and $U$, and to $\text{ev}(t)$ we associate $(\text{ev}(t))_{i \in I}$. The interesting part of the proof is on BHTs, where we want to remove two constructors. Modulo commutativity and associativity of the conjunction and the equivalence $\omega \land T \simeq T$, every BHT is either $\omega$ or of the form $(\lambda x_1...x_n.y_1)(T_1^1 \land ... \land (\lambda x_1...x_n.y_k)(T_k^1 \land ... \land T_k^m))$ with $k \geq 1$. In the first case to $\omega$ we associate the family $((\lambda x_1...x_n.y)(\omega^m))_{m,n \in \mathbb{N}, y \in V}$ where $\omega^m$ denotes the sequence $\omega, \ldots, \omega$ of length $m$. In the second case if $m_i \neq m_j$, $n_i \neq n_j$ or $y_i \neq y_j$ for some $i, j \leq k$ then the result of the test is always $\emptyset$, which is simulated by the empty family of rBHTs. Otherwise let $m = m_1$, $n = n_1$ and $y = y_1$, the test is equivalent to $(\lambda x_1...x_n.y)(T_1 \land ... \land T_k \land ... \land T_m)$. We apply the induction hypothesis to the BTTs $T_1 \land ... \land T_k$ to get families $(U_j)_{j \in J}$, and we associate the family $((\lambda x_1...x_n.y)(U_{j_1} \land ... \land U_{j_m}))_{j_1 \leq J_1, \ldots, j_m \leq J_m}$ to the original BHT.

Corollary 46. Given two terms $M$ and $N$, for every BTT $T$ it holds that $\Pr(M,T) = \Pr(N,T)$ iff for every rBTT $T$ it holds that $\Pr(M,T) = \Pr(N,T)$.

We can now state the main result of this paper.

Theorem 47. Two terms have the same Böhm trees iff their Taylor expansions have the same normal forms.

Proof. The result follows from Theorem 40, Corollary 46 and Corollary 44.

7 Conclusion

In this paper, we attack the problem of extending the Taylor Expansion construction to the probabilistic $\lambda$-calculus, at the same time preserving its nice properties. What we find remarkable about the defined notion of Taylor expansion is that its codomain is the set of ordinary resource terms, and that the equivalence induced by the Taylor expansion is precisely the one induced by Böhm trees [13]. The latter, not admitting $\eta$, is strictly included in contextual equivalence.

Among the many questions this work leaves open, we could cite the extension of the proposed definition to call-by-value reduction, along the lines of [12], and a formal comparison between the notion of equivalence introduced here and the the one from [15] in which, however, the target language is not the one of ordinary resource terms, but one specifically designed around probabilistic effects.
On the Taylor Expansion of Probabilistic $\lambda$-terms
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1 Introduction

1.1 Identifying isomorphic propositions

In mathematics, addition is associative and commutative, multiplication distributes over addition, etc. In contrast, in logic conjunction is neither associative nor commutative, implication does not distribute over conjunction, etc. For instance, the propositions \( A \land B \) and \( B \land A \) are different: if \( A \land B \) has a proof, then so does \( B \land A \), but if \( r \) is a proof of \( A \land B \), then it is not a proof of \( B \land A \).

A first step towards considering \( A \land B \) and \( B \land A \) as the same proposition has been made in [6, 11, 12, 26], where a notion of isomorphic propositions has been defined: two propositions \( A \) and \( B \) are isomorphic if there exist two proofs of \( A \Rightarrow B \) and \( B \Rightarrow A \) whose composition, in both ways, is the identity.

For the fragment of propositional logic restricted to the operations \( \Rightarrow \) and \( \land \), all the isomorphisms are consequences of the following four:

\[
A \land B \equiv B \land A \quad (1)
\]
\[
A \land (B \land C) \equiv (A \land B) \land C \quad (2)
\]
\[
A \Rightarrow (B \land C) \equiv (A \Rightarrow B) \land (A \Rightarrow C) \quad (3)
\]
\[
(A \land B) \Rightarrow C \equiv A \Rightarrow B \Rightarrow C \quad (4)
\]

For example, \( (A \Rightarrow B \Rightarrow C) \equiv (B \Rightarrow A \Rightarrow C) \) is a consequence of (4) and (1) [6].
In this paper, we go one step further and define a proof language, System I, for the fragment $\Rightarrow, \land, \lor$ such that when $A \equiv B$, then any proof of $A$ is also a proof of $B$, so the propositions $A \land B$ and $B \land A$, for instance, are really identical, as they have the same proofs.

The idea of identifying some propositions has already been investigated, for example, in Martin-Löf's type theory [23], in the Calculus of Constructions [8], and in Deduction modulo theory [17, 19], where definitionally equivalent propositions, for instance $A \subseteq B$, $A \in P(B)$, and $\forall x \in A \Rightarrow x \in B$ can be identified. But definitional equality does not handle isomorphisms. For example, $A \land B$ and $B \land A$ are not identified in these logics. Beside definitional equality, identifying isomorphic types in type theory, is also a goal of the univalence axiom [27].

Isomorphisms make proofs more natural. For instance, to prove $(A \land (A \Rightarrow B)) \Rightarrow B$ in natural deduction we need to introduce conjunctive hypothesis $A \land (A \Rightarrow B)$ which has to be decomposed into $A$ and $A \Rightarrow B$, while using the isomorphism (4) allows to transform the goal to $A \Rightarrow (A \Rightarrow B) \Rightarrow B$ and introduce directly the hypotheses $A$ and $A \Rightarrow B$, eliminating completely the need for conjunctive hypotheses.

1.2 Lambda-calculus

The proof-language of the fragment of propositional logic restricted to the operations $\Rightarrow$ and $\land$ is simply typed lambda-calculus extended with Cartesian product. So, System I is an extension of this calculus where, for example, a pair of functions $\langle r, s \rangle$ of type $(A \Rightarrow B) \land (A \Rightarrow C) \equiv A \Rightarrow (B \land C)$ can be applied to an argument $t$ of type $A$, yielding a term $\langle r, s \rangle t$ of type $B \land C$. For example, the term $\langle \lambda x^7 . x, \lambda x^7 . x \rangle y$ has type $\tau \land \tau$. With the usual reduction rules of lambda calculus with pairs, such a term would be normal, but we can also extend the reduction relation, with an equation $\langle r, s \rangle t \equiv \langle rt, st \rangle$, such that this term is equivalent to $\langle (\lambda x^7 . x) y, (\lambda x^7 . x) y \rangle$ and thus reduces to $\langle y, y \rangle$. Taking too many of such equations may lead to non termination (Section 5), and taking too few multiplies undesired normal forms. The choice of the rules in this paper is motivated by the goal to have both termination of reduction (Section 5) and consistency (Section 6), that is, no normal closed term of atomic types.

To stress the associativity and commutativity of the notion of pair, we write $r \times s$ instead of $\langle r, s \rangle$ and thus write this equivalence as

$$(r \times s)t \equiv rt \times st$$

Several similar equivalence rules on terms are introduced: one related to the isomorphism (1), the commutativity of the conjunction, $r \times s \equiv s \times r$; one related to the isomorphism (2), the associativity of the conjunction, $(r \times s) \times t \equiv r \times (s \times t)$; two to the isomorphism (3), the distributivity of implication with respect to conjunction, $\lambda x . (r \times s) \equiv \lambda x . r \times \lambda x . s$ and $(r \times s)t \equiv rt \times st$; and one related to the isomorphism (4), the currification, $rst \equiv r(s \times t)$.

One of the difficulties in the design of System I is the design of the elimination rule for the conjunction. A rule like "if $r : A \land B$ then $\pi_1(r) : A$", would not be consistent. Indeed, if $A$ and $B$ are two arbitrary types, $s$ a term of type $A$ and $t$ a term of type $B$, then $s \times t$ has both type $A \land B$ and type $B \land A$, thus $\pi_1(s \times t)$ would have both type $A$ and type $B$. A solution is to consider explicitly typed (Church style) terms, and parametrise the projection by the type: if $r : A \land B$ then $\pi_A(r) : A$ and the reduction rule is then that $\pi_A(s \times t)$ reduces to $s$ if $s$ has type $A$. 
This rule makes reduction non-deterministic. Indeed, in the particular case where \( A \) happens to be equal to \( B \), then both \( s \) and \( t \) have type \( A \) and \( \pi_A(s \times t) \) reduces both to \( s \) and to \( t \). Notice that, although this reduction rule is non-deterministic, it preserves typing, like the calculus developed in [18], where the reduction is non-deterministic, but verifies subject reduction.

1.3 Non-determinism

Therefore, System I is one of the many non-deterministic calculi in the sense, for instance, of [5,7,9,10,24] and our pair-construction operator \( \times \) is also the parallel composition operator of a non-deterministic calculus.

In non-deterministic calculi, the non-deterministic choice is such that if \( r \) and \( s \) are two \( \lambda \)-terms, the term \( r \oplus s \) represents the computation that runs either \( r \) or \( s \) non-deterministically, that is such that \( (r \oplus s)t \) reduces either to \( rt \) or \( st \). On the other hand, the parallel composition operator \( | \) is such that the term \( (r | s)t \) reduces to \( rt \mid st \) and continue running both \( rt \) and \( st \) in parallel. In our case, given \( r \) and \( s \) of type \( A \Rightarrow B \) and \( t \) of type \( A \), the term \( \pi_B((r \times s)t) \) is equivalent to \( \pi_B(rt \times st) \), which reduces to \( rt \) or \( st \), while the term \( rt \times st \) itself would run both computations in parallel. Hence, our \( \times \) is equivalent to the parallel composition while the non-deterministic choice \( \oplus \) is decomposed into \( \times \) followed by \( \pi \).

In System I, the non-determinism comes from the interaction of two operators, \( \times \) and \( \pi \). This is similar to quantum computing where the non-determinism comes from the interaction of two operators, the first allowing to build a superposition, that is a linear combination, of two terms \( \alpha.r + \beta.t \), and the measurement operator \( \pi \). In addition, in such calculi, the distributivity rule \( (r + s)t \Leftrightarrow rt + st \) is seen as the point-wise definition of the sum of two functions.

More generally, the calculus developed in this paper is also related to the algebraic calculi [1–4,14,16,28], some of which have been designed to express quantum algorithms. There is a clear link between the pair constructor \( \times \) and the projection \( \pi \), with the superposition constructor \( + \) and the measurement \( \pi \) on these calculi. In these cases, the pair \( s + t \) is not interpreted as a non-deterministic choice, but as a superposition of two processes running \( s \) and \( t \), and the operator \( \pi \) is the projection related to the measurement, which is the only non-deterministic operator.

Outline

In Section 2, we define the notion of type isomorphism and prove elementary properties of this relation. In Section 3, we introduce System I. In Section 4, we prove its subject reduction. In Section 5, we prove its strong normalisation. In Section 6, we prove its consistency. Finally, in Section 7, we discuss how System I could be used as a programming language.

2 Type isomorphisms

2.1 Types and isomorphisms

Types are defined by the following grammar

\[
A, B, C, \ldots ::= \tau \mid A \Rightarrow B \mid A \land B
\]

where \( \tau \) is the only atomic type.
Definition 2.1 (Size of a type). The size of a type is defined as usual by
\[ s(\tau) = 1 \]
\[ s(A \Rightarrow B) = s(A) + s(B) + 1 \]
\[ s(A \land B) = s(A) + s(B) + 1 \]

Definition 2.2 (Congruence). The isomorphisms (1), (2), (3), and (4) define a congruence on types.
\[ A \land B \equiv B \land A \] (1)
\[ A \land (B \land C) \equiv (A \land B) \land C \] (2)
\[ A \Rightarrow (B \land C) \equiv (A \Rightarrow B) \land (A \Rightarrow C) \] (3)
\[ (A \land B) \Rightarrow C \equiv A \Rightarrow B \Rightarrow C \] (4)

2.2 Prime factors

Definition 2.3 (Prime types). A prime type is a type of the form \( C_1 \Rightarrow \cdots \Rightarrow C_n \Rightarrow \tau \), with \( n \geq 0 \).

A prime type is equivalent to \( (\bigwedge_{i=1}^{n} C_i) \Rightarrow \tau \), which is either equivalent to \( \tau \) or to \( C \Rightarrow \tau \), for some \( C \). For uniformity, we may write \( \emptyset \Rightarrow \tau \) for \( \tau \).

We now show that each type can be decomposed into a conjunction of prime types. We use the notation \( [A_i]_{i=1}^{n} \) for the multiset whose elements are \( A_1, \ldots, A_n \). We may write \( [A_i]_i \) when the number of elements is not important. If \( R = [A_i]_i \) is a multiset of types, then \( \text{conj}(R) = \bigwedge_{i} A_i \).

Definition 2.4. We write \( [A_1, \ldots, A_n] \sim [B_1, \ldots, B_m] \) if \( n = m \) and \( B_i \equiv A_i \).

Definition 2.5 (Prime factors). The multiset of prime factors of a type \( A \) is inductively defined as follows
\[ \text{PF}(\tau) = [\tau] \]
\[ \text{PF}(A \Rightarrow B) = [(A \land C_i) \Rightarrow \tau]_{i=1}^{n} \text{ where } [C_i \Rightarrow \tau]_{i=1}^{n} = \text{PF}(B) \]
\[ \text{PF}(A \land B) = \text{PF}(A) \cup \text{PF}(B) \]
with the convention that \( A \land \emptyset = A \).

Note that if \( B \Rightarrow \tau \in \text{PF}(A) \), then \( s(B) < s(A) \).

Lemma 2.6. For all \( A, A \equiv \text{conj}(\text{PF}(A)) \).

Proof. By induction on \( s(A) \).
- If \( A = \tau \), then \( \text{PF}(\tau) = [\tau] \), and so \( \text{conj}(\text{PF}(\tau)) = \tau \).
- If \( A = B \Rightarrow C \), then \( \text{PF}(A) = [(B \land C_i) \Rightarrow \tau]_{i=1}^{n} \), where \( [C_i \Rightarrow \tau]_{i=1}^{n} = \text{PF}(C) \). By the induction hypothesis, \( C \equiv \bigwedge_{i}(C_i \Rightarrow \tau) \), hence, \( A = B \Rightarrow C \equiv B \Rightarrow \bigwedge_{i}(C_i \Rightarrow \tau) \equiv \bigwedge_{i}(B \Rightarrow C_i \Rightarrow \tau) \equiv \bigwedge_{i}(B \land C_i) \Rightarrow \tau) \).
- If \( A = B \land C \), then \( \text{PF}(A) = \text{PF}(B) \cup \text{PF}(C) \). By the induction hypothesis, \( B \equiv \text{conj}(\text{PF}(B)) \), and \( C \equiv \text{conj}(\text{PF}(C)) \). Therefore, \( A = B \land C \equiv \text{conj}(\text{PF}(B)) \land \text{conj}(\text{PF}(C)) \equiv \text{conj}(\text{PF}(B) \land \text{PF}(C)) \equiv \text{conj}(\text{PF}(A)) \).

Lemma 2.7. If \( A \equiv B \), then \( \text{PF}(A) \sim \text{PF}(B) \).

Proof. First we check that \( \text{PF}(A \land B) \sim \text{PF}(B \land A) \) and similar for the other three isomorphisms. Then we prove by structural induction that if \( A \) and \( B \) are equivalent in one step, then \( \text{PF}(A) \sim \text{PF}(B) \). We conclude by an induction on the length of the derivation of the equivalence \( A \equiv B \).
2.3 Measure of types

The size of a type is not preserved by equivalence. For instance, \( \tau \equiv (\tau \land \tau) \equiv (\tau \Rightarrow \tau) \land (\tau \Rightarrow \tau) \), but \( s(\tau \Rightarrow (\tau \land \tau)) = 5 \) and \( s((\tau \Rightarrow \tau) \land (\tau \Rightarrow \tau)) = 7 \). Thus, we define another notion of measure of a type.

\[ m(A) = \sum_i (m(C_i) + 1) \quad \text{where} \quad [C_i \Rightarrow \tau] = \text{PF}(A) \]

with the convention that \( m(\emptyset) = 0 \).

\[ \text{Lemma 2.9.} \quad \text{If} \ A \equiv B \quad \text{then} \ m(A) = m(B). \]

\textbf{Proof.} By induction on \( s(A) \). Let \( \text{PF}(A) = \{ C_i \Rightarrow \tau \}_{i=1}^n \) and \( \text{PF}(B) = \{ D_j \Rightarrow \tau \}_{j=1}^m \). By Lemma 2.7, \( \{ C_i \Rightarrow \tau \}_{i=1}^n \sim \{ D_j \Rightarrow \tau \}_{j=1}^m \). Without lost of generality, take \( C_i \equiv D_i \). By the induction hypothesis, \( m(C_i) = m(D_i) \). Then, \( m(A) = \sum_i (m(C_i) + 1) = \sum_i (m(D_i) + 1) = m(B) \).

The following lemma shows that the measure \( m(A) \) verifies the usual properties.

\[ \text{Lemma 2.10.} \]
\begin{enumerate}
\item \( m(A \land B) \geq m(A) \)
\item \( m(A \Rightarrow B) \geq m(A) \)
\item \( m(A \Rightarrow B) \geq m(B) \)
\end{enumerate}

\textbf{Proof.} \begin{enumerate}
\item \( \text{PF}(A) \) is a strict submultiset of \( \text{PF}(A \land B) \).
\item Let \( \text{PF}(B) = \{ C_i \Rightarrow \tau \}_{i=1}^n \). Then, \( \text{PF}(A \Rightarrow B) = \{ (A \land C_i) \Rightarrow \tau \}_{i=1}^n \). Hence, \( m(A \Rightarrow B) \geq m(A \land C_i) + 1 \geq m(A \land C_i) \geq m(A) \).
\item \( m(A \Rightarrow B) = \sum_i (m(A \land C_i) + 1) = \sum_i m(C_i) + 1 = m(B) \).
\end{enumerate}

2.4 Decomposition properties on types

In simply typed lambda calculus, the implication and the conjunction are constructors, that is \( A \Rightarrow B \) is never equal to \( C \land D \), if \( A \Rightarrow B = A' \Rightarrow B' \), then \( A = A' \land B = B' \), and the same holds for the conjunction. This is not the case in System I, where \( \tau \Rightarrow (\tau \land \tau) \equiv (\tau \Rightarrow \tau) \land (\tau \Rightarrow \tau) \), but the connectors still have some coherence properties:

\begin{itemize}
\item If \( A \Rightarrow B \equiv \bigwedge_{i=1}^n C_i \), then each \( C_i \) is equivalent to an implication \( A \Rightarrow B_i \), where the conjunction of the \( B_i \) is equivalent to \( B \).
\item If \( A \land B \equiv \bigwedge_{i=1}^n C_i \), then each \( C_i \) is a conjunction of elements, possibly empty, that contribute to \( A \) and to \( B \).
\end{itemize}

We state these properties in Corollary 2.12 and Lemma 2.15.

\[ \text{Lemma 2.11.} \quad \text{If} \ A \Rightarrow B \equiv C_1 \land C_2 \quad \text{then} \quad C_1 \equiv A \Rightarrow B_1 \quad \text{and} \quad C_2 \equiv A \Rightarrow B_2 \quad \text{where} \quad B \equiv B_1 \land B_2. \]

\textbf{Proof.} By Lemma 2.7, \( \text{PF}(A \Rightarrow B) \sim \text{PF}(C_1 \land C_2) = \text{PF}(C_1) \land \text{PF}(C_2) \). Let \( \text{PF}(B) = \{ D_i \Rightarrow \tau \}_{i=1}^n \). Without lost of generality, take \( \text{PF}(C_1) \sim \{ (A \land D_i) \Rightarrow \tau \}_{i=k+1}^n \) and \( \text{PF}(C_2) \sim \{ (A \land D_i) \Rightarrow \tau \}_{i=k+1}^n \). Therefore, by Lemma 2.6, we have \( A \Rightarrow B \equiv \bigwedge_{i=1}^n ((A \land D_i) \Rightarrow \tau) \land \bigwedge_{i=k+1}^n ((A \land D_i) \Rightarrow \tau) \equiv (A \Rightarrow D_i \Rightarrow \tau) \land (A \Rightarrow D_i \Rightarrow \tau) \). Take \( B_1 \equiv \bigwedge_{i=1}^n D_i \Rightarrow \tau \) and \( B_2 \equiv \bigwedge_{i=k+1}^n D_i \Rightarrow \tau \). Remark that \( C_1 \equiv A \Rightarrow B_1 \), \( C_2 \equiv A \Rightarrow B_2 \) and \( B \equiv B_1 \land B_2 \).
Corollary 2.12. If $A \Rightarrow B \equiv \bigwedge_{i=1}^{n} C_i$, then for $i \in \{1, \ldots, n\}$, we have $C_i \equiv A \Rightarrow B_i$ where $B \equiv \bigwedge_{i=1}^{n} B_i$.

**Proof.** By induction on $n$. By Lemma 2.11, $\bigwedge_{i=1}^{n-1} C_i \equiv A \Rightarrow B'$ and $C_n \equiv A \Rightarrow B_n$, with $B \equiv B' \land B_n$. By the induction hypothesis, for $i \leq n-1$, $C_i \equiv A \Rightarrow B_i$ where $B' \equiv \bigwedge_{i=1}^{n-1} B_i$. Hence, $B \equiv \bigwedge_{i=1}^{n} B_i$.

![Figure 1 Lemma 2.13.](image1)

Corollary 2.13. Let $R, S, T$ and $U$ be four multisets such that $R \uplus S = T \uplus U$, then there exist four multisets $V, W, X,$ and $Y$ such that $R = V \uplus X, S = W \uplus Y, T = V \uplus W,$ and $U = X \uplus Y,$ cf. Figure 1.

**Proof.** Consider an element $a \in R \uplus S = T \uplus U$. Let $r$ be the multiplicity of $a$ in $R$, $s$ its multiplicity in $S$, $t$ its multiplicity in $T$, and $u$ its multiplicity in $U$. We have $r + s = t + u$. If $r \leq t$ we put $r$ copies of $a$ in $V$, $t - r$ in $W$, $0$ in $X$, and $u$ in $Y$. Otherwise, we put $t$ in $V$, $0$ in $W$, $r - t$ in $X$, and $s$ in $Y$.

![Figure 1 Lemma 2.13.](image2)

Corollary 2.14. Let $R$ and $S$ be two multisets and $(T_i)_{i=1}^{n}$ be a family of multisets, such that $R \uplus S = \biguplus_{i=1}^{n} T_i$. Then, there exist multisets $V_1, \ldots, V_n, W_1, \ldots, W_n$ such that $R = \biguplus_i V_i$ and $S = \biguplus_i W_i$ and for each $i$, $T_i = V_i \uplus W_i$, cf. Figure 1.

**Proof.** By induction on $n$. We have $R \uplus S = \biguplus_{i=1}^{n-1} T_i \uplus T_n$. Then, by Lemma 2.13, there exist $R', S', V_n, W_n$ such that $R = R' \uplus V_n, S = S' \uplus W_n, \biguplus_{i=1}^{n-1} T_i = R' \uplus S'$, and $T_n = V_n \uplus W_n$. By induction hypothesis, there exist $V_1, \ldots, V_{n-1}$ and $W_1, \ldots, W_{n-1}$ such that $R' = \biguplus_{i=1}^{n-1} V_i$, $S' = \biguplus_{i=1}^{n-1} W_i$ and each $T_i = V_i \uplus W_i$. Hence, $R = \biguplus_{i=1}^{n} V_i$ and $S = \biguplus_{i=1}^{n} W_i$.

![Figure 1 Lemma 2.13.](image3)

Corollary 2.15. If $A \land B \equiv \bigwedge_{i=1}^{n} C_i$ then there exists a partition $E \uplus F \uplus G$ of $\{1, \ldots, n\}$ such that

- $C_i \equiv A_i \land B_i$, when $i \in E$;
- $C_i \equiv A_i$, when $i \in F$;
- $C_i \equiv B_i$, when $i \in G$;
- $A = \bigwedge_{i \in E \uplus F} A_i$; and
- $B = \bigwedge_{i \in E \uplus G} B_i$.

**Proof.** Let $R = \text{PF}(A), S = \text{PF}(B),$ and $T_i = \text{PF}(C_i)$. By Lemma 2.7, we have $\text{PF}(A \land B) \equiv \text{PF}(\bigwedge_i C_i)$, that is $R \uplus S \sim \biguplus_i T_i$. By Corollary 2.14, there exist $V_i$ and $W_i$ such that $R = \biguplus_i V_i, S = \biguplus_i W_i,$ and $T_i \sim V_i \uplus W_i$. As $T_i$ is non-empty, $V_i$ and $W_i$ cannot be both empty.

- If $V_i$ and $W_i$ are both non-empty, we let $i \in E$ and $A_i = \text{conj}(V_i)$ and $B_i = \text{conj}(W_i)$. By Lemma 2.6, $C_i \equiv \text{conj}(T_i) \equiv \text{conj}(V_i \uplus W_i) \equiv A_i \land B_i$.
- If $V_i$ is non-empty and $W_i$ is empty, we let $i \in F$, and $A_i = \text{conj}(V_i) \equiv \text{conj}(T_i) \equiv C_i$.
- If $W_i$ is non-empty and $V_i$ is empty, we let $i \in G$, and $B_i = \text{conj}(W_i) \equiv \text{conj}(T_i) \equiv C_i$.

As $V_i = \emptyset$ when $i \in G$, we have $A \equiv \text{conj}(R) \equiv \text{conj}(\biguplus_{i \in E \uplus F} V_i) \equiv \bigwedge_{i \in E \uplus F} A_i$.

As $W_i = \emptyset$ when $i \in F$, we have $B \equiv \text{conj}(S) \equiv \text{conj}(\biguplus_{i \in E \uplus G} W_i) \equiv \bigwedge_{i \in E \uplus G} B_i$.
Table 1 The type system.

- $x \in V_A \vdash A$ (ax)
- $A \equiv B \vdash r : A \Rightarrow B$ (≡)
- $r : B \vdash \lambda x.A : \Rightarrow B$ ($\Rightarrow_i$)
- $r : A \Rightarrow B \vdash s : B$ ($\Rightarrow_e$)
- $r : A \Rightarrow B \vdash s : A \land B$ ($\land_i$)
- $r : A \land B \vdash \pi_A(r) : A$ ($\land_e$)

Table 2 Symmetric relation.

- $r \times s \leftrightarrow s \times r$ (comm)
- $(r \times s) \times t \leftrightarrow r \times (s \times t)$ (asso)
- $\lambda x.A \vdash r \times s \leftrightarrow \lambda x.A, r \times \lambda x.A, s$ (distA)
- $(r \times s)t \leftrightarrow rt \times st$ (distapp)
- $rst \leftrightarrow r(s \times t)$ (curry)

3 System I

3.1 Syntax

We associate to each (up to equivalence) prime type $A$ an infinite set of variables $V_A$ such that if $A \equiv B$ then $V_A = V_B$ and if $A \not\equiv B$ then $V_A \cap V_B = \emptyset$. The set of terms is defined inductively by the grammar

$$r, s, t, \ldots ::= x \mid \lambda x. r \mid rs \mid r \times s \mid \pi_A(r)$$

We recall the type on binding occurrences of variables and write $\lambda x.A.t$ for $\lambda x.t$ when $x \in V_A$. α-equivalence and substitution are defined as usual. The type system is given in Table 1. We use a presentation of typing rules without explicit context following [21,25], hence the typing judgments have the form $r : A$. The preconditions of a typing rule is written on its left.

3.2 Operational semantics

The operational semantics of the calculus is defined by two relations: an equivalence relation, and a reduction relation.

<table>
<thead>
<tr>
<th>Definition 3.1. The symmetric relation $\leftrightarrow$ is the smallest contextually closed relation defined by the rules given in Table 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Each isomorphism induces an equivalence between terms. Two rules however correspond to the isomorphism (3), depending on which distribution is taken into account: elimination or introduction of implication. We write $\leftrightarrow^<em>$ for the transitive and reflexive closure of $\leftrightarrow$. Note that $\leftrightarrow^</em>$ is an equivalence relation.</td>
</tr>
<tr>
<td>Because of the associativity property of $\times$, the term $r \times (s \times t)$ is equivalent to the term $(r \times s) \times t$, so we can just write it $r \times s \times t$.</td>
</tr>
<tr>
<td>As explained in the introduction, variables of conjunctive types are useless, hence all variables have prime types. This way, there is no term $\lambda x.A, r \times \lambda x.A, s$ which is equivalent to $\lambda y^\tau.A, \lambda z^\tau.y \times z$.</td>
</tr>
<tr>
<td>The size of a term is not invariant through the equivalence $\leftrightarrow$. Hence, we introduce a measure $M(\cdot)$, which is given in Table 3.</td>
</tr>
</tbody>
</table>
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Table 3 Measure on terms.

<table>
<thead>
<tr>
<th>$P(x)$</th>
<th>$M(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(\lambda x^A r) = P(r)$</td>
<td>$M(\lambda x^A r) = 1 + M(r) + P(r)$</td>
</tr>
<tr>
<td>$P(rs) = P(r)$</td>
<td>$M(rs) = M(r) + M(s) + P(r)M(s)$</td>
</tr>
<tr>
<td>$P(r \times s) = 1 + P(r) + P(s)$</td>
<td>$M(r \times s) = M(r) + M(s)$</td>
</tr>
<tr>
<td>$P(\pi_A(r)) = P(r)$</td>
<td>$M(\pi_A(r)) = 1 + M(r) + P(r)$</td>
</tr>
</tbody>
</table>

Lemma 3.2. If $r \equiv s$ then $P(r) = P(s)$.

Proof. We check the case of each rule of Table 2, and then conclude by structural induction to handle the contextual closure.

- **(comu):** $P(r \times s) = 1 + P(r) + P(s) = P(s \times r)$.
- **(asso):** $P((r \times s) \times t) = 2 + P(r) + P(s) + P(t) = P(r \times (s \times t))$.
- **(dista):** $P(\lambda x^A r \times s) = 1 + P(r) + P(s) = P(\lambda x^A r \times \lambda x^A s)$.
- **(distap):** $P((r \times s) t) = 1 + P(r) + P(s) = P(r t \times s t)$.
- **(curv):** $P((rs)t) = P(r) = P(r(s \times t))$.

Lemma 3.3. If $r \equiv s$ then $M(r) = M(s)$.

Proof. We check the case of each rule of Table 2, and then conclude by structural induction to handle the contextual closure.

- **(comu):** $M(r \times s) = M(r) + M(s) = M(s \times r)$.
- **(asso):** $M((r \times s) \times t) = M(r) + M(s) + M(t) = M(r \times (s \times t))$.
- **(dista):** $M(\lambda x^A r \times s) = 2 + M(r) + M(s) + P(r) + P(s) = M(\lambda x^A r \times \lambda x^A s)$.
- **(distap):** $M((r \times s) t) = M(r) + M(s) + 2M(t) + P(r)M(t) + P(s)M(t) = M(r t \times s t)$.
- **(curv):** $M((rs)t) = M(r) + M(s) + P(r)M(s) + M(t) + P(r)M(t) = M(r(s \times t))$.

Lemma 3.4. $M(\lambda x^A r) > M(r)$, $M(rs) > M(r)$, $M(rs) > M(s)$, $M(r \times s) > M(r)$, $M(r \times s) > M(s)$, and $M(\pi_A(r)) > M(r)$.

Proof. By induction on $r$, $M(r) \geq 1$. We conclude with a case inspection.

We use the measure to prove that the equivalence class of a term is a finite set.

Lemma 3.5. For any term $r$, the set $\{ s \mid s \equiv^* r \}$ is finite (modulo $\alpha$-equivalence).

Proof. Since $\{ s \mid s \equiv^* r \} \subseteq \{ s \mid FV(s) = FV(r) \text{ and } M(s) = M(r) \} \subseteq \{ s \mid FV(s) \subseteq FV(r) \text{ and } M(s) \leq M(r) \}$, where $FV(t)$ is the set of free variables of $t$, all we need to prove is that for all natural numbers $n$, for all finite sets of variables $F$, the set $H(n,F) = \{ s \mid FV(s) \subseteq F \text{ and } M(s) \leq n \}$ is finite.

By induction on $n$. For $n = 1$ the set $\{ s \mid FV(s) \subseteq F \text{ and } M(s) \leq 1 \}$ contains only the variables of $F$. Assume the property holds for $n$, then, by the Lemma 3.4 the set $H(n+1,F)$ is a subset of the finite set containing the variables of $F$, the abstractions ($\lambda x^A r$) for $r$ in $H(n,F \cup \{ x \})$, the applications ($rs$) for $r$ and $s$ in $H(n,F)$, the products $r \times s$ for $r$ and $s$ in $H(n,F)$, the projections $\pi_A(r)$ for $r$ in $H(n,F)$.

Definition 3.6. The reduction relation $\rightarrow$ is the smallest contextually closed relation defined by the rules given in Table 4. We write $\rightarrow^*$ for the transitive and reflexive closure of $\rightarrow$. 
Table 4 Reduction relation.

\[
\begin{align*}
\text{If } s : A, \ (\lambda x^A.r)s &\leftrightarrow r[s/x] & \text{(β)} \\
\text{If } r : A, \ \pi_A(r \times s) &\leftrightarrow r & \text{(π)}
\end{align*}
\]

**Definition 3.7.** We write \( \leadsto \) for the relation \( \leftrightarrow \) modulo \( \equiv^* \) (i.e. \( r \leadsto s \) iff \( r \equiv^* s' \leadsto s \)), and \( \leadsto^* \) for its transitive and reflexive closure.

Remark that, by Lemma 3.5, a term has a finite number of reducts in one step and these reducts can be computed.

### 3.3 Examples

**Example 3.8.** Let \( r : A \) and \( s : B \). Then \( (\lambda x^A.\lambda y^B.x)(r \times s) : A \) and

\[
(\lambda x^A.\lambda y^B.x)(r \times s) \equiv (\lambda x^A.\lambda y^B.x)rs \leadsto^* r
\]

However, if \( A \equiv B \), it is also possible to reduce in the following way

\[
(\lambda x^A.\lambda y^A.x)(r \times s) \equiv (\lambda x^A.\lambda y^A.x)(s \times r) \equiv (\lambda x^A.\lambda y^A.x)sr \leadsto^* s
\]

Hence, the usual encoding of the projector also behaves non-deterministically.

**Example 3.9.** Let \( s : A \) and \( t : B \), and let \( T F = \lambda x^A.\lambda y^B.(x \times y) \).

Then \( T F : A \Rightarrow B \Rightarrow (A \land B) \equiv ((A \land B) \Rightarrow A) \land ((A \land B) \Rightarrow B) \). Therefore, \( \pi_{(A \land B) \Rightarrow A}(T F) : (A \land B) \Rightarrow A \). Hence, \( \pi_{(A \land B) \Rightarrow A}(T F)(s \times t) : A \).

This term reduces as follows:

\[
\pi_{(A \land B) \Rightarrow A}(T F)(s \times t) \equiv \pi_{(A \land B) \Rightarrow A}(T F)st \\
\equiv \pi_{(A \land B) \Rightarrow A}(\lambda x^A.((\lambda y^B.x) \times (\lambda y^B.y))st \\
\equiv \pi_{(A \land B) \Rightarrow A}((\lambda x^A.\lambda y^B.x) \times (\lambda x^A.\lambda y^B.y))st \\
\equiv (\lambda x^A.\lambda y^B.x)st \\
\equiv (\lambda y^B.y)st \equiv s
\]

**Example 3.10.** Let \( T = \lambda x^A.\lambda y^B.x \) and \( F = \lambda x^A.\lambda y^B.y \). The term \( T \times F \times T F \) has type \( (A \land B) \Rightarrow (A \land B) \). Hence, \( \pi_{(A \land B) \Rightarrow (A \land B)}(T \times F \times T F) \) is well typed and reduces non-deterministically either to \( T \times F \) or to \( T F \). Moreover, as \( T \times F \) and \( T F \) are equivalent, the non-deterministic choice does not play any role in this particular case. We will come back to the encoding of booleans in System I on Section 7.

### 4 Subject Reduction

The set of types assigned to a term is preserved under \( \equiv \) and \( \leftrightarrow \). Before proving this property, we prove the unicity of types (Lemma 4.1), the generation lemma (Lemma 4.2), and the substitution lemma (Lemma 4.3). We only state the lemmas in this section. The detailed proofs can be found in Appendix A.

The following lemma states that a term can be typed only by equivalent types.

**Lemma 4.1** (Unicity). If \( r : A \) and \( r : B \), then \( A \equiv B \).
Proof. 
- If the last rule of the derivation of \( r : A \) is \( (\equiv) \), then we have a shorter derivation of \( r : C \) with \( C \equiv A \), and, by the induction hypothesis, \( C \equiv B \), hence \( A \equiv B \).
- If the last rule of the derivation of \( r : B \) is \( (\equiv) \) we proceed in the same way.
- All the remaining cases are syntax directed.

Lemma 4.2 (Generation).
1. If \( x \in V_A \) and \( x : B \), then \( A \equiv B \).
2. If \( \lambda x^A.r : B \), then \( B \equiv A \Rightarrow C \) and \( r : C \).
3. If \( rs : B \), then \( r : A \Rightarrow B \) and \( s : A \).
4. If \( r \times s : A \), then \( A \equiv B \land C \) with \( r : B \) and \( s : C \).
5. If \( \pi_A(r) : B \), then \( A \equiv B \) and \( r : B \land C \).

Proof. Each statement is proved by induction on the typing derivation. For the statement 1, we have \( x \in V_A \) and \( x : B \). The only way to type this term is either by the rule \( (axr) \) or \( (\equiv) \).
- In the first case, \( A = B \), hence \( A \equiv B \).
- In the second case, there exists \( B' \) such that \( x : B' \) has a shorter derivation, and \( B \equiv B' \).
  - By the induction hypothesis \( A \equiv B' \equiv B \).

For the statement 2, we have \( \lambda x^A.r : B \). The only way to type this term is either by rule \( (\Rightarrow i) \), \( (\equiv) \).
- In the first case, we have \( B = A \Rightarrow C \) for some, \( C \) and \( r : C \).
- In the second, there exists \( B' \) such that \( \lambda x^A.r : B' \) has a shorter derivation, and \( B \equiv B' \).
  - By the induction hypothesis, \( B' \equiv A \Rightarrow C \) and \( r : C \). Thus, \( B \equiv B' \equiv A \Rightarrow C \).

The three other statements are similar.

Lemma 4.3 (Substitution). \( r : A, s : B, \) and \( x \in V_B \), then \( r[s/x] : A \).

Proof. By structural induction on \( r \) (cf. Appendix A).

Theorem 4.4 (Subject reduction). \( r : A \) and \( r \rightsquigarrow s \) or \( r \equiv s \) then \( s : A \).


5 Strong Normalisation

In this section we prove the strong normalisation of reduction \( \rightsquigarrow \): every reduction sequence fired from a typed term eventually terminates. The set of strongly normalising terms with respect to reduction \( \rightsquigarrow \) is written \( \text{SN} \). The size of the longest reduction issued from \( t \) is written \( |t| \) (recall that each term has a finite number of reducts).

To prove that every term is in \( \text{SN} \), we associate, as usual, a set \( [A] \) of strongly normalising terms to each type \( A \). A term \( r : A \) is said to be reducible when \( r \in [A] \). We then prove an adequacy theorem stating that every well typed term is reducible.

In simply typed lambda calculus we can either define \([A_1 \Rightarrow A_2 \Rightarrow \cdots \Rightarrow A_n \Rightarrow \tau]\) as the set of terms \( r \) such that for all \( s \in [A_1] \), \( rs \in [A_2 \Rightarrow \cdots \Rightarrow A_n \Rightarrow \tau] \) or, equivalently, as the set of terms \( r \) such that for all \( s_i \in [A_i] \), \( rs_1 \cdots s_n \in [\tau] = \text{SN} \). To prove that a term of the form \( \lambda x^A.t \) is reducible, we need to use the so-called CR3 property [22], in the first case, and the property that a term whose all one-step reducts are in \( \text{SN} \) is in \( \text{SN} \), in the second.

In System I, an introduction can be equivalent to an elimination e.g. \( rt \times st \equiv (r \times s)t \), hence, we cannot define a notion of neutral term and have an equivalent to the CR3 property. Therefore, we use the second definition.

Before we prove the normalisation of System I, we first reformulate the proof of strong normalisation of simply typed lambda-calculus along these lines.
5.1 Normalisation of simply typed lambda calculus

Definition 5.1 (Elimination context). Consider an extension of simply typed lambda calculus where we introduce an extra symbol $\sigma$, called hole of type $A$.

An elimination context with a hole $\rho_1 \Rightarrow \cdots \Rightarrow B_n \Rightarrow \tau$ is a term $K_\rho^\tau_1 \cdots B_n \Rightarrow r_{\tau_1} \cdots r_n$. We write $K_\rho^\tau[t/\rho]$, for the term $K_\rho^\tau[t/\rho] = t_{\tau_1} \cdots r_n$.

Definition 5.2 (Terms occurring in an elimination context). $T([\rho]_1 \cdots r_n) = \{r_1, \ldots, r_n\}$. Note that the types of the elements of $T([\rho]_1 \cdots r_n)$ are smaller than $A$, and that if $r_1, \ldots, r_n \in SN$, then $[\rho]_1 \cdots r_n \in SN$.

Definition 5.3 (Reducibility). The set $[A]$ of reducible terms of type $A$ is defined by structural induction on $A$ as the set of terms $t : A$ such that for any elimination context $K_\rho^\tau$, such that the terms in $T(K_\rho^\tau)$ are all reducible, we have $K_\rho^\tau[t/\rho] \in SN$.

Definition 5.4 (Reducible elimination context). An elimination context $K_\rho^\tau_1 \cdots B_n \Rightarrow r_{\tau_1} \cdots r_n$ is reducible, if all the terms in $T(K_\rho^\tau_1 \cdots B_n \Rightarrow r_{\tau_1} \cdots r_n)$ are reducible.

Lemma 5.5. For all $A$, $[A] \subseteq SN$ and all the variables of type $A$ are in $[A]$.

Proof. By induction on $A$.

Lemma 5.6 (Adequacy of application). If $r \in [A \Rightarrow B]$ and $s \in [A]$, then $rs \in [B]$.

Proof. Let $K_B^\tau$ be a reducible elimination context. We need to prove that $K_B^\tau[rs] \in SN$. As $s \in [A]$, the elimination context $K_A^\tau = K_B^\tau[rs] \in SN$, and since $r \in [A \Rightarrow B]$, we have $K_B^\tau[rs] = K_A^\tau[rs] \in SN$.

Lemma 5.7 (Adequacy of abstraction). If for all $t \in [A]$, $r[t/x] \in [B]$, then $\lambda x. t \in [A \Rightarrow B]$.

Proof. We need to prove that for every reducible elimination context $K_A^\tau B, K_A^\tau B [\lambda x. t] \in SN$, that is that all its one step reducts are in SN. By Lemma 5.5, $x \in [A]$, so $r \in [B] \subseteq SN$. Then, we proceed by induction on $|r| + |K_A^\tau B|$.

Definition 5.8 (Adequate substitution). A substitution $\sigma$ is adequate if for all $x : A$, we have $\sigma(x) \in [A]$.

Theorem 5.9 (Adequacy). If $r : A$, the for all $\sigma$ adequate, we have $\sigma r \in [A]$.

Proof. By induction on $r$.

Theorem 5.10 (Strong normalisation). If $r : A$, then $r \in SN$.

Proof. By Lemma 5.5, the identity substitution is adequate. Thus, by Theorem 5.9 and Lemma 5.5, $r \in [A] \subseteq SN$.

5.2 Reduction of a product

When simply-typed lambda-calculus is extended with pairs, proving that if $r_1 \in SN$ and $r_2 \in SN$ then $r_1 \times r_2 \in SN$ is easy. However, in System 1 this property (Lemma 5.13) is harder to prove, as it requires a characterisation of the terms equivalent to the product $r_1 \times r_2$ (Lemma 5.11) and of all the reducts of this term (Lemma 5.12).

In Lemma 5.11, we characterise the terms equivalent to a product.
**Lemma 5.11.** If \( r \times s \rightleftharpoons^* t \) then either
1. \( t = u \times v \) where either
   a. \( u \rightleftharpoons^* t_1 \times t_2 \) and \( v \rightleftharpoons^* t_1 \times t_2 \) with \( r \rightleftharpoons^* t_1 \times t_2 \) and \( s \rightleftharpoons^* t_1 \times t_2 \), or
   b. \( v \rightleftharpoons^* w \times s \) with \( r \rightleftharpoons^* u \times w \), or any of the three symmetric cases, or
   c. \( r \rightleftharpoons^* u \) and \( s \rightleftharpoons^* v \), or the symmetric case.
2. \( t = \lambda x^A.a \times a_2 \) with \( r \rightleftharpoons^* \lambda x^A.a_1 \) and \( s \rightleftharpoons^* \lambda x^A.a_2 \).
3. \( t = av \) and \( a \rightleftharpoons^* a_1 \times a_2 \) with \( r \rightleftharpoons^* a_1 v \) and \( s \rightleftharpoons^* a_2 v \).

**Proof.** By a double induction, first on \( M(t) \) and then on the length of the relation \( \rightleftharpoons^* \) (cf. Appendix B.1).

In Lemma 5.12, we characterise the reducts of a product.

**Lemma 5.12.** If \( r_1 \times r_2 \rightleftharpoons^* s \rightleftharpoons t \), there exists \( u_1, u_2 \) such that \( t \rightleftharpoons^* u_1 \times u_2 \) and either \((r_1 \rightsquigarrow u_1 \text{ and } r_2 \rightsquigarrow u_2)\), or \((r_1 \rightsquigarrow u_1 \text{ and } r_2 \rightsquigarrow u_2)\), or \((r_1 \rightleftharpoons^* u_1 \text{ and } r_2 \rightsquigarrow u_2)\).

**Proof.** By induction on \( M(r_1 \times r_2) \).

**Lemma 5.13.** If \( r_1 \in \text{SN} \) and \( r_2 \in \text{SN} \), then \( r_1 \times r_2 \in \text{SN} \).

**Proof.** By Lemma 5.12, from a reduction sequence starting from \( r_1 \times r_2 \) we can extract one starting from \( r_1 \), or \( r_2 \) or both. Hence, this reduction sequence is finite.

### 5.3 Reduction of a term of a conjunctive type

The next lemma takes advantage of the fact that all the variables have prime types to prove that all terms of conjunctive type, even open ones, reduce to a product. For instance, instead of the term \( \lambda x^T \wedge x. \), of type \( ((T \wedge T) \wedge f) \wedge ((T \wedge T) \wedge f) \), we must write \( \lambda y^T. \lambda z^T. y \times z \), which is equivalent to \( (\lambda y^T. \lambda z^T. y) \times (\lambda y^T. \lambda z^T. z) \).

**Lemma 5.14.** If \( r : \bigwedge_{i=1}^n A_i \), then \( r \rightsquigarrow^* \prod_{i=1}^n r_i \) where \( r_i : A_i \).

**Proof.** By induction on \( r \).
- \( r = x \), then it has a prime type, so take \( r_1 = r \).
- Let \( r = \lambda x^C.s \). Then, by Lemma 4.2, \( s : D \) with \( C \Rightarrow D \equiv \bigwedge_i A_i \). So, by Corollary 2.12, \( D \equiv \bigwedge_i D_i \), and so, by the induction hypothesis, \( s \rightsquigarrow^* \prod_i s_i \). Therefore, \( \lambda x^C.s \rightsquigarrow^* \prod_i \lambda x^C.s_i \).
- Let \( r = st \). Then, by Lemma 4.2, \( s : C \Rightarrow \bigwedge_i A_i \), so \( s : \bigwedge_i(C \Rightarrow A_i) \). Therefore, by the induction hypothesis, \( s \rightsquigarrow^* \prod_i s_i \), and so \( st \rightsquigarrow^* \prod_i s_i t \).
- Let \( r = s \times t \). Then, by Lemma 4.2, \( s : B \) and \( t : C \), with \( B \wedge C \equiv \bigwedge_i A_i \). By Lemma 2.15, there exists a partition \( E \cup F \cup G \) of \( \{1, \ldots, n\} \) such that \( A_i \equiv B_i \wedge C_i \), when \( i \in E \); \( A_i \equiv B_i \), when \( i \in F \); \( A_i \equiv C_i \), when \( i \in G \); \( B \equiv \bigwedge_{i \in E \cup F} B_i \); and \( C \equiv \bigwedge_{i \in E \cup G} C_i \). By the induction hypothesis, \( s \rightsquigarrow^* \prod_{i \in E \cup F} s_i \) and \( t \rightsquigarrow^* \prod_{i \in E \cup G} t_i \). If \( i \in E \), we let \( r_i = s_i \times t_i \), if \( i \in F \), we let \( r_i = s_i \), if \( i \in G \), we let \( r_i = t_i \). We have \( r = s \times t \rightsquigarrow^* \prod_{i=1}^n r_i \).
- Let \( r = \bigwedge_i A_i(s) \). Then, by Lemma 4.2, \( s : \bigwedge_i A_i \wedge B_i \), and hence, by the induction hypothesis, \( s \rightsquigarrow^* \prod_i s_i \times t \) where \( s_i : A_i \) and \( t : B \), hence \( r \rightsquigarrow^* \prod_i s_i \).

**Corollary 5.15.** If \( r : A \wedge B \), then \( r \rightsquigarrow^* r_1 \times r_2 \) where \( r_1 : A \) and \( r_2 : B \).

**Proof.** Let \( \text{PF}(A) = \{A_i\}_i \), \( \text{PF}(B) = \{B_j\}_j \), by Lemma 2.6, \( A \wedge B \equiv \bigwedge_i A_i \wedge \bigwedge_j B_j \). Then, by Lemma 5.14, \( r \rightsquigarrow^* \prod_i r_{i1} \times \prod_j r_{j2} \). Take \( r_1 = \prod_i r_{i1} \) and \( r_2 = \prod_j r_{j2} \).
5.4 Reducibility

Definition 5.16 (Elimination context). Consider an extension of the language where we introduce an extra symbol $[[A]]$, called hole of type $A$. We define the set of elimination contexts with a hole $[[A]]$ as the smallest set such that:

- $[[A]]$ is an elimination context of type $A$,
- if $K_A^{B \Rightarrow C}$ is an elimination context of type $B \Rightarrow C$ with a hole of type $A$, and $r : B$ then $K_A^{B \Rightarrow C,r}$ is an elimination context of type $C$ with a hole of type $A$,
- and if $K_A^{B \land C}$ is an elimination context of type $B \land C$ with a hole of type $A$, then $\pi_B(K_A^{B \land C})$ is an elimination context of type $B$ with a hole of type $A$.

We write $K_A^B[[t]]$ for $K_A^B[t/[[A]]]$, where $[[A]]$ is the hole of $K_A^B$. In particular, $t$ may be an elimination context.

Example 5.17. Let $K_A^r = [[r]]$ and $K_A^{r \Rightarrow (r \land r)} = K_A^r[\pi_r([[r] \Rightarrow (r \land r)]). Then$ $K_A^{r \Rightarrow (r \land r)} = \pi_r([[r] \Rightarrow (r \land r)] x)$, and $K_A^{r \Rightarrow (r \land r)}(\lambda y \cdot y \times y) = \pi_r((\lambda y \cdot y \times y) x)$.

Definition 5.18 (Terms occurring in an elimination context). Let $K_A^B$ be an elimination context. The multiset of terms occurring in $K_A^B$ is defined as

$$\mathcal{T}([[A]] = \emptyset; \mathcal{T}(K_A^{B \Rightarrow C,r}) = \mathcal{T}(K_A^{B \Rightarrow C}) \cup \{r\}; \mathcal{T}(\pi_B(K_A^{B \land C})) = \mathcal{T}(K_A^{B \land C})$$

We write $|K_A^B|$ for $\sum_{i=1}^n |r_i|$ where $|r_1, \ldots, r_n| = \mathcal{T}(K_A^B)$.

Example 5.19. $\mathcal{T}([[A] s) = [s, r]$ and $\mathcal{T}([[A] (r s)) = [r, s]$ Remark that $K_A^B[[t]] \equiv^* K_A^B[[t]]$ does not imply $\mathcal{T}(K_A^B) \sim \mathcal{T}(K_A^B)$.

Remark that if $K_A^B$ is a context, $m(B) \leq m(A)$ and hence if a term in $\mathcal{T}(K_A^B)$ has type $C$, then $m(C) < m(A)$.

Lemma 5.20. Let $K_A^r$ be an elimination context such that $\mathcal{T}(K_A^r) \subseteq \text{SN}$, let $\text{PF}(A) = [B_1, \ldots, B_n]$, and let $x_i \in V_{B_i}$. Then $K_A^r[x_1 \times \cdots \times x_n] \in \text{SN}$.

Proof. By induction on the number of projections in $K_A^r$.

- If $K_A^r$ does not contain any projection, then it has the form $[[A]] r_1 \ldots r_m$. Let $C_i$ be the type of $r_i$, we have $A \equiv C_1 \Rightarrow \ldots \Rightarrow C_n \Rightarrow r$, thus $A$ is prime, $n = 1$, and we need to prove that $x_1 r_1 \ldots r_m$ is in $\text{SN}$ which is a consequence of the fact that $r_1, \ldots, r_n$ are in $\text{SN}$.

- Otherwise, $K_A^r = K_B^r[\pi_B([[A] r_1 \ldots r_m])$, and $K_A^r[x_1 \times \cdots \times x_n] = K_B^r[\pi_B((x_1 \times \cdots \times x_n)r_1 \ldots r_m)] \equiv^* K_B^r[\pi_B(x_1 \times \cdots \times x_n r_1 \ldots r_m)]$. We prove that this term is in $\text{SN}$ by showing, more generally, that if $s_i$ are reducts of $x_1 r_1 \ldots r_m$, then $K_B^r[\pi_B(s_1 \times \cdots \times s_n)] \in \text{SN}$. To do so, we show, by induction on $|K_B^r| + |s_1 \times \cdots \times s_n|$, that all the one step reducts of this term are in $\text{SN}$.

- If the reduction takes place in one of the terms in $\mathcal{T}(K_B^r)$ or in one of the $s_i$, we apply the induction hypothesis.

- Otherwise, the reduction is a $(\pi)$ reduction of $\pi_B(s_1 \times \cdots \times s_n)$ yielding, without lost of generality, a term of the form $K_B^r[s_1 \times \cdots \times s_n]$. This term is a reduct of $K_B^r([[[C] r_1 \ldots r_m])$ as the context $K_B^r([[[C] r_1 \ldots r_m])$ contains one projection less than $K_A^r$ this term is in $\text{SN}$. Hence so does its reduct $K_B^r[s_1 \times \cdots \times s_n]$.

Definition 5.21 (Reducibility). The set $[[A]]$ of reducible terms of type $A$ is defined by induction on $m(A)$ as the set of terms $t : A$ such that for any elimination context $K_A^r$ such that the terms of $\mathcal{T}(K_A^r)$ are all reducible, we have $K_A^r[[t]] \in \text{SN}$. 
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Definition 5.22 (Reducible elimination context). An elimination context $K^r_{A \to B}$ is reducible, if all the terms in $T(K^r_{A \to B})$ are reducible.

From now on we consider all the elimination contexts to be reducible.

The following lemma is a trivial consequence of the definition of reducibility.

Lemma 5.23. If $A \equiv B$, then $[A] = [B]$.

Lemma 5.24. For all $A$, $[A] \subseteq SN$ and $[A] \neq \emptyset$.

Proof. By induction on $m(A)$. By the induction hypothesis, for all the $B$ such that $m(B) < m(A)$, $[B] \neq \emptyset$. Thus, there exists an elimination context $K^r_A$. Hence, if $r \in [A]$, $K^r_A[r] \in SN$, hence $r \in SN$.

We then prove that if $\text{PF}(A) = [B_1, \ldots, B_n]$ and $x_i \in \mathcal{V}_{B_i}$ then $[\prod x_i] \in [A]$. By the induction hypothesis, $T(K^r_A) \subseteq SN$, hence, by Lemma 5.20, $K^r_A[x_1 \times \cdots x_n] \in SN$.

5.5 Adequacy

We finally prove the adequacy theorem (Theorem 5.30) showing that every typed term is reducible, and the strong normalisation theorem (Theorem 5.31) as a consequence of it.

Lemma 5.25 (Adequacy of projection). If $r \in [A \land B]$, then $\pi_A(r) \in [A]$.

Proof. We need to prove that $K^r_A[\pi_A(r)] \in SN$. Take $K^r_{A \land B} = K^r_A[\pi_A[\land]^{A \land B}]$ and since $r \in [A \land B]$, we have $K^r_{A \land B}[\pi_A(r)] \in SN$.

Lemma 5.26 (Adequacy of application). If $r \in [A \to B]$, and $s \in [A]$, then $rs \in [B]$.

Proof. We need to prove that $K^r_B[rs] \in SN$. Take $K^r_{A \to B} = K^r_B[[\to]^{A \to B}s]$ and since $r \in [A \to B]$, we have $K^r_{A \to B}[rs] \in SN$.

Lemma 5.27 (Adequacy of product). If $r \in [A]$ and $s \in [B]$, then $r \times s \in [A \land B]$.

Proof. We need to prove that $K^r_{A \land B}[r \times s] \in SN$. We proceed by induction on the number of projections in $K^r_{A \land B}$. Since the hole of $K^r_{A \land B}$ has type $A \land B$, and $K^r_{A \land B}[t]$ has type $\tau$ for any $t : A$, we can assume, without loss of generality, that the context $K^r_{A \land B}$ has the form $K^r_C[\pi_C([\land]^{A \land B}t_1 \ldots t_n)]$. We prove that all $K^r_C[\pi_C(t_1 \ldots t_n \times s)] \in SN$ by showing, more generally, that if $r'$ and $s'$ are two reducts of $t_1 \ldots t_n$, then $K^r_C[\pi_C(r' \times s')] \in SN$. For this, we show that all its one step reducts are in $SN$, by induction on $|K^r_C| + |r'| + |s'|$. Full details are given in Appendix B.2.

Lemma 5.28 (Adequacy of abstraction). If for all $t \in [A]$, $r[t/x] \in [B]$, then $\lambda x^A.r \in [A \to B]$.

Proof. By induction on $M(r)$. In the case $r \not\equiv^* r_1 \times r_2$, we need to prove that for any elimination context $K^r_{A \to B}$, we have $K^r_{A \to B}[\lambda x^A.r] \in SN$, and we do so by a second induction on $|K^r_{A \to B}| + |r|$ to show that all the one step reducts of $K^r_{A \to B}[\lambda x^A.r]$ are in $SN$. Full details are given in Appendix B.2.

Definition 5.29 (Adequate substitution). A substitution $\sigma$ is adequate if for all $x \in \mathcal{V}_A$, we have $\sigma(x) \in [A]$.

Theorem 5.30 (Adequacy). If $r : A$, then for all $\sigma$ adequate, we have $\sigma r \in [A]$.

Proof. By induction on $r$. Full details are given in Appendix B.2.
Theorem 5.31 (Strong normalisation). If $r : A$, then $r \in SN$.

Proof. By Lemma 5.24, the identity substitution is adequate. Thus, by Theorem 5.30 and Lemma 5.24, $r \in [A] \subseteq SN$. ▶

6 Consistency

Lemma 6.1. For any term $r : A$ there exists an elimination context $K_A^r$ and a term $s : B$, which is not an elimination, such that $r = K_A^r[s]$.

Proof. We proceed by structural induction on $r$.

- If $r$ is a variable, an abstraction, or a product, we take $s = r$ and $K_A^r = [[A]]$.
- If $r$ is an application $r_1 r_2$, by the induction hypothesis, $r_1 = K_A^{r_1}[s_1]$ and $r_2 = K_A^{r_2}[s_2]$, we take $K_A^r = K_A^{r_1} B \rightarrow K_A^{r_2}$.
- If $r$ is a projection $\pi_A(r')$, by the induction hypothesis, $r' = K_A^{r'}[s]$, we take $K_A^r = \pi_A(K_A^{r'})$.

Corollary 6.2. There is no closed normal term of type $\tau$.

Proof. Let $r : \tau$ be a closed normal term. By Lemma 6.1, any $r = K_A^r[s]$, where $s$ is not an elimination. Since the term is closed, $s$ is not a variable. Thus it is either an abstraction or a product.

- If $A$ is prime, then $K_A^r$ cannot contain a projection, so by rule (curry) we have $K_A^r \equiv [A] t$, with $t : B$, and $s$ has the form $\lambda x.C.s'$ with $s' : D \Rightarrow \tau$. We have $B \equiv C \land D$. By Corollary 5.15, and since $t$ is normal, $t \equiv t_1 \times t_2$ where $t_1 : C$ and $t_2 : D$, so $K_A^r \equiv [A] t_1 t_2$, hence, $r = K_A^r[\lambda x.C.s'] \equiv ((\lambda x.C.s') t_1 t_2)$ is not normal.

- Otherwise, $K_A^r = K_B^r[\pi_B([A] t_1 \ldots t_n)]$, with $[A] t_1 \ldots t_n : B \land C$. Then, by Corollary 5.15, and since $s_1 \ldots t_n$ is normal, $s_1 \ldots t_n \equiv s_1 \times s_2$, thus $r = K_A^r[s] \equiv K_B^r[\pi_B(s_1 \times s_2)]$ which is not normal.

7 Computing with System I

Because the symbol $\times$ is associative and commutative, System I does not contain the usual notion of pairs. However, it is possible to encode a deterministic projection, even if we have more than one term of the same type. An example, although there are various possibilities, is to encode the pairs $(r, s) : A \times B$ as $\lambda x.A.r \times \lambda x.B.s : 1 \Rightarrow A \land 2 \Rightarrow A$ and the projection $\pi_1(r, s)$ as $\pi_1.A(\lambda x.A.r \times \lambda x.B.s)y^1$ (similarly for $\pi_2$), where types $1$ and $2$ are any two different types. This example uses free variables, but it is easy to close it, e.g. use $\lambda y.y$ instead of $y^1$ in the second line. Moreover, this technique is not limited to pairs. Due to the associativity of $\times$, the encoding can be easily extended to lists.

Example 3.10 on booleans overlooks an interesting fact: If $A \equiv B$, then both $T$ and $F$ behave as a non-deterministic projector. Indeed, $T r s \equiv r$, and also $(\lambda x.A.r \times \lambda x.B.s)(r \times s) = (\lambda x.A.r \times \lambda x.B.s)(s \times r)$. Similarly, $F r s \equiv s$ and also $F r s \equiv s$. Hence, $A \Rightarrow A \Rightarrow A$ is not suitable to encode the type $\text{Bool}$. The type $A \Rightarrow A$ has only one term in the underlying equational theory.

Fortunately, there are ways to construct types with more than one term. First, let us define the following notation. For any $t$, we write $[t] \Rightarrow t$, the canon of $t$, that is, the term $\lambda z \Rightarrow t.z$, where $z \Rightarrow t$ is a fresh variable not appearing in $t$. Also, for any term $t$ of type $(r \Rightarrow \tau) \Rightarrow A$, we write $\{t\} \Rightarrow \tau$, the cocanon, which is the inverse operation, that is, $\{[t] \Rightarrow \tau\} \Rightarrow \tau \Rightarrow t$ for any type of $A$. For the cocanon it suffices to take $\{t\} \Rightarrow \tau = t(\lambda x.\tau)$. 
Therefore, the type \((\tau \Rightarrow \tau) \Rightarrow A) \Rightarrow A \Rightarrow A\) has the following two different terms: 
\[ \text{tt} := \lambda x^A. \lambda y^{(\tau \Rightarrow \tau) \Rightarrow A} . x \quad \text{and} \quad \text{ff} := \lambda x^{(\tau \Rightarrow \tau) \Rightarrow A} . \lambda y^{A} . \{x\}^{\tau \Rightarrow \tau}. \]

Hence, it is possible to encode an if-then-else conditional expression as
\[ \text{If} \ c \ \text{then} \ r \ \text{else} \ s := \text{cr}[s]^{\tau \Rightarrow \tau}. \]
Thus, \(\text{tt}r[s]^{\tau \Rightarrow \tau} \mapsto^* r\),
while \(\text{ff}[s]^{\tau \Rightarrow \tau} \mapsto^* ([s]^{\tau \Rightarrow \tau})^{\tau \Rightarrow \tau} \mapsto^* s.\)

8 Conclusion, Discussion and Future Work

In this paper we have defined System I, a proof system for propositional logic, where isomorphic propositions have the same proofs.

8.1 Non-terminating extension

As mentioned in the introduction, the choice of rules is subtle. Indeed, as well known, the strong normalisation of simply typed lambda calculus is not a very robust property: minor modifications of typing or reduction rules can lead to non-terminating calculi, see for instance [18]. In System I, we have the rule \((\text{dest}_{\text{app}})\) to deal with the equivalence \((A \Rightarrow (B \land C)) \equiv (A \Rightarrow B) \land (A \Rightarrow C)\), and we could have also considered a rule such as \(\pi_A(rt) \equiv \pi_B \Rightarrow A(r)s [13]\). However, adding such a rule leads to a non-terminating calculus, as shown by the following example. Let \(\delta = \lambda x^{(\tau \Rightarrow \tau) \land \tau} . \pi_{\tau \Rightarrow \tau}(x) \pi_{\tau}(x) : ((\tau \Rightarrow \tau) \land \tau) \Rightarrow \tau\), \(\delta' = \delta((z^{\tau \Rightarrow \tau} y^\tau) \times y^\tau) : \tau\), and \(\Omega = \delta((z^{\tau \Rightarrow \tau} y^\tau) \times \delta') : \tau\). Then, we have

\[
\Omega \\
\mapsto \pi_{\tau \Rightarrow \tau}((zy) \times \delta') \pi_{\tau}(zy) \times \delta' \mapsto \pi_{\tau \Rightarrow \tau}((zy) \times \delta') \delta' = \pi_{\tau \Rightarrow \tau}((zy) \times \delta(zy) \times y)) \delta'
\]
\[
\equiv \pi_{\tau \Rightarrow \tau}((zy) \times \delta(zy)y) \delta' \equiv \pi_{\tau \Rightarrow \tau}((z \times \delta(zy)y)) \delta' \mapsto^* \pi_{\tau \Rightarrow \tau}((z \times \delta(zy)y)) \delta' \times y
\]
\[
\equiv \pi_{\tau \Rightarrow \tau}((\delta'z) \times (\delta'(zy) \delta')) \times y \equiv \pi_{\tau \Rightarrow \tau}((\delta'(zy) \times \delta')) \times y \equiv \pi_{\tau \Rightarrow \tau}((\delta') \times \Omega) y
\]

8.2 Other Related Work

Apart from the related work already discussed in the introduction, in a work by Garrigue and Aït-Kaci [20], the selective \(\lambda\)-calculus has been presented, where only the isomorphism

\[(A \Rightarrow B \Rightarrow C) \equiv (B \Rightarrow A \Rightarrow C). (5)\]

has been treated, which is complete with respect to the function type. In System I we also consider the conjunction, and hence four isomorphisms. Isomorphism (5) is a consequence of currrification and commutation, that is \(A \land B \equiv B \land A\) and \((A \land B) \Rightarrow C \equiv (A \Rightarrow B \Rightarrow C)\).

The selective \(\lambda\)-calculus includes labellings to identify which argument is being used at each time. Moreover, by considering the Church encoding of pairs, isomorphism (5) implies isomorphism (1) (commutativity of \(\land\)). However, their proposal is different to ours. In particular, we track the term by its type, which is a kind of labelling, but when two terms have the same type, then we leave the system to non-deterministically choose any proof. One of our main novelties is, indeed, the non-deterministic projector. However, we can also get back determinism, by encoding a labelling, as discussed in Section 7, or by dropping some isomorphisms (namely, associativity and commutativity of conjunction).

8.3 Towards more connectives

A subtle question is how to add a neutral element of the conjunction, which will imply more isomorphisms, e.g., \(A \land \top \equiv A\), \(A \Rightarrow \top \equiv \top\), and \(\top \Rightarrow A \equiv A\). Adding the equation \(\top \Rightarrow \top \equiv \top\) would make it possible to derive \(\lambda x^\top . xx)(\lambda x^\top . xx) : \top\), however this term is
not the classical $\Omega$, it is typed by $\top$, and imposing some restrictions on the beta reduction, it could be forced not to reduce to itself but to discard its argument. For example: “If $A \equiv \top$, then $\lambda x.A.r \rightarrow r[\star/x]$, where $\star: \top$ is the introduction rule of $\top$.

8.4 Eta-expansion rule

In [15] we have given an implementation embedded in Haskell of an extended fragment of the system as presented in [13], which is an early version of System I. In such an implementation, we have added some rules in order to have only introductions as normal forms. For example, “If $s: B$ then $\lambda x.A.r \rightarrow \lambda z.A.(\lambda y.B.r)sz \leftrightarrow^* \lambda z.A.(\lambda y.B.r[z/x])s$.

Indeed, we conjecture that System I extended with an $\eta$-expansion rule would lead to a system where there is no closed elimination term in normal form. Such an extension is left for future work.
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A Detailed proofs of Section 4

Lemma 4.3 (Substitution). If \( r : A, \ s : B, \) and \( x \in \mathcal{V}_B \), then \( r[x/s] : A \).

Proof. By structural induction on \( r \).

- Let \( r = x \). By Lemma 4.2, \( A \equiv B \), thus \( s : A \). We have \( x[x/s] = s \), so \( x[x/s] : A \).

- Let \( r = y \), with \( y \neq x \). We have \( y[s/x] = y \), so \( y[s/x] : A \).

- Let \( r = \lambda y.C . r' \). By Lemma 4.2, \( A \equiv C \Rightarrow D \), with \( r' : D \). By the induction hypothesis \( r'[s/x] : D \), and so, by rule (\( \Rightarrow_i \)), \( \lambda y.C . r'[s/x] : C \Rightarrow D \). Since \( \lambda y.C . r'[s/x] = (\lambda y.C . r')[s/x] \), using rule (\( \equiv \)), \( (\lambda y.C . r')[s/x] : A \).

- Let \( r = r_1 \times r_2 \). By Lemma 4.2, \( r_1 : C \Rightarrow A \) and \( r_2 : C \). By the induction hypothesis \( r_1[s/x] : C \Rightarrow A \) and \( r_2[s/x] : C \), and so, by rule (\( \Rightarrow_e \)), \( (r_1[s/x])(r_2[s/x]) : A \). Since \( (r_1[s/x])(r_2[s/x]) = (r_1 r_2)[s/x] \), we have \( (r_1 r_2)[s/x] : A \).

- Let \( r = r_1 \times r_2 \). By Lemma 4.2, \( r_1 : A_1 \) and \( r_2 : A_2 \), with \( A \equiv A_1 \land A_2 \). By the induction hypothesis \( r_1[s/x] : A_1 \) and \( r_2[s/x] : A_2 \), and so, by rule (\( \land_i \)), \( (r_1[s/x]) \times (r_2[s/x]) : A_1 \land A_2 \). Since \( (r_1[s/x]) \times (r_2[s/x]) = (r_1 \times r_2)[s/x] \), using rule (\( \equiv \)), we have \( (r_1 \times r_2)[s/x] : A \).

- Let \( r = \pi_A(r') \). By Lemma 4.2, \( r' : A \land C \). Hence, by the induction hypothesis, \( r'[s/x] : A \land C \). Hence, by rule (\( \land_e \)), \( \pi_A(r'[s/x]) : A \). Since \( \pi_A(r'[s/x]) = \pi_A(r')[s/x] \), we have \( \pi_A(r')[s/x] : A \).
Theorem 4.4 (Subject reduction). If \( r : A \) and \( r \leftrightarrow s \) or \( r \equiv s \) then \( s : A \).

Proof. By induction on the rewrite relation.

1. (\textsc{comm}): If \( r \times s : A \), then by Lemma 4.2, \( A \equiv A_1 \land A_2 \equiv A_2 \land A_1 \), with \( r : A_1 \) and \( s : A_2 \). Then, \( s \times r : A_2 \land A_1 \equiv A \).

2. (\textsc{asso}): If \((r \times s) \times t : A\), then by Lemma 4.2, \( A \equiv (A_1 \land A_2) \land A_3 \equiv A_1 \land (A_2 \land A_3) \), with \( r : A_1 \), \( s : A_2 \) and \( t : A_3 \). Then, \( r \times (s \times t) : A_1 \land (A_2 \land A_3) \equiv A \).

3. (\textsc{dist}): Analogous to (\textsc{comm}).

4. (\textsc{dist}'): If \( \lambda x^B \cdot (r \times s) : A \), then by Lemma 4.2, \( A \equiv (B \Rightarrow (C_1 \land C_2)) \equiv ((B \Rightarrow C_1) \land (B \Rightarrow C_2)) \equiv A \). Then, \( \lambda x^B \cdot r \times \lambda x^B \cdot s : (B \Rightarrow C_1) \land (B \Rightarrow C_2) \equiv A \).

5. (\textsc{asym}): If \( (r \times s) \cdot t : A \), then by Lemma 4.2, \( r \times s : B \Rightarrow A \), and \( t : B \). Hence, by Lemma 4.2 again, \( B \Rightarrow A \equiv C_1 \land C_2 \), and so by Lemma 2.11, \( A \equiv A_1 \land A_2 \), with \( r : B \Rightarrow A_1 \) and \( s : B \Rightarrow A_2 \). Then, \( r \times s \times t : A_1 \land A_2 \equiv A \).

6. (\textsc{curry}): If \( r \cdot s \times t : A \), then by Lemma 4.2, \( r : B \Rightarrow C \Rightarrow A \equiv (B \land C) \Rightarrow A \), \( s : B \) and \( t : C \). Then, \( r (s \times t) : A \).

7. (\textsc{beta}): If \( \pi_B (r \times s) : A \), then by Lemma 4.2, \( \lambda x^B \cdot r : B \Rightarrow A \), and by Lemma 4.2 again, \( r : A \). Then by Lemma 4.3, \( r[s/x^B] : A \).

8. (\textsc{contextual}) closure: Let \( t \rightarrow r \), where \( \rightarrow \) is either \( \equiv \) or \( \leftrightarrow \).

   a. Let \( \lambda x^B \cdot t \rightarrow \lambda x^B \cdot r \). If \( \lambda x^B \cdot t : A \), then by Lemma 4.2, \( A \equiv (B \Rightarrow C) \) and \( t : C \), hence by the induction hypothesis, \( r : C \) and so \( \lambda x^B \cdot r : B \Rightarrow C \equiv A \).

   b. Let \( ts \rightarrow rs \). If \( ts : A \) then by Lemma 4.2, \( t : B \Rightarrow A \) and \( s : B \), hence by the induction hypothesis, \( r : B \Rightarrow A \) and \( so rs : A \).

   c. Let \( st \rightarrow st \). If \( st : A \) then by Lemma 4.2, \( s : B \Rightarrow A \) and \( t : B \), hence by the induction hypothesis \( r : B \) and \( so sr : A \).

   d. Let \( t \times s \rightarrow r \times s \). If \( t \times s : A \) then by Lemma 4.2, \( A \equiv A_1 \land A_2 \), \( t : A_1 \), and \( s : A_2 \), hence by the induction hypothesis, \( r : A_1 \) and \( so r \times s : A_1 \land A_2 \equiv A \).

   e. Let \( s \times t \rightarrow s \times r \). Analogous to previous case.

   f. Let \( \pi_B (t) \rightarrow \pi_B (r) \). If \( \pi_B (t) : A \) then by Lemma 4.2, \( A \equiv B \) and \( t : B \land C \), hence by the induction hypothesis \( r : B \land C \). Therefore, \( \pi_B (r) : B \equiv A \). ▶

B. Detailed proofs of Section 5

B.1 Detailed proofs of Section 5.2

Lemma 5.11. If \( r \times s \equiv^* t \) then either

1. \( t = u \times v \) where either
   a. \( u \equiv^* t_{11} \times t_{21} \) and \( v \equiv^* t_{12} \times t_{22} \) with \( r \equiv^* t_{11} \times t_{12} \) and \( s \equiv^* t_{21} \times t_{22} \), or
   b. \( v \equiv^* w \times s \) with \( r \equiv^* u \times w \), or any of the three symmetric cases, or
   c. \( r \equiv^* u \) and \( s \equiv^* v \), or the symmetric case.
2. \( t = \lambda x^A.a \) and \( a \xrightarrow{\ast} a_1 \times a_2 \) with \( r \xrightarrow{\ast} \lambda x^A.a_1 \) and \( s \xrightarrow{\ast} \lambda x^A.a_2 \).

3. \( t = av \) and \( a \xrightarrow{\ast} a_1 \times a_2 \), with \( r \xrightarrow{\ast} a_1v \) and \( s \xrightarrow{\ast} a_2v \).

**Proof.** By a double induction, first on \( M(t) \) and then on the length of the relation \( \xrightarrow{\ast} \). Consider an equivalence proof \( r \times s \xrightarrow{\ast} t' \xrightarrow{\ast} t \) with a shorter proof \( r \times s \xrightarrow{\ast} t' \). By the second induction hypothesis, the term \( t' \) has the form prescribed by the lemma. We consider the three cases and in each case, the possible rules transforming \( t' \) in \( t \).

1. Let \( r \times s \xrightarrow{\ast} u \times v \xrightarrow{\ast} t \). The possible equivalences from \( u \times v \) are
   - \( t = u' \times v \) or \( u \times v' \) with \( u \xrightarrow{\ast} u' \) and \( v \xrightarrow{\ast} v' \), and so the term \( t \) is in case 1.
   - Rules (\textsc{assoc}) and (\textsc{comm}) preserve the conditions of case 1.

2. \( t = \lambda x^A.(u' \times v') \), with \( u = \lambda x^A.u' \) and \( v = \lambda x^A.v' \). By the first induction hypothesis (since \( M(u) < M(t) \) and \( M(v) < M(t) \)), either
   - \( u \xrightarrow{\ast} w_{11} \times w_{21} \) and \( v \xrightarrow{\ast} w_{12} \times w_{22} \), by the first induction hypothesis, \( w_{ij} \xrightarrow{\ast} \lambda x^A.t_{ij} \) for \( i = 1,2 \) and \( j = 1,2 \), with \( u' \xrightarrow{\ast} t_{11} \times t_{21} \) and \( v' \xrightarrow{\ast} t_{12} \times t_{22} \), so \( u' \times v' \xrightarrow{\ast} t_{11} \times t_{12} \times t_{21} \times t_{22} \). Hence, \( r \xrightarrow{\ast} \lambda x^A.(t_{11} \times t_{12}) \) and \( s \xrightarrow{\ast} \lambda x^A.(t_{21} \times t_{22}) \), and hence the term \( t \) is in case 2.

3. \( r \xrightarrow{\ast} \lambda x^A.a' \) and \( s \xrightarrow{\ast} \lambda x^A.v \), and hence the term \( t \) is in case 2.
   (the symmetric cases are analogous)

4. \( t = (u' \times v')t' \), with \( u = u't' \) and \( v = v't' \). By the first induction hypothesis (since \( M(u') < M(t) \) and \( M(v') < M(t) \)), either
   - \( u \xrightarrow{\ast} w_{11} \times w_{21} \) and \( v \xrightarrow{\ast} w_{12} \times w_{22} \), \( r \xrightarrow{\ast} w_{11} \times w_{12} \) and \( s \xrightarrow{\ast} w_{21} \times w_{22} \). By the first induction hypothesis (since \( M(w_{ij}) < M(t) \)), \( w_{ij} \xrightarrow{\ast} t_{ij} \) for \( i = 1,2 \) and \( j = 1,2 \), where \( u' \xrightarrow{\ast} t_{11} \times t_{21} \), \( v' \xrightarrow{\ast} t_{12} \times t_{22} \), \( r \xrightarrow{\ast} w_{11} \times w_{12} \) and \( s \xrightarrow{\ast} w_{21} \times w_{22} \). Therefore, \( u \xrightarrow{\ast} t_{11}t' \times t_{21}t' \) and \( v \xrightarrow{\ast} t_{12}t' \times t_{22}t' \) with \( r \xrightarrow{\ast} (t_{11} \times t_{12})t' \) and \( s \xrightarrow{\ast} (t_{21} \times t_{22})t' \), and hence the term \( t \) is in case 3.

5. \( v't' \xrightarrow{\ast} w \) and \( r \xrightarrow{\ast} u't' \xrightarrow{\ast} w \). By the first induction hypothesis on \( v't' \xrightarrow{\ast} w \) with \( t_1 \times t_2 \xrightarrow{\ast} v' \). Therefore, \( v \xrightarrow{\ast} t' \times t' \) with \( r \xrightarrow{\ast} (u \times t) \) and \( s \xrightarrow{\ast} t' \), and \( u \times v' \xrightarrow{\ast} u' \times t_1 \times t_2 \), hence the term \( t \) is in case 3.
   (the symmetric cases are analogous)

6. Let \( r \times s \xrightarrow{\ast} \lambda x^A.a \xrightarrow{\ast} t \), with \( a \xrightarrow{\ast} a_1 \times a_2 \), \( r \xrightarrow{\ast} \lambda x^A.a_1 \) and \( s \xrightarrow{\ast} \lambda x^A.a_2 \). Hence, possible equivalences from \( \lambda x.a \) to \( t \) are
   - \( t = \lambda x^A.a' \) with \( a \xrightarrow{\ast} a_1 \times a_2 \), hence \( a' \xrightarrow{\ast} a_1 \times a_2 \), and so the term \( t \) is in case 2.
   - \( t = \lambda x^A.a \times \lambda x^A.v \), with \( a \times a \xrightarrow{\ast} a = u \times v \). Hence, by the first induction hypothesis (since \( M(a) < M(t) \)), either
     - \( a_1 \xrightarrow{\ast} u \) and \( a_2 \xrightarrow{\ast} v \), and so \( r \xrightarrow{\ast} \lambda x^A.u \) and \( s \xrightarrow{\ast} \lambda x^A.v \), or
     - \( v \xrightarrow{\ast} t_1 \times t_2 \) with \( a_1 \xrightarrow{\ast} u \times t_1 \) and \( a_2 \xrightarrow{\ast} v \times t_2 \), and so \( \lambda x^A.v \xrightarrow{\ast} \lambda x^A.t_1 \times \lambda x^A.t_2 \), \( r \xrightarrow{\ast} \lambda x^A.u \times \lambda x^A.t_1 \) and \( s \xrightarrow{\ast} \lambda x^A.t_2 \), or
     - \( u \xrightarrow{\ast} t_{11} \times t_{21} \) and \( v \xrightarrow{\ast} t_{12} \times t_{22} \) with \( a_1 \xrightarrow{\ast} t_{11} \times t_{12} \) and \( a_2 \xrightarrow{\ast} t_{21} \times t_{22} \), and so \( \lambda x^A.u \xrightarrow{\ast} \lambda x^A.t_{11} \times \lambda x^A.t_{21} \), \( \lambda x^A.v \xrightarrow{\ast} \lambda x^A.t_{12} \times \lambda x^A.t_{22} \), \( r \xrightarrow{\ast} \lambda x^A.t_{11} \times \lambda x^A.t_{12} \) and \( s \xrightarrow{\ast} \lambda x^A.t_{21} \times \lambda x^A.t_{22} \).
   (the symmetric cases are analogous), and so the term \( t \) is in case 1.

7. Let \( r \times s \xrightarrow{\ast} aw \xrightarrow{\ast} t \), with \( a \xrightarrow{\ast} a_1 \times a_2 \), \( r \xrightarrow{\ast} a_1w \) and \( s \xrightarrow{\ast} a_2w \). The possible equivalences from \( aw \) to \( t \) are
Proof. Notice that rule $r(a)$, hence $a \Rightarrow a_1 \times a_2$, and so the term $t$ is in case 3.

- $t = a_1 \times a_2$ with $a \Rightarrow a_1 \times a_2$, and so the term $t$ is in case 3.
- $t = a_1 \times a_2$ with $a \Rightarrow a_1 \times a_2$, and so the term $t$ is in case 3.
- $t = a_1 \times a_2$ with $a \Rightarrow a_1 \times a_2$, and so the term $t$ is in case 3.

By induction hypothesis, there exists $s$ such that $t \Rightarrow u_1 \times u_2$ and $u_1 \Rightarrow u_1$ and $u_2 \Rightarrow u_2$, or $(r_1 \Rightarrow u_1$ and $r_2 \Rightarrow u_2)$, or $(r_1 \Rightarrow u_1$ and $r_2 \Rightarrow u_2)$.

**Lemma 5.12.** If $r_1 \times r_2 \Rightarrow u_1 \times u_2$ and either $(r_1 \Rightarrow u_1$ and $r_2 \Rightarrow u_2)$, or $(r_1 \Rightarrow u_1$ and $r_2 \Rightarrow u_2)$, or $(r_1 \Rightarrow u_1$ and $r_2 \Rightarrow u_2)$.

Proof. By induction on $M(r_1 \times r_2)$. By Lemma 5.11, $s$ is either a product, an abstraction or an application with the conditions given in the lemma. The different terms $s$ reducible by $\Rightarrow$ are

- $(\lambda x^A.a)s'$ that reduces by the $(\beta)$ rule to $a[s'/x]$.
- $s_1 \times s_2, \lambda x^A.a, a's'$, with a reduction in the subterm $s_1, s_2, a$, or $s'$.

Notice that rule $(\pi)$ cannot apply since $s \not\Rightarrow \pi_C(s')$.

We consider each case:

(a) $r_1 \Rightarrow u_1 \times u_2, r_2 \Rightarrow u_2 \times u_2, s_1 = u_1 \times u_1$ and $s_2 = u_2 \times u_2$. Hence, by the induction hypothesis, either $t_1 = u_1 \times u_1$, or $t_1 = u_2 \times u_2$, with $t_1 \Rightarrow t_1$, and $t_2 \Rightarrow t_2$. We take, in the first case $u_1 = u_1 \times u_1$ and $u_2 = u_2 \times u_2$, in the second case $u_1 = u_2 \times u_2$ and $u_2 = u_2 \times u_2$, and in the third case $u_1 = u_1 \times u_2$ and $u_2 = u_2 \times u_2$.

(b) We consider two cases, since the other two are symmetric.

- $r_1 \Rightarrow s_1 \times s_2$ and $s_1 \Rightarrow u_1 \times u_2$, in which case we take $u_1 = t_1 \times w$ and $u_2 = r_2$.
- $r_2 \Rightarrow s_2 \times s_2$ and $s_2 = r_1 \times w$. Hence, by the induction hypothesis, either $t_1 = r_1 \times t_1$, or $t_1 = r_1 \times t_1$, with $r_1 \Rightarrow r_1$ and $w \Rightarrow r_1$. We take, in the first case $u_1 = r_1 \times t'_1$ and $u_2 = w \times s_2$, in the second case $u_1 = r_1$ and $u_2 = u_2 \times s_2$, and in the third case $u_1 = r_1$ and $u_2 = u_2 \times s_2$.

(c) $r_1 \Rightarrow s_1$ and $r_2 \Rightarrow s_2$, in which case we take $u_1 = t_1$ and $u_2 = t_2$.

- $s = \lambda x^A.a, t = \lambda x^A.t'$, and $a \Rightarrow t'$, with $a \Rightarrow a_1 \times a_2$ and $s \Rightarrow \lambda x^A.a_1 \times \lambda x^A.a_2$. Therefore, by the induction hypothesis, there exists $u_1', u_2'$ such that either $(a_1 \Rightarrow u_1'$ and $a_2 \Rightarrow u_2'$), or $(a_1 \Rightarrow u_1'$ and $a_2 \Rightarrow u_2'$), or $(a_1 \Rightarrow a_1'$ and $a_2 \Rightarrow u_2'$). Therefore, we take $u_1 = \lambda x^A.a_1$ and $u_2 = \lambda x^A.a_2$.

- $s = a's', t = t's'$, and $a \Rightarrow t'$, with $a \Rightarrow a_1 \times a_2$ and $s \Rightarrow a_1's' \times a_2s'$. Therefore, by the induction hypothesis, there exists $u_1', u_2'$ such that either $(a_1 \Rightarrow u_1'$ and $a_2 \Rightarrow u_2'$), or $(a_1 \Rightarrow u_1'$ and $a_2 \Rightarrow u_2'$), or $(a_1 \Rightarrow u_1'$ and $a_2 \Rightarrow u_2'$). Therefore, we take $u_1 = u_1's'$ and $u_2 = u_2s'$.
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- \( s = as', t = at' \), and \( s' \leftrightarrow t' \), with \( a \rightleftharpoons a_1 \times a_2 \) and \( s \rightleftharpoons a_1s' \times a_2s' \). By Lemma 5.11 several times, one the following cases happen

(a) \( a_1s' \rightleftharpoons w_{11}s' \times w_{12}s', a_2s' \rightleftharpoons w_{21}s' \times w_{22}s', r_1 \rightleftharpoons w_{11}s' \times w_{21}s' \) and \( r_2 \rightleftharpoons w_{12}s' \times w_{22}s' \). We take \( u_1 \rightleftharpoons (w_{11} \times w_{21})t' \) and \( r_2 \rightleftharpoons (w_{12} \times w_{22})t' \).

(b) \( a_2s' \rightleftharpoons w_1s' \times w_2s', r_1 \rightleftharpoons a_1s' \times w_2s' \) and \( r_2 \rightleftharpoons w_2s' \). So we take \( u_1 = (a_1 \times w_1)t' \) and \( u_2 = w_2t' \), the symmetric cases are analogous.

(c) \( r_1 \rightleftharpoons a_1s' \) and \( r_2 \rightleftharpoons a_2s' \), in which case we take \( u_1 = a_1t' \) and \( u_2 = a_2t' \) the symmetric case is analogous.

\[ \square \]

B.2 Detailed proofs of Section 5.5

\textbf{Lemma 5.27 (Adequacy of product).} If \( r \in [A] \) and \( s \in [B] \), then \( r \times s \in [A \land B] \).

\textbf{Proof.} We need to prove that \( K^*_\lambda \land \llbracket r \times s \rrbracket \in SN \). We proceed by induction on the number of projections in \( K^*_\lambda \land B \). Since the hole of \( K^*_\lambda \land B \) has type \( A \land B \), and \( K^*_\lambda \land B \llbracket t \rrbracket \) has type \( \tau \) for any \( t : A \) there is at least one projection.

As \( r \in [A] \), for any elimination context \( K^*_\lambda \), we have \( K^*_\lambda \llbracket r \rrbracket \in SN \), but then if \( A \equiv B_1 \Rightarrow \cdots \Rightarrow B_n \Rightarrow C \), we also have \( K^*_C \llbracket rt_1 \ldots t_n \rrbracket \in SN \), thus \( rt_1 \ldots t_n \in [C] \). Similarly, since \( s \in [B] \), \( st_1 \ldots t_n \) is reducible.

We prove that \( K^*_C \llbracket \pi_C(rt_1 \ldots t_n \times st_1 \ldots t_n) \rrbracket \in SN \) by showing, more generally, that if \( r' \) and \( s' \) are two reducts of \( rt_1 \ldots t_n \) and \( st_1 \ldots t_n \), then \( K^*_C \llbracket \pi_C(r' \times s') \rrbracket \in SN \). For this, we show that all its one step reducts are in \( SN \), by induction on \( |K^*_C| + |r'| + |s'| \).

- If the reduction takes place in one of the terms in \( T(K^*_C) \), in \( r' \), or in \( s' \), we apply the induction hypothesis.

- Otherwise, the reduction is a \((\pi)\) reduction of \( \pi_C(r' \times s') \), that is, \( r' \times s' \rightleftharpoons v \times w \), the reduc is \( v \), and we need to prove \( K^*_C \llbracket v \rrbracket \in SN \). By Lemma 5.11, we have either:

  - \( v \rightleftharpoons r_1 \times s_1 \), with \( r' \rightleftharpoons r_1 \times r_2 \) and \( s' \rightleftharpoons s_1 \times s_2 \). In such a case, by Lemma 5.25, \( r \) is the product of two reducible terms, so since there is one projection less than in \( K^*_\lambda \land B \), the first induction hypothesis applies.

  - \( v \rightleftharpoons r' \times s_1 \), with \( s' \rightleftharpoons s_1 \times s_2 \). In such a case, by Lemma 5.25, \( v \) is the product of two reducible terms, so since there is one projection less than in \( K^*_\lambda \land B \), the first induction hypothesis applies.

  - \( v \rightleftharpoons r_1 \times s' \), with \( r' \rightleftharpoons r_1 \times r_2 \). In such a case, by Lemma 5.25, \( r \) is the product of two reducible terms, so since there is one projection less than in \( K^*_\lambda \land B \), the first induction hypothesis applies.

- \( v \rightleftharpoons r' \), in which case, \( C \equiv A \), and since \( r \in [A] \), we have \( K^*_A \llbracket r' \rrbracket \rightleftharpoons K^*_A \llbracket v \rrbracket \in SN \).

- \( v \rightleftharpoons r_1 \) with \( r' \rightleftharpoons r_1 \times r_2 \), in which case, since \( r \in [A] \), we have \( K^*_C \llbracket \pi_C(r') \rrbracket \in SN \) and \( K^*_C \llbracket \pi_C(r_1) \rrbracket \rightarrow K^*_C \llbracket v \rrbracket \) hence \( K^*_C \llbracket v \rrbracket \in SN \).

- \( v \rightleftharpoons s' \), in which case, \( C \equiv B \), and since \( s \in [B] \), we have \( K^*_B \llbracket s' \rrbracket \rightleftharpoons K^*_B \llbracket v \rrbracket \in SN \).

- \( v \rightleftharpoons s_1 \) with \( s' \rightleftharpoons s_1 \times s_2 \), in which case, since \( s \in [B] \), we have \( K^*_C \llbracket \pi_C(s') \rrbracket \in SN \) and \( K^*_C \llbracket \pi_C(s_1) \rrbracket \rightarrow K^*_C \llbracket v \rrbracket \) hence \( K^*_C \llbracket v \rrbracket \in SN \). \( \square \)

\textbf{Lemma 5.28 (Adequacy of abstraction).} If for all \( t \in [A] \), \( r[t/x] \in [B] \), then \( \lambda x^A.r \in [A \Rightarrow B] \).

\textbf{Proof.} We proceed by induction on \( M(r) \).

If \( r \rightleftharpoons r_1 \times r_2 \), by Lemma 4.2, \( B \equiv B_1 \land B_2 \) with \( r_1 : B_1 \) and \( r_2 : B_2 \), and so by Lemma 4.3, \( r_1[t/x] : B_1 \) and \( r_2[t/x] : B_2 \). Since \( r[t/x] \in [B] \), we have \( r_1[t/x] \times r_2[t/x] \in [B] \).

By Lemma 5.25, \( r_1[t/x] \in [B_1] \) and \( r_2[t/x] \in [B_2] \). By the induction hypothesis, \( \lambda x^A.r_1 \in [B_1 \Rightarrow B_2] \).
If $r \not\rightarrow^* r_1 \times r_2$, we need to prove that for any elimination context $K^*_{\rightarrow B}$, we have $K^*_{\rightarrow B}[\lambda x^A.r] \in \text{SN}$.

Since $r$ and all the terms in $T(K^*_{\rightarrow B})$ are reducible, then they are in $\text{SN}$, by Lemma 5.24. We proceed by induction on $|K^*_{\rightarrow B}| + |r|$ to show that all the one step reducts of $K^*_{\rightarrow B}[\lambda x^A.r]$ are in $\text{SN}$. Since $r$ is not a product, the only one step reducts are the following.

- If the reduction takes place in one of the terms in $T(K^*_{\rightarrow B})$ or $r$, we apply the induction hypothesis.

- If $K^*_{\rightarrow B}[\lambda x^A.r] = K^*_{\rightarrow B}[(\lambda x^A.r)s]$ and it reduces to $K^*_{\rightarrow B}[r[s/x]]$, as $r[s/x] \in [B]$, we have $K^*_{\rightarrow B}[r[s/x]] \in \text{SN}$.

> **Theorem 5.30 (Adequacy).** *If $r : A$, then for all $\sigma$ adequate, we have $\sigma r \in [A]$.***

**Proof.** By induction on $r$.

- If $r$ is a variable $x \in V_A$, then, since $\sigma$ is adequate, we have $\sigma r \in [A]$.

- If $r$ is a product $s \times t$, then by Lemma 4.2, $s : B$, $t : C$, and $A \equiv B \land C$, then by the induction hypothesis, $\sigma s \in [B]$ and $\sigma t \in [C]$. By Lemma 5.27, $(\sigma s \times \sigma t) \in [B \land C]$, hence by Lemma 5.23, $\sigma r \in [A]$.

- If $r$ is a projection $\pi_A(s)$, then by Lemma 4.2, $s : A \land B$, and by the induction hypothesis, $\sigma s \in [A \land B]$. By Lemma 5.25, $\pi_A(\sigma s) \in [A]$, hence $\sigma r \in [A]$.

- If $r$ is an abstraction $\lambda x^B.s$, with $s : C$, then by Lemma 4.2, $A \equiv B \Rightarrow C$, hence by the induction hypothesis, for all $\sigma$, and for all $t \in [B]$, $(\sigma s)[t/x] \in [C]$. Hence, by Lemma 5.28, $\lambda x^B.\sigma s \in [B \Rightarrow C]$, hence, by Lemma 5.23, $\sigma r \in [A]$.

- If $r$ is an application $st$, then by Lemma 4.2, $s : B \Rightarrow A$ and $t : B$, then by the induction hypothesis, $\sigma s \in [B \Rightarrow A]$ and $\sigma t \in [B]$. Hence, by Lemma 5.26, we have $\sigma r = \sigma s \sigma t \in [A]$. ◀
Abstract

Abramsky’s affine combinatory algebras are models of affine combinatory logic, which refines standard combinatory logic in the direction of Linear Logic. Abramsky introduced various universal models of computation based on affine combinatory algebras, consisting of partial involutions over a suitable formal language of moves, in order to discuss reversible computation in a Geometry of Interaction setting. We investigate partial involutions from the point of view of the model theory of \( \lambda! \)-calculus. The latter is a refinement of the standard \( \lambda \)-calculus, corresponding to affine combinatory logic. We introduce intersection type systems for the \( \lambda! \)-calculus, by extending standard intersection types with a \( ! \)-operator. These induce affine combinatory algebras, and, via suitable quotients, models of the \( \lambda! \)-calculus. In particular, we introduce an intersection type system for assigning principal types to \( \lambda! \)-terms, and we state a correspondence between the partial involution interpreting a combinator and the principal type of the corresponding \( \lambda! \)-term. This analogy allows for explaining as unification between principal types the somewhat awkward linear application of involutions arising from Geometry of Interaction.

1 Introduction

In [1], S. Abramsky discusses reversible computation in a game-theoretic setting. In particular, he introduces various kinds of reversible pattern-matching automata whose behaviour can be described in a finitary way as partial injective functions, actually involutions, over a suitable language of moves. These automata are universal in that they yield affine combinatory algebras.
The crucial notion is that of application between automata, or between partial involutions. This is essentially the application between *history-free strategies* used in *Game Semantics*, which itself stems from Girard’s *Execution Formula*, or Abramsky’s *symmetric feedback* [3]. The former was introduced by J. Y. Girard [15, 16] in the context of “Geometry of Interaction” (GoI) to model, in a language-independent way, the fine semantics of *Linear Logic*. Constructions similar to the Combinatory Algebra of partial involutions, introduced in [1], appear in various papers by S. Abramsky, *e.g.* [2, 4], and are special cases of a general categorical paradigm explored by E. Haghverdi [17] (Sections 5.3, 6), called “Abramsky’s Programme”. This Programme amounts to defining a *linear λ-algebra* starting from a *GoI Situation* in a “traced symmetric monoidal category”.

In the present paper we carry out an analysis of Abramsky’s algebras from the point of view of the model theory of λ-calculus. It is a follow up to [8, 9], where only the purely linear and affine fragments of Affine Combinatory Algebras are considered. Here we extend the *involutions-as-principal types/GoI application-as-resolution* analogy introduced in [8, 9] to the full calculus, offering a new perspective on Girard’s Geometry of Interaction and how its reversible dynamics arises.

More specifically, we focus on the notion of *affine combinatory logic*, its λ-calculus counterpart, the λ!-calculus, and their models, *i.e.* affine-combinatory algebras and affine-combinatory λ-algebras1. Our approach stems from realizing the existence of a *structural analogy*, introduced in [9], which to our knowledge had not been hitherto pointed out in the literature, between the *Geometry of Interaction* interpretation of a λ-term in Abramsky’s model of partial involutions and the *principal type* of that term, with respect to an *intersection type discipline* for the λ!-calculus. This we termed *involutions-as-types* analogy. Intersection types originated in [6] and have been utilised in discussing games in a different approach also in [13, 14]. In particular, we define an algorithm which, given a principal type of a λ-term, reads off the partial involution corresponding to the interpretation of that term. Thus we show that the principal type of an affine λ-term provides a characterisation of the partial involution interpreting the term in Abramsky’s model. Conversely, we show how to extract a “principal type” from any partial involution, possibly not corresponding to any λ-term.

The *involutions-as-types* analogy is very fruitful. It allows for simply explaining as a *unification* between principal types the somewhat awkward *linear application* between involutions used in [1], deriving from the notion of application used throughout the literature on GoI and Game Semantics. We call this the “GoI application-as-resolution of principal types” analogy, or more simply the *application-as-resolution* analogy. The overall effect of linear application amounts, indeed, to *unifying* the left-hand side of the principal type of the operator with the principal type of the operand, and applying the resulting substitution to the right hand side of the operator. Hence, the notion of application between partial involutions, corresponding to λ-terms M and N, can be explained as computing the involution corresponding to the principal type of MN, given the principal types of M and N. Actually this unification mechanism works even if the types are not the types of any concrete λ-term.

Our analysis, therefore, unveils three conceptually independent, but ultimately equivalent, accounts of application in the λ-calculus: β-reduction, the GoI application of involutions based on symmetric feedback/Girard’s *Execution Formula*, and resolution of principal types. In order to check our theoretical results, we have implemented in Erlang [12, 5] application of involutions, as well as compilation of λ-terms as combinators and their interpretation as involutions.

---

1 This notion was originally introduced by D. Scott for the standard λ-calculus as the appropriate notion of categorical model for the calculus, see Section 5.2 of [7].
Synopsis. In Section 2, we collect the definitions of affine combinatory logic, λ-calculus, affine combinatory algebra, and λ-algebra. In Section 3, we recall Abramsky’s combinatory algebra of partial involutions. In Section 4, we provide an intersection type system for the λ-calculus, and we study its properties. In Section 5, we define a correspondent principal type assignment system for assigning only the most general types to λ-terms. In Section 6, we explore the relationships between principal types and partial involutions, giving evidence to the involutions-as-types analogy. Concluding remarks appear in Section 7. The Web Appendix [19] includes the detailed Erlang programs implementing compilations and effective operations on partial involutions.

2 Affine Combinatory Logic and the λ!-calculus

In this section, we collect the notions of affine combinatory logic, λ-calculus, affine combinatory algebra, and λ-algebra. These notions amount to the Linear Logic refinements of the corresponding standard notions.

Definition 1 (Affine Combinatory Logic). The language of affine combinatory logic CL′ includes variables x,y, . . . , distinguished constants (combinators) B,C,I,K,W,D,δ,F, and it is closed under application and promotion, i.e.:

\[
\begin{align*}
M \in CL' \quad & N \in CL' \\
MN \in CL' \quad & M \in CL' \\
!M \in CL'
\end{align*}
\]

Combinators satisfy the following equations for all terms of CL′, M, N, P (we associate · to the left and we assume ! to have order of precedence greater than ·):

\[
\begin{align*}
BMNP &= M(NP) & IM &= M & CMNP &= (MP)N & KMN &= M \\
\end{align*}
\]

The λ-calculus is the λ-calculus counterpart of affine combinatory logic:

Definition 2 (Affine λ-calculus). The language A′ of the affine λ-calculus is inductively defined from variables x,y,z, . . . , and it is closed under the following formation rules:

\[
\begin{align*}
M \in A' \quad & N \in A' \\
MN \in A' \\
!M \in A' \\
\lambda x.M \in A' \\
\lambda x.M \in A'
\end{align*}
\]

where \( \lambda x.M \) means that the variable \( x \) appears free in \( M \) at most once, and it is not in the scope of a \( ! \), while \( \lambda x.M \) means that the variable \( x \) appears free in \( M \) at least once.

The reduction rules of the λ-calculus are the restrictions of the standard β-rule and ξ-rule to linear abstractions, the pattern-β-reduction rule, which defines the behaviour of the \(!\)-pattern abstraction operator, the str!-structural rule, and the ξ!-rule, namely:

\[
\begin{align*}
(\beta) \quad (\lambda x.M)N & \rightarrow M[N/x] \\
(\beta!) \quad (\lambda x.M)!N & \rightarrow M[N/x] \\
(str!) \quad M \rightarrow N \\
(\xi) \quad \lambda x.M \rightarrow \lambda x.N \\
\end{align*}
\]

All the remaining rules are as in the standard case. We denote by =\( _\lambda \) the induced congruence relation.

The λ-calculus introduced above is quite similar to the calculus introduced in [18], the only differences being that our calculus is affine, while the one in [18] is linear, moreover reduction under the scope of a !-operator is forbidden in [18], while we allow for it.

Proposition 3. Well-formedness in A′ is preserved under λ!-conversion. The corresponding reduction λ!-calculus is Church-Rosser.
The correspondence between affine combinatory logic and \( \lambda! \)-calculus is formalized below.

\[ \lambda x.xyzyz(xyz) = \lambda x.yxxyy \]

\[ \lambda x.x.x = I \quad \lambda x.x.x = D \quad \lambda x.x!x = F(4I) \]

\[ \lambda x.MN = \begin{cases} C(\lambda x.M)N & \text{if } x \in FV(M), \\ BM(\lambda x.N) & \text{if } x \notin FV(N). \end{cases} \]

\[ \lambda x.x.MN = W(C(BB(\lambda x.x.M)))(\lambda x.x.N) \]

\[ \lambda x.M = B(F(\lambda x.x.M)) \delta, \text{ for } M \neq x. \]

Notice that, alternatively, \( \lambda x.x.MN \) can be defined permuting \( C \) and \( B \), i.e. \( \lambda x.x.MN = W(B(C\lambda x.x.M)(\lambda x.x.N)) \). This ambivalence is a source of problems which ultimately makes affine combinatory algebras fail to be \( \lambda \)-algebras (see Definition 9 below).

\[ \text{The following algorithm is defined by induction on } ML \in \mathcal{A}' \]
3 The Model of Partial Involutions

In [1], Abramsky exploits the connection between automata and strategies, and he introduces various reversible universal models of computation. Building on earlier work, e.g. [4, 17], Abramsky defines models arising from Geometry of Interaction Situations, consisting of history-free strategies. He discusses a model of partial involutions and \( \mathcal{P} \), its substructure consisting of partial involutions. Partial involutions are defined over a suitable language of moves, and they can be endowed with a structure of an affine combinatorial algebra:

- **Definition 10** (The Model of Partial Involutions \( \mathcal{P} \)).
  - (i) \( T_{\Sigma} \), the language of moves, is defined by the signature \( \Sigma_0 = \{ \epsilon \}, \Sigma_1 = \{ l, r \}, \Sigma_2 = \{ <, > \} \) (where \( \Sigma_1 \) is the set of constructors of arity 1); terms \( r(x) \) are output words, while terms \( l(x) \) are input words (often denoted simply by \( rx \) and \( lx \));
  - (ii) \( \mathcal{P} \) is the set of partial involutions over \( T_{\Sigma} \), i.e. the set of all partial injective functions \( f : T_{\Sigma} \rightarrow T_{\Sigma} \) such that \( f(u) = v \leftrightarrow f(v) = u \);
  - (iii) the operation of replication is defined by \( !f = \{ (<t, u>, <t, v>) \mid t \in T_{\Sigma} \land (u, v) \in f \} \);
  - (iv) the notion of linear application is defined by \( f \cdot g = f_{rr} \cup (f_{rl}; g; (f_{0}; g)^*; f_{lr}) \), where \( f_{ij} = \{ (u, v) | (i(u), j(v)) \in f \} \), for \( i, j \in \{ r, l \} \) (see Fig. 1), where ";" denotes postfix composition.

![Figure 1 Flow of control in executing \( f \cdot g \).](image)

Following [1], we make a slight abuse of notation and assume that \( T_{\Sigma} \) contains pattern variables for terms. The intended meaning will be clear from the context. In the sequel, we will use the notation \( u_1 \leftrightarrow v_1, \ldots, u_n \leftrightarrow v_n \), for \( u_1, \ldots, u_n, v_1, \ldots, v_n \in T_{\Sigma} \), to denote the graph of the (finite) partial involution \( f \) defined by \( \forall i. (f(u_i) = v_i \land f(v_i) = u_i) \). Again, following [1], we will use the above notation in place of a more automata-like presentation of the partial involution.

- **Proposition 11** ([1], Th.5.1). \( \mathcal{P} \) can be endowed with the structure of an affine combinatorial algebra, \( (\mathcal{P}, \cdot, !) \), where combinators are defined by the following partial involutions:

  \[
  \begin{align*}
  B : & \quad r^3x \leftrightarrow lrx, \quad l^3x \leftrightarrow rlx, \quad r^3x \leftrightarrow r^3lx \\
  C : & \quad l^3x \leftrightarrow r^3lx, \quad lrx \leftrightarrow rlx, \quad br^3x \leftrightarrow r^3x \\
  F : & \quad l(x, y) \leftrightarrow r^3(x, y), \quad l(x, y) \leftrightarrow r(l(x, y)) \\
  W : & \quad r^3x \leftrightarrow lr^3x, \quad l^3(x, y) \leftrightarrow r(l(x, y)), \quad lr^3(x, y) \leftrightarrow r(l(x, y)) \\
  I : & \quad lx \leftrightarrow rx \\
  K : & \quad lx \leftrightarrow r^3x \\
  \delta : & \quad l(x, y, z) \leftrightarrow r(x, y, z) \\
  \end{align*}
  \]

  \[ D : \quad l(e, x) \leftrightarrow rx. \]

4 The Intersection Type Discipline for the \( \lambda! \)-calculus

In this section, we introduce an intersection type system for the \( \lambda! \)-calculus, and we study its properties. In particular, we prove that subject reduction holds up-to an appropriate relation on types, while subject conversion holds when we consider some restrictions of \( \beta \)-reduction, e.g. lazy reduction or closed reduction. Reduction is lazy when it is not applied under a \( \lambda \)-abstraction, it is closed when only \( \beta \)-redexes with closed arguments can be reduced.
Types in this system include a $\rightarrow$-constructor, a $!u$-constructor, for $u$ ranging over indexes, and a $\land$-constructor. We introduce the $!u$-constructor in order to establish a connection between types and partial involutions, this correspondence will be formally stated in Section 6. From a more intuitive point of view, the $!u$-constructors are associated to the parts of terms that can be potentially replicated: free or bound variables that can be used several times inside a term; terms that are used as function arguments and that can be replicated inside the function. The indexes $u$ are mainly used to distinguish one (potential) replica from the other. Moreover one can observe that there are dependencies among replications, for example, the replication of a term leads also to the replication of the several instances of the same variable that the term may contain; indexes are also used to track of these dependencies among replications.

For technical reasons, we include also a $!$-constructor without index. It essentially behaves as $!_e$, however they are dealt with differently in the $!$-introduction rule. This choice allows us to maintain the correspondence between types and the interpretations of combinators in the algebra of partial involutions, as we will see in Sections 5 and 6 below.

**Definition 12 (Intersection Types).** We introduce the following set of types:

$$(\text{Type} \ni) \tau, \sigma ::= \alpha \mid \tau \rightarrow \sigma \mid ! \tau \mid !u \tau \mid \tau \land \sigma$$

where $\alpha$ denotes a type variable in $\text{TVar}$, and $u, v \in T^*_\Sigma[\text{IVar}]$, where $\text{IVar}$ is a set of index variables ranged over by $i, j, \ldots$.

**Definition 13 (Intersection Type System).** The !-intersection type system for the $\lambda!$-calculus derives judgements $\Gamma; \Delta \vdash M : \tau$, where $\tau \in \text{Type}$ and

- the linear environment $\Gamma$ is a set $x_1 : \sigma_1, \ldots, x_m : \sigma_m$;
- the non-linear environment $\Delta$ is a set $!x'_1 : \tau_1, \ldots, !x'_n : \tau_n$, with $\tau_1, \ldots, \tau_n$ having a bang (!, !) as main connective;
- $\text{dom}(\Gamma) \cap \text{dom}(\Delta) = \emptyset$;
- each variable in $\Gamma$ occurs at most once, while multiple occurrences of the same variable are possible in $\Delta$.

The rules for assigning $!$-intersection types are the following:

\[
\begin{align*}
& \frac{\text{x:}\tau; \langle \rangle \vdash x : \tau}{(ax_1)} \quad \frac{\langle \rangle; \text{x!}\tau \vdash x : \tau}{(ax_2)} \\
& \frac{\langle \rangle; \Delta_1 \vdash M : \tau_1 \quad \ldots \quad \langle \rangle; \Delta_n \vdash M : \tau_n \quad u_1, \ldots, u_n \text{ distinct}}{(!)}
\end{align*}
\]

\[
\frac{\Gamma; \Delta \vdash M : \sigma \rightarrow \tau \quad \Gamma'; \Delta' \vdash N : \sigma \quad \text{dom}(\Gamma) \cap \text{dom}(\Gamma') = \emptyset \quad \text{dom}(\Gamma, \Gamma') \cap \text{dom}(\Delta, \Delta') = \emptyset}{\Gamma, \Gamma'; \Delta \land \Delta' \vdash MN : \tau} (\text{app})
\]

\[
\frac{\Gamma, x : \sigma; \Delta \vdash M : \tau \quad \text{O}(x, M)}{\Gamma; \Delta \vdash \lambda x.M : \sigma \rightarrow \tau} (\lambda L) \quad \frac{\Gamma; \Delta \vdash M : \tau \quad x \text{ fresh}}{\Gamma; \Delta \vdash \lambda x.M : \sigma \rightarrow \tau} (\lambda A)
\]

\[
\frac{\Gamma; \Delta; \forall x ; \sigma_n \vdash M : \tau \quad x \not\in \text{dom}(\Delta)}{\Gamma; \Delta \vdash \lambda x.M : (\sigma_1 \land \cdots \land \sigma_n) \rightarrow \tau} (\lambda)
\]

where
are the following:

\[
\hat{t}_u(l_1 : \tau_1, \ldots, l_n : \tau_n) \equiv l_1 : \hat{t}_u(\tau_1, \ldots, l_n : \hat{t}_u(\tau_n),
\]

where $\hat{t}_u\tau$ is defined by:

\[
\begin{aligned}
\hat{t}_u(\tau) &= \tau \\
\hat{t}_u(l_v \tau) &= Lloyd(u_v) \tau
\end{aligned}
\]

- $\Delta \land \Delta'$ is the environment $\Delta''$ defined by: $!x : \tau \in \Delta$ if and only if $\forall x : \tau \in \Delta$ and $x \notin \text{dom}(\Delta')$, or $\forall x : \tau \in \Delta'$ and $x \notin \text{dom}(\Delta)$, or $x \equiv !\lambda u \tau'$ and $!x : !\lambda u \tau \in \Delta$ and $x \notin \text{dom}(\Delta')$, or $x \equiv !\lambda v \tau'$ and $!x : !\lambda v \tau' \in \Delta'$ and $x \in \text{dom}(\Delta)$.

- In rule (app), by abuse of notation, the subtype $\sigma$ in the type $\sigma \rightarrow \tau$ assigned to $M$ and the type $\sigma$ assigned to $N$ coincide only up-to equating occurrences of $!$ and $\_$. A few remarks on the definition above are in order.

The $l$-constructor on types with no index can be eliminated by replacing the axiom (ax2) with an alternative axiom (ax'2) having form: $\frac{l; \forall x : \tau \vdash x : \tau}{(ax'2)}$

With this last axiom one obtains a type system quite similar to the original one (and in some sense simpler): the derivable types will differ just by the presence of some extra $\epsilon$ symbols; all the properties for the type system stated in the paper still hold. However, the interpretation of the combinatory constants induced by the alternative type system will be different from the one given on the algebra of partial involutions $P$. To preserve the interpretation of combinatory constants, we preferred to use a more ad-hoc type system.

In derivations of type judgements, the order in which hypotheses are derived is relevant, i.e. the nature of the $\rightarrow$-operator is non-commutative and non-associative. In the present type assignment system, we take into account the order of hypotheses by prefixing $\{l, r\}$-tags in $l$-indexes, when we merge non-linear environments in the (app)-rule. As a consequence, tags describe the structure of a $\land$-type, and $\land$ is considered to be commutative and associative in the present system. Of course, we could have equivalently omitted $\{l, r\}$-tags in merging non-linear environments and explicitly used a non-commutative and non-associative $\land$-operator, both in the environments and in the assigned types. Our choice is justified by the fact that this presentation of the type assignment system makes the correspondence between types and partial involutions more direct (see Section 6).

Some immediate consequences on the shape of judgments derivable in the type system are the following:

\begin{enumerate}
\item \textbf{Lemma 14.} If $\Gamma; \Delta \vdash M : \tau$, then
\begin{enumerate}
\item for all $!x : \sigma \in \Delta$, $\sigma$ is in the form $!\tau$ or $!\lambda u \tau$
\item $\text{FV}(M) = \text{dom}(\Gamma) \cup \text{dom}(\Delta)$ and $x \in \text{dom}(\Gamma) \Rightarrow \_l(x, M)$.
\end{enumerate}
\end{enumerate}

Intuitively, the $\lambda$-terms which are typable in the system are essentially the terms which strongly normalize to terms not containing \textit{forever stuck applications}, in the sense of Lemma 15(iv) below.

\begin{enumerate}
\item \textbf{Lemma 15.} \begin{enumerate}
\item If $\Gamma; \Delta \vdash \lambda x. M : \tau$, then there exist $\sigma, \sigma' \in \text{Type}$ such that $\sigma = \sigma \rightarrow \sigma'$, and $\sigma$ is a $l$-type or a $\land$-type.
\item If $\Gamma; \Delta \vdash N : \tau$, where $\tau$ is a $l$-type or a $\land$-type, then $N$ is not a $\lambda$-abstraction.
\item If $\Gamma; \Delta \vdash !N : \tau$, then $\Gamma = \emptyset$ and $\tau$ is a $l$-type or a $\land$-type.
\item Terms which contain subterms of the shape $(\lambda x. M)(\lambda y. N)$, or $(\lambda x. M)(\lambda y. N)$, $MN$ are not typable.
\end{enumerate}
\end{enumerate}
Proof. The proof of items (i), (ii), (iii), is straightforward, by induction on derivations. Item (iv) follows from the previous ones.

Now we study subject reduction and conversion properties of the system. We will show that subject reduction holds up-to an equivalence relation on types, while subject conversion fails in general. However, there are two interesting cases in which subject conversion holds, either up-to an equivalence relation on types or in its full form, respectively: when β-reduction is lazy, i.e. it is not applied under a λ-abstraction, or when we allow for reducing only β-redexes whose argument is a closed λ-term.

Intuitively, the reasons why an equivalence relation is necessary for ensuring subject reduction in the general case and subject conversion in the lazy case are the following.

Intuitively, in β-reducing, the order in which hypotheses are used to type the resulting term is different from the order in which these are used to type the starting term. Therefore subject reduction holds only up a suitably renaming of tags in ∧-types and environments. This is related to the behaviour of the !-operator in history-free game models, where also appropriate equivalences renaming !-indexes are required.

The behaviour of the !-index ε is peculiar in the present type system: namely, it may happen that a redex is typable with a type τ where (ε, u) or (u, ε) appear as !-indexes, but the reduced term is typable only with a type τ' differing from τ because the indexes (ε, u) or (u, ε) are replaced by u. For example, z : !ε!α ⊢ (λ!x.x)!!z : !α, but !z : !α ⊢ !z : !α and !z : !ε!α ∉ !z : !α.

Moreover, notice that subject conversion fails already on the purely affine fragment when we allow for β-reducing under λ-abstractions, e.g. we cannot derive ⊢ λxyz.(λw.x)(yz) : α1 → α2 → α3 → α1, but only ⊢ λxyz.(λw.x)(yz) : α1 → (α2 → α3) → α2 → α1, but we have ⊢ λxyz.x : α1 → α2 → α3 → α1 (see [9] for more details).

To formalize the above facts, we start by introducing the following relation on types:

Definition 16. Let ≈T be the least congruence relation on T2[IVar] such that, for any u ∈ T2[IVar], u ≈T ε, u ≈T ⟨u, ε⟩, u ≈T lu ≈T ru, and ⟨u1, ⟨u2, u3⟩⟩ ≈T ⟨⟨u1, u2⟩, u3⟩.

Let ≈ be the least congruence relation on types such that, for any permutation p on T2[IVar] satisfying the condition ∀u ∈ T2[IVar]. u ≈T p(u), we have:

For Δ, Δ' non-linear environments, we define Δ ≈ Δ' if, for each variable x with bindings !x : !u1σ1, ..., !x : !unσn in Δ, there exist a permutation p on T2[IVar] and a list of types σ'1, ..., σ'n such that

(i) If x ∈ FV(M) and Oi(x, M), then

Γ ; Δ ⊢ (λx.M) : τ ⇒⇒ Γ ; Δ' ⊢ M[N/x] : τ, with Δ' ≈ Δ.

If N is closed, then Δ' = Δ.

(ii) Γ ; Δ ⊢ (λx.M)!N : τ ⇒⇒ Γ ; Δ' ⊢ M[N/x] : τ, with Δ' ≈ Δ.

If N is closed, then Δ' = Δ.
If $N$ is a typable term and $x \notin FV(M)$, then
\[ \Gamma; \Delta \vdash (\lambda x. M) : \tau \iff \Gamma'; \Delta' \vdash M : \tau, \text{ with } \Gamma' = \Gamma|_{FV(M)} \text{ and } \Delta' \subseteq \Delta. \]

If $N$ is closed, then $\Gamma' = \Gamma$ and $\Delta' = \Delta$.

**Proof.**

(i) The thesis follows from (a) and (b) below:

(a) $\Gamma, x : \sigma; \Delta \vdash M : \tau \& \Gamma'; \Delta' \vdash N : \sigma \& \text{dom}(\Gamma') \cap \text{dom}(\Gamma) = \emptyset \implies \exists \Delta'' . (\Gamma \cup \Gamma'; \Delta'' \vdash M[N/x] : \tau \& (\Delta'' \approx \Delta \& \Delta')_{\text{dom}(\Delta'') \cap \text{dom}(\Delta'')})$,

where $(\Delta'' \approx \Delta \& \Delta')_{\text{dom}(\Delta'') \cap \text{dom}(\Delta'')}$ means that, for any variable in $\text{dom}(\Delta) \cap \text{dom}(\Delta')$, the corresponding types in $\Delta''$ and $\Delta \& \Delta'$ are $\approx$-equivalent, while for other variables, the corresponding types are equal.

(b) $\Gamma''; \Delta'' \vdash M[N/x] : \tau \& \Gamma'; \Delta' \vdash N : \sigma \implies \exists \Delta . (\Gamma, x : \sigma; \Delta \vdash M : \tau \& \Gamma'' = \Gamma \cup \Gamma' \& (\Delta'' \approx \Delta \& \Delta')_{\text{dom}(\Delta'') \cap \text{dom}(\Delta'')})$.

Facts (a) and (b) above can be proved by induction on the structure of $M$.

(ii) The thesis follows from (a) and (b) below:

(a) $\Gamma; \Delta, ! x : \sigma_1, \ldots, ! x : \sigma_n \vdash M : \tau \& \{ \Delta; \Delta_n \vdash N : \sigma_1 \& \ldots \& \{ \Delta_n \vdash N : \sigma_n \}
\implies \exists \Delta''. (\Gamma; \Delta'' \vdash M[N/x] : \tau \& \Delta'' \approx \Delta, \Delta_1, \ldots, \Delta_n)$.

(b) $\Gamma''; \Delta'' \vdash M[N/x] : \tau 
\implies \exists \Delta, \Delta_1, \ldots, \Delta_n, \Delta'' \approx \Delta, \Delta_1, \ldots, \Delta_n \& \Gamma, \Delta, ! x : \sigma_1, \ldots, ! x : \sigma_n \vdash M : \tau \& \{ \Delta_n \vdash N : \sigma_1 \& \ldots \& \{ \Delta_n \vdash N \vdash N : \sigma_n \}$.

Facts (a) and (b) above can be proved by induction on the structure of $M$.

(iii) The thesis follows from the direct analysis of the derivations.

Using the above lemma, one can prove that subject reduction holds up-to-$\preceq$, where $\preceq$ is the relation on terms combining $\approx$ with type inclusion:

**Definition 18.**

Let $\preceq$ be the least preorder relation on types, compatible with the type constructors and such that:

- $(\mu u. \sigma_1 \& \ldots \& \mu u. \sigma_m) \rightarrow \sigma \preceq (\mu u. \sigma_1 \& \ldots \& \mu u. \sigma_n) \rightarrow \tau$ when $m \leq n$
- $\sigma \approx \tau$ implies $\sigma \preceq \tau$

- For $\Delta, \Delta'$ non-linear environments, we define $\Delta \preceq \Delta'$ if there exists a non-linear environment $\Delta''$ such that $\Delta'' \subseteq \Delta'$ and for all variables $x$ there exists a one to one correspondence between the types associated to $x$ in $\Delta$ and $\Delta''$, and the corresponding types are $\preceq$-related.

**Theorem 19** (Subject Reduction). If $\Gamma; \Delta \vdash M : \tau \& M \rightarrow_{\beta} M'$, then $\exists \Gamma', \Delta', \tau'$. $(\Gamma'; \Delta' \vdash M' : \tau' \& \Gamma' = \Gamma|_{FV(M')}$ \& $\Delta' \preceq \Delta$ \& $\tau' \preceq \tau$).

**Proof.** The thesis can be proved for one reduction step, $C[(\lambda x. M)N] \rightarrow_{\beta} C[M[N/x]]$, by induction on the context $C[ ]$, using the fact that: for $\sigma' \preceq \sigma$
\[ \Gamma; \Delta \vdash M : \sigma \iff \Gamma'; \Delta' \vdash M : \sigma', \text{ for } \Delta' \preceq \Delta. \]

However, as noticed above, subject conversion fails already on the purely affine fragment, when $\beta$-reduction is allowed under $\lambda$-abstraction. Nevertheless, if we restrict ourselves to lazy reduction, subject conversion holds up-to-$\sim$, where $\sim$ is the least equivalence including $\preceq$. In what follows, we will denote lazy conversion by $\Leftrightarrow^{L}_{\beta}$.

**Theorem 20** (Lazy Subject Conversion). If $\Gamma; \Delta \vdash M : \tau$, $M \rightarrow^{L}_{\beta} M'$ and $M'$ is typable, then $\exists \Gamma', \Delta'$. $(\Gamma'; \Delta' \vdash M' : \tau \& \Gamma'|_{FV(M')} \vdash FV(M') \& \Delta' \sim \Delta)$, where $\sim$ denotes the least equivalence relation including $\preceq$. 
Moreover, subject conversion holds exactly (not up-to-~), in the case in which \( \beta \)-reduction is applied only if the argument is a closed term. In what follows, we will denote closed conversion by \( = \! \circ \).

**Theorem 21** (Closed Subject Conversion). If \( \Gamma; \Delta \vdash M : \tau, M \Rightarrow_{U}^{\beta} M' \) and \( M' \) is typable, then \( \Gamma; \Delta \vdash M' : \tau \).

Moreover, we have:

**Proposition 22.** The !Intersection Type System induces an affine combinatory algebra \( (G, \varphi, !\varphi) \), where:

- \( G \) is the set of sets of types in Type;
- combinatory constants are represented by the sets of types assigned to the \( \lambda^! \)-terms corresponding to combinators;
- for \( \Sigma, \Sigma' \in G \), the application is defined by \( \Sigma \cdot \varphi \Sigma' = \{ \tau \mid \sigma \to \tau \in \Sigma \land \sigma \in \Sigma' \} \);
- \( !\varphi \Sigma = \{ !\sigma \mid \sigma \in \Sigma \land u \in T_{\Sigma}[IVar] \} \).

## 5 The !Intersection Principal Type Discipline for the \( \lambda^! \)-calculus

In this section, we introduce a type system, where only the most general type schemes are assigned to \( \lambda^! \)-terms. As we will show, all type judgements derivable in the intersection type system of Definition 13 can be recovered as instances of judgements derivable in this system, and vice versa all instances of judgements derivable in the principal type system are derivable in the previous one. Moreover, one can prove that for any typable term \( M \) there exists a judgement/type of minimal complexity which can be derived/assigned to \( M \), which we call principal judgement/type. The crucial rule of the principal type system below is the application rule, where a unification mechanism between the types of the function and the argument is involved. The remaining rules reflect the rules of the type system of Definition 13. As we will see in Section 6, principal types assigned to \( \lambda^! \)-terms correspond to partial involutions interpreting the terms in the combinatory algebra of partial involutions.

**Definition 23 (!Intersection Principal Type System).** The !intersection principal type system for the \( \lambda^! \)-calculus derives judgements \( \Gamma; \Delta \vdash M : \tau \), where \( \tau \in \text{Type} \) and

- the linear environment \( \Gamma \) is a set \( x_1 : \sigma_1, \ldots, x_m : \sigma_m \);
- the non-linear environment \( \Delta \) is a set \( !x_1^1 : \tau_1, \ldots, !x_n^d : \tau_n \), with \( \tau_1, \ldots, \tau_n \) having a bang (!, \( \mu \)) as main connective;
- \( \text{dom}(\Gamma) \cap \text{dom}(\Delta) = \emptyset \);
- each variable in \( \Gamma \) occurs at most once, while multiple occurrences of the same variable are possible in \( \Delta \).

The rules for assigning principal !intersection types are the following:

\[
\begin{align*}
\frac{\vdash \alpha; }{ \vdash x : \alpha } & \quad (ax_1) \\
\frac{\vdash ; !\alpha; }{ \vdash x : !\alpha } & \quad (ax_2)
\end{align*}
\]

\[
\frac{\vdash \Delta_1 \vdash M : \tau_n \ldots \vdash \Delta_n \vdash M : \tau_n \land i_1, \ldots, i_m \text{ fresh} }{ \vdash !\mu \Delta_1, \ldots, !\mu \Delta_n \vdash !M^{i_1 \tau_1 \land \ldots \land i_m \tau_m} } & \quad (l)
\]

\[
\Gamma; \Delta \vdash M : \sigma \quad \Gamma'; \Delta' \vdash N : \tau \quad \text{dom}(\Gamma) \cap \text{dom}(\Gamma') = \emptyset \quad \text{Var}(\Gamma; \Delta, \sigma) \cap \text{Var}(\Gamma'; \Delta', \tau) = \emptyset \\
\quad U = \text{MGU}(\sigma, \alpha \to \beta) \quad \alpha, \beta \text{ fresh} \quad U' = \text{MGU}(U(\alpha), \tau) \\
\quad (U' \circ U)(\Gamma \cup \Gamma'; \Delta \land \Delta') \vdash MN : (U' \circ U)(\beta) & \quad (app)
\]
\[
\frac{\Gamma, x : \sigma; \Delta \vdash M : \tau}{\Gamma; \Delta \vdash \lambda x. M : \sigma \rightarrow \tau} \quad (\lambda_L) \quad \frac{\Gamma; \Delta \vdash M : \tau \quad x \alpha \text{ fresh}}{\Gamma; \Delta \vdash \lambda x. M : \alpha \rightarrow \tau} \quad (\lambda_A)
\]

where \(\hat{\_}\) and \(\Delta \wedge \Delta'\) are defined as in Definition 13. \(\text{Var}(\Gamma; \Delta, \sigma)\) denotes the set of type and index variables in \(\Gamma, \Delta, \sigma\), and \((U' \circ U)(\Gamma \cup \Gamma'; \Delta \wedge \Delta')\) stands for the component wise application of the substitution \((U' \circ U)\) to types in the contexts \(\Gamma \cup \Gamma'; \Delta \wedge \Delta'\).

The MGU algorithm is defined as follows:

**Definition 24 (MGU(\(\sigma, \tau\))).** Given two types \(\sigma\) and \(\tau\), the partial algorithm MGU yields a substitution \(U\) on types and index variables such that \(U(\sigma) = U(\tau)\).

\[
\begin{align*}
\text{MGU}(\sigma, \tau) &= id[\tau/\alpha] & \text{if } \alpha \in T\text{Var} & \alpha \notin \tau \\
\text{MGU}(\alpha, \tau) &= id[\tau/\alpha] & \text{if } \alpha \in T\text{Var} & \alpha \notin \tau \\
\text{MGU}(\lambda u. v, \tau) &= U' & \text{if } \text{MGU}(U'(\sigma), U'(\tau)) = U \\
\text{MGU}(\sigma_1, \tau_1) &= U_1 & \text{if } \text{MGU}(U_1(\sigma_2), U_1(\tau_2)) = U_2 \\
\text{MGU}(\sigma_1 \rightarrow \sigma_2, \tau_1 \rightarrow \tau_2) &= U_2 \circ U_1 \\
\text{MGU}(\sigma_1 \wedge \sigma_2, \tau_1 \wedge \tau_2) &= U_2 \circ U_1 \\
\text{MGU}(\iota u, \iota v) &= U & \text{if } \text{MGU}(\iota u, \iota v) = U \\
\text{MGU}(\iota v, \iota u) &= U & \text{if } \text{MGU}(\iota v, \iota u) = U \\
\end{align*}
\]

where we assume that \(!\iota\) unifies with \(!\iota\).

As it is well known, the above algorithm yields a substitution which factors any other unifier.

One can easily prove the analogue of Lemma 14 and 15 for the principal type system.

Moreover, an important property of the present system is that types and type judgements have a special shape: each type variable occurs at most twice. As we will see, this is a key observation in relating principal types to partial involutions.

**Definition 25 (Binary Type/Judgement).**

\[\begin{align*}
&\text{A binary type is a type } \tau \in \text{Type} \text{ in which each variable occurs at most twice.} \\
&\text{A binary judgement is a judgement } \Gamma; \Delta \vdash \tau \text{ in which each variable occurs at most twice.}
\end{align*}\]

**Lemma 26.** If \(\Gamma; \Delta \vdash \tau\), then \(\Gamma; \Delta \vdash \tau\) is a binary judgement.

**Proof.** By induction on derivations. \(\square\)

In general, a \(\lambda\)-term \(M\) can be assigned different types in a given environment. However, there exists a minimal judgment w.r.t. the complexity of types, assigning a type to \(M\), which we call principal judgement. For example \(\vdash \lambda x.!!x : !<i,j>\alpha -o!_i\alpha\) is the principal judgement (type) for \(\lambda x.!!x\), but we can also derive \(\vdash \lambda x.!!x : !<i,j>\alpha \land !<i,j>_2\alpha_2 -o!_i(l_j,\alpha_1\land l_j,\alpha_2)\); namely, using the \(\land\)-rule, we can replicate a \(!\iota\)-type more times. In the following definition, we introduce a relation on types formalizing this.
\[ \sigma \leq \tau \iff \sigma \leq \tau \wedge \tau \leq \sigma \]

For any term \( M \), two judgements assigning types to \( M \) are \( \leq \)-related if the linear environments are equal, while the non-linear environments and the assigned types are \( \leq \)-related.

**Definition 27.** Let \( \leq \) be the least reflexive and transitive relation on types defined by:

\[ \sigma \leq \tau \wedge \sigma \leq \tau \]

For \( \Delta, \Delta' \) non-linear environments such that \( \text{dom}(\Delta) = \text{dom}(\Delta') \), we define \( \Delta \leq \Delta' \) if for all variables in the domain of the environments the corresponding types in \( \Delta \) and \( \Delta' \) are \( \leq \)-related.

**Lemma 28.** If the term \( M \) is typable, then there exists a principal judgement \( \Gamma; \Delta \vdash M : \tau \), i.e. a minimal judgement w.r.t. \( \leq \), which is unique up-to \( \alpha \)-renaming.

**Proof.** By induction on derivations. In order to prove that, if \( \Gamma; \Delta \vdash M : \sigma \rightarrow \sigma' \), \( \Gamma'; \Delta' \vdash N : \tau \), and \( U = \text{MGU}(\sigma, \tau) \), then either the principal type of \( M \) is a variable or there exist minimal judgements \( \Gamma_1; \Delta_1 \vdash M : \sigma_1 \rightarrow \sigma_1' \), \( \Gamma_1'; \Delta_1' \vdash N : \tau_1 \) such that \( U' = \text{MGU}(\sigma_1, \tau_1) \).

Here are the principal types of the combiners:

\[
\begin{align*}
\text{I} & : \lambda x.x & \alpha \rightarrow \alpha \\
\text{K} & : \lambda x.y.\lambda y.x & \alpha \rightarrow \beta \rightarrow \alpha \\
\text{B} & : \lambda x.y.z.x(yz) & (\alpha \rightarrow \beta) \rightarrow (\beta \rightarrow \gamma) \rightarrow \alpha \rightarrow \gamma \\
\text{C} & : \lambda x.y.z.xy & (\alpha \rightarrow \beta) \rightarrow (\beta \rightarrow \gamma) \rightarrow \alpha \rightarrow \gamma
\end{align*}
\]

As we will see in Section 6, the principal types of the combiners induce, via the transformation \( T \) of Definition 32, the corresponding partial involutions (see Proposition 11).

Another intriguing example of the involutions-as-types analogy is the combiners.

Let us consider the \( \lambda \)-terms \( F(\Pi) \), \( B(F(\Pi)) \delta \), and \( BD\delta \). Despite having the same applicative behaviour on \( \lambda \)-arguments, as can be easily seen by reducing them, these terms are interpreted by three different partial involutions in the combinator algebra \( \mathcal{P} \):

\[
\begin{align*}
\text{F(\Pi)} & : l(x, y) \leftrightarrow r(x, y), \\
\text{B(F(\Pi))} & : l((x, \epsilon), y) \leftrightarrow r(x, y), \\
\text{BD} & : l((\epsilon, x), y) \leftrightarrow r(x, y).
\end{align*}
\]

Quite correctly, the three terms above turn out to have also different principal types (in what follows we denote, by abuse of notation, the \( \lambda \)-terms corresponding to the \( \lambda \Pi \)-terms directly by the \( \lambda \Pi \)-terms themselves):

\[
\begin{align*}
\vdash \text{F(\Pi)} : !\alpha \rightarrow \sigma_1 \alpha, \\
\vdash \text{B(F(\Pi))} \delta : !(1)\alpha \rightarrow \sigma_1 \alpha, \\
\vdash \text{BD} \delta : !(1)\alpha \rightarrow \sigma_1 \alpha.
\end{align*}
\]

As we will see in Section 6, the above principal types exactly correspond to the expected partial involutions.

### 5.1 Relating the Principal Type System to the Type System

In the following, we study the relationships between the two typing systems. As expected, they are related via substitutions \( U \). In order to state precisely the correspondence between the two intersection type systems, we need the following lemma, which can be proved by induction on derivations:

**Lemma 29.** If \( \Gamma; \Delta \vdash M : \sigma \), then, for all substitutions \( U, U(\Gamma); U(\Delta) \vdash M : U(\sigma) \).
Theorem 30. For all $M \in \Delta^1$:

(i) if $\Gamma; \Delta \vdash M : \tau$, then, for all substitutions $U$, $U(\Gamma); U(\Delta) \vdash M : U(\tau)$;

(ii) if $\Gamma; \Delta \vdash M : \tau$, then there exist a derivation $\Gamma'; \Delta' \vdash M : \tau'$ and a type substitution $U$ such that $U(\Gamma') = \Gamma$, $U(\Delta') = \Delta$, $U(\tau') = \tau$.

Proof. Both items can be proved by induction on derivations. Lemma 29 above is used to prove item (i) in the case of (app)-rule.

As a consequence of the above theorem, subject reduction/conversion results analogous to those in Theorems 19, 20, 21 hold for principal types:

Theorem 31 (Subject Reduction/Conversion).

(i) If $\Gamma; \Delta \vdash M : \tau$ is a principal judgement and $M \rightarrow_\beta M'$, then $\exists \Gamma', \Delta', \tau'. (\Gamma'; \Delta' \vdash M' : \tau' \& \Gamma' = \Gamma_f (U(M')) \& \Delta' \preceq \Delta \& \tau' \preceq \tau)$.

(ii) If $\Gamma; \Delta \vdash M : \tau$ is a principal judgement and $M =_\beta M'$, then $\exists \Gamma', \Delta', (\Gamma'; \Delta' \vdash M' : \tau \& \Delta = \Gamma_f (U(M')) \& \Delta' \sim \Delta)$.

(iii) If $\Gamma; \Delta \vdash M : \tau$ is a principal judgement, $M =_\beta M'$, $M'$ is typable, then $\exists \Gamma; \Delta \vdash M' : \tau$.

Proof. We prove item (i), the proof of the remaining items being similar. If $\Gamma; \Delta \vdash M : \tau$, then by Theorem 30(i) $\Gamma; \Delta \vdash M : \tau$, and by Theorem 19, $\Gamma' = \Gamma_f (U(M'))$, $\Delta' \preceq \Delta$, $\tau' \preceq \tau$. Then, by Theorem 30(ii), $I' \vdash M' : \tau'$, with $U' = \Gamma'$, $U'(\Delta) = \Delta'$, $U'(\tau') = \tau'$, for some substitution $U$. Hence, by Theorem 30(i), $I' = \Gamma_f (U(M')) \vdash M' : \tau'$. Then, $M$ is typable in $\vdash$, the converse implication in Theorem 19 holds, and we have $\Gamma'' \vdash M : \tau''$, with $\Gamma'' = \Gamma_f (U(M'))$, $\Delta'' \preceq \Delta$, $\tau'' \preceq \tau''$. Then, by Theorem 30(i), $\Gamma'' \vdash M : \tau''$, with $U'' = \Gamma'$, $U''(\Delta) = \Delta'$, $U''(\tau) = \tau'$, for some substitution $U'$. Hence, by unicity of the principal judgement, $\Gamma = \Gamma'$, $\Delta = \Delta'$, $\tau = \tau'$. Finally, we are left to prove that $\Gamma'' = \Gamma_f (U(M'))$, $\Delta'' \preceq \Delta$, $\tau'' \preceq \tau''$. From $U'(\Gamma') = \Gamma''$, $U'' = \Gamma'$, $U''(\Delta') = \Delta''$, and $U''(\tau') = \tau''$, it follows $\Gamma'' = \Gamma_f (U(M'))$. From $U''(\Gamma') = \Gamma''$, $U''(\Delta') = \Delta''$, it follows $\Delta'' \preceq \Delta$. Similarly, we get $\tau'' \preceq \tau'$.

6 Relating Principal Types and Partial Involutions

In this section, we state precisely the correspondence between principal type schemes and partial involutions, giving evidence to the involutions-as-types analogy. In particular, we provide procedures for building the partial involution corresponding to a type, and back.

The following algorithm, given a principal type scheme, produces the corresponding involution:

Definition 32. For $\alpha$ type variable and $\tau$ type, we define the judgement $I(\alpha, \tau)$, which, if it terminates, gives a pair in the graph of the partial involution, if $\alpha$ occurs twice in $\tau$, or an element of $T_\Sigma$, if $\alpha$ occurs once in $\tau$:

\[
\begin{align*}
I(\alpha, \alpha) & = \alpha \\
I(\alpha, \sigma(\alpha) \rightarrow \tau(\alpha)) & = \eta I(\alpha, \sigma(\alpha)) \leftrightarrow r I(\alpha, \tau(\alpha)) \\
I(\alpha, \sigma(\alpha) \rightarrow \sigma(\alpha)) & = r I(\alpha, \sigma(\alpha)) \\
I(\alpha, \sigma(\alpha) \rightarrow \tau(\alpha)) & = r I(\alpha, \tau(\alpha)) \\
I(\alpha, \sigma(\alpha) \rightarrow \tau(\alpha)) & = I(\sigma(\alpha)) \leftrightarrow I(\tau(\alpha)) \\
I(\alpha, \tau \wedge \sigma(\alpha)) & = I(\alpha, \sigma(\alpha)) \\
I(\alpha, \tau \wedge \sigma(\alpha)) & = I(\alpha, \sigma(\alpha)) \\
I(\alpha, \tau \wedge \sigma(\alpha)) & = \{u, I(\alpha, \tau(\alpha))\}
\end{align*}
\]
where, by abuse of notation, when r,l apply to a pair, we mean that they apply to the single components.

We define the partial involution induced by the type \( \tau \):

\[
f_\tau = \{ (\alpha, \tau) \mid \alpha \text{ appears twice in } \tau \}.
\]

**Definition 33.** Having selected a special type variable \( \omega \), we define a partial function \( T \) which, given a partial involution term \( t \in T_\Sigma \), returns a type:

\[
T(\alpha) = \alpha
\]

\[
T(ht) = T(t) \circ \omega
\]

\[
T(rt) = \omega \circ T(t)
\]

\[
T((t_1, t_2)) = !_1 T(t_2)
\]

On types we define a partial operation \( \cup \) as follows:

\[
\omega \cup \tau = \tau \cup \omega = \tau
\]

\[
(\sigma_1 \circ \tau_1) \cup (\sigma_2 \circ \tau_2) = (\sigma_1 \cup \sigma_2) \circ (\tau_1 \cup \tau_2)
\]

\[
!_u \tau \cup !_v \sigma = U(!_u (\tau \cup \sigma)) \text{ if } \exists U = MGU(u, v)
\]

\[
!_u \tau \cup (l_1 \cdot \sigma_1 \land \sigma_2) = U(l_u (\tau \cup \sigma_1) \land \sigma_2) \text{ if } \exists U = MGU(u, v)
\]

\[
!_u \tau \cup (l_1 \cdot \sigma_1 \land \cdots \land l_v \cdot \sigma_n) = !_u \tau \land !_v \sigma_1 \land \cdots \land !_v \sigma_n \text{ if } \forall i. \exists U = MGU(v_i, u)
\]

For each partial involution \( \pi = \{ t_1 \leftrightarrow t'_1, \ldots, t_n \leftrightarrow t'_n \} \), we define its associated type as:

\[
T(\pi) = T(t_1) \cup (T(t'_1) \cup (T(t_2) \cup \ldots \cup (T(t_n) \cup T(t'_n)) \ldots).
\]

Finally, we can show that type unification corresponds to application of involutions:

**Theorem 34.** Let \( \sigma \circ \tau, \sigma' \) be binary types such that \( U = MGU(\sigma, \sigma') \).

Then \( I(\sigma \circ \tau) \cdot I(\sigma') = I(U(\tau)) \).

**Proof.** (Sketch) One can prove that, under the hypothesis that \( MGU(\sigma, \sigma') \) exists, in evaluating \( I(\sigma \circ \tau) \cdot I(\sigma') \) one constructs, in a series of steps, the unifier between the types \( \sigma \) and \( \sigma' \), and the final step of a linear application interaction corresponds to the application of the unifier to \( \tau \).

As a consequence of the above theorem, principal types of \( \lambda! \)-terms correspond to partial involutions interpreting the terms in the combinatory algebra of partial involutions:

**Theorem 35.** Given a closed term of \( \mathbf{CL}^1 \), say \( M \), such that \( (M)_X \) is typable, the partial involution interpreting \( M \), namely \( \llbracket M \rrbracket_p \), can be read off from the principal type scheme of \( (M)_X \), i.e. \( \vdash (M)_X : \tau \) if and only if \( \llbracket M \rrbracket_p = f_\tau \).

**Proof.** The thesis follows from Theorem 34 and from the fact that \( \lambda! \)-terms corresponding to combinatory constants receive the principal types inducing the partial involutions interpreting the combinatory constants.

### 7 Final Remarks and Directions for Future Work

In this paper, we have analysed from the point of view of the model theory of \( \lambda \)-calculus the affine combinatory algebra of partial involutions, \( P \), introduced in [1]. The key insight which has allowed us to analyze the fine structure of the partial involutions interpreting...
combinators has been what we termed the involutions-as-principal types/application-as-resolution analogy, introduced in [8, 9], which highlights a form of structural duality between involutions and principal types, w.r.t. a suitable intersection type discipline. We feel that it offers a new perspective on Girards’s Geometry of Interaction and especially on how its reversible dynamics arises. Our next step is to explore how to apply this paradigm to other instances of Game Semantics and GoI situations.

There are also many interesting lines of future work that remain to be addressed as far as partial involutions are concerned. In particular, the type assignment systems can be refined or extended in several directions.

- First of all, both type systems introduced in this paper could be further fine-tuned in order to capture even more smoothly the partial involutions corresponding to the constants of affine combinatory algebras. E.g. the functorial nature of $F$ could be taken as a rule.
- Our type system is able to type only normalizable $\lambda$-terms. By introducing an extra type constant $\omega$ representing an undefined type, it is possible to assign types to general $\lambda$-terms. In this case, $\lambda$-terms generating infinitary Böhm trees will be characterized by a set of principal types, each type defining a finite approximation of the term.
- The present principal type system is not completely “deterministic”, i.e. in general a set of types can be assigned to a $\lambda$-term, but only one is principal. We aim at developing an alternative type assignment system where only principal types are derivable.
- The type assignment systems defined in this paper induce combinatory algebras but fail to be $\lambda$-algebras. It would be interesting to explore suitable quotients inducing full $\lambda$-algebras.
- Similarly, the combinatory algebra of partial involutions also fails to be a $\lambda$-algebra, and therefore it would be worth to investigate how to quotient it to get a $\lambda$-algebra.
- A further interesting problem to address is to characterize the fine theory of $\mathcal{P}$. This should be done by proving a suitable Approximation Theorem, relying on a complexity measure on involutions, induced by a complexity measure on words in $T^\Sigma$.
- Building on the results of this paper, we should be able to provide an answer to the open problem raised in [1] of characterising the partial involutions which arise as denotations of combiners, extending the solution given in [9] for the purely affine fragment.
- Comparison with alternate $\lambda$-calculi for describing reversible computations, e.g. [11], or other typing systems inspired to Linear Logic, e.g. [10], should be carried out.
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Abstract

Template games [14] unify various approaches to game semantics, by exhibiting them as instances of a double-categorical variant of the slice construction. However, in the particular case of simple games [9, 12], template games do not quite yield the standard (bi)category. We refine the construction using factorisation systems, obtaining as an instance a slight generalisation of simple games and strategies. This proves that template games have the descriptive power to capture combinatorial constraints defining well-known classes of games. Another instance is Day’s convolution monoidal structure on the category of presheaves over a strict monoidal category [2], which answers a question raised in [3].

1 Introduction

Game semantics has provided adequate models for a variety of programming languages [11], in which types are interpreted as two-player games and programs as strategies. Most game models follow a common pattern. Typically, a function \( A \to B \) is interpreted as a strategy on a compound game made of \( A \) and \( B \), where the program plays as Proponent (P) on \( B \) and as Opponent (O) on \( A \). Another common feature is composition of strategies, which takes strategies \( \sigma: A \to B \) and \( \tau: B \to C \), and returns a strategy \( \tau \circ \sigma: A \to C \) by letting \( \sigma \) and \( \tau \) interact on \( B \) until one of them produces a move in \( A \) or \( C \).

Although widely acknowledged, this strong commonality is also recognised as poorly understood, particularly in the presence of innocence, a constraint on strategies that restricts them to purely functional behaviour. This has prompted a number of attempts at clarifying the situation [10, 9, 4]. Recently, Melliès [14] proposed a novel explanation, of unprecedented simplicity, named template games. It is based upon a purely categorical construction, essentially taking the slice of a weak double category over an internal monad, the template. This produces a new weak double category, in which composition of strategies occurs as so-called horizontal composition. In order to illustrate the construction, Melliès applies it to...
three different templates to obtain three models, respectively related to simple games [12],
concurrent games [15], and the relational model. However, the first two differ significantly
from their more standard counterparts.

This raises the question of whether template games only produce new game models,
or whether they also cover standard models. In this paper, we show that, up to a slight
refinement, they do cover simple games. More precisely, we (1) modify the original template
for simple games (Lemma 64), and (2) enrich the general construction with a factorisation
system [1] (Theorem 61), obtaining a slight generalisation of standard simple games as an
instance (Corollary 68). More precisely, we obtain a variant in which games may have several
‘initial positions’, before the game even starts, and similarly strategies may have several
‘initial states’ over each of these initial positions. We thus easily characterise standard simple
games and strategies as so-called definite template games and strategies.

One motivation for simple and abstract constructions like template games is to find new
connections with other settings. Our refined construction yields one such connection: we show
that the Day convolution product [2] arises as an instance of our refined framework, though
only in the restricted case of strict monoidal categories (Theorem 73). The convolution
product, which arose in algebraic topology, extends the monoidal structure of a given category
\( \mathcal{C} \) to the category \( \hat{\mathcal{C}} \) of presheaves on \( \mathcal{C} \), i.e., contravariant functors \( \mathcal{C}^{op} \to \text{Set} \). This makes
formal the similarity, noted in [3, §6.5], between convolution and composition of strategies,
by showing that both are instances of the same construction.

Related work

Beyond [14] and the related [10], Garner and Shulman [7] prove results related to our The-
orems 52 and 61. The common ground for comparison is the restriction of Theorem 52 to
weak double categories with a trivial vertical category, i.e., monoidal categories. Their The-
orem 14.2 is a generalisation in another direction, namely that of monoidal bicategories, and
their Theorem 14.5 could in particular accommodate various sorts of bicategorical factorisation
systems.

Terminology

Although template games and strategies are an abstract construction, we often abuse the
term to denote the particular instance on the template for simple games.

Plan

We follow the standard construction layers of game models: games, strategies, and composition
of strategies. In Section 2, we analyse the differences between template and simple games,
and describe our refinement of the former, which allows us to bridge the gap. In Section 3,
we do the same at the level of strategies \( A \to B \), for fixed games \( A \) and \( B \). In Section 4, we
recall the abstract construction of template games. In Section 5, we introduce our refined
construction, and illustrate it on the promised instances.

2 Template games vs. simple games

In this section, we first recall template games, and then analyse the discrepancies with simple
games. Finally, we introduce our solution to bridge the gap between them.
Template games are based on the following simple category.

**Definition 1.** Let $\mathcal{V}$ denote the category freely generated by the graph $O \xrightarrow{e} P$.

Thus, objects are just $O$ and $P$, which stand for *Opponent* and *Proponent*, as in most game models, and morphisms just count the number of (alternating) moves between them.

**Definition 2.** A template game is a category $\mathcal{A}$, equipped with a functor $p: \mathcal{A} \to \mathcal{V}$.

Intuitively, objects of $\mathcal{A}$ are positions, or plays, in the game, and $p$ gives their polarity: by convention, $O$ is to play in positions mapped to $O$, while $P$ is to play in others.

Simple games clearly fit into this framework.

**Definition 3.** A simple game $\mathcal{A}$ is a rooted tree.

The intuition is the same as for template games, and indeed:

**Proposition 4.** Any simple game $\mathcal{A}$, viewed as a poset, hence as a category, forms a template game $p_\mathcal{A}: \mathcal{A} \to \mathcal{V}$, where $p_\mathcal{A}$ maps the root to $O$, its children to $P$, and so on.

**Example 5.** The simple game $\mathcal{B}$ for booleans is the tree

\[
\begin{array}{c}
\varepsilon \\
\downarrow \mathcal{I} \\
\mathcal{q} \\
\downarrow q_t \\
\mathcal{q_t} \\
\downarrow q_f \\
\mathcal{q_f},
\end{array}
\]

where we have labelled edges with moves, and each node with the corresponding play, i.e., the sequence of moves needed to reach it from the root. The first move, $q$, represents $O$ asking the value of the boolean, and the other moves represent the possible answers: true and false. The functor $p_\mathcal{B}: \mathcal{B} \to \mathcal{V}$ maps $q$ to $P$ and all other objects to $O$.

### Discrepancies between template and simple games

Template games are significantly more general than simple games. To start with, simple games have an empty, initial play, which template games need not. Furthermore, this initial play is mapped to $O$ by the functor to $\mathcal{V}$.

**Lemma 6.** For any simple game $\mathcal{A}$, the category $\mathcal{A}$ has an initial object, mapped to $O$ by the functor $\mathcal{A} \to \mathcal{V}$.

Let us exhibit some counterexamples among general template games.

**Example 7.** The template game $1 \to \mathcal{V}$ picking up $P$ is not equivalent to any simple game in the slice 2-category $\text{Cat}/\mathcal{V}$.

**Example 8.** Consider the template game consisting of $\mathcal{Z}$, the poset of integers, and the functor $\mathcal{Z} \to \mathcal{V}$ that maps $2n$ to $O$ and $2n + 1$ to $P$. The category $\mathcal{Z}$ has no initial object, hence this template game is not equivalent to any simple game in $\text{Cat}/\mathcal{V}$.

Another discrepancy has to do with decomposing plays into moves.
Definition 9. A functor $F: E \to B$ is a discrete Conduché fibration iff for any $I \to J \to K$ in $B$ and $P \to R$ in $E$ mapped to $v \circ u$, $f$ uniquely factors as $k \circ h$ with $F(h) = u$ and $F(k) = v$:

\[
P \xrightarrow{f} R \\
I \xleftarrow{u} Q \xleftarrow{k} K.\]

Lemma 10. For any simple game $A$, the functor $p_A: A \to \times_v$ is a discrete Conduché fibration.

Proof. By construction, a morphism in $A$ over a path of length $n$ has the form $p \to pm_1 \ldots m_n$ for some play $p$ and moves $m_1, \ldots, m_n$, hence decomposes as needed. ▶

Unlike simple games, not all template games are Conduché fibrations. Indeed, they may feature atomic sequences of moves, i.e., morphisms that are mapped to non-basic morphisms in $\times_v$ and yet are `indecomposable’.

Example 11. Consider the ordinal $2 = \{0 \leq 1\}$ viewed as a category, and the functor $2 \to \times_v$ mapping $0 \leq 1$ to the path $O \to P \to O$. This is clearly not a Conduché fibration, hence is not equivalent to any simple game.

Refining template games

As announced in §1, our solution to bridge the gap between template and simple games is twofold: (1) we use a different template, $T$, and (2) we introduce a factorisation system into the picture – concretely, we restrict attention to functors $A \to T$ which are discrete fibrations. Let us start with the new template.

Definition 12. Let $T_v = \omega$ denote the poset of natural numbers, seen as a category.

Remark 13. $T_v$ is isomorphic to the coslice category $O/\times_v$.

Defining games to be functors to $T_v$ intuitively goes in the right direction, but does not quite solve any of our two problems.

Example 14. Consider the functor $D: \omega \to \omega = T_v$ defined by $D(n) = 2n + 1$. It exhibits both problems at once: it does not preserve the initial object, and, e.g., $0 \leq 1$ does not admit any decomposition along the decomposition $1 \leq 2 \leq 3$, a.k.a. $P \to O \to P$, of its image.

However, if we restrict attention to a certain kind of functors $A \to T_v$, we solve both problems at once – almost. The relevant constraint on functors is generally stronger than being a Conduché fibration, but becomes equivalent when both categories have an initial object which is preserved by the functor.

Definition 15. A functor $F: E \to B$ is a discrete fibration when for any $E \in E$ and $u: B \to F(E)$, there is a unique $f: E' \to E$ such that $F(f) = u$, as in
Let $\text{DFib}(\mathbb{C})$ denote the full subcategory of $\text{Cat}/\mathbb{C}$ spanning discrete fibrations.

▶ **Definition 16.** A refined template game is a discrete fibration to $T_v$.

Of course, any simple game $A$ yields a discrete fibration $p_A : A \to T_v$, and we have:

▶ **Proposition 17.** Any refined template game in $\text{DFib}(T_v)$ is isomorphic to $p_A$, for some simple game $A$, iff it is definite, i.e., its fibre over $0$ is a singleton.

### 3 Template strategies vs. simple strategies

Let us now consider strategies. As for games, we start with Melliès’s notion, to emphasise its simplicity. Template strategies are based on the following simple category:

▶ **Definition 18.** Let $\mathcal{V}$ denote the category freely generated by the graph

$$
\begin{array}{ccc}
OO & \xymatrix{\ar@/_1pc/[r] & OP \ar@/_1pc/[r] & PP} & \end{array}
$$

This is essentially the well-known state diagram for strategies in a simple arrow game $A \to B$, extended to a category. We need a little lemma before defining strategies.

▶ **Lemma 19.** The left and right projections give rise to functors $s, t : \mathcal{V} \to \mathcal{V}_v$, with $s(XY) = X$ and $t(XY) = Y$.

▶ **Definition 20.** A template strategy from $p : A \to \mathcal{V}_v$ to $q : B \to \mathcal{V}_v$ is a tuple $(S, s', t', r)$ making the following diagram commute.

$$
\begin{array}{ccc}
A & \xymatrix{\ar[r]^s & S \ar[r]^{t'} & B} & \mathcal{V}_v & \ar[l]_p \ar[l]_q \end{array}
$$

(1)

Let us now show that simple strategies give rise to template strategies. Simple strategies are rather subtle – which was one of the main motivations for template games in the first place! – so this is a bit technical. We first consider boolean simple strategies, which are easier, and then move on to general ones.

**Boolean simple strategies**

First, we need to define the arrow game $A \to B$, for any two simple games $A$ and $B$. The following definition is slightly vague: we refer to [12] for a fully rigorous one.

▶ **Definition 21.** Given two simple games $A$ and $B$, $A \to B$ interleaves moves from $A$ and $B$ according to the following rules: (1) the polarity of moves in $A$ is inverted, (2) $O$ starts in $B$, and (3) only $P$ gets to switch sides.
Example 22. The game $B \rightarrow B$ is depicted below left, with an example play on the right.

Definition 23. A boolean simple strategy $A \rightarrow B$ is a prefix-closed set of non-empty, even-length plays, called accepted, in $A \rightarrow B$.

Example 24. The set of non-empty, even-length prefixes of the play in Example 22 (i.e., the set $\{q_r, q_l, q_r, t_r, f_r\}$) forms a boolean simple strategy.

There are in fact several ways in which boolean simple strategies give rise to template strategies. We here present the relevant one in terms of semantics.

Definition 25. The template strategy associated to a boolean simple strategy $\sigma : A \rightarrow B$ is $(E(\sigma), s', t', r)$, where $E(\sigma)$ is the poset of all prefixes of accepted plays, plus all extensions $sm$ of prefixes $s$ of even length, and $r$, $s'$, and $t'$ are the obvious projections.

Example 26. Consider the strategy of Example 24. The functor $E(\sigma) \rightarrow x_V$ can be represented as

$$OO \xrightarrow{q_r} OP \xrightarrow{q_l} PP \xrightarrow{t_l} OP, \quad (2)$$

with $s', t' : E(\sigma) \rightarrow B$ displayed on the left and right in Figure 1 (with polarity indications).

Figure 1 Template strategy associated to the simple strategy of Example 24.

General simple strategies

Let us now consider the more general, non-deterministic (i.e., non-boolean), but still standard, notion of simple strategy [12]. Let us start from an alternative presentation of boolean strategies.
Definition 27. Let \((A \to B)^{P^*}\) denote the full subcategory of \((A \to B)\) spanning non-empty, even-length plays, and \(i_{P^*}: (A \to B)^{P^*} \to (A \to B)\) the inclusion functor.

Proposition 28. Boolean simple strategies \(A \to B\) are equivalent to functors \(((A \to B)^{P^*})^{op} \to \mathbb{2})\).

The idea is that a strategy \(\sigma\) accepts a given play \(p\) iff the corresponding functor maps it to 1 \(\in \mathbb{2}\), observing that functoriality ensures prefix-closedness.

General simple strategies are obtained by generalising from \(\mathbb{2}\) to \(\mathbf{Set}\):

Definition 29. Let the category of simple strategies \(A \to B\) be \(S(A, B) := (A \to B)^{P^*}\).

Remark 30. As noted in [12], this is equivalent to the standard definition as a slice category. Indeed, letting \(\omega^{P^*}\) denote the full subcategory of \(\omega\) on positive, even ordinals, \(p_{A \to B}\) restricts to a discrete fibration \((A \to B)^{P^*} \to \omega^{P^*}\). By the well-known equivalence \(\partial^* : \text{DFib}(\mathbb{C}) \to \hat{\mathbb{C}} : \text{el}\) between presheaves and discrete fibrations (recalled as Lemma 32 below), and, for any \(U \in \hat{\mathbb{C}}\), the further equivalence \(\hat{\mathbb{C}}/U \simeq \text{el}(U)\), we obtain

\[ S(A, B) = (A \to B)^{P^*} \simeq \omega^{P^*}/\partial^*((A \to B)^{P^*}). \]

The latter slice category is precisely the standard definition.

Of course, boolean simple strategies embed into general ones by postcomposition with the embedding \(\mathbb{2} \hookrightarrow \mathbf{Set}\) determined by \(0 \mapsto \emptyset\) and \(1 \mapsto 1\).

From simple strategies to template strategies

Let us now informally describe how simple strategies \(\sigma \in (A \to B)^{P^*}\) give rise to template strategies, for which the following well-known result is the basis.

Definition 31. For any small category \(\mathbb{C}\), let \(X \in \hat{\mathbb{C}}\). The category of elements \(\text{el}(X)\) of \(X\) has as objects pairs \((c, x)\) with \(x \in X(c)\), and as morphisms \((c, x) \to (c', x')\) all morphisms \(f: c \to c'\) such that \(X(f)(x') = x\).

Lemma 32. For any small category \(\mathbb{C}\) and \(X \in \hat{\mathbb{C}}\), the projection functor \(p_X: \text{el}(X) \to \mathbb{C}\) is a discrete fibration, and the category of elements construction extends to an adjoint equivalence of categories \(\text{el}: \hat{\mathbb{C}} \to \text{DFib}(\mathbb{C})\). Let \(\partial^*\) denote the weak inverse to \(\text{el}\).

Example 33. One possible definition of forests is as presheaves over \(\omega\). Indeed, any \(T \in \hat{\omega}\) models the forest whose nodes of depth \(n\) are \(T(n)\), and whose parent relation is given by \(T(n + 1) \to T(n)\). The category \(\text{el}(T)\) is just the same forest viewed as a poset, or rather a category, and the projection functor \(p_T: \text{el}(T) \to \omega\) maps vertices to their depths. Trees are those \(T \in \hat{\omega}\) such that \(T(0)\) is a singleton.

Returning to simple and template strategies, we have a commuting diagram of functors

\[
\begin{array}{ccc}
A & \xrightarrow{p_A} & (A \to B) & \xrightarrow{p_B} & B \\
\downarrow{x_v} & & \downarrow{x_V} & & \downarrow{x_V,} \\
\emptyset & \xleftarrow{\emptyset} & \emptyset & \xleftarrow{\emptyset} & \emptyset,
\end{array}
\]

so a first candidate follows by composition with the functor

\[ \text{el}(\sigma) \to (A \to B)^{P^*} \xrightarrow{i_{P^*}} (A \to B). \]
However, the fibres of this functor over plays of odd length are all empty. We thus need to insert additional objects over odd-length plays whose immediate prefix is accepted, which will at last induce the desired template strategy by composition with (3). We do this using right Kan extension:

▶ **Definition 34.** Let $\sigma \in \overrightarrow{A \to B} := \prod_{i \in p^*} \sigma$, i.e., the right Kan extension of $\sigma$ along $i_{p^*}$.

This does yield the desired behaviour, by a direct application of the well-known end formula for right Kan extension:

▶ **Lemma 35.** We have:

- $\overline{\sigma}(\varepsilon) = 1$;
- for all odd-length plays $sm$, $\overline{\sigma}(sm) = \sigma(s)$;
- for all non-empty, even-length plays $s$, $\overline{\sigma}(s) = \sigma(s)$.

The discrete fibration corresponding to $\overline{\sigma}$, $el(\overline{\sigma})$, thus yields the desired template strategy.

However, we obtain the following result, which shows that even the more general simple strategies do not cover all template strategies.

▶ **Lemma 36.** Both functors $el(\overline{\sigma}) \to (A \to B) \to \ast_V$ are discrete Conduché fibrations. Furthermore, the former functor $el(\overline{\sigma}) \to (A \to B)$ is receptive, in the sense that for all even-length plays $s$ with immediate extensions $sm$, and all $(s, x) \in el(\overline{\sigma})$, there exists a unique $(sm, y) \in el(\overline{\sigma})$ and morphism $(s, x) \to (sm, y)$ mapped to $s \to sm$ by the projection.

**Proof.** An easy computation using the characterisation of right Kan extensions as ends. ▶

**Refining template strategies**

As we did for games, let us now analyse and resolve the discrepancies. For compatibility with what we did for games, we take the coslice $x_V$ under $OO$ and restrict to discrete fibrations $S \to OO/x_V$. Analogously to Lemma 19, we have functors $O/x_v \leftarrow OO/x_V \to O/x_v$.

▶ **Definition 37.** Recalling Remark 13, naively refined template strategies are just as template strategies in Definition 20, but over $O/x_v \leftarrow OO/x_V \to O/x_v$, and with $r$ a discrete fibration.

We obtain a first improvement:

▶ **Lemma 38.** The game $A \to B$ is a limit

$$
\begin{array}{ccc}
A & \leftarrow (A \to B) & \rightarrow B \\
\scriptstyle{p_A} & \scriptstyle{p_B} & \\
O/x_v & \rightarrow OO/x_V & \rightarrow O/x_v,
\end{array}
$$

and naively refined template strategies are equivalent to presheaves over $A \to B$.

**Proof.** The first statement essentially says that plays in $A \to B$ are uniquely determined by their projections and the interleaving schedule, which is clear. For the second statement, $(A \to B) \to OO/x_V$ is a discrete fibration, so naively refined template strategies are in one-to-one correspondence with discrete fibrations over $A \to B$, hence with presheaves. ▶
In order to precisely capture simple strategies, it remains to account for receptiveness. For this, our solution is to further restrict the template:

**Definition 39.** Let $T_V$ denote the full subcategory of $O/O \times V$ spanning even-length schedules.

**Remark 40.** It is tempting to further restrict to non-empty, even-length schedules. However, the obtained span does not form a monad, hence the general template games construction does not apply.

**Definition 41.** Refined template strategies are defined just as template strategies in Definition 20, but over $T_v \hookrightarrow T \twoheadrightarrow T_v$, and with $r$ a discrete fibration.

We obtain a restriction of Lemma 38 to the relevant plays:

**Lemma 42.** The full subcategory $(A \to B)^P \hookrightarrow (A \to B)$ spanning even-length plays is a limit

$$
\begin{array}{c}
A \\
p_A
\end{array} \begin{array}{ccc}
\longrightarrow & (A \to B)^P & \longrightarrow \\
\circlearrowright & \circlearrowright & \circlearrowright
\end{array} \begin{array}{c}
B \\
p_B
\end{array}
$$

and refined template strategies $A \to B$ are equivalent to presheaves over $(A \to B)^P$.

**Proof.** By repeated application of stability of discrete fibrations under pullback, $(A \to B)^P \to T_V$ is a discrete fibration. Hence, in a diagram like (1) (with $T$ instead of $\mathcal{X}$), assuming $p, q \in DFib$, $r$ is a discrete fibration iff the induced morphism to $(A \to B)^P$ is. The result then follows from Lemma 32.

**Corollary 43.** There is a full, reflective embedding from simple strategies $S(A \to B)$ to refined template strategies, whose essential image consists of definite refined template strategies, i.e., those whose associated presheaf $X \in (A \to B)^P$ is such that $X(\varepsilon) = 1$.

**Proof.** The embedding $(A \to B)^{P*} \hookrightarrow (A \to B)^P$ being full, right Kan extension along its opposite defines a full, reflective embedding $(A \to B)^{P*} \hookrightarrow (A \to B)^P$, which returns definite refined template strategies by the standard end formula.

**Summary**

Until now, we have refined template games and strategies, first by replacing the original template $\mathcal{X}$ by our $T$, and second by restricting template games and strategies to be discrete fibrations. We have then identified simple games as definite template games, and constructed a full, reflective embedding from simple strategies $A \to B$ to refined template strategies $p_A \to p_B$, with essential image the definite ones. What remains to be seen is whether we can refine Melliès’s double-categorical construction accordingly.

**4 Template games**

In this section, we review Melliès’s double-categorical variant of the slice construction. We then apply it to deduce that the new template $\mathcal{T}$ yields a weak double category as desired. In the next section, we refine the construction using a factorisation system, which allows us to account for restriction to discrete fibrations.
4.1 Double categories

The key point is that the template \( \pm \) forms a double category [5], in a way that describes the scheduling of composition of strategies. So let us first briefly review double categories.

A double category \( C \) essentially consists of a horizontal category \( C_h \) and a vertical one \( C_v \) sharing the same object set, together with a set of cells as in

\[
\begin{array}{c}
A \xrightarrow{f} B \\
\text{ } \downarrow \alpha \\
C \xrightarrow{g} D,
\end{array}
\]

where \( A, B, C, \) and \( D \) are objects, \( f \) and \( g \) are morphisms in \( C_h \), and \( u \) and \( v \) are morphisms in \( C_v \). In order to distinguish notationally between horizontal and vertical morphisms, we mark horizontal ones with a bullet. Cells are furthermore equipped with composition and identities in both directions. E.g., to any given cells \( \alpha \) and \( \beta \) with compatible vertical border is assigned a composite cell \( \beta \bullet \alpha \), as below left. Similarly, we have horizontal identities \( \text{id}_P^* \) as below right.

\[
\begin{array}{c}
A \xrightarrow{\delta} B \xrightarrow{\delta'} E \\
\text{ } \downarrow \alpha \downarrow \beta \\
C \xrightarrow{T} D \xrightarrow{T'} F,
\end{array}
\quad
\begin{array}{c}
A \xrightarrow{\delta' \bullet \delta} E \\
\text{ } \downarrow \delta \downarrow \delta' \\
C \xrightarrow{T \bullet T'} F,
\end{array}
\quad
\begin{array}{c}
A \xrightarrow{\text{id}_P^*} A \\
\text{ } \downarrow \text{id}_P \\
B \xrightarrow{\text{id}_P} B,
\end{array}
\]

Both notions of composition are required to be associative and the corresponding identities unital. Thus, e.g., (6) defines a horizontal cell category \( C_H \). Similarly, there is a vertical cell category \( C_V \). Finally, the interchange law requires the two different ways of parsing any compatible pasting as below to agree, i.e., \( (\delta \circ \gamma) \bullet (\beta \circ \alpha) = (\delta \bullet \beta) \circ (\gamma \bullet \alpha) \):

\[
\begin{array}{c}
A \xrightarrow{\alpha} B \\
\text{ } \downarrow \gamma \\
D \xrightarrow{\beta} E \\
\text{ } \downarrow \delta \\
G \xrightarrow{\delta} H \xrightarrow{\delta'} I.
\end{array}
\]

4.2 The template \( \pm \) as a double category

Let us now show that the template \( \pm \) forms a double category. As suggested by the notation, its vertical category and vertical cell category are \( \pm_v \) and \( \pm_V \). Its horizontal category \( \pm_h \) is generated by the graph \( O \rightarrow P \). It is thus isomorphic to the ordinal \( 2 \): there are exactly three horizontal morphisms: \( OO \), \( PP \), and \( OP \). To complete the definition, it remains to define composition and identities in \( \pm_H \). One way is to depict basic cells as triangles

\[
\begin{array}{c}
O \xrightarrow{O} O \\
\text{ } \downarrow P \\
O \xrightarrow{O} P,
\end{array}
\quad
\begin{array}{c}
O \xrightarrow{P} P \\
\text{ } \downarrow O \\
O \xrightarrow{P} P,
\end{array}
\quad
\begin{array}{c}
O \xrightarrow{O} O \xrightarrow{O}
\end{array}
\]

respectively denoting \( OO \rightarrow OP, OP \rightarrow PP, PP \rightarrow OP, \) and \( OP \rightarrow OO \). General cells are obtained by stacking up such basic triangles. Depicting cells as stacks of triangles yields the following inductive definition of composition of cells \( \alpha \) and \( \beta \) as in (6):
If there is an ‘outwards’ bottom triangle, i.e., the bottom of $\alpha$ and $\beta$ look like either of
\[
\begin{array}{c}
O \rightarrow O \rightarrow X \\
    \downarrow X^\bot
\end{array} \quad \begin{array}{c}
X \rightarrow P \rightarrow P \\
    \downarrow X^\bot
\end{array}
\]
with $X \in \{O, P\}$ and $X^\bot$ denoting the other player, then the composite is obtained by composing the rest of $\alpha$ and $\beta$, and appending the obvious triangle ($(OX, OX^\bot)$, resp. $(XP, X^\bot P)$).

Otherwise, there is a pair of interacting bottom triangles, as below left, in which case the composite is simply the composite of the rest of $\alpha$ and $\beta$ – which is precisely where game semantical hiding is encoded in $\mp$.

\[
\begin{array}{c}
O \rightarrow X \rightarrow P \\
    \downarrow X^\bot
\end{array} \quad \begin{array}{c}
L \rightarrow M \rightarrow R \\
    \downarrow L^\bot
\end{array}
\]

\textbf{Remark 44.} Ambiguous configurations as above right, where we would not know which triangle to put last in the composite, cannot occur. Indeed, existence of the left-hand triangle forces $M = P$, while existence of the right-hand one forces $M = O$.

Horizontal identities are the so-called copycat schedules. The copycat on the vertical morphism $O \rightarrow P$ is obtained by composing $OO \rightarrow OP$ and $OP \rightarrow PP$, and dually for $P \rightarrow O$. The copycat schedule of a general morphism is the obvious composite of these basic copycats.

We obtain as promised:

\textbf{Proposition 45 (Melliès [14]).} The template $\mp$ forms a double category.

### 4.3 Template games as a double slice

There is an alternative point of view on double categories which will be crucial to us: they may be axiomatised based on a span of functors $C_v \leftarrow C_V \rightarrow C_v$. For this, let us consider the following structure, which is almost a (large) double category.

\textbf{Definition 46.} Let $\text{Span}(\text{Cat})$ have as objects all small categories, as vertical morphisms all functors, as horizontal morphisms all spans $A \leftarrow C \rightarrow B$ of functors, and as cells below left all commuting diagrams as below right in $\text{Cat}$.

\[
\begin{array}{c}
A \rightarrow B \\
    \downarrow U \downarrow V
\end{array} \quad \begin{array}{c}
A \leftarrow C \rightarrow B \\
    \downarrow U \downarrow W \downarrow V
\end{array}
\]

Vertical composition is given by (componentwise) composition of functors, while horizontal composition is given by pullbacks and their universal property.

The structure formed by $\text{Span}(\text{Cat})$ is a weak double category [6], a weak form of double category where horizontal composition is only associative and unital up to coherent isomorphism, in a suitable sense.

\textbf{Remark 47.} The horizontal arrows and special cells of a weak double category $\mathcal{C}$ form a bicategory $\mathcal{H}(\mathcal{C})$, where special means that the left and right borders are identities.
Remark 48. The reason \( \text{Span}(\text{Cat}) \) is weak is that one cannot hope to make a strictly associative choice of pullbacks.

Just like one usually does in bicategories, we may define monads internally to weak double categories.

Definition 49. A monad in a weak double category \( C \) is a horizontal morphism \( M : X \rightarrow X \), equipped with special cells

\[
\begin{array}{c}
X \\ M \\
\downarrow \\ \downarrow \\
X
downarrow M
\end{array}
\quad \text{and} \quad
\begin{array}{c}
X \\ \downarrow \eta \\
\downarrow M \\
X
\end{array}
\]

satisfying the obvious generalisation of the usual monad laws.

Proposition 50. A double category is the same as a monad in \( \text{Span}(\text{Cat}) \).

Proof. Composing an endo-span \( C_v \leftrightarrow C_v \rightarrow \leftarrow C_v \) with itself in \( \text{Span}(\text{Cat}) \) amounts to constructing the category of pairs of compatible horizontal morphisms and cells (6), so requiring a monad multiplication is requiring horizontal composition. Similarly, requiring a monad unit amounts to requiring horizontal identities.

Explicitly, if \( C \) is a double category, then it can be seen as a monad \( C_v : C_v \rightarrow C_v \) in \( \text{Span}(\text{Cat}) \) with \( \mu \) and \( \eta \) given by horizontal composition and identities.

It should now be clear that a template game is a vertical morphism to \( x_v \) in \( \text{Span}(\text{Cat}) \), while a template strategy \( A \rightarrow B \) is merely a cell

\[
\begin{array}{c}
A \\ x_v \\
\downarrow S \\
B \\
\downarrow q
\end{array}
\quad \text{and} \quad
\begin{array}{c}
A \\ x_v \\
\downarrow \eta \\
A \\
\downarrow \mu
\end{array}
\]

This allows us to define composition of template strategies, using the monad structure of \( \pm \) given by Proposition 50 and 45.

Proposition 51. The composite of \( S : A \rightarrow B \) and \( T : B \rightarrow C \) in the sense of [14] is the pasting below left, while the identity on any \( p : A \rightarrow x_v \) is the one below right.

\[
\begin{array}{c}
A \\ x_v \\
\downarrow S \\
B \\
\downarrow \eta \\
C \\
\downarrow \mu
\end{array}
\quad \text{and} \quad
\begin{array}{c}
A \\ x_v \\
\downarrow \eta \\
A \\
\downarrow \mu
\end{array}
\]

From this, it easily follows that strategies in fact form a weak double category, and clearly this construction works for any monad in any weak double category. Namely, Melliès's construction may be obtained by applying the following theorem.

Theorem 52. Given any monad \( M_v : M_v \rightarrow M_v \) in a weak double category \( C \), there is a slice weak double category \( C/M \) whose
vertical category is \( (C/M)_v = C_v/M_v \);
vertical cell category is \( (C/M)_v = C_V/M_V \);
horizontal composition is given by pasting with \( \mu \), as on the left in (8);
horizontal identity on \( p: A \to M_v \) is by pasting with \( \eta \) as on the right in (8).
and all operations on cells are given by their counterparts in \( C \).

Proposition 53. The weak double category \( \text{Games}(\pm) \) of template games [14] is equal to \( \text{Span}(\text{Cat})/\pm \).

A weak double category with trivial category \( C_v \) is nothing but a monoidal category. In that case, the theorem reduces to the following well-known result used, e.g., in Weber [17]:

Corollary 54. The slice of a monoidal category over a monoid is again monoidal.

5 Refined template games, simple games, and Day convolution

5.1 Refined template games

We now want to recover simple games by replacing \( \pm \) with \( T \), and restricting the slice construction in \( \text{Span}(\text{Cat}) \) to discrete fibrations (for vertical morphisms and cells). For this, we appeal to factorisation systems.

Definition 55. For all morphisms \( f \) and \( g \) in a category \( C \), let \( f \perp g \) iff for all commuting squares as in the solid part of

\[
\begin{array}{ccc}
A & \xrightarrow{k} & C \\
B & \xleftarrow{k} & D \\
& \xleftarrow{f} & \xrightarrow{g} \\
\end{array}
\]

there exists a unique \( k \) as shown making both triangles commute. For any class \( \mathcal{M} \) of morphisms, let \( \mathcal{M}^\perp = \{ g \mid \forall f \in \mathcal{M}, f \perp g \} \). We define \( ^\perp \mathcal{M} \) symmetrically.

A (strong) factorisation system [1] on a category \( C \) consists in classes \( \mathcal{L} \) and \( \mathcal{R} \) of arrows such that \( \mathcal{L}^\perp = \mathcal{R} \), \( \mathcal{L} = ^\perp \mathcal{R} \), and every arrow factors as \( r \circ l \) with \( l \in \mathcal{L} \) and \( r \in \mathcal{R} \).

Example 56. Discrete fibrations form the right class of the comprehensive factorisation system \( (\text{Fin}, \text{DFib}) \) on \( \text{Cat} \), whose left class is that of final functors [16].

Our refined construction is based on the following generalisation of factorisation systems.

Definition 57. A double factorisation system on a weak double category \( C \) consists of factorisation systems \( (\mathcal{L}_v, \mathcal{R}_v) \) and \( (\mathcal{L}_V, \mathcal{R}_V) \) on \( C_v \) and \( C_V \), respectively, such that the source and target functors \( C_V \to C_v \) both map \( \mathcal{L}_V \) to \( \mathcal{L}_v \) and \( \mathcal{R}_V \) to \( \mathcal{R}_v \), and all cells \( \alpha \) as below left with \( l, l' \in \mathcal{L}_v \) and \( r, r' \in \mathcal{R}_v \) factor as below right, with \( \lambda \in \mathcal{L}_V \) and \( \rho \in \mathcal{R}_V \).
Lemma 58. Discrete fibrations and componentwise discrete fibrations are the right classes of a double factorisation system \(((\text{Fin}, \text{DFib}), (\text{Fin}_V, \text{DFib}_V))\) on \(\text{Span}(\text{Cat})\). Furthermore, \(\text{DFib}_V\) is stable under horizontal composition and identities.

Proof. As is well-known, discrete fibrations may be defined by unique lifting w.r.t. the injection \(1 \hookrightarrow 2\) mapping 0 to 1. Componentwise discrete fibrations may be defined similarly, in \(\text{Span}(\text{Cat})_V\). The result then follows from componentwise discrete fibrations being stable under horizontal composition, which holds because they are stable under pullback in the arrow category.

In order to state the promised generalisation of Theorem 52 in full generality, we need the following, somewhat awkward notion of stability of left residuals. Indeed, our two applications work for rather different reasons, as emphasised by Corollaries 62 and 63 below.

Definition 59. A monad \(M_V: M_v \rightarrow M_v\) in a weak double category \(\mathcal{C}\) has stable left residuals w.r.t. a double factorisation system \(((\mathcal{L}_v, \mathcal{R}_v), (\mathcal{L}_V, \mathcal{R}_V))\), iff

(a) for all \(\alpha, \beta \in \mathcal{R}_V\) such that the composite below left factors as on the right,

\[
\begin{array}{ccc}
A & \overset{\rho}{\rightarrow} & C \\
\downarrow^\alpha & & \downarrow^\beta \\
M_v & \longrightarrow & M_v
\end{array}
\]

\[
\begin{array}{ccc}
A & \overset{Q \cdot P}{\rightarrow} & B \\
\downarrow\mu & & \downarrow\lambda \\
M_v & \longrightarrow & M_v
\end{array}
\]

for any \(S: A' \rightarrow A\) and \(T: B \rightarrow B'\) in \(\mathcal{C}_h\), the composite \(\text{id}_T \cdot \lambda \cdot \text{id}_S\) below is in \(\mathcal{L}_V\);

\[
\begin{array}{ccc}
A' & \overset{S}{\rightarrow} & A \\
\downarrow & & \downarrow \\
M_v & \longrightarrow & M_v
\end{array}
\]

\[
\begin{array}{ccc}
A & \overset{N}{\rightarrow} & B \\
\downarrow\rho & & \downarrow\lambda \\
M_v & \longrightarrow & M_v
\end{array}
\]

(b) for all \(p \in \mathcal{R}_v\) such that the composite below left factors as on the right, for any \(S: A' \rightarrow A\) and \(T: B \rightarrow B'\) in \(\mathcal{C}_h\), \(\text{id}_T \cdot \lambda \cdot \text{id}_S\) is in \(\mathcal{L}_V\).

\[
\begin{array}{ccc}
A & \overset{\rho}{\rightarrow} & A \\
\downarrow\rho & & \downarrow\rho \\
M_v & \longrightarrow & M_v
\end{array}
\]

\[
\begin{array}{ccc}
A & \overset{N}{\rightarrow} & B \\
\downarrow\rho & & \downarrow\rho \\
M_v & \longrightarrow & M_v
\end{array}
\]

Remark 60. In both cases, existence of a special \(\lambda\) follows by Definition 57.

Theorem 61. Consider any monad \(M_V: M_v \rightarrow M_v\) in a weak double category \(\mathcal{C}\) with stable left residuals w.r.t. a double factorisation system \(((\mathcal{L}_v, \mathcal{R}_v), (\mathcal{L}_V, \mathcal{R}_V))\). Then there is a slice weak double category \(\mathcal{C}/\mathcal{R}_V M\) whose

- vertical category \((\mathcal{C}/\mathcal{R}_V M)_v\) is \(\mathcal{C}_v/\mathcal{R}_v M_v\), the full subcategory of \(\mathcal{C}_v/M_v\) on maps in \(\mathcal{R}_v\);
- vertical category of cells is \((\mathcal{C}/\mathcal{R}_V M)_V = \mathcal{C}_V/\mathcal{R}_V M_V\);
- horizontal composition is given by \(p\) in (9);
- horizontal identity on any \(p: A \rightarrow M_v\) is given by \(p\) in (10);
- and all operations on cells are given by their counterparts in \(\mathcal{C}\).
Proof. By coherence for weak double categories [8, Theorem 7.5], and assuming a higher universe in which \( C \) is small, we may assume that \( C \) is in fact a (strict) double category.

Composition of cells in \( C/R_V M \) is just as in \( C \), so the only non-trivial point to check is weak associativity and unitality of horizontal composition (of morphisms). For weak associativity, we observe that both cells

\[
\begin{array}{cccc}
A & S & B & T & C & U & D \\
M_v & M_v & M_v & M_v & M_v & M_v & M_v \\
\mu & \mu & \mu & \mu & \mu & \mu & \mu \\
M_V & M_V & M_V & M_V & M_V & M_V & M_V \\
\end{array}
\]

are equal. Now, denoting composition in \( (C/R_V M) \) by \( \tilde{\circ} \), \( \gamma (\beta \alpha) \) and \( (\gamma \beta) \alpha \) are obtained by factoring them as follows. For the former, we factor

\[
T \circ S \xrightarrow{\beta \alpha} M V \circ M V \xrightarrow{\mu} M V
\]

in which \( \lambda_{\beta, \alpha} \) special by definition. We then factor

\[
U \circ K_{\beta, \alpha} \xrightarrow{\gamma (\beta \alpha)} M V \circ M V \xrightarrow{\mu} M V
\]

The other composite may be computed symmetrically, so that we obtain factorisations:

\[
\begin{array}{cccc}
A & S & B & T & C & U & D \\
M_v & M_v & M_v & M_v & M_v & M_v & M_v \\
\mu & \mu & \mu & \mu & \mu & \mu & \mu \\
M_V & M_V & M_V & M_V & M_V & M_V & M_V \\
\end{array}
\]

By stability of left residuals, both are in fact factorisations for \( (L_V, R_V) \), so that by lifting, we obtain a special cell \( a_{\alpha, \beta, \gamma} : K_{\gamma, (\beta \alpha)} \xrightarrow{\sim} K_{(\gamma \beta), \alpha} \) such that \( \rho_{(\gamma \beta), \alpha} \circ a_{\alpha, \beta, \gamma} = \rho_{\gamma, (\beta \alpha)} \), which is our candidate associator for \( C/R_V M \). It satisfies the MacLane pentagon by uniqueness of lifting.

Weak unitality follows similarly.

\[\blacktriangleleft\]

\[\blacktriangleleft\]

**Corollary 62.** Consider any monad \( M V : M_v \rightarrow M_v \) in a weak double category \( C \) with double factorisation system \((L_v, R_v), (L_V, R_V)\)\. If \( \eta, \mu \in R_V \) and \( R_V \) is stable under horizontal composition and identities, then \( C/R_V M \) exists and is a sub weak double category of \( C/M \).

Proof. Both pastings on the left of (9) and (10) are already in \( R_V \).

\[\blacktriangleleft\]

**Corollary 63.** Consider any monad \( M V : M_v \rightarrow M_v \) in a weak double category \( C \) with double factorisation system \((L_v, R_v), (L_V, R_V)\)\. If \( L_V \) is stable under horizontal composition, then \( C/R_V M \) is a weak double category.

5.2 Simple games

Let us at last return to simple games. We have:

▶ Lemma 64. $T$ is a monad whose multiplication and unit are in $DFib_V$.

Proof. In $T$, multiplication is composition of schedules (through parallel composition and hiding) and the unit is given by copycat schedules. The crucial point to prove that multiplication is in $DFib_V$ is that, for any pair $(p, q)$ of schedules in $T_V \times T_V$, the last move in $s(q) = t(p)$ cannot be last in both $p$ and $q$ for polarity reasons. For the unit, the crucial point is that copycat schedules are closed under restrictions. ◀

By Corollary 62, we have:

▶ Corollary 65. $\text{Span} \left( \text{Cat} \right)/DFib_V$ is a sub weak double category of $\text{Span} \left( \text{Cat} \right)$.

Finally, let us relate to simple strategies.

▶ Definition 66 ([12, Definition 9]). Simple games, strategies, and natural transformations form a bicategory $S$.

▶ Theorem 67. The full, reflective embeddings $F_{A,B}: S(A,B) \rightarrow DFib((A \rightarrow B)^P)$ of Corollary 43 determine a locally reflective and fully-faithful weak 2-functor

$$S \rightarrow H(\text{Span} \left( \text{Cat} \right)/DFib_V T)$$

(where $H$ is the bicategory of special cells, as in Remark 47), whose essential image consists of definite refined template games and strategies.

Proof. The essential image part of the result is clear. By [13, §2.2], we need to organise the full, reflective embeddings $F_{A,B}$ into a weak 2-functor, which here means that $F$ commutes with composition of strategies up to coherent isomorphism. ◀

▶ Corollary 68. The bicategory $S$ of simple games and strategies is biequivalent to the locally full sub-bicategory of $H(\text{Span} \left( \text{Cat} \right)/DFib_V T)$ spanning definite refined template games and strategies.

5.3 Day convolution

We finally reach the application mentioned in the introduction: Day convolution. The purpose of this operation is to show that $\mathcal{C}$ is monoidal when $\mathcal{C}$ is. Let us now recover this structure from Theorem 61, in the particular case where $\mathcal{C}$ is strictly monoidal. The starting point is the following weak double category:

▶ Definition 69. Let $W$ be the sub weak double category of $\text{Span} \left( \text{Cat} \right)$ obtained by restricting objects to the terminal object $1$ and vertical morphisms to the identity thereon.

Thus, $W_V$ consists of categories and functors, and horizontal composition is given by cartesian product and its universal property.

▶ Lemma 70. A monad in $W$ is a strict monoidal category $\mathcal{C}$. 
Proof. The monad multiplication \( \mu : C \times C \to C \) gives the tensor product while the unit \( \eta : 1 \to C \) gives the tensor unit, and coherence equations for the monad those of the monoidal category.

Clearly, final functors and discrete fibrations form a double factorisation system \((L_V, R_V) = (\text{Fin}, \text{DFib})\) on \( W \). Final functors being closed under binary products, \( L_V \) is closed under horizontal composition and identities, so Corollary 63 applies and we obtain a weak double category \( W_{/\text{DFib}} C \). This weak double category is vertically trivial, hence underlies a monoidal category, say \( C' \).

Let us now show that \( C' \) is equivalent to \( \hat{C} \) equipped with the convolution tensor product.

We first recall that the latter is given as follows:

\begin{definition}
For any small monoidal category \( C \) and \( X, Y \in \hat{C} \), let
\[
(X \otimes Y)(c) = \int_{(c_1, c_2) \in \mathbb{C}^2} X(c_1) \times Y(c_2) \times C(c, c_1 \otimes c_2).
\]
\end{definition}

\begin{lemma}
Let \( f : A \to B \) be a functor. The discrete fibration \( p_f \) associated to \( f \) by the comprehensive factorisation system is determined up to isomorphism by
\[
\partial^*(p_f)(b) \cong \int_{a \in A} B(b, f(a)),
\]
where \( \partial^* : \text{DFib}(B) \to \hat{B} \) is the standard equivalence between discrete fibrations and presheaves.
\end{lemma}

Proof. This is actually obvious by construction. In [16], the dual case is actually treated, initial functors and discrete opfibrations. But up to this discrepancy, \( \partial^*(p_f) \) is precisely \( k \) in the proof of [16, Theorem 3], which would in our case be defined as the left Kan extension of \( A^{op} \xrightarrow{1} \text{Set} \) along \( f^{op} \). By the well-known characterisation of left Kan extensions by coends, we readily obtain the desired formula.

\begin{theorem}
For any strictly monoidal category \( C \), the monoidal category \( C' \) is equivalent to \( \hat{C} \) equipped with the convolution tensor product.
\end{theorem}

Proof. By construction, given two presheaves \( X, Y \in \hat{C} \) and transporting them to their corresponding discrete fibrations, say \( S : \text{el}(X) \to C \) and \( T : \text{el}(Y) \to C \), their tensor product \( S \otimes T \) in \( C' \) is the right factor of the composite
\[
\text{el}(X) \times \text{el}(Y) \xrightarrow{S \times T} C \times C \xrightarrow{\otimes} C.
\]

By Lemma 72, the result has its corresponding presheaf defined up to isomorphism by
\[
\partial^*(S \otimes T)(c) \cong \int_{(a, b) \in \text{el}(X) \times \text{el}(Y)} C(c, \otimes((S \times T)(a, b)))
\]
\[
= \int_{(a, b) \in \text{el}(X) \times \text{el}(Y)} C(c, S(a) \otimes T(b))
\]
\[
= \int_{(c_1, x), (c_2, y) \in \text{el}(X) \times \text{el}(Y)} C(c, c_1 \otimes c_2)
\]
\[
= \int_{c_1, c_2} X(c_1) \times Y(c_2) \times C(c, c_1 \otimes c_2),
\]
as desired.
Conclusion and perspectives

We have designed an abstract slice construction over monads in weak double categories, which has as instances (1) a weak double category of simple games and non-deterministic strategies, whose underlying bicategory of definite games and strategies is biequivalent to the standard one, and (2) the monoidal category of presheaves over any small strict monoidal category.

For future work, we first could try to accommodate not only the weak double category structure of template games, but also symmetric monoidal closedness. Furthermore, Melliès is also currently working on a template game model of full linear logic. This will of course be a useful feature to incorporate to our framework. Another direction for future work is to generalise our construction to encompass Day convolution for non-strict monoidal categories. What is needed here is a common generalisation of [7, Theorem 14.5] and Theorem 61. Finally, it is slightly unsatisfactory to only get standard simple games up to a locally fully-faithful embedding. In order to obtain a biequivalence, preliminary investigation suggests that instead of restricting the slice construction w.r.t. some factorisation system, it would be more expressive to construct the factorisation system directly in the relevant slice, for which fibrant objects would be the desired strategies. Indeed, e.g., polarities, which cannot be used before slicing, become available in the slice. This technique also seems to apply for refining the correspondence to, e.g., deterministic strategies, and possibly even innocence.
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Abstract

In probabilistic coherence spaces, a denotational model of probabilistic functional languages, morphisms are analytic and therefore smooth. We explore two related applications of the corresponding derivatives. First we show how derivatives allow to compute the expectation of execution time in the weak head reduction of probabilistic PCF (pPCF). Next we apply a general notion of “local” differential of morphisms to the proof of a Lipschitz property of these morphisms allowing in turn to relate the observational distance on pPCF terms to a distance the model is naturally equipped with. This suggests that extending probabilistic programming languages with derivatives, in the spirit of the differential lambda-calculus, could be quite meaningful.
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Introduction

Currently available denotational models of probabilistic functional programming (with full recursion, and thus partial computations) can be divided in three classes.

- **Game based models**, first proposed in [6] and further developed by various authors (see [2] for an example of this approach). From their deterministic ancestors they typically inherit good definability features.

- Models based on Scott continuous functions on domains endowed with additional probability related structures. Among these models we can mention *Kegelspitzen* [13] (domains equipped with an algebraic convex structure) and *ω-quasi Borel spaces* [15] (domains equipped with a generalized notion of measurability), this latter semantics, as far as we understand the situation, requiring the use of an adapted probabilistic powerdomain construction.

- Models based on (a generalization of) Berry stable functions. The first category of this kind was that of *probabilistic coherence spaces* (PCSs) and power series with nonnegative coefficients (the Kleisli category of the model of Linear Logic developed in [5]) for which we could prove adequacy and full abstraction with respect to a probabilistic version of PCF [10]. We extended this idea to “continuous data types” (such as RR) by substituting PCSs with *positive cones* and power series with functions featuring
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an hereditary monotonicity property that we called stability\(^1\) and [3] showed that this extension is actually conservative (stable functions on PCSs, which are special positive cones, are exactly power series).

The main feature of this latter semantics is the extreme regularity of its morphisms. Being power series, they must be smooth. Nevertheless, the category Pcoh is not a model of differential linear logic in the sense of [9]. This is due to the fact that general addition of morphisms is not possible (only sub-convex linear combinations are available) thus preventing, e.g., the Leibniz rule to hold in the way it is presented in differential LL. Also a morphism \(X \to Y\) in the Kleisli category Pcoh can be considered as a function from the closed unit ball of the cone \(P\) associated with \(X\) to the closed unit ball of the cone \(Q\) associated with \(Y\). From a differential point of view such a morphism is well behaved only in the interior of the unit ball. On the border derivatives can typically take infinite values.

Contents

We already used the analyticity of the morphisms of Pcoh to prove full abstraction results [10]. We provide here two more corollaries of this properties, involving now also derivatives. For both results, we consider a paradigmatic probabilistic purely functional programming language\(^2\) which is a probabilistic extension of Scott and Plotkin’s PCF. This language pPCF features a single data type \(\iota\) of integers, a simple probabilistic choice operator \(\text{coin}(r) : \iota\) which flips a coin with probability \(r\) to get \(0\) and \(1 - r\) to get \(1\). To make probabilistic programming possible, this language has a let\((x, M, N)\) construct restricted to \(M\) of type \(\iota\) which allows to sample an integer according to the sub-probability distribution represented by \(M\). The operational semantics is presented by a deterministic “stack machine” which is an environment-free version of Krivine machine parameterized by a choice sequence \(\in \mathbb{C}_0 = \{0, 1\}^\omega\), presented as a partial evaluation function. We adopt a standard discrete probability approach, considering \(\mathbb{C}_0\) as our basic sample space and the evaluation function as defining a (total) probability density function on \(\mathbb{C}_0\). We also introduce an extension pPCF\(_\text{lab}\) of pPCF where terms can be labeled by elements of a set \(\mathcal{L}\) of labels, making it possible to count the use of labeled subterms during a reduction. Evaluation for this extended calculus gives rise to a random variable (r.v.) on \(\mathbb{C}_0\) ranging in the set \(\mathcal{M}_{\text{fin}}(\mathcal{L})\) of finite multisets of elements of \(\mathcal{L}\). The number of uses of terms labeled by a given \(l \in \mathcal{L}\) (which is a measure of the computation time) is then an \(\mathbb{N}\)-valued r.v. the expectation of which we want to evaluate. We prove that, for a given labeled closed term \(M\) of type \(\iota\), this expectation can be computed by taking a derivative of the interpretation of this term in the model Pcoh and provide a concrete example of computation of such expectations. This result can be considered as a probabilistic version of [7, 8]. The fact that derivatives can become infinite on the border of the unit ball corresponds then to the fact that this expectation of “computation time” can be infinite.

In the second application, we consider the contextual distance on pPCF terms generalizing Morris equivalence as studied in [4] for instance. The probabilistic features of the language make this distance too discriminating, putting e.g. terms \(\text{coin}(0)\) and \(\text{coin}(\varepsilon)\) at distance 1 for all \(\varepsilon > 0\) (probability amplification). Any cone (and hence any PCS) is equipped with a norm and hence a canonically defined metric. Using a locally defined notion of differential

---

1 Because, when reformulated in the domain-theoretic framework of Girard’s coherence spaces, this condition exactly characterizes Berry’s stable functions.

2 One distinctive feature of our approach is to not consider probabilities as an effect.
of morphisms in $\mathbf{Pcoh}_I$, we prove that these morphisms enjoy a Lipschitz property on all balls of radius $p < 1$, with a Lipschitz constant $1/(1 - p)$ (thus tending towards $\infty$ when $p$ tends towards 1). Modifying the definition of the operational distance by not considering all possible contexts, but only those which “perturb” the tested terms by allowing them to diverge with probability $1 - p$, we upper bound this $p$-tamed distance by the distance of the model with a ratio $p/(1 - p)$. Being in some sense defined wrt. linear semantic contexts, the denotational distance does not suffer from the probability amplification phenomenon. This suggests that $p$-tamed distances might be more suitable than ordinary contextual distances to reason on probabilistic programs.

Notations

We use $\mathbb{R}_{\geq 0}$ for the set of real numbers $x$ such that $x \geq 0$, and we set $\overline{\mathbb{R}_{\geq 0}} = \mathbb{R}_{\geq 0} \cup \{+\infty\}$. Given two sets $S$ and $I$ we use $S^I$ for the set of functions $I \to S$, often considered as $I$-indexed families $\vec{s}$ of elements of $S$ (the purpose of the arrow is to stress the fact that this object is such a family), the indexing set $I$ being usually easily derivable from the context. The elements of such a family $\vec{s}$ are denoted $s_i$ or $s(i)$ depending on the context. Given $i \in I$ we use $\vec{i}$ for the function $I \to \mathbb{R}_{\geq 0}$ such that $\vec{i}(i) = 1$ and $\vec{i}(j) = 0$ if $j \neq i$. We use $\mathcal{M}_{\text{fin}}(I)$ for the set of finite multisets of elements of $I$. Such a multiset is a function $\mu : I \to \mathbb{N}$ such that $\text{supp}(\mu) = \{i \in I \mid \mu(i) \neq 0\}$ is finite. We use additive notations for operations on multisets (0 for the empty multiset, $\mu + \nu$ for their pointwise sum). We use $[i_1, \ldots, i_k]$ for the multiset $\mu$ such that $\mu(i) = \#\{j \in \mathbb{N} \mid i_j = i\}$. If $\mu, \nu \in \mathcal{M}_{\text{fin}}(I)$ with $\mu \leq \nu$ (pointwise order), we set $(\nu)^{\mu} = \prod_{i \in I} (\nu(i))^{\mu(i)}$ where $\left(\begin{array}{c} \nu \\ \mu \end{array}\right) = \frac{\nu!}{\mu!(\nu - \mu)!}$ is the usual binomial coefficient. We use $I^{<\omega}$ for the set of finite sequences $\langle i_1, \ldots, i_k \rangle$ of elements of $I$ and $\alpha \beta$ for the concatenation of such sequences. We use $\langle \rangle$ for the empty sequence.

1 Probabilistic coherence spaces (PCS)

For the general theory of PCSs we refer to [5, 10]. We recall briefly the basic definitions and provide a characterization of these objects. PCSs are particular cones (a notion borrowed from [14]) as we used them in [10], so we start with a few words about these more general structures to which we plan to extend the constructions of this paper.

1.1 A few words about cones

A (positive) pre-cone is a cancellative\(^3\) commutative $\mathbb{R}_{\geq 0}$-semi-module $P$ equipped with a norm $\| \cdot \|_P$, that is a map $P \to \mathbb{R}_{\geq 0}$, such that $\|rx\|_P = r\|x\|_P$ for $r \in \mathbb{R}_{\geq 0}, \|x + y\|_P \leq \|x\|_P + \|y\|_P$ and $\|x\|_P = 0 \Rightarrow x = 0$. It is moreover assumed that $\|x\|_P \leq \|x + y\|_P$, this condition expressing that the elements of $P$ are positive. Given $x, y \in P$, one says that $x$ is less than $y$ (notation $x \leq y$) if there exists $z \in P$ such that $x + z = y$. By the cancellation property, if such a $z$ exists, it is unique and we denote it as $y - x$. This subtraction obeys usual algebraic laws (when it is defined). Notice that if $x, y \in P$ satisfy $x + y = 0$ then since $\|x\|_P \leq \|x + y\|_P$, we have $x = 0$ (and of course also $y = 0$). Therefore, if $x \leq y$ and $y \leq x$ then $x = y$ and so $\leq$ is an order relation.

A (positive) cone is a positive pre-cone $P$ whose unit ball $BP = \{x \in P \mid \|x\|_P \leq 1\}$ is $\omega$-order-complete in the sense that any increasing sequence of elements of $BP$ has a least upper bound in $BP$. In [10] we show how a notion of stable function on cones can be defined, which gives rise to a cartesian closed category.

\(^3\) Meaning that $x + y = x' + y \Rightarrow x = x'$. 
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The following construction will be crucial in Section 3.2. Given a cone $P$ and $x \in BP$, we define the local cone at $x$ as the set $P_x = \{ u \in P \mid 3x > 0 \}$. The case of $0$ is clearly a $\mathbb{R}_{\geq 0}$-semi-ring. We equip it with the following norm: $\|x\|_{P_x} = \inf \{ \varepsilon^{-1} \mid \varepsilon > 0 \text{ and } x + \varepsilon u \in BP \}$ and then it is easy to check that $P_x$ is indeed a cone. It is reduced to 0 exactly when $x$ is maximal in $BP$. In that case one has $\|x\|_{P} = 1$ but notice that the converse is not true in general.

### 1.2 Basic definitions on PCSs

Given an at most countable set $I$ and $u, u' \in \mathbb{R}_{\geq 0}^I$, we set $\langle u, u' \rangle = \sum_{i \in I} u_i u_i' \in \mathbb{R}_{\geq 0}$. Given $P \subseteq \mathbb{R}_{\geq 0}^I$, we define $P^\perp \subseteq \mathbb{R}_{\geq 0}^I$ as $P^\perp = \{ u' \in \mathbb{R}_{\geq 0}^I \mid \forall u \in P \langle u, u' \rangle \leq 1 \}$. Observe that if $P$ satisfies $\forall a \in I \exists x \in P \ x_a > 0$ and $\forall a \in I \exists m \in \mathbb{R}_{\geq 0} \forall x \in P \ x_a \leq m$ then $P^\perp \in (\mathbb{R}_{\geq 0})^I$ and $P^\perp$ satisfies the same two properties.

A probabilistic pre-coherence space (pre-PCS) is a pair $X = (|X|, P_X)$ where $|X|$ is an at most countable set and $P_X \subseteq \mathbb{R}_{\geq 0}^{|X|}$ satisfies $P_X^\perp = P_X$. A probabilistic coherence space (PCS) is a pre-PCS $X$ such that $\forall a \in |X| \exists x \in P_X \ x_a > 0$ and $\forall a \in |X| \exists m \in \mathbb{R}_{\geq 0} \forall x \in P_X \ x_a \leq m$ so that $P_X \subseteq (\mathbb{R}_{\geq 0})^{|X|}$.

Given any PCS $X$ we can define a cone $\overline{P}_X$ as follows:

$$\overline{P}_X = \{ x \in (\mathbb{R}_{\geq 0})^{|X|} \mid \exists \varepsilon > 0 \ x \in P_X \}$$

that we equip with the following norm: $\|x\|_{\overline{P}_X} = \inf \{ r > 0 \mid x \in rP_X \}$ and then it is easy to check that $B(\overline{P}_X) = P_X$. We simply denote this norm as $\|x\|_X$.

Given $t \in \mathbb{R}_{\geq 0}^{|I \times J|}$ considered as a matrix (where $I$ and $J$ are at most countable sets) and $u \in \mathbb{R}_{\geq 0}^{|J|}$, we define $t u \in \mathbb{R}_{\geq 0}^{|I|}$ by $(t u)_i = \sum_{j \in J} t_{i,j} u_j$ (usual formula for applying a matrix to a vector), and if $s \in \mathbb{R}_{\geq 0}^{|J \times K|}$ we define the product $s t \in \mathbb{R}_{\geq 0}^{|I \times K|}$ of the matrix $s$ and $t$ as usual by $(st)_{i,k} = \sum_{j \in J} t_{i,j} s_{j,k}$. This is an associative operation.

Let $X$ and $Y$ be PCSs, a morphism from $X$ to $Y$ is a matrix $t \in (\mathbb{R}_{\geq 0})^{|X| \times |Y|}$ such that $\forall x \in P_X \ t x \in P_Y$. It is clear that the identity matrix is a morphism from $X$ to $X$ and that the matrix product of two morphisms is a morphism and therefore, PCS equipped with this notion of morphism form a category $\text{Pcoh}$.

The condition $t \in \text{Pcoh}(X, Y)$ is equivalent to $\forall x \in P_X \forall y' \in P_Y^\perp \langle t x, y' \rangle \leq 1$ but $(t x, y') = (t x, y')$ where $(x, y')_{(a, b)} = x_a y'_b$. This strongly suggests to introduce a construction $X \otimes Z$, given two PCSs $X$ and $Z$, by setting $|X \otimes Z| = |X| \times |Z|$ and $P(X \otimes Z) = \{ x \otimes z \mid x \in P_X \text{ and } z \in P_Z \}^\perp$ where $(x \otimes z)_{(a, c)} = x_a z_c$. Then it is easy to see that $X \otimes Z$ is not only a pre-PCS, but actually a PCS and that we have equipped in that way the category $\text{Pcoh}$ with a symmetric monoidal structure for which it is $*$-autonomous wrt. a dualizing object $\bot = 1 = \{ \ast \}, [0, 1]$ (it is at the same time the unit of $\otimes$ and $X^\perp \simeq (X \rightarrow \bot)$ up to a trivial iso).

The category $\text{Pcoh}$ is cartesian: if $(X_i)_{i \in I}$ is an at most countable family of PCSs, then $(\kappa_{i \in I} X_i, (\pi_i)_{i \in I})$ is the cartesian product of the $X_i$s, with $|\kappa_{i \in I} X_i| = \bigcup_{i \in I} |i| \times |X_i|$, $(\pi_i)_{(i,a),a'} = 1$ if $i = j$ and $a = a'$ and $(\pi_i)_{(i,a),a'} = 0$ otherwise, and $x \in P(\kappa_{i \in I} X_i)$ if $x_i \in P X_i$ for each $i \in I$ (for $x \in (\mathbb{R}_{\geq 0})^{\bigcup_{i \in I} |i| \times |X_i|}$). Given $t_i \in \text{Pcoh}(Y_i, X_i)$, the unique morphism $t = (t_i)_{i \in I} \in \text{Pcoh}(Y, \kappa_{i \in I} X_i)$ such that $\pi_i t = t_i$ is simply defined by $t_{b,(i,a)} = (t_i)_{a,b}$. The

---

4 This restriction is not technically necessary, but very meaningful from a philosophic point of view; the non countable case should be handled via measurable spaces and then one has to consider more general objects as in [10] for instance.
dual operation $\oplus_{i \in I} X_i$, which is a coproduct, is characterized by $|\oplus_{i \in I} X_i| = \bigcup_{i \in I} |X_i|$ and $x \in P(\oplus_{i \in I} X_i)$ and $\sum_{i \in I} |\pi_i x| \leq 1$. A particular case is $\mathbb{N} = \oplus_{n \in \mathbb{N}} X_n$ where $X_n$ is $1$ for each $n$. So that $|\mathbb{N}| = \mathbb{N}$ and $x \in (\mathbb{R}_{\geq 0})^\mathbb{N}$ belongs to $\mathbb{PN}$ if $\sum_{n \in \mathbb{N}} x_n \leq 1$ (that is, $x$ is a sub-probability distribution on $\mathbb{N}$). There are successor and predecessor morphisms $\mathtt{succ}, \mathtt{pred} \in \mathtt{Pcoh}(\mathbb{N}, \mathbb{N})$ given by $\mathtt{succ}_{n,n'} = \delta_{n+1,n'}$ and $\mathtt{pred}_{n,n'} = 1$ if $n = n'$ or $n = n' + 1$ (and $\mathtt{pred}_{n,n'} = 0$ in all other cases). An element of $\mathtt{Pcoh}(\mathbb{N}, \mathbb{N})$ is a (sub)stochastic matrix and our model should be understood as this kind of representation of programs.

As to the exponentials, one sets $|X| = \mathcal{M}_{\text{fin}}(|X|)$ and $P(!X) = \{x^! \mid x \in PX\}$ where, given $\mu \in \mathcal{M}_{\text{fin}}(|X|)$, $x_{\mu}^! = x^\mu = \prod_{a \in |X|} x^\mu_a$. Then given $t \in \mathtt{Pcoh}(X,Y)$, one defines $!t \in \mathtt{Pcoh}(!X,!Y)$ in such a way that $!t x^! = ((tx)^!)$ (the precise definition is not relevant here; it is completely determined by this equation). We do not need here to specify the monoidal comonad structure of this exponential. The resulting cartesian closed category $^5 \mathtt{Pcoh}$ can be seen as a category of functions (actually, of stable functions as proved in [3]). Indeed, a morphism $t \in \mathtt{Pcoh}(X,Y) = \mathtt{Pcoh}(!X,Y) = P(!X \to Y)$ is completely characterized by the associated function $\hat{t} : PX \to PY$ such that $\hat{t}(x) = tx^! = \left(\sum_{\mu \in |X|} t_{\mu,bx^\mu}\right)_{b \in |Y|}$ so that we consider morphisms as power series (they are in particular monotonic and Scott continuous functions $PX \to PY$). In this cartesian closed category, the product of a family $(X_i)_{i \in I}$ is $\prod_{i \in I} X_i$, (written $X^I$ if $X_i = X$ for all $i$), which is compatible with our viewpoint on morphisms as functions since $P(\prod_{i \in I} X_i) = \prod_{i \in I} PX_i$ up to trivial iso. The object of morphisms from $X$ to $Y$ is $!X \to Y$ with evaluation mapping $(t,x) \in P(\prod_{i \in I} X_i) \times PX$ to $\hat{t}(x)$ that we simply denote as $t(x)$ from now on. The well defined function $P(\prod_{i \in I} X_i) \to PX$ which maps $t$ to $\sup_{n \in \mathbb{N}} t^n(0)$ is a morphism of $\mathtt{Pcoh}$ (and thus can be described as a power series in the vector $t = (t_{m,a})_{m \in \mathcal{M}_{\text{fin}}(|X|), a \in |X|}$) by standard categorical considerations using cartesian closeness: it provides us with fixed point operators at all types.

\section{Probabilistic PCF, time expectation and derivatives}

We introduce now the probabilistic functional programming language considered in this paper. The operational semantics is presented using elementary probability theoretic tools.

\subsection{The core language}

The types and terms are given by

\[\begin{align*}
\sigma, \tau, \ldots & := \iota \mid \sigma \Rightarrow \tau \\
M, N, P, \ldots & := \mathtt{succ}(M) \mid \mathtt{pred}(M) \mid x \mid \mathtt{coin}(r) \mid \text{let}(x, M, N) \mid \text{if}(M, N, P) \\
& \mid (M)N \mid \lambda x^\sigma M \mid \text{fix}(M)
\end{align*}\]

See Fig. 1 for the typing rules, with typing contexts $\Gamma = (x_1 : \sigma_1, \ldots, x_n : \sigma_n)$.

\subsection{Denotational semantics}

We survey briefly the interpretation of pPCF in PCSs thoroughly described in [10]. Types are interpreted by $[\iota] = \mathbb{N}$ and $[\sigma \Rightarrow \tau] = ![\sigma] \leadsto ![\tau]$. Given $M \in \text{pPCF}$ such that $\Gamma \vdash M : \sigma$ (with $\Gamma = (x_1 : \sigma_1, \ldots, x_k : \sigma_k)$) one defines $[M]_\Gamma \in \text{Pcoh}([\&^{\leq 1}[\sigma_1]], [\sigma])$ (a

\footnotesize
\begin{itemize}
\item[5] This is the Kleisli category of "!" which has actually a comonad structure that we do not make explicit here, again we refer to [5, 10].
\end{itemize}
“Kleisli morphism”) that we see as a function $\prod_{i=1}^k P[\sigma_i] \to P[\sigma]$ as explained in Section 1.2. For instance $[x_1]_{\Gamma}(\bar{u}) = u_1$, $[n]_{\Gamma}(\bar{u}) = \pi$ (remember that $\pi \in \text{PN}$ is defined by $\pi_i = \delta_{n,i}$), $[\text{suc}(M)]_{\Gamma}(\bar{u}) = \text{suc}([M]_{\Gamma}(\bar{u}))$ and similarly for $\text{pred}(M)$, more importantly

$$[\text{coin}(r)]_{\Gamma}(\bar{u}) = r \bar{u} + (1 - r) \bar{T} \quad [\text{let}(x, M, N)]_{\Gamma} = \sum_{n \in \mathbb{N}} [M]_{\Gamma}(\bar{a})_n \llbracket N[n/x] \rrbracket_{\Gamma}(\bar{u})$$

Application and $\lambda$-abstraction are interpreted as usual in a cartesian closed category (in particular $[[M]N]_{\Gamma}(\bar{u}) = ([M]_{\Gamma}(\bar{u}))([N]_{\Gamma}(\bar{u}))$). Last $[[\text{fix}(M)]_{\Gamma}(\bar{u}) = \sup_{n \in \mathbb{N}}([M]_{\Gamma}(\bar{u}))^n(0)$.

### 2.1.2 Operational semantics

In former papers we have presented the operational semantics of pPCF as a discrete Markov chain on states which are the closed terms of pPCF. This Markov chain implements the standard weak head reduction strategy of PCF which is deterministic for ordinary PCF but features branchings in pPCF because of the $\text{coin}(r)$ construct (see [10]). Here we prefer another, though strictly equivalent, presentation of this operational semantics, based on an environment-free Krivine Machine (thus handling states which are pairs made of a closed term and a closed stack) further parameterized by an element of $\{0,1\}^{<\omega}$ to be understood as a “random tape” prescribing the values taken by the $\text{coin}(r)$ terms during the execution of states. We present this machine as a partial function taking a state $s$, a random tape $\alpha$ and returning an element of $[0,1]$ to be understood as the probability that the sequence $\alpha$ of $0/1$ choices occurs during the execution of $s$. We allow only execution of ground type states and accept $\bar{0}$ as the only terminating value: a completely arbitrary choice, sufficient for our purpose in this paper. Also, we insist that a terminating computation from $(s, \alpha)$ completely consumes the random tape $\alpha$. These choices allow to fit within a completely standard discrete probability setting.

Given an extension $\Lambda$ of pPCF (with the same format for typing rules), we define the associated language of stacks (called $\Lambda$-stacks).

$$\pi ::= \varepsilon \mid \text{arg}(M) \cdot \pi \mid \text{suc}(\pi) \mid \text{pred} \cdot \pi \mid \text{if}(N, P) \cdot \pi \mid \text{let}(x, N) \cdot \pi$$

where $M$ and $N$ range over $\Lambda$. A stack typing judgment is of shape $\sigma \vdash \pi$ (meaning that it takes a term of type $\sigma$ and returns an integer) and the typing rules are given in Fig. 1.
in the

exactly as corresponding set of states. Then we define a partial function involve now such labeled terms but their syntax is not extended otherwise; let $N$ is used (that is, arrives in head position) during the execution of $\Gamma \vdash M : \sigma$. In order to count the number of times a given subterm $N$ of a closed term $M$ of type $\iota$ is used (that is, arrives in head position) during the execution of $(M, \varepsilon)$ in the Krivine machine of Section 2.1.2, we extend $\text{pPCF}$ into $\text{pPCF}_{\text{lab}}$ by adding a term labeling construct $N^l$. The typing rule for this new construct is simply $\frac{}{\Gamma \vdash N^l : \sigma}$. Of course $\text{pPCF}_{\text{lab}}$-stacks involve now such labeled terms but their syntax is not extended otherwise; let $S_{\text{lab}}$ be the corresponding set of states. Then we define a partial function $E_{\text{lab}} : S_{\text{lab}} \times C_0 \to M_{\text{fin}}(\mathcal{L})$ exactly as $E$ apart for the following cases,

$$E_{\text{lab}}((M^l, \pi), (l)) = E_{\text{lab}}((M, \pi), (l)) + [l]$$
$$E_{\text{lab}}((\text{coin}(r), \pi), (1)) = E_{\text{lab}}((\text{coin}(r), \pi), (1)) - 1$$
$$E_{\text{lab}}((\text{coin}(r), \pi), (0)) = E_{\text{lab}}((\text{coin}(r), \pi), (0)) - 1$$
$$E_{\text{lab}}((\emptyset, \varepsilon), (\emptyset)) = 0$$

$\text{Theorem 1.}$ Let $M \in \text{pPCF}$ with $\Gamma \vdash M : \iota$. Then $[M]_0 = P_{(M, \varepsilon)}((M, \varepsilon) \downarrow \emptyset)$. We use sometimes $P(M \downarrow \emptyset)$ as an abbreviation for $P_{(M, \varepsilon)}((M, \varepsilon) \downarrow \emptyset)$. 

2.2 Probabilistic PCF with labels and the associated random variables

A state is a pair $(M, \pi)$ (where we say that $M$ is in head position) such that $\Gamma \vdash M : \sigma$ and $\sigma \vdash \pi$ for some (uniquely determined) type $\sigma$, let $S$ be the set of states. Let $\mathcal{C}_0 = \{0, 1\}^{<\omega}$ be the set of finite lists of booleans (random tapes), we define a partial function $E : S \times \mathcal{C}_0 \to \mathbb{R}_{\geq 0}$ in Fig. 2. Let $D(s)$ be the set of all $\alpha \in \mathcal{C}_0$ such that $E(s, \alpha)$ is defined. When $\alpha \in D(s)$, the number $E(s, \alpha) \in [0, 1]$ is the probability that the random tape $\alpha$ occurs during the execution. When all coins are fair (all the values of the parameters $r$ are $1/2$), this probability is $2^{-\text{len}(\alpha)}$. The sum of these (possibly infinitely many) probabilities is $\leq 1$. For fitting within a standard probabilistic setting, we define a total probability distribution $E(s) : \mathcal{C}_0 \to [0, 1]$ as follows

$$E(s)(\alpha) = \begin{cases} E(s, \beta) & \text{if } \alpha = (0) \text{ and } \beta \in D(s) \\ 1 - \sum_{\beta \in D(s)} E(s, \beta) & \text{if } \alpha = (1) \\ 0 & \text{in all other cases} \end{cases}$$

Let $P_s$ be the associated probability measure\footnote{The choice of accumulating on (1) all the complementary probability is completely arbitrary and has no impact on the result we prove because all the events of interest for us will be subsets of $(0)\mathcal{C}_0 \subseteq \mathcal{C}_0$.} (we are in a discrete setting so simply $P_s(A) = \sum_{\alpha \in A} E(s)(\alpha)$ for all $A \subseteq \mathcal{C}_0$).

The event $(s \downarrow \emptyset) = (0)D(s)$ is the set of all random tapes (up to 0-prefixing) making $s$ reduce to $\emptyset$. Its probability is $P_s(s \downarrow \emptyset) = \sum_{\beta \in D(s)} E(s, \beta)$. In the case $s = (M, \varepsilon)$ (with $\Gamma \vdash M : \iota$) this probability is exactly the same as the probability of $M$ to reduce to $\emptyset$ in the Markov chain setting of [10] (see e.g. [1] for more details on the connection between these two kinds of operational semantics). So the Adequacy Theorem of [10] can be expressed as follows.

$\text{Theorem 2.}$ Let $M \in \text{pPCF}$ with $\Gamma \vdash M : \iota$. Then $[M]_0 = P_{(M, \varepsilon)}((M, \varepsilon) \downarrow \emptyset)$. We use sometimes $P(M \downarrow \emptyset)$ as an abbreviation for $P_{(M, \varepsilon)}((M, \varepsilon) \downarrow \emptyset)$.
When applied to $\langle M, \varepsilon \rangle$, this function counts how often labeled subterms of $M$ arrive in head position during the reduction; this number depends of course on the random tape provided as argument together with the state. The result is a finite multiset of labels.

Let $D_{lab}(s)$ be the set of states such that $\mathbb{E}_{lab}(s, \alpha)$ is defined. Defining $s \in S$ as $s$ stripped from its labels, we clearly have $D_{lab}(s) = D(s)$. We define a r.v. $\mathbb{E}_{lab}(s) : \mathcal{C}_0 \rightarrow M_{\text{fin}}(\mathcal{L})$ by

$$\mathbb{E}_{lab}(s)(\alpha) = \begin{cases} \mathbb{E}_{lab}(s, \beta) & \text{if } \alpha = (0)\beta \text{ and } \beta \in D(s) \\ 0 & \text{in all other cases.} \end{cases}$$

Let $l \in \mathcal{L}$ and let $\mathbb{E}_{lab}(s)_l : \mathcal{C}_0 \rightarrow \mathbb{N}$ be the integer r.v. defined by $\mathbb{E}_{lab}(s)(\alpha) = \mathbb{E}_{lab}(s)(\alpha)(l)$. Its expectation is

$$\mathbb{E}(\mathbb{E}_{lab}(s)_l) = \sum_{n \in \mathbb{N}} n \mathbb{P}_s(\mathbb{E}_{lab}(s)_l = n) = \sum_{n \in \mathbb{N}} n \sum_{\mu \in M_{\text{fin}}(\mathcal{L})} \mathbb{P}_s(\mathbb{E}_{lab}(s) = \mu) = \sum_{\mu \in M_{\text{fin}}(\mathcal{L})} \mu(l) \mathbb{P}_s(\mathbb{E}_{lab}(s) = \mu). \tag{1}$$

This is the expected number of occurrences of $l$-labeled subterms of $s$ arriving in head position during successful executions of $s$. It is more meaningful to condition this expectation under convergence of the execution of $s$ (that is, under the event $s \downarrow \emptyset$). We have $\mathbb{E}(\mathbb{E}_{lab}(s)_l | s \downarrow \emptyset) = \mathbb{E}(\mathbb{E}_{lab}(s)_l)/\mathbb{P}_s(s \downarrow \emptyset)$ as the r.v. $\mathbb{E}_{lab}(s)_l$ vanishes outside the event $s \downarrow \emptyset$ since $D_{lab}(s) = D(s)$.

Our goal now is to extract this expectation from the denotational semantics of a term $M$ such that $\vdash M : \iota$, which contains labeled subterms, or rather of a term suitably definable from $M$. The general idea is to replace in $M$ each $N^I$ (where $N$ has type $\sigma$) with if $(x_1, N, \Omega^x)$ where $\vec{x} = (x_i)_{i \in L}$ (for some finite subset $L$ of $\mathcal{L}$ containing all the labels occurring in $M$) is a family of pairwise distinct variables of type $\iota$ and $\Omega^x = \text{fix}(\lambda x^\sigma. x)$. We obtain in that way a term $\text{sp}\vec{x}M$ whose semantics $\llbracket \text{sp}\vec{x}M \rrbracket_\vec{x}$ is an element of $\text{Pcoh}(N^L, N)$ that we can consider as an analytic function $(\text{PN})^L \rightarrow \text{PN}$ and which therefore induces an analytic function $f : [0, 1]^L \rightarrow [0, 1]$ by $f(\vec{r}) = \llbracket M \rrbracket((r_i \vec{u})_{i \in L})_0$ (where $r \vec{u} = (r_i \vec{u})_{i \in L} \in \text{PN}^L$ for $\vec{r} \in [0, 1]^L$). Our main claim is that the expectation of the number of uses of subterms labeled by $l$ is $\partial f(\vec{1})(1, \ldots, 1)$.

In order to reduce this problem to Theorem 1, we need a further “Krivine machine” with as many random tapes as elements of $L$ (plus one for the plain $\text{coin}(\_)$ constructs occurring in $M$).

### 2.3 Probabilistic PCF with labeled coins

Let $\text{pPCF}_{lc}$ be $\text{pPCF}$ extended with a construct $\text{lc}\text{oin}(l, r)$ typed as $r \in [0, 1] \cap \mathbb{Q}$ and $l \in \mathcal{L}$

$$\Gamma \vdash \text{lc}\text{oin}(l, r) : \iota$$

This language features the usual $\text{coin}(r)$ construct for probabilistic choice as well as a supply of identical constructs labeled by $\mathcal{L}$ that we will use to simulate the counting of Section 2.2. Of course $\text{pPCF}_{lc}$-stacks involve new terms with labeled coins but their syntax is not extended otherwise; let $S_{lc}$ be the corresponding set of states. We use $\text{lab}(M)$ for the set of labels occurring in $M$ (and similarly $\text{lab}(s)$ for $s \in S_{lc}$). Given a finite subset $L$ of $\mathcal{L}$, we use $\text{pPCF}_{lc}(L)$ for the set of terms $M$ such that $\text{lab}(M) \subseteq L$ and we define similarly $S_{lc}(L)$. We also use the similar notations $\text{pPCF}_{lab}(L)$ and $S_{lab}(L)$.

---

7 That is, simply, a function since we are in a discrete probability setting.
The partial function $\text{Ev}_{lc} : S_{lc}(L) \times C_0 \times C_0^l \to \mathbb{R}_{\geq 0}$ is defined exactly as $\text{Ev}$ (for the unlabeled $\text{coin}(r)$, we use only the first parameter in $C_0$), extended by the following rules:

$$\text{Ev}_{lc}(l\text{coin}(l, r), \pi, \alpha, \beta) = \begin{cases} \text{Ev}_{lc}(l\text{coin}(l, r), \pi, \beta', \gamma) \cdot r & \text{if } \beta(l) = (0)\gamma \\ \text{Ev}_{lc}(l\text{coin}(l, r), \pi, \beta', (1 - r)) & \text{if } \beta(l) = (1)\gamma \\ \end{cases}$$

where $\beta' = (\beta(l))_{l \in L}$ stands for an $L$-indexed family of elements of $C_0$ and $\beta' [\gamma/l]$ is the family $\delta$ such that $\delta(l') = \beta(l')$ if $l' \neq l$ and $\delta(l) = \gamma$. We define $D_{lc}(s) \subseteq C_0 \times C_0^l$ as the domain of the partial function $\text{Ev}_{lc}(s, \_, \_)$. Let $s \in S$ be obtained by stripping $s$ from its labels (so that $\text{coin}(l, r) = \text{coin}(r)$). And $M \in \text{pPCF}$ is defined similarly.

**Lemma 2.** For all $s \in S_{lc}(L)$

$$\mathbb{P}_\Delta(s \downarrow \emptyset) = \sum_{(\alpha, \beta) \in D_{lc}(s)} \text{Ev}_{lc}(s, \alpha, \beta).$$

**Proof.** (Sketch) With each $(\alpha, \beta) \in D_{lc}(s)$ we can associate a uniquely defined $\eta_{lc}(\alpha, \beta) \in D(s)$ which is a shuffle of $\alpha$ and of the $\beta(l)$'s (for $l \in L$) such that $\text{Ev}_{lc}(s, \alpha, \beta) = \text{Ev}(s, \eta_{lc}(\alpha, \beta))$, uniquely determined by the run of $(\alpha, \beta)$ in the “machine” $\text{Ev}_{lab}$. This mapping $\eta_{lc}$ (which is defined much like $\text{Ev}_{lc}(s, \_, \_)$) is easily seen to be bijective. ▶

### 2.3.1 Spying labeled terms in pPCF

We arrive to the last step, which consists in turning a closed labeled term $M$ (with labels in the finite set $L$) into the already mentioned term $\text{sp}_P(M)$, defined in such a way that $\llbracket \text{lc}_P(M) \rrbracket$ has a simple expression in terms of $\text{sp}_P(M)$ (Lemma 5), allowing to relate the coefficients of the power series interpreting $\text{lc}_P(M)$ in terms of probability of reduction of the machine $\text{Ev}_{lab}$ with given resulting multisets of labels (Equation (2)). This in turn is the key to the proof of Theorem 6.

Given $\vec{r} = (r_l)_{l \in L} \in (\mathbb{Q} \cap [0, 1])^L$, we define a (type preserving) translation $\text{lc}_P : \text{pPCF}_{lab}(L) \to \text{pPCF}_{lc}$ by induction on terms. For all term constructs but labeled terms, the transformation does nothing (for instance $\text{lc}_P(x) = x$, $\text{lc}_P(\lambda x^\sigma M) = \lambda x^\sigma \text{lc}_P(M)$ etc.), the only non trivial case being $\text{lc}_P(M') = \text{if}(\text{coin}(l, r), \text{lc}_P(M), \Omega^\sigma)$ where $\sigma$ is the type of $M$.

**Lemma 3.** Let $s \in S_{lab}(L)$. Then $D_{lab}(s) = D(s)$, $D_{lc}(\text{lc}_P(s)) = \{ (\alpha, (0)^{\text{Ev}_{lab}(s, \alpha)(l)})_{l \in L} \mid \alpha \in D(s) \}$ and $\text{Ev}_{lc}(\text{lc}_P(s), \alpha, (0)^{\text{Ev}_{lab}(s, \alpha)(l)}) = \mathbb{P}_\Delta((0)^{\alpha}) (\vec{r})^{\text{Ev}_{lab}(s, \alpha)}$.

Of course $(0)^n$ stands for the sequence $(0, \ldots, 0)$ (with $n$ occurrences of 0). The proof is by induction on the length of $\alpha$ and boils down to the observation that $D((\Omega^\sigma, \pi)) = \emptyset$ for any (well typed) stack $\pi$. Remember that $\mathbb{P}_\Delta((0)^{\alpha}) = \text{Ev}(\vec{r}, \alpha)$ and that $(\vec{r})^\mu = \prod_{l \in L} r_l^{\mu(l)}$ for all $\mu \in \mathcal{M}_{\text{fin}}(L)$.

We consider a last type preserving translation from $\text{pPCF}_{lab}(L)$ to $\text{pPCF}$: let $\vec{x}$ be a $L$-indexed family of pairwise distinct variables (that we identify with the typing context $(x_l : \ell)_{l \in L}$). If $M \in \text{pPCF}_{lab}(L)$ with $\Gamma \vdash M : \sigma$ (assuming that no free variable of $M$ occurs in $\vec{x}$) we define $\text{sp}_P(M)$ with $\Gamma, \vec{x} \vdash \text{sp}_P(M) : \sigma$ by induction on $M$. The unique non trivial case is $\text{sp}_P(M') = \text{if}(x_1, \text{sp}_P(M), \Omega^\sigma)$ where $\sigma$ is the type of $M$.

---

8 *A priori* this type is known only if we know the type of the free variables of $M$, so to be more precise this translation should be specified in a given typing context; this can easily be fixed by adding a further parameter to $\text{lc}$ at the price of heavier notations.
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**Lemma 4.** Let $M \in \text{pPCF}_{\text{lab}}(L)$ with $\vdash M : \sigma$. If $\bar{r} \in \mathcal{M}_{\text{fin}}(\mathbb{N})^L = \mathcal{M}_{\text{fin}}(L \times \mathbb{N})$ and $a \in [\sigma]$ satisfy $(\left[\text{sp}_F(M)\right]_x(x,a)) \neq 0$ then $\rho(n) \neq 0 \Rightarrow n = 0$.

The proof is a simple induction on $M$ (of course we also have to consider open terms) and uses the fact that $[\Omega^0] = 0$.

Given $\mu \in \mathcal{M}_{\text{fin}}(L)$, we use $\mu[0]$ for the element $\rho$ of $\mathcal{M}_{\text{fin}}(\mathbb{N})^L$ such that $\rho(n) = \mu(l)$ if $n = 0$ and $\rho(n) = 0$ otherwise.

**Lemma 5.** Let $\bar{r} \in (\mathbb{Q} \cap [0,1])^L$ and $M \in \text{pPCF}_{\text{lab}}(L)$ with $\vdash M : \sigma$. Then $[\text{sp}_F(M)]_x(\bar{r}\bar{\Omega}) = [\text{sp}_F(M)]_x$.

Easy induction on $M$ based on the fact that $[\text{coin}(r)] = r\bar{\Omega} + (1 - r)\bar{T}$ (again, one needs a more general statement involving open terms).

By Lemma 5, $[\text{sp}_F(M)]_x[0] = \sum_{\mu \in \mathcal{M}_{\text{fin}}(L)} ([\text{sp}_F(M)]_x(\mu[0],0))^{\bar{r}^\mu}$. By Theorem 1, we have

$$[\text{sp}_F(M)]_x[0] = \left(\prod_{\alpha \in \mathbb{D}([\sigma])} \text{Ev}_x((\{M,\varepsilon\},\alpha),\bar{r})\right)^{\bar{r}^\mu}$$

and since this holds for all $\bar{r} \in (\mathbb{Q} \cap [0,1])^L$, we must have, for all $\mu \in \mathcal{M}_{\text{fin}}(L)$,

$$[\text{sp}_F(M)]_x[0] = \sum_{\alpha \in \{0\}\mathbb{C}_0} \text{Ev}_x((\{M,\varepsilon\},\alpha))^{\bar{r}^\mu}$$

Let $l \in L$, we have

$$\text{E}(\text{Ev}_x((\{M,\varepsilon\}),l)) = \sum_{\mu \in \mathcal{M}_{\text{fin}}(L)} \mu(l)^{\text{Ev}_x((\{M,\varepsilon\}),\mu)} \text{ by Equation (1)}$$

$$= \sum_{\mu \in \mathcal{M}_{\text{fin}}(L)} \mu(l)\left[\text{sp}_F(M)]_x(\mu[0],0)\text{ by Equation (2)}\right.$$}

$$= \frac{\partial}{\partial r_l} \left(\text{Ev}_x((\{M,\varepsilon\}),l)\right)$$

Indeed, given $\bar{r} \in [0,1]^L$ one has $[\text{sp}_F(M)]_x(\bar{r}\bar{\Omega}) = \sum_{\mu \in \mathcal{M}_{\text{fin}}(L)} [\text{sp}_F(M)]_x(\mu[0],0)^{\bar{r}^\mu}$ and $\frac{\partial}{\partial r_l} \left(\text{Ev}_x((\{M,\varepsilon\}),l)\right) = \mu(l)$, whence the last equation.

**Theorem 6.** Let $M \in \text{pPCF}_{\text{lab}}(L)$ with $\vdash M : \iota$. Then

$$\text{E}(\text{Ev}_x((\{M,\varepsilon\},l),l) = \frac{\partial}{\partial r_l} \left(\text{Ev}_x((\{M,\varepsilon\}),l)\right)$$

**Example 7.** The point of this formula is that we can apply it to algebraic expressions of the semantics of the program. Consider the following term $M_q$ (for $q \in \mathbb{Q} \cap [0,1]$) such that $\vdash M_q : \iota \Rightarrow \iota : M_q = \text{fix}(\lambda f.\text{fix}(\lambda r.\text{if}(\text{coin}(q),\text{if}(f,x,0,\Omega^2),\Omega^2),\text{if}(x,0,\Omega^2))) \text{, if}(x,0,\Omega^2)))$, we study $(M_q)_x^L$ (for a fixed label $l \in L$). So in this example, “time” means “number of uses
The following simple lemma will prove quite useful in the sequel. It is proven in [12] in a rather sketchy way, we provide here a detailed proof for further references. We say that a countable set and let \( \phi \in (\mathbb{R} \geq 0)^I \) be the element of \( S \) is \( \omega \)-complete if any increasing sequence of elements of \( S \) has a least upper bound.

\[ \mathbb{P}(M_q \downarrow 0) = \varphi_q(1) = \frac{1 - |2q - 1|}{2q} = \begin{cases} 1 & \text{if } q \leq 1/2 \\ 1 - q & \text{if } q > 1/2 \end{cases} \tag{3} \]

Observe that we have also \( \mathbb{P}(M_0 \downarrow 0) = \varphi_0(1) = 1 \) so that Equation (3) holds for all \( q \in [0, 1) \) (the corresponding curve is the second one in Fig. 3). Then by Theorem 6 we have \( \mathbb{E}(\mathbb{E}_{ab}(\langle M_q \| 0, \varepsilon \rangle \downarrow 0) = \varphi_q(1)/\varphi_q(1) \). Since \( \varphi_q(u) = (1 - q)u^2 + q\varphi_q(u) \) we have \( \varphi_q'(u) = 2(1 - q)u + 2q\varphi_q(u) \varphi_q(u) \) and hence \( \varphi_q'(1) = 2(1 - q)/(1 - 2q\varphi_q(1)) \), so that \( \varphi_q'(1)/\varphi_q(1) = 2(1 - q)/(1 - 2q) \) if \( q < 1/2 \), \( \varphi_{1/2}'(1)/\varphi_q(1) = \infty \) and \( \varphi_q'(1)/\varphi_q(1) = 2(1 - q)/(2q - 1) \) if \( q > 1/2 \) (using the expression of \( \varphi_q(1) \) given by Equation (3)), see the third curve in Fig. 3. For \( q > 1/2 \) notice that the conditional time expectation and the probability of convergence decrease when \( q \) tends to 1. When \( q \) is very close to 1, \( M_q \| 0 \) has a very low probability to terminate, but when it does, it uses its argument only twice. For \( q = 1/2 \) we have almost sure termination with an infinite expected computation time.

3 Differentials and distances

3.1 Order theoretic characterization of PCSs

The following simple lemma will prove quite useful in the sequel. It is proven in [12] in a rather sketchy way, we provide here a detailed proof for further references. We say that a partially ordered set \( S \) is \( \omega \)-complete if any increasing sequence of elements of \( S \) has a least upper bound.

\[ \textbf{Lemma 8.} \text{ Let } I \text{ be a countable set and let } P \subseteq (\mathbb{R} \geq 0)^I. \text{ Then } (I, P) \text{ is a probabilistic coherence space iff the following properties hold (equipping } P \text{ with the product order).}
1. \( P \) is downwards closed and closed under barycentric combinations
2. \( P \) is \( \omega \)-complete
3. and for all \( a \in I \) there is \( \varepsilon > 0 \) such that \( \varepsilon v_a \in P \) and \( P_a \subseteq [0, 1/\varepsilon] \).

\[ \textbf{Proof.} \text{ The } \Rightarrow \text{ implication is easy (see [5]), we prove the converse, which uses the Hahn-Banach theorem in finite dimension. Let } y \in (\mathbb{R} \geq 0)^I \text{ such that } y \notin P. \text{ We must prove that there exists } x' \in P^\perp \text{ such that } (y, x') > 1 \text{ and } \forall x \in P(x, x') \leq 1. \text{ Given } J \subseteq I \text{ and } z \in (\mathbb{R} \geq 0)^I, \text{ let } z_j \text{ be the element of } (\mathbb{R} \geq 0)^I \text{ which takes value } z_j \text{ for } j \in J \text{ and 0 for } j \notin J. \]
Then $y$ is the lub of the increasing sequence $\{y_n\}$ (where $i_1, i_2, \ldots$ is any enumeration of $I$) and hence there must be some $n \in \mathbb{N}$ such that $y_{i_n} \not\in P$. Therefore it suffices to prove the result for $I$ finite, what we assume now. Let $Q = \{x | x \in \mathbb{R}^I \mid \langle x, i \rangle < t \}$ which is a convex subset of $\mathbb{R}^I$. Let $t_0 = \sup \{t \in \mathbb{R}^I \mid ty \in P \}$. By our closeness assumption on $P$, we have $t_0 y \in P$ and therefore $t_0 < 1$. Let $h : \mathbb{R}^I \rightarrow \mathbb{R}$ be defined by $h(ty) = t/t_0$ ($t_0 \neq 0$ by our assumption (3) about $P$ and because $I$ is finite). Let $q : \mathbb{R}^I \rightarrow \mathbb{R}^I$ be the gauge of $Q$, which is the semi-norm given by $q(z) = \inf \{\varepsilon > 0 \mid z \in \varepsilon Q\}$. It is actually a norm by our assumptions on $P$. Observe that $h(z) \leq q(z)$ for all $z \in \mathbb{R}^I$; this boils down to showing that $t \leq t_0q(ty) = |t|/t_0q(y)$ for all $t \in \mathbb{R}$ which is clear since $t_0q(y) = 1$ by definition of these numbers. Hence, by the Hahn-Banach Theorem, there exists a linear $t : \mathbb{R}^I \rightarrow \mathbb{R}$ which is $\leq q$ and coincides with $h$ on $\mathbb{R}^I$. Let $y' \in \mathbb{R}^I$ be such that $\langle t, y' \rangle = l(z)$ for all $z \in \mathbb{R}^I$ (using again the finiteness of $I$). Let $x' \in (\mathbb{R}^I)^I$ be defined by $x'_i = |y'_i|$. It is clear that $\langle y, x' \rangle > 1$; since $y \in (\mathbb{R}^I)^I$ we have $\langle y, x' \rangle \geq \langle y, y' \rangle = l(y) = h(y) = 1/t_0 > 1$. Let $N = \{i \in I \mid y'_i < 0\}$. Given $z \in P$, let $\bar{z} \in \mathbb{R}^I$ be given by $z_i = -z_i$ if $i \in N$ and $\bar{z}_i = z_i$ otherwise. Then $\langle z, x' \rangle = \langle \bar{z}, y' \rangle = l(\bar{z}) \leq 1$ since $\bar{z} \in Q$ (by definition of $Q$ and because $z \in P$). It follows that $x' \in P^\perp$. □

### 3.2 Local PCS and derivatives

Let $X$ be a PCS and let $x \in PX$. We define a new PCS $X_x$ as follows. First we set $|X_x| = \{a \in |X| \mid \exists c > 0 \text{ and } c a \in PX\}$ and then $P(X_x) = \{a \in \mathbb{R}^{|X_x|} \mid x + u \in PX\}$. There is a slight abuse of notation here: $a$ is not an element of $\mathbb{R}^{|X|}$, but we consider it as such by simply extending it with 0 values to the elements of $|X| \setminus |X_x|$. Observe also that, given $u \in PX$, if $x + u \in PX$, then we must have $u \in P(X_x)$, in the sense that $u$ necessarily vanishes outside $|X_x|$. It is clear that $(|X_x|, P(X_x))$ satisfies the conditions of Lemma 8 and therefore $X_x$ is actually a PCS, called the local PCS of $X$ at $x$.

Let $t \in \text{Pcoh}(X, Y)$ and let $x \in PX$. Given $u \in P(X_x)$, we know that $x + u \in PX$ and hence we can compute $t(x + u) \in PY$: $t(x + u)_b = \sum_{a \in |X|} t_{a,b}(x + u)^b = \sum_{a \in |X|} t_{a,b} \sum_{\nu \leq a} t_{\nu} x^{\mu - \nu} u^\nu$. Upon considering only the $u$-constant and the $u$-linear part of this sum (and remembering that actually $u \in P(X_x)$), we get $t(x + u) = \sum_{a \in |X|} u_a \sum_{\nu \leq a} t_{\nu} x^{\mu} - |a| \nu u^\nu \leq t(x + u) \in PY$. Given $a \in |X_x|$ and $b \in |Y_x|$, we set $t'(x)_{a,b} = \sum_{\nu \leq a} (|a| - |b|) t_{\nu} x^{\mu - |b|} u^\nu$ and we have proven that actually $t'(x) \in P(X_x, Y_x)$. By definition, this linear morphism $t'(x)$ is the derivative (or differential, or Jacobian) of $t$ at $x^9$. It is uniquely characterized by the fact that, for all $x \in PX$ and $u \in PX$, we have

$$t(x + u) = t(x) + t'(x) u + \bar{t}(x, u)$$

where $\bar{t}$ is a power series in $x$ and $u$ whose all terms have global degree $\geq 2$ in $u$.

As a typical example, consider the case where $Y = X$ and $t = \delta = \text{Id}_{X, X} \in \text{Pcoh}(X, !X)$, so that $\delta(x) = x^\circ$. Given $a \in |X_x|$ and $\nu \in [|X_x|]$, we have

$$\delta'(x)_{a, \nu} = \sum_{\mu \in [|X|]} (\mu + 1) \delta_{a + [1], \nu} x^\mu = \left\{ \begin{array}{ll} 0 & \text{if } \nu(a) = 0 \\ \nu(a) x^{\nu - |a|} & \text{if } \nu(a) > 0 \end{array} \right.$$  

We know that $\delta'(x) \in P(X_x \rightarrow !X)$, so that $\delta'(x)$ is a “local version” of DILL’s codereliction [9]. Observe for instance that $\delta'(0)$ satisfies $\delta'(0)_{a, \nu} = \delta_{a, [a]}$ and therefore coincides with the ordinary definition of codereliction.

---

9 But unlike our models of Differential LL, this derivative is only defined locally; this is slightly reminiscent of what happens in differential geometry.
Proposition 9 (Chain Rule). Let \( s \in \text{Pcoh}(X, Y) \) and \( t \in \text{Pcoh}(Y, Z) \). Let \( x \in PX \) and \( u \in PX_x \). Then we have \((t \circ s)(x) u = t'(s(x)) s'(x) u\).

Proof. It suffices to write
\[
(t \circ s)(x + u) = t(s(x + u)) = t(s(x) + s'(x) u + \tilde{s}(x, u)) = t(s(x)) + t'(s(x)) (s'(x) u + \tilde{s}(x, u)) + \tilde{t}(s(x), s'(x) u + \tilde{s}(x, u))
\]
by linearity of \( t'(s(x)) \) which proves our contention by the observation that, in the power series \( t'(s(x)) (\tilde{s}(x, u) + \tilde{t}(s(x), s'(x) u + \tilde{s}(x, u)) \), \( u \) appears with global degree \( \geq 2 \) by what we know on \( \tilde{s} \) and \( t \).

3.3 Glb’s, lub’s and distance

Since we are working with probabilistic coherence spaces, we could deal directly with families of real numbers and define these operations more concretely. We prefer not to do so to have a more canonical presentation which can be generalized to cones such as those considered in [10].

Given \( x, y \in PX \), observe that \( x \land y \in PX \), where \( (x \land y)_a = \min(x_a, y_a) \), and that \( x \land y \) is the glb of \( x \) and \( y \) in \( PX \) (with its standard ordering). It follows that \( x \) and \( y \) have also a lub \( x \lor y \in \overline{PX} \) which is given by \( x \lor y = x + y - (x \land y) \) (and of course \( (x \lor y)_a = \max(x_a, y_a) \)).

Let us prove that \( x + y - (x \land y) \) is actually the lub of \( x \) and \( y \). First, \( x \leq x + y - (x \land y) \) simply because \( x \land y \leq y \). Next, let \( x \in PX \) be such that \( x \leq z \) and \( y \leq z \). We must prove that \( x + y - (x \land y) \leq z \), that is \( x + y \leq z + (x \land y) = (z + x) \land (z + y) \), which is clear since \( x + y \leq z + x, z + y \). We have used the fact that \( + \) distributes over \( \land \) so let us prove this last fairly standard property: \( z + (x \land y) = (z + x) \land (z + y) \). The "\( \leq \)" inequation is obvious (monotonicity of \( + \)) so let us prove the converse, which amounts to \( x \land y \geq (z + x) \land (z + y) - z \) (observe that indeed that \( z \leq (z + x) \land (z + y) \)). This in turn boils down to proving that \( x \geq (z + x) \land (z + y) - z \) (and similarly for \( y \)) which results from \( x + z \geq (z + x) \land (z + y) \) and we are done.

We define the distance between \( x \) and \( y \) by \( d_X(x, y) = \|x - (x \land y)\|_X + \|y - (x \land y)\|_X \). The only non obvious fact to check for proving that this is actually a distance is the triangular inequality, so let \( x, y, z \in PX \). We have \( x - (x \land z) \leq x - (x \land y \land z) = x - (x \land y) + (x \land y) - (x \land y \land z) \) and hence \( \|x - (x \land z)\|_X \leq \|x - (x \land y)\|_X + \|x \land y - (x \land y \land z)\|_X \). Now we have \( x \land y \leq y \) that is \( (x \land y) + (y \land z) - (x \land y \land z) \leq y \), that is \( (x \land y \land z) \leq y \). It follows that \( \|x - (x \land z)\|_X \leq \|x - (x \land y)\|_X + \|y - (y \land z)\|_X \) and symmetrically \( \|z - (x \land z)\|_X \leq \|z - (x \land y)\|_X + \|y - (y \land x)\|_X \) and summing up we get, as expected \( d_X(x, z) \leq d_X(x, y) + d_X(y, z) \).

3.4 A Lipschitz property

First of all, observe that, if \( w \in \overline{P}(X \rightarrow Y) \) and \( x \in PX \), we have \( \|w x\|_Y \leq \|w\|_{X \rightarrow Y} \|x\|_X \). Indeed \( \frac{w}{\|w\|_{X \rightarrow Y}} \in \text{P}(X \rightarrow Y) \) and \( x/\|x\|_X \in PX \), therefore \( \frac{w}{\|w\|_{X \rightarrow Y}} x/\|x\|_X \in PY \) and our contention follows.

Let \( p \in [0, 1] \). If \( x \in PX \) and \( \|x\|_X \leq p \), observe that, for any \( u \in PX \), one has \( \|x + (1 - p)u\|_X \leq \|x\|_X + (1 - p)\|u\|_X \leq 1 \) and hence \((1 - p)u \in P(X_x) \). Therefore, given \( w \in P(X_x \rightarrow Y) \), we have \( \|w (1 - p)u\|_Y \leq 1 \) for all \( u \in PX \) and hence \((1 - p)w \in P(X \rightarrow Y) \).

Let \( t \in P(X \rightarrow 1) \). We have seen that, for all \( x \in PX \) we have \( t'(x) \in P(X_x \rightarrow 1_{t(x)}) \subseteq P(X_x \rightarrow 1) \). Therefore, if we assume that \( \|x\|_X \leq p \), we have
\[
(1 - p) t'(x) \in P(X \rightarrow 1) = PX^\perp.
\]
Let $x \leq y \in PX$ be such that $\|y\|_X \leq p$. Observe that $2 - p > 1$ and that $x + (2 - p)(y - x) = y + (1 - p)(y - x) \in PX$ (because $\|y\|_X \leq p$ and $y - x \in PX$). We consider the function $h : [0, 2 - p] \to [0, 1]$ defined by $h(\theta) = t(x + \theta(y - x))$, which is clearly analytic on $[0, 2 - p]$. More precisely, one has $h(\theta) = \sum_{n=0}^{\infty} c_n \theta^n$ for some sequence of non-negative real numbers $c_n$ such that $\sum_{n=0}^{\infty} c_n (2 - p)^n \leq 1$.

Therefore the derivative of $h$ is well defined on $[0, 1] \subset [0, 2 - p]$ and one has $h'(\theta) = t'(x + \theta(y - x)) (y - x) \leq \frac{\|y - x\|_X}{1 - p}$ by (5), using Proposition 9. We have

$$0 \leq t(y) - t(x) = h(1) - h(0) = \int_0^1 h'(\theta) d\theta \leq \frac{\|y - x\|_X}{1 - p}. \quad (6)$$

Let now $x, y \in PX$ be such that $\|x\|_X, \|y\|_X \leq p$ (we don’t assume any more that they are comparable). We have $|t(x) - t(y)| = |t(x) - t(x \land y) + t(x \land y) - t(y)| \leq |t(x) - t(x \land y)| + |t(y) - t(x \land y)| \leq \frac{1}{1 - p}(\|x - (x \land y)\|_X + \|y - (x \land y)\|_X) = \frac{d_X(x, y)}{1 - p}$ by (6) since $x \land y \leq x, y$.

**Theorem 10.** Let $t \in P(!X \to 1)$. Given $p \in [0, 1)$, the function $t$ is Lipschitz with Lipschitz constant $\frac{1}{1 - p}$ on $\{x \in PX \mid \|x\|_X \leq p\}$ when $PX$ is equipped with the distance $d_X$, that is

$$\forall x, y \in PX \quad \|x\|_X, \|y\|_X \leq p \Rightarrow |t(x) - t(y)| \leq \frac{d_X(x, y)}{1 - p}.$$

## 4 Application to the observational distance in pPCF

Given a term $M$ such that $\vdash M : \tau$, remember that we use $P(M \downarrow 0)$ for the probability of $M$ to reduce to $0$ in the probabilistic reduction system of [10], so that $P(M \downarrow 0) = P_{(M, \varepsilon)}(\langle (\varepsilon), \varepsilon \rangle \downarrow 0)$ with the (admittedly heavy) notations of Section 2. Remember that $P(M \downarrow 0) = \|M\|_0$ by the Adequacy Theorem of [10].

Given a type $\sigma$ and two pPCF terms $M, M'$ such that $\vdash M : \sigma$ and $\vdash M' : \sigma$, we define the **observational distance** $d_{obs}(M, M')$ between $M$ and $M'$ as the sup of all the $|P(M)M \downarrow 0) - P(M)M' \downarrow 0)$ taken over terms $C$ such that $\vdash C : \tau$ (testing contexts).

If $\varepsilon \in [0, 1] \cap \mathbb{Q}$ we have $d_{obs}(\text{coin}(0), \text{coin}(\varepsilon)) = 1$ as soon as $\varepsilon > 0$. It suffices indeed to consider the context $C = \text{fix } f^{x \to \varepsilon} \lambda x^i \text{if}(x, (f)x, z \cdot \varepsilon)$. The semantics $[C] \in P(N!N \to N)$ is a function $c : \text{PN} \to \text{PN}$ such that $\forall u \in \text{PN} c(u) = u_0 c(u) + (\sum_{i=1}^{\infty} u_i)\mathbb{I}$ and which is minimal (for the order relation of $P(N!N \to N)$). If follows that

$$c(u) = \begin{cases} 0 & \text{if } u_0 = 1 \\ \frac{1}{1 - u_0} \sum_{i=1}^{\infty} u_i & \text{otherwise}. \end{cases}$$

Then $c((1 - \varepsilon)\mathbb{I} + \varepsilon\mathbb{I}) = 0$ if $\varepsilon = 0$ and $c((1 - \varepsilon)\mathbb{I} + \varepsilon\mathbb{I}) = 1$ is $\varepsilon > 0$. This is a well known phenomenon called “probability amplification” in stochastic programming.

Nevertheless, we can control a tamed version of the observational distance. Given a closed pPCF term $C$ such that $\vdash C : \sigma \Rightarrow i$ we define $C^{(p)} = \lambda z^i (C)(\text{if(coin(p), z, } \Omega^i)$ and a tamed version of the observational distance is defined by

$$d_{obs}^{(p)}(M, M') = \sup \left\{ |P((C^{(p)})M \downarrow 0) - P((C^{(p)})M' \downarrow 0) \mid \vdash C : \sigma \Rightarrow i \right\}.$$

**Theorem 11.** Let $p \in [0, 1) \cap \mathbb{Q}$. Let $M$ and $M'$ be terms such that $\vdash M : \sigma$ and $\vdash M' : \sigma$. Then we have

$$d_{obs}^{(p)}(M, M') \leq \frac{p}{1 - p} d_{p\varepsilon}([M], [M']).$$
Theorem [10], but where

This seems easy to prove in the case

Proof.  

by the Adequacy Theorem and by Theorem 10.

Since \( p/(1-p) = p+p^2+\cdots \) and \( d_{[\sigma]}(\ldots,\ldots) \) is an over-approximation of the observational distance restricted to linear contexts, this inequation carries a rather clear operational intuition in terms of execution in a Krivine machine as in Section 2.1.2 (thanks to Paul-André Melliès for this observation). Indeed, using the stacks of Section 2.1.2, a linear observational distance on pPCF terms can easily be defined as follows, given terms \( M \) and \( M' \) such that \( \vdash M : \sigma \) and \( \vdash M' : \sigma \):

\[
d_{\text{lin}}(M, M') = \sup_{\sigma + \pi} \| \mathbb{P}(M, \pi) ((M, \pi) \downarrow 0) - \mathbb{P}(M', \pi) ((M', \pi) \downarrow 0) \|. \\
\]

In view of Theorem 11 and of the fact that \( d_{\text{lin}}(M, M') \leq d_{[\sigma]}([M], [M']) \) (easy to prove, since each stack can be interpreted as a linear morphism in \( \text{Pcoh} \)), a natural and purely syntactic conjecture seems to be

\[
d_{\text{obs}}^{(p)}(M, M') \leq \frac{p}{1-p} d_{\text{lin}}(M, M'). \\
(7)
\]

This seems easy to prove in the case \( \mathbb{P}(M', \pi) ((M', \pi) \downarrow 0) = 0 \): it suffices to observe that a path which is a successful reduction of \( ((C^{(p)})M, \varepsilon) \) in the “Krivine Machine” of Section 2.1.2 (considered here as a Markov chain) can be decomposed as

\[
((C^{(p)})M, \varepsilon) \to^* (\text{if}(\text{coin}(p), M, \Omega^\sigma), \pi_1(C, M)) \to^* (\text{if}(\text{coin}(p), M, \Omega^\sigma), \pi_2(C, M)) \\
\]

where \( (\pi_i(C, M))_{i=1}^k \) is a finite sequence of stacks such that \( \vdash \pi_i(M) \) for each \( i \). Notice that this sequence of stacks depends not only on \( C \) and \( M \) but also on the considered path of the Markov chain.

In the general case, Inequation (7) seems less easy to prove because, for a given common initial context \( C \), the sequences of reductions (and of associated stacks) starting with \( ((C^{(p)})M, \varepsilon) \) and \( ((C^{(p)})M', \varepsilon) \) differ. This divergence has low probability when \( d_{\text{lin}}(M, M') \) is small, but it is not completely clear how to evaluate it. Coinductive methods like probabilistic bisimulation as in the work of Crubillé and Dal Lago are certainly relevant here.

Our Theorem 10 shows that another and more geometric approach, based on a simple denotational model, is also possible to get Theorem 11 which, though weaker than Inequation (7), allows nevertheless to control the \( p \)-tamed distance.

We finish the paper by observing that the equivalence relations induced on terms by these observational distances coincide with the ordinary observational distance if \( p \neq 0 \).

\begin{itemize}
  \item \textbf{Theorem 12.} Assume that \( 0 < p \leq 1 \). If \( d_{\text{obs}}^{(p)}(M, M') = 0 \) then \( M \sim M' \) (that is, \( M \) and \( M' \) are observationally equivalent).
\end{itemize}

\textbf{Proof.} If \( \vdash M : \sigma \) we set \( M_p = \text{if}(\text{coin}(p), M, \Omega^\sigma) \). If \( d_{\text{obs}}^{(p)}(M, M') = 0 \) then \( M_p \sim M'_p \) by definition of observational equivalence, hence \( [[M_p]] = [[M'_p]] \) by our Full Abstraction Theorem [10], but \( [M_p] = p[M] \) and similarly for \( M' \). Since \( p \neq 0 \) we get \( [[M]] = [[M']] \) and hence \( M \sim M' \) by adequacy [10].
So for each $p \in (0, 1)$ and for each type $\sigma$ we can consider $d^{(p)}$ as a distance on the observational classes of closed terms of type $\sigma$. We call it the $p$-tamed observational distance. Our Theorem 11 shows that we can control this distance using the denotational distance. For instance we have $d^{(p)}_{\text{obs}}(\text{coin}(0), \text{coin}(\varepsilon)) \leq \frac{2p}{1-p}$ so that $d^{(p)}_{\text{obs}}(\text{coin}(0), \text{coin}(\varepsilon))$ tends to 0 when $\varepsilon$ tends to 0.

Conclusion

The two results of this paper are related: both use derivatives wrt. probabilities to evaluate the number of times arguments are used. We think that they provide motivations for investigating further differential extensions of $p$PCF and related languages in the spirit of [11].
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Abstract

We study the computational interpretation of the two standard modal embeddings, usually named after Girard and Gödel, of intuitionistic logic into IS4. As source system we take either the call-by-name (cbn) or the call-by-value (cbv) lambda-calculus with simple types. The target system can be taken to be the, arguably, simplest fragment of IS4, here recast as a very simple lambda-calculus equipped with an indeterminate lax monoidal comonad. A slight refinement of the target and of the embeddings shows that: the target is a calculus indifferent to the calling paradigms cbn/cbv, obeying a new paradigm that we baptize call-by-box (cbb), and enjoying standardization; and that Girard’s (resp. Gödel’s) embedding is a translation of cbn (resp. cbv) lambda-calculus into this calculus, using a compilation technique we call protecting-by-a-box, enjoying the preservation and reflection properties known for cps translations but in a stronger form that allows the extraction of standardization for cbn or cbv as consequence of standardization for cbb. The modal target and embeddings achieve thus an unification of call-by-name and call-by-value as call-by-box.

1 Introduction

It is a fact reported in textbooks [16] that there are two main embeddings of intuitionistic logic into (intuitionistic) modal logic S4, the original one due to Gödel and a more recent one named after Girard. What is the computational meaning of this fact? In particular, why two? Similar questions concerning the embedding of intuitionistic logic into linear logic have been answered long ago: the $(!A \multimap B)$- and $(A \multimap B)$-translations already introduced in the seminal paper [4] correspond to the two calling mechanisms of functional programming, call-by-name (cbn) and call-by-value (cbv), which are thus “explained in terms of logical translations, bringing them into the scope of the Curry-Howard isomorphism” [11]. Through these results in terms of linear logic we can glimpse what the computational explanation of the embeddings into modal logic is.
The claim of the present paper is that it is desirable to give a direct analysis of the embeddings into modal logic S4. First, such analysis is more abstract, because it is done in terms of an indeterminate □-modality, and so the analysis applies to all the possible instantiations of the modality, including the ! modality of linear logic. Second, such analysis will be carried farther than what was done before with linear logic. Here is what we obtained:

First, the target of the modal embeddings can be defined, in a first moment, as the simplest fragment of intuitionistic S4 where the problem of closure under substitution is solved. This target can be presented as a very simple λ-calculus equipped with an indeterminate lax monoidal comonad. In a second moment, the target should be slightly refined into a λ-calculus with several noteworthy properties: (i) it follows a new calling mechanism, call-by-box; (ii) it is equipped with a notion of evaluation, weak-and-external reduction, which is indifferent to cbn and cbv; (iii) it enjoys a standardization theorem that makes explicit the contribution of evaluation to a notion of standard reduction. In the description of Plotkin [12], the target system is a calculus and a programming language, and the standardization theorem links both. We say all these ingredients turn call-by-box (cbb) into a new calling paradigm.

Second, the embeddings can be defined, as expected, on the cbn λ-calculus (in the case of Girard) and on Plotkin’s cbv λ-calculus (in the case of Gödel). But, after a refinement of Gödel’s embedding, both can be seen as having as target the above refined target. When this is done, the embeddings can be described as a compilation of cbn or cbv into cbb, following a new technique that we call protecting-by-a-box. This technique improves the old protecting-by-a-lambda, already discussed in [12], which only achieves the compilation of cbn into cbv. \textit{Au contraire}, protecting-by-a-box is capable of compiling both cbn and cbv into the indifferent paradigm cbb. In addition, the refined embeddings enjoy properties of preservation and reflection at the levels of reduction and evaluation, and also standard reduction. So all the translation, simulation, and indifference properties of cps-translations [12] hold of the refined embeddings, and so they can be offered as an improvement of protecting-by-a-lambda alternative to cps-translations.

Third, the indifference property of the cbb target, which at first only means that reduction or evaluation in the full target captures cbn (resp. cbv) reduction or evaluation when restricted to the image of Girard’s (resp. Gödel’s) embedding, actually goes much further: all the translation, simulation, and indifference properties cooperate to show that the standardization theorems for the cbn and cbv λ-calculi can be extracted from the standardization theorem of the cbb target. Because of all this, we feel entitled to say that the cbb target, together with the refined modal embeddings, achieve a modal unification of call-by-name and call-by-value

\textbf{Plan of the paper.} Section 2 recalls the cbn (i.e. ordinary) λ-calculus λ_n and Plotkin’s cbv λ-calculus λ_v. Section 3 recasts the modal embeddings as maps from λ_n or λ_v into a simple, modal target language λ_□. Section 4 motivates and introduces the refined target λ_b and proves that it enjoys standardization. Section 5 introduces the refined embeddings and proves their properties. Section 6 briefly shows how to instantiate our results with two □-modalities. Section 7 concludes.

\section{Background}

The source calculi of the modal translations we will study in this paper are the call-by-name and call-by-value λ-calculi. In this section we fix notation, terminology and several definitions regarding these calculi, including what we mean by a “calling paradigm”, and by “indifference property”, and how we define standard reduction.
We call \(
\Gamma \vdash M : A
\)

or \(
\lambda x.M : A_1 \supset A_2
\)

\(\Gamma \vdash N : A_1\)

\(\Gamma, x : A \vdash x : A\)

\(\Gamma \vdash \lambda x.M : A_1 \supset A_2\)

\(\Gamma \vdash MN : A_2\)

\(\Gamma, x : A_1 \vdash M : A_2\)

\[\text{\textbf{Figure 1}}\] (Shared) typing rules of source calculi \(\lambda_n\) and \(\lambda_v\).

The modal translations will be defined on untyped source calculi, but at the same time we will develop simply-typed versions of the source calculi and translations. The source calculi are based on the set of \(\lambda\)-terms, given by

\[M, N, P, Q ::= x \mid \lambda x.M \mid MN\]

A value is a term of the form \(x\) or \(\lambda x.M\). Values are ranged over by \(V, W\).

We consider two reduction rules

\[(\lambda x.M)N \rightarrow [N/x]M\]  \((\beta_n)\)

\[(\lambda x.M)V \rightarrow [V/x]M\]  \((\beta_v)\)

As usual, \(\rightarrow_{\beta_n}\) (resp. \(\rightarrow_{\beta_v}\)) denotes the compatible closure of \(\beta_n\) (resp. \(\beta_v\)). Compatible closure is the closure under the term formers for \(\lambda\)-abstraction and application, i.e. closure under the rules:

\[
\frac{M \rightarrow M'}{MN \rightarrow M'N} \quad (\mu) \\
\frac{N \rightarrow N'}{MN \rightarrow N'N} \quad (\nu) \\
\frac{M \rightarrow M'}{\lambda x.M \rightarrow \lambda x.M'} \quad (\xi)
\]

When we equip the \(\lambda\)-terms with \(\rightarrow_{\beta_n}\) we obtain the ordinary \(\lambda\)-calculus, or call-by-name \(\lambda\)-calculus here denoted \(\lambda_n\); when we equip the \(\lambda\)-terms with \(\rightarrow_{\beta_v}\) we obtain Plotkin's call-by-value \(\lambda\)-calculus, here denoted \(\lambda_v\).

We will develop in parallel the typed version of these calculi. Here, types are given by:

\[A, A' ::= X \mid A \supset A'\]

Let \(\Gamma\) range over sets of type assignments \(x : A\) with all \(x\) distinct. The typing system derives sequents of the form \(\Gamma \vdash M : A\). The typing rules are given in Fig. 1. Logically, this is a presentation of intuitionistic implicational logic.

We define sub-relations of \(\rightarrow_{\beta_n}\) and \(\rightarrow_{\beta_v}\). To this end, we need the closure rule \(\nu_<\), the restriction of \(\nu\) above where \(M\) is \(V\). Then we define: \(\rightarrow_{\beta}\) as \(\beta_n\) closed under \(\mu\) and \(\nu\); \(\rightarrow_{\gamma}\) as \(\beta_n\) closed under \(\mu\); \(\rightarrow_{\gamma}\) as \(\beta_v\) closed under \(\mu\) and \(\nu_<\).

In \(\rightarrow_{\gamma}\), reduction under \(\lambda\)'s is forbidden, it is in this sense that \(\rightarrow_{\gamma}\) is called weak reduction. In \(\rightarrow_{\gamma}\), reduction in applications can occur both in function position or argument position, in any order. Relations \(\rightarrow_{\beta}\) and \(\rightarrow_{\gamma}\) are two ways of restricting \(\rightarrow_{\gamma}\) to get a deterministic relation (a partial function). The effect of \(\nu_<\) is to force reduction in function position first (as reduction in arguments can only occur when the function position term is already a value). This option we call left-first and convey the idea with the symbol <. Notice \(\nu_<\) has to be combined with \(\beta_v\): closing \(\beta_n\) under \(\mu\) and \(\nu_<\) does not give a deterministic relation (since a \(\beta_n\) redex with a non-value argument can reduce in two ways in this relation). We call \(\rightarrow_{\gamma}\) and \(\rightarrow_{\gamma}^*\) respectively call-by-name evaluation and call-by-value evaluation. Weak reduction and cbn evaluation make sense in \(\lambda_n\) while cbv evaluation makes sense in \(\lambda_v\).

The standardization theorem for \(\lambda_n\) says that \(M \rightarrow_{\gamma}^* N\) iff \(M\) reduces in a standard way to \(N\); it states the completeness of that standard way of reducing. The specification of the standard way of reducing can be made by characterizing what reduction sequences are accepted as standard [1], or by axiomatizing the relation that \(M\) reduces in a standard
Call-by-name and call-by-value are **calling paradigms**, in the sense that each comprises: a variant of the $\beta$-rule, specifying how functions are called, and generating a notion of deterministic evaluation and a notion of full reduction. According to [12], the evaluation relation can be understood as a programming language, and the full reduction (more precisely, the related notion of equality) can be understood as the corresponding calculus. The standardization theorem shows how evaluation can be used in a specific, but complete, way of reducing, and thereby links the programming language and the calculus.

Call-by-name and call-by-value are related by cps-translations, one from cbn to cbv, another the other way around [12]. The maps link full reduction or evaluation in the source system to full reduction or evaluation in the target system, respectively, and these are the **translation** and **simulation** properties of the maps [12]. But the target of the cps-translations is the subset of $\lambda$-terms given by the grammar

\[
M, N ::= V \mid MV \\
V ::= x \mid \lambda x. M
\]

This is such a restricted set of terms that we cannot observe any difference between $\beta_n$- and $\beta_v$-reduction, and that all three relations $\rightarrow_n$, $\rightarrow_n$, and $\rightarrow_v$ collapse to the same relation, viz. $\beta_v$ closed under $\mu$ — a kind of intersection between $\rightarrow_n$ and $\rightarrow_v$. So, in this subset of terms

**Figure 2** Standard reduction in $\lambda_n$.

**Figure 3** Standard reduction in $\lambda_v$. 

way to $N$ [8]. In Fig. 2 we give one such axiomatization (it thus is in the spirit of [8], but notice no use is made of the vector notation), with the relation denoted $M \Rightarrow_n N$. It is straightforward to see that $\Rightarrow_n$ is contained in $\rightarrow_\beta$, and from such a proof one extracts a notion of standard reduction sequence: it starts with cbn evaluation (corresponding to applications of rule $RDX$) of the given application $MN$, until one decides to freeze the outer construct and do reduction inside the subexpressions (corresponding to application of the other rules). The inclusion of $\rightarrow_\beta$ in $\Rightarrow_n$ is the real content of the standardization theorem, and will be obtained later as a particular case of a more general, unifying result.

We also give a definition of the relation $M \Rightarrow_v N$ ($M$ reduces in a standard way to $N$ in $\lambda_v$), again not by characterizing standard reduction sequences [12], rather by the inductive definition in Fig. 3. These rules determine a similar notion of standard reduction sequence: cbv evaluation of the given application $MN$, until one decides to freeze the outer construct and do reduction inside the subexpressions. The standardization theorem for $\lambda_v$ will also be obtained later as a particular case of the same more general, unifying result.
we cannot observe any difference between cbn and cbv evaluation; and weak reduction is also
deterministic and coincides with those. This is the \textit{indifference property} of the image of
cps-translations.

Modal embeddings, we will see, also provide translations and simulations of cbn and cbv
into a shared target enjoying an indifference property and following a new calling paradigm.

\section{Modal embeddings}

In this section, we recast the two modal embeddings of intuitionistic logic into intuitionistic
modal logic S4 due to Girard and Gödel \cite{girard1987duality} as translations from $\lambda_n$ and $\lambda_v$ into a very
simple $\lambda$-calculus, named $\lambda_\Box$. This system corresponds to a fragment of intuitionistic S4, but
will prove to be strong enough to interpret call-by-name and call-by-value. We will recall the
well-known properties of preservation of reduction by the embeddings in considerable detail,
since this will be useful to motivate the refinements in the following sections.

\subsection{Modal target calculus $\lambda_\Box$}

We will develop in parallel the untyped and typed versions of the comonadic language $\lambda_\Box$.

The terms are given by:

$M, N, P, Q ::= x \mid \lambda x. M \mid MN \mid \text{box}(M) \mid \varepsilon(M)$

On this set we define two reduction rules:

$(\lambda x. M)N \rightarrow [N/x]M \quad (\beta_\Box) \quad \varepsilon(\text{box}(M)) \rightarrow M \quad (\beta_\Box)$

Here $[N/x]M$ denotes ordinary substitution.

As usual, for $R \in \{\beta_\Box, \beta_\Box\}$ or $R = \beta_\Box \cup \beta_\Box$, $\rightarrow_R$ denotes the closure of $R$ under all term
formers. In other words, $\rightarrow_R$ denotes the closure of $R$ under five rules: rules $\mu$, $\nu$ and $\xi$, allowing reduction under application or abstraction, plus two rules allowing reduction under
box and $\varepsilon$. Instead of $\rightarrow_{\beta_\Box \cup \beta_\Box}$ normally we only write $\rightarrow$; so, in this case, $\rightarrow^*$ (resp. $\rightarrow^+$)
stands for the reflexive-transitive (resp. transitive) closure of $\rightarrow_{\beta_\Box \cup \beta_\Box}$.

Typing helps grasping this term language. Types are given by:

$A ::= X \mid B \supset A \mid B \quad B ::= \Box A$

Contexts $\Gamma$ are sets of declarations $x : B$ where each $x$ is declared at most once. The typing
system derives sequents $\Gamma \vdash M : A$, and the typing rules are in Fig. 4.

The simple-minded $\Box$ introduction rule is appropriate because of the restriction of contexts
to boxed types (for arbitrary contexts this rule is unsound for intuitionistic S4). This
restriction, in turn, dictates the restriction of left-hand-sides of implications to boxed types.
\[
x_U^\dagger = x \\
(\lambda x. M)^U_\dagger = \lambda x. M^U_{1,U} \\
(MN)^U_\dagger = M^U_N^U \\
(\text{box}(M))^U_\dagger = \text{cobind}(x_1, \ldots, x_n, x_1 \ldots x_n. M^U_1) \\
(\epsilon(M))^U_\dagger = \epsilon(M^U_2)
\]

\begin{figure}
\centering
\begin{align*}
\text{Figure 5} & \quad \text{Scoped term translation from } \lambda\Box \text{ to term calculus of IS4.}
\end{align*}
\end{figure}

The \(\beta_\Box\) reduction rule corresponds to the rule for contracting \(\Box\) introduction/elimination detours.

Substitution enjoys the usual admissible typing rule, but with a restriction to boxed types imposed by the definition of contexts:

\[
\begin{array}{c}
\Gamma \vdash N : B, \Gamma, x : B \vdash M : A \\
\Gamma \vdash [N/x]M : A
\end{array}
\]

The proof uses admissibility of weakening in the case \(M = \lambda y. M'\). The latter follows by an immediate induction, but crucially depends on the restriction of contexts to boxed types.

\begin{itemize}
\item \textbf{Proposition 1 (Subject reduction of } \lambda\Box\text{)}. In } \lambda\Box, \text{ if } M \to N \text{ and } \Gamma \vdash M : A, \text{ then } \Gamma \vdash N : A.
\end{itemize}

\textbf{Proof.} By induction on \(\to\). The base case relative to \(\beta_\Box\) uses the typing rule for substitution (1). The base case relative to \(\beta_\Box\) is immediate by inversion of the typing rules for \(\varepsilon\) and box.

\section{3.2 Comparison of } \lambda\Box \text{ with IS4}

The difficulty of formulating a satisfactory natural deduction system for the modal logic S4 is well known since Prawitz [13]. The issue is not at the level of provability, but rather at the level of normalization: to guarantee that the system is closed under substitution [2]. Bierman and de Paiva [2], in their natural deduction system IS4 for full intuitionistic S4 (recalled in Appendix A), need to work with the general introduction rule for the modality, which brings certain complications. In contrast, in \lambda\Box, we adopt the naive introduction rule for the modality, but have to operate with the restricted implications and sequents that ensure closure under substitution.

Therefore, on the level of logic alone, \lambda\Box is a fragment of Bierman and de Paiva’s IS4. As a term calculus, \lambda\Box is a fragment of Bierman and de Paiva’s term calculus, which is a calculus for a cartesian closed category equipped with a lax monoidal comonad. Fig. 5 gives a translation of scoped \lambda\Box terms to scoped IS4 terms. \(U\) ranges over sets of variables; \(M^U_\dagger\) is well-defined if \(\text{FV}(M) \subseteq U\). We write \(|\Gamma|\) for the set \(\{x \mid x : A \in \Gamma\}\). This translation not only preserves typing and reduction steps of \lambda\Box terms, but also reflects typing and reduction steps of the IS4 terms in its image, thus isolating a fragment of IS4 isomorphic to \lambda\Box:

\begin{itemize}
\item \textbf{Proposition 2 (Preservation and reflection of typing and reduction from } \lambda\Box \text{ to IS4).}
\item 1. For all \(\Gamma, A\) in \lambda\Box, \(\Gamma \vdash M : A\) in \lambda\Box iff \(\Gamma \vdash M^U_\dagger : A\) in the term calculus for IS4.
\item 2. For all \(U\) s. t. \(\text{FV}(M) \subseteq U\), \(M \to N\) in \lambda\Box iff \(M^U_\dagger \to N^U_\dagger\) in the term calculus for IS4.
\end{itemize}

\begin{itemize}
\item \textbf{Proposition 3 (Conservativity of IS4 over } \lambda\Box\text{). For all } \Gamma, A \text{ in } \lambda\Box, \text{ if } \Gamma \vdash M : A \text{ in the term calculus for IS4, then there exists } N \text{ such that } \Gamma \vdash N : A \text{ in } \lambda\Box.
\end{itemize}

See the appendix for proofs.\footnote{In the case box(M) of the translation in Fig. 5, it is important to “rebind” all variables of M to...}
The two modal translations are presented as maps from $\lambda$-terms to $\lambda\Box$-terms. The original, and easier to grasp, motivation is logical, so the mapping of types and type preservation by the translations is presented right away. We also detail the preservation of reduction steps, which has been observed many times in many contexts [5, 11, 3]. Later, we will strengthen these results.

The translation from $\lambda_n$ to $\lambda\Box$ is in Fig. 6. On the level of types (i.e. the underlying logic) it is inspired by translation of intuitionistic logic into linear logic [4], based on the characteristic decomposition of intuitionistic implication into linear implication and the $\Box$ modality.

In the following, $\Box\Gamma = x_1 : \Box A_1^{\Box}, \ldots, x_n : \Box A_n^{\Box}$ when $\Gamma = x_1 : A_1, \ldots, x_n : A_n$.

**Proposition 4** (Preservation and reflection of typing by Girard’s translation). $\Gamma \vdash M : A$ in $\lambda_n$ iff $\Box\Gamma \vdash M^\circ : A^\circ$ in $\lambda\Box$.

**Proof.** In each direction, routine induction on the given typing derivation. For example, in the “if” direction: the case $M = x$ follows by the axiom of $\lambda_n$, because the hypothesis implies $x : A$ is in $\Gamma$; the case $M = \lambda x. N$ follows because the hypothesis implies, for some $A_1, A_2$, $A = A_1 \supset A_2$ and $\Box\Gamma, x : \Box A_1^{\Box} \vdash N^\circ : A_2^{\Box}$ (through the immediate subderivation of the given typing derivation), so the IH applies and the $\supset$ introduction typing rule of $\lambda_n$ can be used to conclude.

**Lemma 5.** $[\Box(\Box n)/x]M^\circ \rightarrow^{\beta_\Box} ([\Box n]/x)M^\circ$.

**Proof.** By induction on $M$. The critical case $M = x$ reads: $LHS = \Box(\Box n) \rightarrow^{\beta_\Box} N^\circ = RHS$.

**Proposition 6** (Preservation of reduction by Girard’s translation). If $M \rightarrow^{\beta_\Box} N$ in $\lambda_n$, then $M^\circ \rightarrow^{\ast\circ} N^\circ$ in $\lambda\Box$.

**Proof.** By induction on $M \rightarrow^{\beta_\Box} N$. The base case uses the previous lemma:

$$((\lambda x. M)N)^\circ = (\lambda x. M^\circ)\Box(\Box n) \rightarrow^{\beta_\Box} [\Box(\Box n)/x]M^\circ \rightarrow^{\ast\circ} ([\Box n]/x)M^\circ. \quad (2)$$

The translation from $\lambda_n$ to $\lambda\Box$ is in Fig. 7. $A^\ast$ is denoted $A^\Box$ in [16], where it is defined directly by recursion on $A$: $X^\Box = \Box X$ and $(A_1 \supset A_2)^\Box = \Box(A_1^\Box \supset A_2^\Box)$. These are two styles for defining the same translation of types. The style we adopted is the same of Gödel’s 1933 paper, while the alternative style was proposed by McKinsey-Tarski [15].

match the typing rule of cobind in IS4 (introduction rule of $\Box$). Contrary to $\lambda\Box$, contexts of IS4 may contain unboxed formulas. The cobind typing rule is essentially a combination of the box typing rule (introduction rule of $\Box$ in $\lambda\Box$), relying on a fully boxed context $x_1 : B_1, \ldots, x_n : B_n$, with a multicut.

\[ X^\circ = X \]
\[ (A_1 \supset A_2)^\circ = \Box A_1^\circ \supset A_2^\circ \]
\[ (\lambda x. M)^\circ = \lambda x. M^\circ \]
\[ (M N)^\circ = M^\circ \Box(\Box n) \]

**Figure 6** Translation from $\lambda_n$ to $\lambda\Box$ (“Girard’s translation”).

### 3.3 Modal embeddings (·)$^\circ$ and (·)$^\ast$

The two modal translations are presented as maps from $\lambda$-terms to $\lambda\Box$-terms. The original, and easier to grasp, motivation is logical, so the mapping of types and type preservation by the translations is presented right away. We also detail the preservation of reduction steps, which has been observed many times in many contexts [5, 11, 3]. Later, we will strengthen these results.

The translation from $\lambda_n$ to $\lambda\Box$ is in Fig. 6. On the level of types (i.e. the underlying logic) it is inspired by translation of intuitionistic logic into linear logic [4], based on the characteristic decomposition of intuitionistic implication into linear implication and the $\Box$ modality.

In the following, $\Box\Gamma = x_1 : \Box A_1^{\Box}, \ldots, x_n : \Box A_n^{\Box}$ when $\Gamma = x_1 : A_1, \ldots, x_n : A_n$.

**Proposition 4** (Preservation and reflection of typing by Girard’s translation). $\Gamma \vdash M : A$ in $\lambda_n$ iff $\Box\Gamma \vdash M^\circ : A^\circ$ in $\lambda\Box$.

**Proof.** In each direction, routine induction on the given typing derivation. For example, in the “if” direction: the case $M = x$ follows by the axiom of $\lambda_n$, because the hypothesis implies $x : A$ is in $\Gamma$; the case $M = \lambda x. N$ follows because the hypothesis implies, for some $A_1, A_2$, $A = A_1 \supset A_2$ and $\Box\Gamma, x : \Box A_1^{\Box} \vdash N^\circ : A_2^{\Box}$ (through the immediate subderivation of the given typing derivation), so the IH applies and the $\supset$ introduction typing rule of $\lambda_n$ can be used to conclude.

**Lemma 5.** $[\Box(\Box n)/x]M^\circ \rightarrow^{\beta_\Box} ([\Box n]/x)M^\circ$.

**Proof.** By induction on $M$. The critical case $M = x$ reads: $LHS = \Box(\Box n) \rightarrow^{\beta_\Box} N^\circ = RHS$.

**Proposition 6** (Preservation of reduction by Girard’s translation). If $M \rightarrow^{\beta_\Box} N$ in $\lambda_n$, then $M^\circ \rightarrow^{\ast\circ} N^\circ$ in $\lambda\Box$.

**Proof.** By induction on $M \rightarrow^{\beta_\Box} N$. The base case uses the previous lemma:

$$(\lambda x. M)N^\circ = (\lambda x. M^\circ)\Box(\Box n) \rightarrow^{\beta_\Box} [\Box(\Box n)/x]M^\circ \rightarrow^{\ast\circ} ([\Box n]/x)M^\circ. \quad (2)$$
At the term level, the translation is organized in two levels: there is a translation of terms \( M^* \) and a translation of values \( V^* \). A simpler translation with \( x^* = x \) was possible, but the adopted version (with an \( \eta \)-expansion in the translation of variables) allows a uniform translation of values as terms: \( V^* = \text{box}(V^*) \). It is sound to \( \eta_\mathcal{G} \)-expand a variable of type \( A^* \) because \( A^* \) is a boxed type.

In the following, \( \Gamma^* = x_1 : A_1^*, \ldots, x_n : A_n^* \) when \( \Gamma = x_1 : A_1, \ldots, x_n : A_n \).

\begin{lemma}
1. \( [\text{box}(V^*)/x]M^* \rightarrow_{\beta_0}^* ([V/x]M)^* \).
2. \( [\text{box}(V^*)/x]W^* \rightarrow_{\beta_0}^* ([V/x]W)^* \).
\end{lemma}

\begin{proof}
By simultaneous induction on \( M \) and \( W \). The critical case \( W = x \) reads: \( LHS = \varepsilon(\text{box}(V^*)) \rightarrow_{\beta_0} V^* = RHS \).
\end{proof}

\begin{proposition} (Preservation of reduction by Gödel’s translation).
If \( M \rightarrow_{\beta_\mathcal{G}} N \) in \( \lambda_\mathcal{G} \), then \( M^* \rightarrow_{\beta_\mathcal{G}}^* N^* \) in \( \lambda_\mathcal{G}^* \).
\end{proposition}

\begin{proof}
By induction on \( M \rightarrow_{\beta_\mathcal{G}} N \). The base case reads:
\[
(\lambda x. M)V^* = \varepsilon(\text{box}(\lambda x. M^*)) \rightarrow_{\beta_0} (\lambda x. M^*) \text{box}(V^*) \rightarrow_{\beta_0} \text{box}(\lambda x.M^*)/x]M^* \rightarrow_{\beta_0}^* ([V/x]M)^*
\]
where the last reduction is justified by the previous lemma.
\end{proof}

\begin{example}
Reflection of reduction along the translation from \( \lambda_\mathcal{G} \) to \( \lambda_\mathcal{G}^* \) fails. Let \( P := (\lambda x. M)N \) (with \( x \notin \text{FV}(M) \)) and \( Q := NM \). Then \( P \rightarrow_{\beta_\mathcal{G}} Q \) does not hold in general. But \( P^* \rightarrow_{\beta_\mathcal{G}}^* Q^* \) does hold, since:
\[
P^* = \varepsilon(\text{box}(\lambda x. \varepsilon(\text{box}(\varepsilon(x))))M^*)N^* \rightarrow_{\beta_0}^* (\lambda x. \varepsilon(\varepsilon(x))M^*)N^* \rightarrow_{\beta_\mathcal{G}} \varepsilon(N^*)M^* = Q^* .
\]
\end{example}

\footnote{3 We could call Gödel’s translation the \( (\Box A \supset \Box B) \)-translation, and call McKinsey-Tarski translation the \( (\Box(A \supset B)) \)-translation. There is again a connection with translations of intuitionistic logic into linear logic. The “call-by-value” translation of intuitionistic logic into linear logic is sometimes called the \( !((A \supset B)) \)-translation or the \( !((A \supset !B)) \)-translation. The former is found in the original paper by Girard [4]; the second is briefly mentioned by Lafont [7] in the discussion of the translation of \( \lambda \)-calculus, and used in [11]. In the translation of \( \lambda \)-terms into linear logic proofs and proof nets, Mackie [9] does the \( \eta \)-expansion of variables in the \( !((A \supset !B)) \)-translation and does not do it in the \( !((A \supset B)) \)-translation.}
This example is adapted from one given in [14], where the same remark is made about the translation of $\lambda_v$ into a linear $\lambda$-calculus (yet another, similar example is given in [11]). The path followed in [14] is to grow the source calculus from Plotkin’s $\lambda_v$ to Moggi’s computational $\lambda$-calculus in order to derive more reductions. In the next section we follow a different path and shrink the target calculus.

4 Refined modal target calculus $\lambda_b$

In order to give a deeper analysis of the modal embeddings, and refine the results of the previous section, we will identify in this section a sublanguage $\lambda_b$ of $\lambda_2$. In the next section, we give refined versions of the embeddings whose images lie in $\lambda_b$. In this section, we start with a motivation for the refinements. Next we define $\lambda_b$ and prove some properties, notably a standardization theorem.

4.1 Motivation

We start by analyzing whether Proposition 6 and 9 could be stated as equivalences, so that we would also have reflection of reduction. By inspection of calculations (2) and (3), one recognizes an obstacle in the uncontrolled proliferation of $\beta_2$-reduction steps in the reduction between images. We regard $\beta_2$-reduction steps as administrative [12], and seek to hide them somehow. In the cps-literature, administrative steps are hidden by performing them at compile time by an optimized version of the translation [12]. Here, we will also use such an idea, but combined with another one: a refined definition of the target system will also avoid many administrative steps.

Inspecting (2) again one sees that administrative steps in the image of Girard’s map come from Lemma 5. But notice that a substitution is always triggered with a box (a term of the form $\text{box}(N)$) as the actual parameter; since in the target of Girard’s map variables are always wrapped with $\varepsilon$, every actual replacement generates an administrative redex. A solution is to pass, not the box, but the contents of the box (the box is open), which will replace, not $x$, but $\varepsilon(x)$. The adoption of this special $\beta$-rule is a simple trick that eliminates all the administrative steps in the image of Girard’s map.

How about Gödel’s map? Inspecting calculation (3) one sees again that the $\beta_\supset$-redex has a box as argument, and that the subsequent administrative steps are justified by the lemma that shows how substitution commutes with the translation, namely Lemma 8. Again, a special $\beta$-reduction step could open the box before executing the substitution. But the $\beta_\supset$-reduction step has a preliminary administrative step, and not all occurrences of $\varepsilon(M)$ in the image of the map have the form $\varepsilon(x)$. The latter two problems have a common solution.

In the translation of application in Fig. 7, one should put $(\lambda z.\varepsilon(z)N^*)M^*$. The preliminary administrative step in (3) will become a special $\beta$-reduction step, and $\varepsilon(x)$ will suffice in the images of the translation as a monolithic term form instead of $x$ and $\varepsilon(M)$.

4.2 Definition of $\lambda_b$ and relationship with $\lambda_2$

We call our refined modal calculus $\lambda_b$. Its terms are given by the grammar:

\[
M, N, P, Q, T ::= \varepsilon(x) \mid \lambda x. M \mid MN \mid \text{box}(N)
\]

Note that variables $x$ and $\varepsilon$ are amalgamated, and constrained to the construction $\varepsilon(x)$. Values $V$ are terms of the form $\varepsilon(x)$ or $\lambda x. M$. Boxes are terms of the form $\text{box}(N)$, ranged over by $B$. 
Types and sequents of $\lambda_b$ are as for $\lambda_\Box$. Recall that in implications the antecedent must be a boxed type, and accordingly types in contexts must be boxed. The typing rules of $\lambda_b$ are as for $\lambda_\Box$, except that the typing rule for $\varepsilon(x)$ corresponds to the obvious combination of the typing rules of $\lambda_\Box$ for variables and for $\varepsilon$, that reads as follows:

$$\Gamma, x : \Box A \vdash \varepsilon(x) : A$$

Immediately: for any $M \in \lambda_b$, $\Gamma \vdash M : A$ in $\lambda_b$ iff $\Gamma \vdash M : A$ in $\lambda_\Box$.

The unique reduction rule of $\lambda_b$ is:

$$(\lambda x. M)\Box(N) \to [N/\varepsilon(x)]M \quad (\beta_b)$$

where $[N/\varepsilon(x)]M$ is defined by recursion on $M$, and all clauses are homomorphic, except for the critical clauses:

$$[N/\varepsilon(x)]\varepsilon(x) = N \quad [N/\varepsilon(x)]\varepsilon(y) = \varepsilon(y) \quad (x \neq y).$$

As usual, $\to_{\beta_2}$ denotes the compatible closure of $\beta_2$, i.e. the closure of $\beta_b$ under all term formers of $\lambda_b$.

The $\beta_b$-rule is a package of reduction steps of $\lambda_\Box$. In fact, for $M, N \in \lambda_b$:

$$(\lambda x. M)\Box(N) \to_{\beta_b} [\Box(N)/x]M \to_{\beta_2} [N/\varepsilon(x)]M$$

where $[\Box(N)/x]M \to_{\beta_2} [N/\varepsilon(x)]M$ is easily established by induction on $M$.

Rule $\beta_b$ only fires when the argument is a box. For this reason we speak of call-by-box.

In the typed setting, and since function types are always of the form $B \supset A$, arguments are always of boxed types – nevertheless, arguments are not necessarily boxes. We will prove call-by-box (abbreviated cbb) to be a calling paradigm, in the sense of Section 2, by defining evaluation and standard reduction and proving standardization.

We define sub-relations of $\to_{\beta_b}$. To this end consider the closure rules:

$$\begin{align*}
M \to M' & \quad (\mu) \\
M N \to M' N & \quad (\mu_>) \\
N \to N' & \quad (\nu) \\
N \to M N & \to N' V N & \quad (\nu_<)
\end{align*}$$

Then: $\to_{\beta_2}$ is inductively defined by $\beta_b$ and $\mu$ and $\nu$; $\to_{\beta_2}^{*}$ is inductively defined by $\beta_b$ and $\mu_>$ and $\nu$; $\to_{\beta_2 <}$ is inductively defined by $\beta_b$, $\mu$ and $\nu_<$.

Notice: we always close the same $\beta$-rule (hence a single calling paradigm is at stake).

Relation $\to_{\beta_2}$ is called weak (because values do not reduce) and external - because boxes do not reduce. Relation $\to_{\beta_2}^{*}$ is called call-by-box evaluation. Here, evaluation is taken in a relaxed sense, since the relation $\to_{\beta_2}$ is non-deterministic: the cbb “evaluation” of a given application $MN$ consists of the interleaved cbb “evaluation” of $M$ and $N$ in any order until a $\beta_b$-redex emerges at root position. We may turn $\to_{\beta_2}$ into a deterministic relation, by imposing either the left-first ($<$) or right-first ($>$) order of reduction in applications. Cbn (resp. cbv) evaluation on $\lambda_b$ will be defined later, as a restriction of $\to_{\beta_2}^{*}$ (resp. $\to_{\beta_2 <}$).

### 4.3 Properties of $\lambda_b$

The main property of $\lambda_b$ is how it unifies call-by-name and call-by-value, and will be seen in Section 5. Here we chose to show subject reduction, because it is a sanity check for a modal calculus, and standardization, because we want to promote call-by-box to a calling paradigm.
Figure 8 Standard reduction of $\lambda_b$.

\[
\begin{array}{c}
M \Rightarrow M' & (1) & \lambda x. M \Rightarrow_b [N/x]M & (2) & M \Rightarrow N' \\
M \Rightarrow N & (3) & \Rightarrow_b [N'/x]M' & (4) & M \Rightarrow N \Rightarrow_b P \\
M \Rightarrow N & (5) & \Rightarrow_b (\lambda x. M')[N'] & (6) & M \Rightarrow b [N'/x]M' \\
MN \Rightarrow [N'/x]M' & (7) & M \Rightarrow b N \Rightarrow_b P & (8)
\end{array}
\]

Figure 9 Admissible rules of $\lambda_b$.

Proposition 11 (Subject reduction of $\lambda_b$). In $\lambda_b$, if $M \Rightarrow_b N$ and $\Gamma \vdash M : A$, then $\Gamma \vdash N : A$.

Proof. This is an immediate consequence of subject reduction for $\lambda_\Box$ (Prop. 1), and the facts (i) $\Gamma \vdash M : A$ in $\lambda_b$ iff $\Gamma \vdash M : A$ in $\lambda_\Box$, and (ii) $M \Rightarrow_b N$ implies $M \Rightarrow_b N$ in $\lambda_\Box$.

Fig. 8 gives an inductive definition of the relation “$M$ reduces in a standard way to $N$ in $\lambda_b$”, denoted $M \Rightarrow_{\lambda_b} N$.

Theorem 12 (Standardization of $\lambda_b$). In $\lambda_b$, $M \Rightarrow_{\lambda_b} N$ iff $M \Rightarrow_b N$.

Proof. Our proof is inspired in Loader’s proof for $\lambda$-calculus [8], but notice no use of vector notation is made, and the definition of $\Rightarrow_b$ makes explicit the contribution of evaluation.

The “if” direction is a very simple induction on $M \Rightarrow_b N$ and just uses the facts that $\Rightarrow_{\lambda_b}$ is reflexive, transitive and compatible, and that $\Rightarrow_{\lambda_b} \subseteq \Rightarrow_{\lambda_b}$.

The “only if” direction is proved by establishing the admissibility of the rules (1) to (8) in Fig. 9. Once this is done, the proof of the “only if” implication is by induction on $M \Rightarrow_{\lambda_b} N$, and follows immediately from rules (1) and (8).

The proof of (1) is an easy induction on $M$. Then (2) follows from RDX and (1). The proof of (3) is by induction on $M \Rightarrow_b M'$. The case RDX requires the substitution lemma for $\lambda_b$’s substitution, plus the following property of $\Rightarrow_{\lambda_b}$: if $M \Rightarrow_{\lambda_b} M'$ then $[N/x]M \Rightarrow_{\lambda_b} [N'/x]M'$. Rule (5) follows easily from (4), and the latter is proved by induction on $M \Rightarrow_{\lambda_b} N$. Rule (6) is proved by induction on $M \Rightarrow_b \lambda x. M'$ with subduction on $N \Rightarrow_b \text{box}(N')$. Use is made of (3) and (5). Then, (7) follows easily from (6) by induction on $M \Rightarrow_b (\lambda x. M')[N']$. Finally, (8) is proved by induction on $M \Rightarrow_{\lambda_b} N$, and uses (7).

From the proof of the “if” implication of this theorem, one extracts a notion of standard reduction sequence: it starts with cbb evaluation (corresponding to applications of rule RDX) of the given application $MN$, until one decides to freeze the outer construct and do reduction inside the subexpressions (corresponding using the other rules in Fig. 8).
Continuing to implement the refinements motivated at the beginning of Section 4, we now introduce variants of Girard’s and Gödel’s translations from, respectively, $\lambda_n$ and $\lambda_v$ into the refined target calculus $\lambda_b$. The hope was to improve Propositions 6 and 9, achieving reflection, in addition to preservation, of reduction by the maps.

In fact, we will obtain much more, as preservation and reflection will work at the levels of reduction, evaluation, and standard reduction – see Theorems 14 and 18 below. The results at the level of reduction and evaluation correspond to the translation property and simulation property of the maps, in the terminology of cps-translations [12]. The image of each map enjoys its own indifference property, and these two properties together are the indifference property of $\lambda_b$. What is new compared to cps-translations is that the simulation and indifference properties cooperate to accomplish the results at the level of standard reduction; and the latter, together with the standardization for $\lambda_b$, and the results at the level of reduction allow the extraction of the standardization for $\lambda_n$ or $\lambda_v$ as corollaries.

Translation of types stays unchanged both for the refined Girard’s and Gödel’s translations. At the level of terms, Girard’s translation stays the same, but Gödel’s translation will suffer a slight refinement, as promised at the beginning of Section 4. We reuse the symbols $(\cdot)^ε$, $(\cdot)^*$ and $(\cdot)^•$.

### 5.1 Refined Girard’s embedding

We start with Girard’s translation. Fig. 6 can be read *ipsis verbis* as defining a translation from $\lambda_n$ to $\lambda_b$. The refinement comes, not from the translation, but from the refined functioning of the target system. Preservation and reflection of typing, as stated in Prop. 4 for $\lambda_2$ for the original Girard’s translation, holds in the same way for $\lambda_b$ for the refined translation.

The image of the term translation is the subset of $\lambda_b$ terms given by the grammar

$$M, N ::= \varepsilon(x) | \lambda x. M | M \text{box} (N)$$

Let us call this subset Girard’s image.

Due to the restricted form of arguments in applications, relations $\rightarrow_{\varepsilon\varepsilon}$ and $\rightarrow_{\varepsilon\varepsilon>} \varepsilon_{\leftrightarrow}$ collapse on Girard’s image to the same relation, one which can alternatively be defined as $\beta_b$ closed under $\mu$. This property of Girard’s image we call its indifference property, by analogy with our account of the indifference property on $\lambda$-terms given at the end of Section 2. This single deterministic relation on Girard’s image is denoted $\rightarrow_n^*$. The terminology is justified by Theorem 14 below.

▶ Lemma 13. $[N^\circ / \varepsilon(x)]M^\circ = ([N/x]M)^\circ$.

▶ Theorem 14 (Properties of refined Girard’s translation).

1. (Preservation and reflection of reduction) $M \rightarrow_\beta N$ in $\lambda_n$ iff $M^\circ \rightarrow_\beta N^\circ$ in $\lambda_b$.
2. (Preservation and reflection of evaluation) $M \rightarrow_\varepsilon N$ in $\lambda_n$ iff $M^\circ \rightarrow_\varepsilon N^\circ$ in $\lambda_b$.
3. (Preservation and reflection of standard reduction) $M \Rightarrow_\varepsilon N$ in $\lambda_n$ iff $M^\circ \Rightarrow_\beta N^\circ$ in $\lambda_b$.

Proof.

Proof of 1. The “only if” half is proved by induction on $M \rightarrow_\beta N$. The base case uses Lemma 13: $((\lambda x. M)N)^\circ = (\lambda x. M^\circ)\text{box}(N^\circ) \rightarrow_\beta [N^\circ / \varepsilon(x)]M^\circ = ([N/x]M)^\circ$. The “if” half follows from this fact: the image of $(\cdot)^\circ$ is closed under reduction and any reduction...
between images is an image of a source reduction. Symbolically: if \( M^0 \rightarrow_{\beta_h} N' \), then there is a \( \lambda \)-term \( N \) such that \( N^0 = N' \) and \( M \rightarrow_{\beta_h} N \). The proof is by induction on the \( \lambda \)-term \( M \).

**Proof of 2.** By inspection of the proof of 1.

**Proof of 3.** The “only if” implication is proved by induction on \( M \Rightarrow_n N \). The case \( \beta X \) uses item 2 of this theorem. To prove the “if” direction, one proves something stronger: if \( M^0 \Rightarrow_{n} Q \) in \( \lambda_n \) then there is \( N \in \lambda_n \) such that \( N^0 = Q \) and \( M \Rightarrow_n N \) in \( \lambda_n \). The proof is by induction on \( M^0 \Rightarrow_{n} Q \). The case \( \beta X \), besides Lemma 13, uses a strong form of the indifference property of Girard’s image: \( M^0 \rightarrow_{\omega_0} Q \) iff \( M^0 \rightarrow_{n} Q \); and a strong form of item 2 of the present theorem: if \( M^0 \rightarrow_{n} Q \) then there is \( N \in \lambda_n \) such that \( N^0 = Q \) and \( M \rightarrow_{\beta_h} N \) in \( \lambda_n \).

▸ **Corollary 15** (Standardization of \( \lambda_n \)). In \( \lambda_n \), \( M \rightarrow_{\lambda_n}^* N \) iff \( M \Rightarrow_n N \).

**Proof.** Follows from Thm. 12 (standardization for \( \lambda_n \)), and parts 1 and 3 of Thm. 14. ▶

### 5.2 Refined Gödel’s embedding

Now we turn to Gödel’s translation. We will make use of the abbreviation

\[
\text{raise}(M) := \lambda z.\varepsilon(z)M
\]

We immediately remark the following derived rules:

\[
\frac{\Gamma \vdash M : B}{\Gamma \vdash \text{raise}(M) : (\square (B \supset B')) \supset B'} \quad \frac{N \rightarrow_{\omega_e}^* \text{box}(N') \quad M \rightarrow_{\omega_e}^* \text{box}(\lambda x.M')}{\text{raise}(N)M \rightarrow_{\omega_e}^* \text{box}(\lambda x.M') \rightarrow_{\omega_e}^* \text{box}(N') \rightarrow_{\omega_e}^* [N'/\varepsilon(x)]M'}
\]

The latter is proved by the following reduction sequence:

\[
\text{raise}(N)M \rightarrow_{\omega_e}^* \text{raise}(N)\text{box}(\lambda x.M') \rightarrow_{\omega_e}^* (\lambda x.M')N \rightarrow_{\omega_e}^* (\lambda x.M')\text{box}(N') \rightarrow_{\omega_e}^* [N'/\varepsilon(x)]M'
\]

Gödel’s term translation introduced before in Fig. 7 is refined thus:

\[
V^* = \text{box}(V^*) \quad (MN)^* = \text{raise}(N)^*M^* \quad x^* = \varepsilon(x) \quad (\lambda x.M)^* = \lambda x.M^*
\]

As said, the translation of types remains unchanged, and Proposition 7 about preservation and reflection of typing holds again, now for \( \lambda_n \).

The image of the translation is contained in the subset of \( \lambda_n \) terms given by the grammar

\[
M ::= \text{box}(V) \mid VM \quad V ::= \varepsilon(x) \mid \lambda x.M
\]

For the exact image, the \( V \) in \( VM \) should be constrained to \( \text{raise}(M') \). But the subset (7) has the advantage of being closed under \( \rightarrow_{\lambda_n} \). Let us allow ourselves the abuse of calling (7) Gödel’s image.\(^5\)

Due to the restricted form of the term in function position in applications, relations \( \rightarrow_{\omega_e} \) and \( \rightarrow_{\omega_e<} \) collapse on Gödel’s image to the same relation, one which can alternatively

\(^5\) Gödel’s image can be obtained in another way. Notice Girard’s image is the set of \( \lambda_n \)-terms where the following is valid: a term is a box if it is the argument term of an application. Likewise, we might want to characterize Gödel’s image as the set of \( \lambda_n \)-terms where the following is valid: a term is a value iff it is the function term of an application. But the latter has to be complemented with the imposition that the contents of boxes are values (otherwise, closure under reduction would not be guaranteed).
be defined as $\beta_b$ closed under $\nu$. This property of Gödel’s image we call its **indifference property**, again by analogy with our account of the indifference property on $\lambda$-terms given at the end of Section 2, but also in analogy with what happens in Girard’s image. This single deterministic relation on Gödel’s image is denoted $\rightarrow_\nu$. By **call-by-value evaluation** on $\lambda_b$ we mean $\rightarrow^*_b$. The terminology is justified by Theorem 18 below.

**Lemma 16.** $[V^*/\varepsilon(x)] M^* = ([V/x]M)^*$ and $[V^*/\varepsilon(x)] W^* = ([V/x]W)^*$.

The refined Gödel embedding improves Proposition 9: as we will see below in items 1 and 3 of Theorem 18, we get rid of the proliferation of administrative steps, and even obtain reflection for full evaluation (evaluation until a value is output). However, the following example shows that reflection of (standard) reduction still does not hold in general.

**Example 17.** Let us return to Example 10. Recall $P = (\lambda x.x) M$ (with $x \notin \text{FV}(M)$), $Q = N M$, and $P \rightarrow^\beta_b Q$ does not hold in general. With refined Gödel’s translation, it is still the case that $P^* \rightarrow^\beta_b Q^*$ does hold in $\lambda_b$, since:

$$P^* = \text{raise}(N^*) \text{box}(\lambda x.\text{raise}(M^*)x^*) \rightarrow^\beta_b (\lambda x.\text{raise}(M^*)x^*)N^* \rightarrow^\beta_b (\lambda x.\varepsilon(x)M^*)N^* = Q^* .$$

Some other refinements are needed, namely the identification of sub-relations in $\lambda_b$ which allow reflection of (standard) reduction. Again, this is in the spirit of shrinking the target.

First, we introduce a new $\beta$ rule

$$\text{raise(box}(N)) \text{box}(\lambda x.P) \rightarrow [N/\varepsilon(x)] P \quad (\beta_{b_2}) ,$$

corresponding to a sequence of two $\beta_{b_2}$-reduction steps:

$$\text{raise(box}(N)) \text{box}(\lambda x.P) \rightarrow^\beta_b (\lambda x.P) \text{box}(N) \rightarrow^\beta_b [N/\varepsilon(x)] P . \quad (8)$$

Second, we define $\Rightarrow_{b_2}$, a sub-relation of $\Rightarrow_b$ in $\lambda_b$: in Fig. 8, replace $RDX$ by:

$$N \Rightarrow^*_{b_2} \text{box}(N) \quad M \Rightarrow^*_{b_2} \text{box}(\lambda x.M') \quad [N'/\varepsilon(x)] M' \Rightarrow_{b_2} Q \quad RDX2$$

This is a derivable rule of $\Rightarrow_b$: it is illuminating to see how this rule corresponds to two applications of $RDX$ where, in each of these, the first premiss follows by reflexivity and all the action happens in the second premiss.⁶

In addition, $\Rightarrow_{b_2}$ determines a notion of “standard” reduction sequence that, we now argue, is standard in the official sense derived from Theorem 12 and defined right after its proof in Section 4. Rule $RDX2$ determines that the initial segment of a “standard” reduction sequence does the parallel cbb evaluation of the components of the given $\text{raise}(N) M$ until a $\beta_{b_2}$-redex $\text{raise(box}(N')) \text{box}(\lambda x.M')$ emerges and is immediately reduced. Now this initial segment, which is not strictly standard (because the evaluation of $N$ happens inside $\text{raise}()$ which is a $\lambda$), has a corresponding standard reduction sequence, namely the sequence (6).

---

⁶ For the purpose of studying Girard’s map, the following particular case of $RDX$, where the action happens in the first premiss, would have sufficed:

$$M \rightarrow^*_{b_2} \text{box}(\lambda x.M') \quad [N/\varepsilon(x)] M' \Rightarrow_b Q \quad M \text{box}(N) \Rightarrow_b Q$$
Theorem 18 (Properties of refined Gödel’s translation).

1. (Preservation of reduction) If $M \rightarrow_{\beta} N$ in $\lambda_{\nu}$ then $M^* \rightarrow_{\beta_2}^* N^*$ in $\lambda_{\nu}$.

2. (Preservation and reflection of reduction) $M \rightarrow_{\beta_1} N$ in $\lambda_{\nu}$ iff $M^* \rightarrow_{\beta_2}^* N^*$ in $\lambda_{\nu}$.

3. (Preservation and reflection of evaluation) $M \rightarrow_{\star}^* V$ in $\lambda_{\nu}$ iff $M^* \rightarrow_{b_2}^* V^*$ in $\lambda_{\nu}$.

4. (Preservation of standard reduction) If $M \Rightarrow_{\tau} N$ in $\lambda_{\nu}$ then $M^* \Rightarrow_{b} N^*$ in $\lambda_{\nu}$.

5. (Preservation and reflection of standard red.) $M \Rightarrow_{\rho} N$ in $\lambda_{\nu}$ iff $M^* \Rightarrow_{b_2} N^*$ in $\lambda_{\nu}$.

Proof of 1. Follows from the “only if” half of item 2.

Proof of 2. The “only if” half is proved by induction on $M \rightarrow_{\beta} N$. The “if” half is a consequence of two facts: (i) injectivity of $(\cdot)^*$; (ii) the image of $(\cdot)^*$ (resp. $(\cdot)^*$) is closed for $\beta_2$-reduction and any $\beta_2$-reduction between images is an image of a source reduction. More precisely, the second fact is the conjunction of: (a) If $M^* \rightarrow_{b_2} P$, then there is a $\lambda$-term $Q$ such that $Q^* = P$ and $M \rightarrow_{\beta} Q$; (b) If $V^* \rightarrow_{b_2} N$, then there is a $\lambda$-calculus value $W$ such that $W^* = N$ and $V \rightarrow_{\beta} W$. This is proved by simultaneous induction on $M$ and $V$.

Proof of 3. The result follows with the help of the following two facts:

Fact 1. If $M \Rightarrow_{\tau} N$ in $\lambda_{\nu}$, then there exists $P$ such that $M^* \Rightarrow_{\tau}^* P$ and $N^* \Rightarrow_{b}^* P$ in $\lambda_{\nu}$, where $\Rightarrow_{b}$ is administrative 1-step-reduction defined by closure under $\mu$ and $\nu$ of the rule

$$\text{raise}(N) \lambda x. M \rightarrow MN \ (\beta_k),$$

which is the $\beta_k$-step $(\lambda z. e(z)N) \lambda x. M \rightarrow MN$ (for $z \notin \text{FV}(N)$).

Notice $N \Rightarrow_{b}^* P$ implies $N^* \Rightarrow_{\nu}^* P$.

Fact 2. If $M^* \rightarrow_{\nu}^* Q$ in $\lambda_{\nu}$, then: (i) if $Q$ is a box, then $Q = V^*$, for some value $V$, and $M \rightarrow_{\nu}^* V$ in $\lambda_{\nu}$; and (ii) if $Q = N^*$, for some $N$, then $M \rightarrow_{\nu}^* N$ in $\lambda_{\nu}$.

The “if” part of item 3 actually holds when $V$ is replaced by an arbitrary term $N$, as stated in part (ii) of Fact 2. The “only if” part of item 3 follows by induction on the length of the reduction sequence. Suppose $M \Rightarrow_{\tau} M_0 \Rightarrow_{\nu}^* V$. By Fact 1 above, there exists $P$ s.t. $M^* \Rightarrow_{\nu}^* P$ and $M_0^* \Rightarrow_{\tau}^* P$. By IH, $M_0^* \Rightarrow_{\nu}^* V^*$. Hence, since reduction sequences starting at $M_0^*$ are deterministic, $P \Rightarrow_{\nu}^* V^*$ or $V^* \Rightarrow_{\nu}^* P$. As the latter is equivalent to $V^* = P$ (because $V^*$ cannot reduce), it follows $M^* \Rightarrow_{\nu}^* P \Rightarrow_{\nu}^* V^*$, as wanted.

The proof of Fact 1 above is by induction on $M \Rightarrow_{\tau} N$. In the base case, one actually proves $M^* \Rightarrow_{\tau} N^*$, using Lemma 16. In the step case where $M = VM_0 \Rightarrow_{\tau} VN_0 = N$, because $M_0 \Rightarrow_{\nu} N_0$, we find the need for the administrative reductions from $N^*$.

The proof of Fact 2 above is by induction on the length of $M^* \rightarrow_{\nu}^* Q$.

Proof of 4. By induction on $M \Rightarrow_{\tau} N$. We spell out the case RDX. Suppose

$$\frac{M_1 \rightarrow_{\nu}^* \lambda x. M_1' \ M_2 \rightarrow_{\nu}^* V \ [V/x] M_1' \Rightarrow_{\nu} N}{M_1 M_2 \Rightarrow_{\nu} N \ \text{RDX}}$$

We want $\text{raise}(M_2) M_1' \Rightarrow_{b} N^*$. By IH and Lemma 16, $([V/x] M_1')^* = [V^* / e(x)] M_1' \Rightarrow_{b} N^*$. From $M_1 \rightarrow_{\nu} \lambda x. M_1'$ we get, by item 3 of the current theorem, $M_1' \rightarrow_{\nu}^* (\lambda x. M_1')^* = \text{box}(\lambda x. M_1'^*)$. By the indifference property, $M_1' \Rightarrow_{b} \text{box}(\lambda x. M_1'^*)$. Similarly, from $M_2 \rightarrow_{\nu}^* V$ we get, by item 3 of the current theorem, $M_2^* \rightarrow_{\nu}^* V^* = \text{box}(V^*)$. By the indifference property, $M_2^* \Rightarrow_{b} \text{box}(V^*)$. We conclude with two applications of RDX:

$$\frac{\lambda z. e(z) M_2 \Rightarrow_{b} \lambda z. e(z) M_2' \ M_1' \rightarrow_{b} \text{box}(\lambda x. M_1'^*) \ (\star)}{(\lambda z. e(z) M_2') M_1' \Rightarrow_{b} N^* \ \text{RDX}}$$

The first step in the sequence (8) is administrative in this sense.
where (⋆) is

\[
\begin{align*}
\lambda x. M_1^* \rightarrow^{*_{\text{we}}} & \lambda x. M_1^* \\
M_2^* \rightarrow^{*_{\text{we}}} & \text{box}(V^*) \\
(\lambda x. M_1^*)M_2^* & \Rightarrow_b N^* \\
\end{align*}
\]

\[
\text{RDX}
\]

**Proof of 5.** The “only if” direction is proved by changing a case in the proof of item 4 of the current theorem, namely the case RDX spelled out above. Indeed, the two applications of RDX that conclude the proof may be replaced by a single application of RDX2.

For the “if” direction, we prove: if \(M^* \Rightarrow_{\text{triv}} Q\) then there is \(N \in \lambda v\) such that \(N^* = Q\) and \(M \Rightarrow_v N\). The proof is by induction on \(M^* \Rightarrow_{\text{triv}} Q\), and it heavily relies again on item 3 (simulation property) and the indiscernibility property.

Before extracting standardization of \(\lambda v\) as corollary, we need the following addendum to the standardization theorem for \(\lambda b\) (Theorem 12), concerning \(\lambda b\)-terms of the form \(M^*\):

**Theorem 19** (**Addendum to standardization for \(\lambda b\)**). In \(\lambda b\), if \(M^* \Rightarrow_{\text{triv}}^* N^*\) then \(M^* \Rightarrow_{\text{triv}} N^*\).

**Proof.** The proof has the same structure as that of Theorem 12. There is a single catch, because \(\Rightarrow_{\text{triv}}\) is not closed under prefixing a single \(\Rightarrow_{\text{we}}\)-step. So the rule for \(\Rightarrow_{\text{triv}}\) corresponding to rule (5) in Fig. 9 cannot be stated with \(\Rightarrow_{\text{triv}}\) because reflection of standard \(\Rightarrow_{\text{we}}\) terms of the form \(\lambda b\)-terms by closing under \(\mu\) and \(\nu\) the following base rule:

\[
\begin{align*}
Q \rightarrow^{*_{\text{we}}} & \text{box}(V) \\
P \rightarrow^{*_{\text{we}}} & \text{box}(\lambda y.P') \\
\text{raise}(Q)P \rightarrow_{\text{we}} [V/\epsilon(y)]P'
\end{align*}
\]

**Corollary 20** (**Standardization for \(\lambda v\)**). In \(\lambda v\), \(M \Rightarrow_{\text{triv}} N\) iff \(M \Rightarrow_{\text{triv}} N\).

**Proof.** The easy “if” implication follows by induction on \(M \Rightarrow_{\text{triv}} N\). The hard “only if” implication goes via standardization for \(\lambda b\). Suppose \(M \Rightarrow_{\text{triv}} N\). By item 2 of Theorem 18, we have \(M^* \Rightarrow_{\text{triv}} N^*\). By Theorem 19, we obtain \(M^* \Rightarrow_{\text{triv}} N^*\) in \(\lambda b\). Fortunately the addendum provided a statement with \(\Rightarrow_{\text{triv}}\) rather than \(\Rightarrow_{\text{triv}}\), because reflection of standard reduction only works for \(\Rightarrow_{\text{triv}}\): item 5 of Theorem 18 concludes \(M \Rightarrow_{\text{triv}} N\).

### 6 Instantiations

Here we briefly illustrate two instantiations of the indeterminate comonad of \(\lambda b\) with concrete comonads, namely the trivial comonad \(\top \supset (\cdot)\) and the comonad \(!\) of linear logic.

To provide a target for the trivial comonad instantiation, we add to the \(\lambda v\)-calculus a type \(\top\) and a term \(*\), which we consider as a value of type \(\top\). We name \(\beta_{\text{triv}}\) this particular case of \(\beta_v\): \((\lambda d.M)\ast \rightarrow M\), with \(d \notin \text{FV}(M)\).

The **trivial instantiation** is defined in Fig. 10. Under this instantiation, a \(\beta_{\text{triv}}\)-reduction step in \(\lambda b\) is simulated in this target by a \(\beta_v\)-reduction step followed by a \(\beta_{\text{triv}}\)-reduction sequence.

Composing the modal embeddings with the trivial instantiation we obtain embeddings into the considered extension of \(\lambda v\). The resulting composition in the case of Girard’s embedding is the following map \(\mathcal{T} : \lambda b \rightarrow \lambda v\) (in the third clause, \(d\) is a dummy variable):

\[
\begin{align*}
\mathcal{T}(x) &= x * \\
\mathcal{T}(\lambda x. M) &= \lambda x. \mathcal{T}(M) \\
\mathcal{T}(MN) &= \mathcal{T}(M)(\lambda d. \mathcal{T}(N))
\end{align*}
\]
This map preserves and reflects reduction, and is found in [5], where is described as “thunk introduction implemented in $\lambda^*$”, using the “protecting by a $\lambda$” technique [12].

Now we turn to the second instantiation of the comonad. The linear instantiation of types and terms of $\lambda_b$ into the linear $\lambda$-calculus $\text{Lin}$ of [11] is given in Figure 11. (Recall implications of $\lambda_b$ have a boxed type in the antecedent.)

The image of the linear instantiation may be equipped with
\[(\lambda y. \text{let } !x = y \text{ in } M)((!N)) \rightarrow [N/x]M \quad (\beta_{\ell})\]

which amalgamates these two reduction steps:
\[(\lambda y. \text{let } !x = y \text{ in } M)((!N)) \rightarrow_{\beta_{\ell}} \text{let } !x = !N \text{ in } M \rightarrow_{\beta_i} [N/x]\]

A fragment of $\text{Lin}$ is thus identified, and the linear instantiation becomes an isomorphism between $\lambda_b$ and the fragment, with $\beta_b$ corresponding to $\beta_{\ell}$. We refrain from giving more details here.

Composing the modal embeddings with the linear instantiation we obtain the embeddings shown in Fig. 12. The two compositions are translations of $\lambda_n$ and $\lambda_v$ into the linear $\lambda$-calculus $\text{Lin}$ which preserve reduction. These embeddings should be compared with those in [11]. The composition with Girard’s embedding (the left column in Fig. 12) gives the cbn translation in op. cit., whereas the composition with Gödel’s embedding (the right column in Fig. 12) gives the cbv translation in op. cit. except for a refinement in the clause for application: in op. cit. the translation is $(M N)^* = (\text{let } !z = M^* \text{ in } z)N^*$.

7 Final remarks

Our conclusion is that the refined modal embeddings achieve an unification of call-by-name and call-by-value by means of the calling paradigm call-by-box. With hindsight, it is obvious that call-by-box should be enough to interpret both cbn and cbv. Call-by-box comprises these high-level ideas: boxes are distinct from values and they are not values; in function applications, expressions in function position reduce to values, expressions in argument position reduce to boxes; functions are only called with boxes; evaluation is weak (values do not reduce) and external (boxes do not reduce). Call-by-box can thus be the target of a compilation technique which we call protecting-by-a-box and that works both for cbn.
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\[
\begin{align*}
\ell x^\ell &= x \\
\ell (\lambda x. M)^\ell &= \lambda y. \text{let } !x = y \text{ in } M^\ell \\
\ell (MN)^\ell &= M^\ell (1N^\ell) \\
\ell x^\ast &= x \\
\ell (\lambda x. M)^\ast &= \lambda y. \text{let } !x = y \text{ in } M^\ast \\
\ell (MN)^\ast &= (\lambda y. \text{let } !z = y \text{ in } zN^\ast)M^\ast
\end{align*}
\]

**Figure 12** Compositions of the modal embeddings and the linear instantiation.

and cbv: cbn is obtained by protecting arguments with boxes (the old idea of freezing the argument to delay its evaluation); cbv is obtained by restricting boxes to boxed values (hence functions are called with values only) and always having values wrapped as boxes (enabling the calling of functions with values).

Notice this is a story with a cbn side and a cbv side. The cbn side is an abstraction of the protecting-by-a-\lambda technique, as shown through the trivial instantiation. The cbn side is also what the literature offers. Hatcliff and Danvy [5, 6] formalized an abstract version of protecting-by-a-\lambda as the thunk-introduction map from cbn \lambda-calculus into the \lambda-calculus with thunks (\Lambda), and a separate variant of the thunk-introduction map directly into the \lambda-calculus. The former corresponds to our Girard’s embedding, while the latter corresponds to the composition \mathcal{T} of Section 6. But even here our results offer some improvements. First, we observed that \mathcal{T} is connected to Girard’s embedding through the trivial instantiation. Second, the precise formulation of the target system of Girard’s embedding is important. Our care in formulating \lambda_\Box so that it is closed under substitution and enjoys subject reduction is not matched in the treatment of typed \Lambda [6]. And then we went further from \lambda_\Box to \lambda_\Box, and this alone improved the properties of Girard’s embedding as witnessed in Theorem 14.

The connection between calling paradigms and embeddings of intuitionistic logic into linear logic [4, 7, 9, 10] has its full treatment in [11]. Regarding cbn and cbv, our results match the results of [11], but in a more abstract and simpler setting - in fact we go further, since we treat proper standardization, and that is a key ingredient in our claim that cbn and cbv are unified by cbb. In obtaining results through embeddings into modal logic similar to those through embedding into linear logic, one sees that already modality, without the need for linearity, brings the calling mechanisms into the scope of the Curry-Howard isomorphism.

Inspired by linear logic, the bang-calculus [3] was recently proposed as a “generalization” of cbn and cbv. The part of op. cit. not concerned with denotational semantics compares with the initial part of the present paper, up to Section 3, where we dealt with unrefined target and embeddings (but notice the conceptual difference: for us, boxes are not values); all the work that comes after Section 3, about the refined target and embeddings, and which is the core of our contribution, is beyond the scope of [3].

As to future work, we would like to deepen the study of instantiations, both by considering other instantiations, and by investigating whether one obtains, through the composition of instantiations with embeddings, not only known maps, but also their properties.

---
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The formulae of the logic \( \text{IS4} \) are given by the grammar

\[
A ::\ = \ X \mid A \supset A \mid B \\
B ::\ = \ \Box A
\]

Formulae of the form \( B \) are called boxed formulae. Note that the antecedent of an implication need not be boxed.

Sequents of the natural deduction system are \( \Gamma \vdash A \) where the antecedent \( \Gamma \) is a multiset of formulae, again not necessarily boxed. The proof rules are

\[
\begin{align*}
\Gamma, A_1 &\vdash A_2 & \Gamma &\vdash A_1 \supset A_2 & \Gamma &\vdash A_1 \\
\Gamma &\vdash A_1, A_2 & \Gamma &\vdash A_2 \\
\Gamma &\vdash B_1, \ldots, B_n, A & \Gamma &\vdash A & \Gamma &\vdash \Box A \\
\Gamma &\vdash \Box A
\end{align*}
\]

Note that the \( B_1, \ldots, B_n \) in the \( \Box \) introduction rule are boxed formulae.

In the corresponding term calculus, terms are given by the grammar

\[
M, N ::\ = \ x \mid \lambda x. M \mid MN \mid \text{cobind}(M_1, \ldots, M_n, x_1 \ldots x_n.N) \mid \varepsilon(M)
\]

where for the term form \( \text{cobind}(M_1, \ldots, M_n, x_1 \ldots x_n.N) \) it is required that \( \text{FV}(N) \subseteq \{x_1, \ldots, x_n\} \).

Typing judgments are \( \Gamma \vdash M : A \) where the antecedent \( \Gamma \) is a set of type assignments \( x : A \) with all \( x \) distinct. The typing rules are

\[
\begin{align*}
\Gamma, x : A &\vdash x : A & \Gamma &\vdash \lambda x. M : A_1 \supset A_2 & \Gamma &\vdash M : A_1 \supset A_2 & \Gamma &\vdash N : A_1 \\
\Gamma &\vdash M : A_1, A_2 & \Gamma &\vdash M N : A_2 \\
\Gamma &\vdash M_1 : B_1, \ldots, B_n, x_1 : B_1, \ldots, x_n : B_n & \Gamma &\vdash N : A & \Gamma &\vdash M : \Box A & \Gamma &\vdash \varepsilon(M) : A
\end{align*}
\]
The reduction relation between terms is given by the axioms

\[(\lambda x. M) N \to [N/x] M \Downarrow \]

\[\varepsilon(\text{cobind}(M_1, \ldots, M_n, x_1 \ldots x_n.N)) \to [M_1/x_1, \ldots, M_n/x_n] N \Downarrow \]

together with the rules of compatible closure.

In the categorical semantics of the natural deduction system of IS4 in terms of a cartesian closed category with a lax monoidal comonad, \(\varepsilon\) corresponds to the counit of the comonad and \(\text{cobind}\) to a combination of the comultiplication and the lax monoidality laws.

**Proposition 2.**
1. For all \(\Gamma, A\) in \(\lambda_\Box\), \(\Gamma \vdash M : A\) in \(\lambda_\Box\) iff \(\Gamma \vdash M^\Box_{\Gamma} : A\) in the term calculus for IS4.
2. For all \(U\) s. t. \(FV(M) \subseteq U\), \(M \to N\) in \(\lambda_\Box\) iff \(M^U \to N^U\) in the term calculus for IS4.

**Proof.**
1. The “only if” direction is proved by induction on the given \(\lambda_\Box\) typing derivation. The case for the typing rule of \(\text{box}\) goes through in IS4 using the \(\Box\) introduction rule, where the first \(n\) premises are axioms (one for each of the \(n\) formulas in the context). The “if” direction is by induction on \(M\). In the case \(M = \text{box}(N)\), assuming \(\Gamma = x_1 : B_1, \ldots, x_n : B_n, M^\Box_{\Gamma} = \text{cobind}(x_1, \ldots, x_n, x_1 \ldots x_n.N^\Box_{\Gamma})\) and the hypothesis implies \(A = \Box A_0\) and \(\Gamma \vdash N^\Box_{\Gamma} : A_0\) in \(\lambda_\Box\) (for some \(A_0\)), so the IH and the \(\Box\) introduction rule of \(\lambda_\Box\) can be used to conclude.
2. Routine induction on the given reduction derivation in both directions. ✷

**Proposition 3.** For all \(\Gamma, A\) in \(\lambda_\Box\), if \(\Gamma \vdash M : A\) in the term calculus for IS4, then there exists \(N\) such that \(\Gamma \vdash N : A\) in \(\lambda_\Box\).

**Proof.** By induction on the given IS4 typing derivation. The case for the \(\Box\) introduction rule needs admissibility of both weakening and the typing rule for substitution. ✷
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Abstract
While a mature body of work supports the study of rewriting systems, abstract tools for Probabilistic Rewriting are still limited. We study in this setting questions such as uniqueness of the result (unique limit distribution) and normalizing strategies (is there a strategy to find a result with greatest probability?). The goal is to have tools to analyse the operational properties of probabilistic calculi (such as probabilistic lambda-calculi) whose evaluation is also non-deterministic, in the sense that different reductions are possible.
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1 Introduction

Rewriting Theory [39] is a foundational theory of computing. Its impact extends to both the theoretical side of computer science, and the development of programming languages. A clear example of both aspects is the paradigmatic term rewriting system, $\lambda$-calculus, which is also the foundation of functional programming. Abstract Rewriting Systems (ARS) are the general theory which captures the common substratum of rewriting theory, independently of the particular structure of the objects. It studies properties of terms transformations, such as normalization, termination, unique normal form, and the relations among them. Such results are a powerful set of tools which can be used when we study the computational and operational properties of any calculus or programming language. Furthermore, the theory provides tools to study and compare strategies, which become extremely important when a system may have reductions leading to a normal form, but not necessarily. Here we need to know: is there a strategy which is guaranteed to lead to a normal form, if any exists (normalizing strategies)? Which strategies diverge if at all possible (perpetual strategies)?

Probabilistic Computation models uncertainty. Probabilistic models such as automata [34], Turing machines [37], and the $\lambda$-calculus [36] exist since long. The pervasive role it is assuming in areas as diverse as robotics, machine learning, natural language processing, has stimulated the research on probabilistic programming languages, including functional languages [27, 35, 32] whose development is increasingly active. A typical programming language supports at least discrete distributions by providing a probabilistic construct which models sampling from a distribution. This is also the most concrete way to endow the $\lambda$-calculus with probabilistic choice [13, 10, 16]. Within the vast research on models of probabilistic systems, we wish to mention that probabilistic rewriting is the explicit base of PMaude [1], a language for specifying probabilistic concurrent systems.
19:2  Probabilistic Rewriting

Probabilistic Rewriting. Somehow surprisingly, while a large and mature body of work supports the study of rewriting systems – even infinitary ones [12, 24] – work on the abstract theory of probabilistic rewriting systems is still sparse. The notion of Probabilistic Abstract Reduction Systems (PARS) has been introduced by Bournez and Kirchner in [5], and then extended in [4] to account for non-determinism. Recent work [7, 15, 25, 3] shows an increased research interest. The key element in probabilistic rewriting is that even when the probability that a term leads to a normal form is 1 (almost sure termination), that degree of certitude is typically not reached in any finite number of steps, but it appears as a limit. Think of a rewrite rule (as in Fig. 1) which rewrites $c$ to either the value $T$ or $c$, with equal probability $1/2$. We write this $c \rightarrow \{c^{1/2}, T^{1/2}\}$. After $n$ steps, $c$ reduces to $T$ with probability $\frac{1}{2} + \frac{1}{2^2} + \cdots + \frac{1}{2^n}$. Only at the limit this computation terminates with probability 1.

The most well-developed literature on PARS is concerned with methods to prove almost sure termination, see e.g. [4, 19, 3] (this interest matches the fact that there is a growing body of methods to establish AST [2, 20, 22, 30]). However, considering rewrite rules subject to probabilities opens numerous other questions on PARS, which motivate our investigation.

We study a rewrite relation on distributions, which describes the evolution of a probabilistic system, for example a probabilistic program $P$. The result of the computation is a distribution $\beta$ over all the possible values of $P$. The intuition (see [27]) is that the program $P$ is executed, and random choices are made by sampling. This process eventually defines a distribution $\beta$ over the various outputs that the program can produce. We write this $P \Rightarrow \beta$.

What happens if the evaluation of a term $P$ is also non-deterministic? Remember that non-determinism arises naturally in the $\lambda$-calculus, because a term may have several redexes. This aspect has practical relevance to programming. Together with the fact that the result of a terminating computation is unique, it is key to the inherent parallelism of functional programs (see e.g. [29]). When assuming non-deterministic evaluation, several questions on PARS arise naturally. For example: (1.) when is the result unique? (naively, if $P \Rightarrow \alpha$ and $P \Rightarrow \beta$, is $\alpha = \beta$?) (2.) Do all rewrite sequences from the same term have the same probability to reach a result? (3.) If not, does there exist a strategy to find a result with greatest probability?

Such questions are relevant not only to the theory, but also to the practice of computing. We believe that to study them, we can advantageously adapt techniques from Rewrite Theory. However, we cannot assume that standard properties of ARS hold for PARS. The game-changer is that termination appears as a limit. In Sec. 4.4 we show that a well-known ARS property, Newman’s Lemma, does not hold for PARS. This is not surprising; indeed, Newman’s Lemma is known not to hold in general for infinitary rewriting [23, 26]. Still, our counter-example points out that moving from ARS to PARS is non-trivial. There are two main issues: we need to find the right formulation and the right proof technique. It seems especially important to have a collection of proof methods which apply well to PARS.

Content and contributions. Probability is concerned with asymptotic behaviour: what happens not after a finite number $n$ of steps, but when $n$ tends to infinity. In this paper we focus on the asymptotic behaviour of rewrite sequences with respect to normal forms. We study computational properties such as (1.),(2.),(3.) above. We do so with the point of view of ARS, aiming for properties which hold independently of the specific nature of the rewritten objects; the purpose is to have tools which apply to any probabilistic rewriting system.

After introducing and motivating our formalism (Sec. 2 and 3), in Sec. 4, we extend to the probabilistic setting the notions of Normalization (WN), Termination (SN) and Unique Normal Form (UN). In the rest of the paper, we provide methods and criteria to establish
these properties, and we uncover relations between them. In particular, we study *normalizing strategies*. To do so, we extend to the probabilistic setting a proposal by Van Oostrom [40], which is based on Newman’s property of Random Descent [31, 40, 41] (see Sec. 1.1). The Random Descent method turns out to provide proof techniques which are well suited to PARS. Specific contributions are the following.

- We propose an analogue of UN for PARS. This is not obvious; the question was already studied in [15] for PARS which are AST, but their solution does not extend to general PARS.
- We investigate the classical ARS method to prove UN via *confluence*. It turns out that the notion of confluence does not need to be as strong as the classical case would suggest, broadening its scope of application. Subtle aspects appear when dealing with limits, and the proof demand specific techniques.
- We develop a probabilistic extension of the ARS notions of Random Descent ($\mathcal{E}$-RD, Sec. 5) and of being better ($\mathcal{R}$-better, Sec. 7) as tools to analyze and compare strategies, in analogy to their counterpart in [40]. Both properties are here parametric with respect to a chosen event of interest. $\mathcal{E}$-RD entails that all rewrite sequences from a term lead to the same result, in the same expected number of steps (the average of number of steps, weighted w.r.t. probability). $\mathcal{R}$-better offers a method to compare strategies (“strategy $S$ is always better than strategy $T$”) w.r.t. the probability of reaching a result and the expected time to reach a result. It provides a sufficient criterion to establish that a strategy is normalizing (resp. perpetual) i.e. the strategy is guaranteed to lead to a result with maximal (resp. minimal) probability. A significant technical feature (inherited from [40]) is that both notions of $\mathcal{E}$-RD and $\mathcal{R}$-better come with a characterization via a local condition (in ARS, a typical example of a local vs global condition is local confluence vs confluence).

We apply these methods to study a probabilistic $\lambda$-calculus, which we discuss below together with the notion of Random Descent. A deeper example of application to probabilistic $\lambda$-calculus is in [18]; we discuss it in Sec.8 “Further work and applications”.

▶ Remark (On the term Random Descent). Please note that in [31], the term Random refers to non-determinism (in the choice of the redex), *not* to randomized choice.

**Related work.** We discuss related work in the context of PARS [4, 5]. We are not aware of any work which investigates normalizing strategies (or normalization in general, rather than termination). Instead, *confluence* in probabilistic rewriting has already drawn interesting work. A notion of confluence for a probabilistic rewrite system defined over a $\lambda$-calculus is studied in [14, 9]; in both case, the probabilistic behavior corresponds to measurement in a quantum system. The work more closely related to our goals is [15]. It studies confluence of non-deterministic PARS in the case of finitary termination (being finitary is the reason why a Newman’s Lemma holds), and in the case of AST. As we observe in Sec. 4.3, their notion of unique limit distribution (if $\alpha, \beta$ are limits, then $\alpha = \beta$), while simple, it is not an analogue of UN for general PARS; we extend the analysis beyond AST, to the general case, which arises naturally when considering probabilistic $\lambda$-calculus. On confluence, we also mention [25], whose results however do not cover non-deterministic PARS; the probability of the limit distribution is concentrated in a single element, in the spirit of Las Vegas Algorithms. [25] revisits results from [5], while we are in the non-deterministic framework of [4].

The way we define the *evolution of PARS*, via the one-step relation $\Rightarrow$, follows the approach in [7], which also contains an embryo of the current work (a form of diamond property); the other results and developments are novel. A technical difference with [7] is...
that for the formalism to be general, a refinement is necessary (see Sec. 2.2); the issue was first pointed out in [15]. Our refinement is a variation of the one introduced (for the same reasons) in [3]; we however do not strictly adopt it, because we prefer to use a standard definition of distribution. [3] demonstrates the equivalence with the approach in [4].

1.1 Key notions

Random Descent. Newman’s Random Descent (RD) [31] is an ARS property which guarantees that normalization suffices to establish both termination and uniqueness of normal forms. Precisely, if an ARS has random descent, paths to a normal form do not need to be unique, but they have unique length. In its essence: if a normal form exists, all rewrite sequences lead to it, and all have the same length. While only few systems directly verify it, RD is a powerful ARS tool; a typical use in the literature is to prove that a strategy has RD, to conclude that it is normalizing. A well-known property which implies RD is a form of diamond: “← · → ⊆ (→ · ←) ∪ =”.

In [40] Von Oostrom defines a characterization of RD by means of a local property and proposes RD as a uniform method to (locally) compare strategies for normalization and minimality (resp. perpetuality and maximality). [41] extends the method and abstracts the notion of length into a notion of measure. In Sec. 5 and 7 we develop similar methods in a probabilistic setting. The analogous of length, is the expected number of steps (Sec. 5.1).

Probabilistic Weak λ-calculus. A notable example of system which satisfies RD is the pure untyped λ-calculus endowed with call-by-value (CbV) weak evaluation. Weak [21, 6] means that reduction does not evaluate function bodies (i.e. the scope of λ-abstractions). We recall that weak CbV is the basis of the ML/CAML family of functional languages (and of most probabilistic functional languages). Because of RD, weak CbV λ-calculus has striking properties (see e.g. [8] for an account). First, if a term M has a normal form N, any rewrite sequence will find it; second, the number n of steps such that M → n N is always the same.

In Sec. 6, we study a probabilistic extension of weak CbV, Λ^{weak}. We show that it has analogous properties to its classical counterpart: all rewrite sequences converge to the same result, in the same expected number of steps.

Local vs global conditions. To work locally means to reduce a test problem which is global, i.e., quantified over all rewrite sequences from a term, to local properties (quantified only over one-step reductions from the term), thus reducing the space of search when testing.

A paradigmatic example of a global property is confluence (CR: b * ← a →* c ⇒ ∃d s.t. b →* d * ← c). Its global nature makes it difficult to establish. A standard way to factorize the problem is: (1.) prove termination and (2.) prove local confluence (WCR: b ← a → c ⇒ ∃d s.t. b →* d * ← c). This is exactly Newman’s lemma: Termination + WCR ⇒ CR. The beauty of Newman’s lemma is that a global property (CR) is guaranteed by a local property (WCR). Locality is also the strength and beauty of the RD method. While Newman’s lemma fails in a probabilistic setting (see Sec. 4.4), RD methods can be adapted (Sec. 5 and 7).

---

1 or, in Newman’s original terminology: the end-form is reached by random descent (whenever x → k y and x → n u with u in normal form, all maximal reductions from y have length n − k and end in u).
1.2 Probabilistic λ-calculus and (Non-)Unique Result

Rewrite theory provides numerous tools to study uniqueness of normal forms, as well as techniques to study and compare strategies. This is not the case in the probabilistic setting. Perhaps a reason is that when extending the λ-calculus with a choice operator, confluence is lost, as was observed early [11]: we illustrate it in Example 1.1 and 1.2, which is adapted from [11, 10]. The way to deal with this issue in probabilistic λ-calculi (e.g. [13, 10, 16]) has been to fix a deterministic reduction strategy, typically “leftmost-outermost”. To fix a strategy is not satisfactory, neither for the theory nor the practice of computing. To understand why this matters, recall for example that confluence of the λ-calculus is what makes functional programs inherently parallel: every sub-expression can be evaluated in parallel, still, we can reason on a program using a deterministic sequential model, because the result of the computation is independent of the evaluation order (we refer to [29], and to Harper’s text “Parallelism is not Concurrency” for discussion on deterministic parallelism, and how it differs from concurrency). Let us see what happens in the probabilistic case.

Example 1.1 (Confluence failure). Let us consider the untyped λ-calculus extended with a binary operator ⊕ which models probabilistic choice. Here ⊕ is just flipping a fair coin: \( M \oplus N \) reduces to either \( M \) or \( N \) with equal probability \( 1/2 \); we write this as \( M \oplus N \to \{ M \updownarrow, N \updownarrow \} \).

Consider the term \( PQ \), where \( P = (\lambda x . x)(\lambda x . \text{XOR} \, x) \) and \( Q = (T \oplus F) \); here \( \text{XOR} \) is the standard constructs for the exclusive OR, \( T \) and \( F \) are terms which code the booleans.

- If we evaluate \( P \) and \( Q \) independently, from \( P \) we obtain \( \lambda x . (x \text{XOR} \, x) \), while from \( Q \) we have either \( T \) or \( F \), with equal probability \( 1/2 \). By composing the partial results, we obtain \( \{ (T \text{XOR} \, T) \updownarrow, (F \text{XOR} \, F) \updownarrow \} \), and therefore \( \{ F^1 \} \).
- If we evaluate \( PQ \) sequentially, in a standard left-most outer-most fashion, \( PQ \) reduces to \( (\lambda x . \text{XOR} \, x)Q \) which reduces to \( (T \oplus F) \text{XOR} \, (T \oplus F) \) and eventually to \( \{ T^1, F^1 \} \).

Example 1.2. The situation becomes even more complex if we examine also the possibility of diverging; try the same experiment as above on the term \( PR \), with \( R = (T \oplus F) \oplus \Delta \Delta \) (where \( \Delta = \lambda x . xx \)). Proceeding as before, we now obtain either \( \{ F^1 \} \) or \( \{ T^1, F^1 \} \).

We do not need to loose the features of λ-calculus in the probabilistic setting. In fact, while some care is needed, determinism of the evaluation can be relaxed without giving up uniqueness of the result: the calculus we introduce in Sec. 6 is an example (we relax determinism to RD); we fully develop this direction in further work [18]. To be able to do so, we need abstract tools and proof techniques to analyze probabilistic rewriting. The same need for theoretical tools holds, more in general, whenever we desire to have a probabilistic language which allows for deterministic parallel reduction.

In this paper we focus on uniqueness of the result, rather than confluence, which is an important and sufficient, but not necessary property.

2 Probabilistic Abstract Rewriting System

We assume the reader familiar with the basic notions of rewrite theory (such as Ch. 1 of [39]), and of discrete probability theory. We review the basic language of both. We then recall the definition of PARS from [5, 4], and explain on examples how a system described by a PARS evolves. This will motivate the formalism which we introduce in Sec. 3.

Basics on ARS. An abstract rewrite system (ARS) is a pair \( C = (C, \to) \) consisting of a set \( C \) and a binary relation \( \to \) on \( C \); \( \to^* \) denotes the transitive reflexive closure of \( \to \). An element \( u \in C \) is in normal form if there is no \( c \) with \( u \to c \); \( N_C \) denotes the set of the normal forms.
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of $C$. If $c \to^* u$ and $u \in \mathbb{N}_C$, we say $c$ has a normal form $u$. $C$ has the property of unique normal form (with respect to reduction) ($UN$) if $\forall u, v \in \mathbb{N}_C$, $(c \to^* u \land c \to^* v \Rightarrow u = v)$. $C$ has the normal form property ($NFP$) if $\forall b, c \in C, \forall u \in \mathbb{N}_C$, $(b \to^* c \land b \to^* u \Rightarrow c \to^* u)$. $NFP$ implies $UN$. The fact that an ARS has unique normal forms implies neither that all terms have a normal form, nor that if a term has a normal form, each rewrite sequence converges to it. A term $c$ is terminating$^2$ (aka strongly normalizing, SN), if it has no infinite sequence $c \to c_1 \to c_2 \ldots$; it is normalizing (aka weakly normalizing, WN), if it has a normal form. These are all important properties to establish about an ARS, as it is important to have a rewrite strategy which finds a normal form, if it exists.

Basics on Probabilities. The intuition is that random phenomena are observed by means of experiments (running a probabilistic program is such an experiment); each experiment results in an outcome. The collection of all possible outcomes is represented by a set, called the sample space $\Omega$. When the sample space $\Omega$ is countable, the theory is simple. A discrete probability space is given by a pair $(\Omega, \mu)$, where $\Omega$ is a countable set, and $\mu$ is a discrete probability distribution on $\Omega$, i.e. a function $\mu : \Omega \to [0, 1]$ such that $\sum_{\omega \in \Omega} \mu(\omega) = 1$. A probability measure is assigned to any subset $A \subseteq \Omega$ as $\mu(A) = \sum_{\omega \in A} \mu(\omega)$. In the language of probabilists, a subset of $\Omega$ is called an event.

$\triangleright$ Example 2.1 (Die). Consider tossing a die once. The space of possible outcomes is the set $\Omega = \{1, 2, 3, 4, 5, 6\}$. The probability $\mu$ of each outcome is $1/6$. The event “result is odd” is the subset $A = \{1, 3, 5\}$, whose probability is $\mu(A) = 1/2$.

Each function $F : \Omega \to \Delta$, where $\Delta$ is another countable set, induces a probability distribution $\mu^F$ on $\Delta$ by composition: $\mu^F(d) := \mu(F^{-1}(d))$ i.e. $\mu\{\omega \in \Omega : F(\omega) = d\}$. Thus $(\Delta, \mu^F)$ is also a probability space. In the language of probability theory, $F$ is called a discrete random variable on $(\Omega, \mu)$. The expected value (also called the expectation or mean) of a random variable $F$ is the weighted (in proportion to probability) average of the possible values of $F$. Assume $F : \Omega \to \Delta$ discrete and $g : \Delta \to \mathbb{R}$ a non-negative function, then $E(g(F)) = \sum_{d \in \Delta} g(d)\mu^F(d)$.

(Sub)distributions: operations and notation. We need the notion of subdistribution to account for unsuccessful computations and partial results. Given a countable set $\Omega$, a function $\mu : \Omega \to [0, 1]$ is a probability subdistribution if $\|\mu\| := \sum_{\omega \in \Omega} \mu(\omega) \leq 1$. We write $\text{DST}(\Omega)$ for the set of subdistributions on $\Omega$. With a slight abuse of language, we often use the term distribution also for subdistribution. The support of $\mu$ is the set $\text{Supp}(\mu) = \{a \in \Omega \mid \mu(a) > 0\}$. $\text{DST}^F(\Omega)$ denotes the set of $\mu \in \text{DST}(\Omega)$ with finite support.

$\text{DST}(\Omega)$ is equipped with the order relation of functions: $\mu \leq \rho$ if $\mu(a) \leq \rho(a)$ for each $a \in \Omega$. Multiplication for a scalar $(p \cdot \mu)$ and sum $(\sigma + \rho)$ are defined as usual, $(p \cdot \mu)(a) = p \cdot \mu(a)$, $(\sigma + \rho)(a) = \sigma(a) + \rho(a)$, provided $p \in [0, 1]$, and $\|\sigma\| + \|\rho\| \leq 1$.

We adopt the following convention: if $\Omega' \subseteq \Omega$, and $\mu \in \text{DST}(\Omega')$, we also write $\mu \in \text{DST}(\Omega)$, with the implicit assumption that the extension behaves as $\mu$ on $\Omega'$, and is 0 otherwise. In particular, we identify a subdistribution and its support.

$^2$ Please observe that the terminology is community-dependent. In logic: Strong Normalization, Weak Normalization, Church-Rosser (hence the standard abbreviations SN, WN, CR). In computer science: Termination, Normalization, Confluence.
Let us discuss some examples.

We describe the possible states of the system, at a certain time \(t\), globally happens with certitude if there is no termination. This global approach allows us to deal with non-determinism by using techniques which have been developed in Rewrite Theory. Before introducing the formal definitions, we informally examine some examples, and point out why some care is needed.

\begin{equation}
\mu = \{a_0 \rightarrow b, \ldots, a_n \rightarrow c\}
\end{equation}

\begin{itemize}
\item \textbf{Notation 2.2} (Representation). We represent a (sub)distribution by explicitly indicating the support, and (as superscript) the probability assigned to each element by \(\mu\). We write \(\mu = \{a_0 \rightarrow b, \ldots, a_n \rightarrow c\}\) if \(\mu(a_0) = p_1, \ldots, \mu(a_n) = p_n\) and \(\mu(a_j) = 0\) otherwise.
\end{itemize}

### 2.1 Probabilistic Abstract Rewrite Systems (PARS)

A probabilistic abstract rewrite system (PARS) is a pair \(A = (A, \rightarrow)\) of a countable set \(A\) and a relation \(\rightarrow \subseteq A \times \text{BIF}(A)\) such that for each \((a, \beta) \in \rightarrow\), \(\|\beta\| = 1\). We write \(a \rightarrow \beta\) for \((a, \beta) \in \rightarrow\) and we call it a rewrite step, or a reduction. An element \(a \in A\) is in normal form if there is no \(\beta\) with \(a \rightarrow \beta\). We denote by \(\text{NF}_A\) the set of the normal forms of \(A\) (or simply \(\text{NF}\) when \(A\) is clear). A PARS is deterministic if, for all \(a\), there is at most one \(\beta\) with \(a \rightarrow \beta\).

\begin{itemize}
\item **Remark.** The intuition behind \(a \rightarrow \beta\) is that the rewrite step \(a \rightarrow b\) (\(b \in A\)) has probability \(\beta(b)\). The total probability given by the sum of all steps \(a \rightarrow b\) is 1.
\end{itemize}

### Probabilistic vs Non-deterministic

It is important to have clear the distinction between probabilistic choice (which \textit{globally happens with certitude}) and non-deterministic choice (which leads to different distributions of outcomes.) Let us discuss some examples.

\begin{itemize}
\item **Example 2.3** (A deterministic PARS). Fig. 2 shows a simple random walk over \(\mathbb{N}\), which describes a gambler starting with 2 points and playing a game where every time he either gains 1 point with probability 1/2 or looses 1 point with probability 1/2. This system is encoded by the following PARS on \(\mathbb{N}\): \(n+1 \rightarrow \{n^{1/2}, (n+2)^{1/2}\}\). Such a PARS is deterministic, because for every element, at most one choice applies. Note that 0 is a normal form.
\item **Example 2.4** (A non-deterministic PARS). Assume now (Fig. 3) that the gambler of Example 2.3 is also given the possibility to stop at any time. The two choices are here encoded as follows: \(n+1 \rightarrow \{n^{1/2}, (n+2)^{1/2}\}, \ n+1 \rightarrow \{\text{stop}\}\).
\end{itemize}

### 2.2 Evolution of a system described by a PARS

We now need to explain how a system which is described by a PARS evolves. An option is to follow the stochastic evolution of a single run, \textit{a sampling at a time}, as we have done in Fig. 1, 2, and 3. This is the approach in [4], where non-determinism is solved by the use of policies. Here we follow a different (though equivalent) way (see the Related Work Section).

We describe the possible states of the system, at a certain time \(t\), \textit{globally}, as a distribution on the space of all terms. The evolution of the system is then a sequence of distributions. Since all the probabilistic choices are taken together, the only source of choice in the evolution is non-determinism. This global approach allows us to deal with non-determinism by using techniques which have been developed in Rewrite Theory.
We introduce a formalism to describe the evolution of a system described by a PARS. From the sequence $(a^n), n \geq 0$, of a function from $\Omega$ to $\mathbb{R}^+$. Indeed, in the setting of MDP, a typical element (called occurrence) of a system corresponds to a transition in different paths, it is helpful to think how a system is described in the framework of Markov Decision Processes (MDP) [33].

**Example 2.5** (Fig.1 continued). The PARS described by the rule $r_0 : a \rightarrow \{\varepsilon, T^{1/2}\}$ (in Fig. 1) evolves as follows: $c \notin A$, $\{\varepsilon, T^{1/2}\}$, $\{\varepsilon, T^{3/4}\}$, $\ldots$.

**Example 2.6** (Fig.4). Fig. 4 illustrates the possible evolutions of a non-deterministic system which has two rules $r_0 : a \rightarrow \{a^{1/2}, T^{1/2}\}$ and $r_1 : a \rightarrow \{a^{1/2}, T^{3/2}\}$. The arrows are annotated with the chosen rule.

**Example 2.7** (Fig.5). Fig. 5 illustrates the possible evolutions of a system with rules $r_0 : a \rightarrow \{a^{1/2}, T^{1/2}\}$ and $r_2 : a \rightarrow \{a^{1}\}$.

If we look at Fig. 3, we observe that after two steps, there are two distinct occurrences of the element $a$, live in two different runs of the program: the run $2, 1, 2$, and the run $2, 3, 2$. There are two possible transitions from each $a$. The next transition only depends on the fact of having $2$, not on the run in which $2$ occurs: its history is only a way to distinguish the occurrence. For this reason, given a PARS $(A, \rightarrow)$, we keep track of different occurrences of an element $a \in A$, but not necessarily of the history. Next section formalizes these ideas.

**Markov Decision Processes.** To understand our distinction between occurrences of $a \in A$ in different paths, it is helpful to think how a system is described in the framework of Markov Decision Processes (MDP) [33]. Indeed, in the same way as ARS correspond to transition systems, PARS correspond to probabilistic transitions. Let us regard a PARS step $r : a \rightarrow \beta$ as a probabilistic transition ($r$ is here a name for the rule). Let assume $a_0 \in A$ is an initial state. In the setting of MDP, a typical element (called sample path) of the sample space $\Omega$ is a sequence $\omega = (a_0, r_0, a_1, r_1, \ldots)$ where $r_0 : a_0 \rightarrow \beta_1$ is a rule, $a_1 \in \text{Supp}(\beta_1)$ an element, $r_1 : a_1 \rightarrow \beta_1$, and so on. The index $t = 0, 1, 2, \ldots, n, \ldots$ is interpreted as time. On $\Omega$ various random variables are defined; for example, $X_t = a_t$, which represents the state at time $t$. The sequence $(X_t)$ is called a stochastic process.

### 3 A Formalism for Probabilistic Rewriting

We introduce a formalism to describe the evolution of a system described by a PARS. From now on, we assume $A$ to be a countable set on which a PARS $(A, \rightarrow)$ is defined.

**The sample space.** Let $m$ be a list over $A$, and $mA$ the collection of all such lists. More formally, we fix a countable index set $S$, and let $m = \{(j, m_j) \mid j \in S, m_j \in A\}$ be the graph of a function from $J \subseteq S$ to $A (j \mapsto m_j)$. We denote by $mA$ the collection of all such $m$. $\text{DST}^J(mA) := \bigcup_{m \in mA} \text{DST}^J(m)$ is the collection of finitely supported distributions $\mu$ on $m \in mA$ (i.e. $\mu : m \rightarrow [0, 1]$, with $(j, a) \mapsto p$). For concreteness, here we assume $S = N$. Hence, if $J$ is finite, $m$ is simply a list over $A$. 
Notation 3.1. If \( \mu \in \text{DST}^\beta(mA) \), we write its support as a list. We write \([a, a, b, b]\) for \(\{(1, a), (2, a), (3, b), (4, b)\}\) and \([a^{1/4}, a^{1/4}, b^{1/6}, b^{1/6}]\) for \(\{(1, a)^{1/4}, (2, a)^{1/4}, (3, b)^{1/6}, (4, b)^{1/6}\}\).

Remark 3.2 (Index Set). The role of indexing is only to distinguish different occurrences; the specific order is irrelevant. We use \(\mathbb{N}\) as index set for simplicity. Another natural instance of \(S\) is \(A^*\) i.e., the set of finite sequences on \(A\). This way, occurrences are labelled by their path, which allows a direct connection with the sample space of Markov Decision Processes [33] we mention in 2.2 (see Appendix).

Given the PARS \(A = (A, \rightarrow)\), we work with two families of probability spaces: \((A, \beta)\), where \(\beta \in \text{DST}(A)\) (used e.g. to describe a rewrite step) and \((m, \mu)\), where \(m \in mA\) and \(\mu \in \text{DST}^\beta(m)\).

Letters Convention. we reserve the letters \(\alpha, \beta, \gamma\) for distributions in \(\text{DST}(A)\), and the letters \(\mu, \nu, \sigma, \tau, \rho, \xi\) for distributions in \(\text{DST}^\beta(mA)\).

Embedding and Flattening. we move between \(A\) and subsets of \(\mathbb{N} \times A\) via the maps \(\text{flat}(\cdot): m \mapsto A\) and \(I: A \mapsto n\) (Fig. 6 and 7), where to define an injection \(I\), we fix an enumeration \(n: \mathbb{N} \mapsto A\), and identify \(n\) with its graph. Given a distribution \(\mu \in \text{DST}^\beta(m)\), the function \(\text{flat}\) induces the distribution \(\mu^{\text{flat}} \in \text{DST}^\beta(A)\) (Fig. 6); conversely, given \(\beta \in \text{DST}^\beta(A)\), the function \(I: A \mapsto n \in mA\) induces the distributions \(\beta^I \in \text{DST}^\beta(mA)\) (Fig. 7). Recall that in Sec. 2 we already reviewed how functions induce distributions; indeed, with that language, \(\text{flat}(\cdot): m \mapsto A\) and \(I: A \mapsto n\) are random variables.

Example 3.3. Assume \(\beta = \{a^{0.3}, b^{0.2}, c^{0.5}\}\), and an enumeration of \(\{a, b, c\}\). Then \(\beta^I = \{(a, 1)^{0.3}, (b, 2)^{0.2}, (c, 3)^{0.5}\}\) which we also write \([a^{0.3}, b^{0.2}, c^{0.5}]\).

Disjoint sum \(\biguplus\). The disjoint sum of lists is simply their concatenation. The disjoint sum of sets in \(mA\) and of the corresponding distributions is easily defined.

The rewriting relation \(\Rightarrow\). Let \(A = (A, \rightarrow)\) be a PARS. We now define a binary relation \(\Rightarrow\) on \(\text{DST}^\beta(mA)\), which is obtained by lifting the relation \(\rightarrow\). Several natural choices are possible. Here, we choose a lifting which forces all non-terminal elements to be reduced. This plays an important role for the development of the paper, as it corresponds to the the key notion of one step reduction in classical ARS (see discussion in Sec. 8).

Definition 3.4 (Lifting). Given a relation \(\Rightarrow \subseteq A \times \text{DST}(A)\), its lifting to a relation \(\Rightarrow \subseteq \text{DST}^\beta(mA) \times \text{DST}^\beta(mA)\) is defined by the following rules, where for readability we use Notation 3.1.

\[
\begin{align*}
L1 & \quad a \in \mathbb{N}_A \quad [a^1] \Rightarrow [a^1] \\
L2 & \quad a \rightarrow \beta \in A \quad [a^1] \Rightarrow \beta^I \\
L3 & \quad \left([m]\right) \Rightarrow \left(\biguplus_{j \in J} \left(p_{j}\right) : \mu_j\right) 
\end{align*}
\]
The above example illustrates also the following.

**Example 3.5.** Let us derive the reduction in Fig. 3.

\[
2 \rightarrow \{1^{1/2}, 3^{1/2}\} \quad 1 \rightarrow \{0^{1/2}, 2^{1/2}\} \quad 3 \rightarrow \{2^{1/2}, 4^{1/2}\} \quad \ldots \\
\|\| \rightarrow \{1^{1/2}, 3^{1/2}\} \quad \|\| \rightarrow \{0^{1/2}, 2^{1/2}, 4^{1/2}\} \quad \|\| \rightarrow \{\ldots, \text{stop}^{5/8}, 1^{1/8}, 3^{3/8}, \ldots\}
\]

**Rewrite sequences.** We write \(\mu_0 \equiv^* \mu_n\) to indicate that there is a finite sequence \(\mu_0, \ldots, \mu_n\) such that \(\mu_i \equiv \mu_{i+1}\) for all \(0 \leq i < n\) (and \(\mu_0 \equiv^* \mu_k\) to specify its length \(k\)). We write \(\langle \mu_n \rangle_{n \in \mathbb{N}}\) to indicate an infinite rewrite sequence.

**Figures conventions.** We depict any rewrite relation simply as \(\rightarrow\); as it is standard, we use \(\rightarrow^*\) for \(\rightarrow\) as it is standard, we use \(\rightarrow^*\) for \(\rightarrow\); solid arrows are universally quantified, dashed arrows are existentially quantified.

**Normal Forms.** The intuition is that a rewrite sequence describes a computation; a distribution \(\mu\), such that \(\mu \equiv^i \mu_i\), represents a state (precisely, the state at time \(i\)) in the evolution of the system with initial state \(\mu\). Let \(\mu \in \text{DST}^F(mA)\) represents a state of the system. The **probability that the system is in normal form** is described by \(\mu_{\text{flat}}(N_A)\) (recall Example 2.1); the probability that the system is in a specific normal form \(\mu\) is described by \(\mu_{\text{flat}}(t)\). It is convenient to denote by \(\mu^w\) the restriction of \(\mu_{\text{flat}}\) to \(N_A\). Observe that \(\|\mu^w\| = \mu^w(\langle N_A \rangle) = \mu^w(N_A)\). The probability of reaching a normal form \(t\) can only increase in a rewrite sequence (because of (L1) in Def. 3.4). Therefore the following key lemma holds.

**Lemma 3.6.** If \(\sigma \equiv \tau\) then \(\sigma^w \leq \tau^w\).

**Equivalences and Order.** In this paper we do not need, and do not define, any equality on lists. If we wanted, the natural one would be equality up to reordering, making lists into multisets; however, here we are rather interested in observing specific events. Given \(\mu, \rho \in \text{DST}^F(mA)\), we only consider equivalence and order relations w.r.t. the associated (flat) distribution in \(\text{DST}(A)\) and in \(\text{DST}(N_A)\). The order on \(\text{DST}(A)\) is the pointwise order (Sec. 2).

**Definition 3.7 (Equivalence and Order).** Let \(\mu, \rho \in \text{DST}^F(mA)\).

1. **Flat Equivalence**: \(\mathcal{E}_{\text{flat}}(\mu, \rho)\), if \(\mu_{\text{flat}} = \rho_{\text{flat}}\). Similarly, \(\leq_{\text{flat}}(\mu, \rho)\) if \(\mu_{\text{flat}} \leq \rho_{\text{flat}}\).
2. **Equivalence in Normal Form**: \(\mathcal{E}_{w}(\mu, \rho)\), if \(\mu^w = \rho^w\). Similarly, \(\leq_{w}(\mu, \rho)\), if \(\mu^w \leq \rho^w\).
3. **Equivalence in the \(N\)-norm**: \(\mathcal{E}_{\|\|}(\mu, \rho)\), if \(\|\mu^w\| = \|\rho^w\|\) and \(\|\mu^w\| = \rho^w\|\).

Observe that (2.) and (3.) compare \(\mu\) and \(\rho\) abstracting from any term which is not in normal form; these two will be the relations which matter to us.

**Example 3.8.** Assume \(T\) is a normal form and \(a \neq c\) are not. (1.) Let \(\mu = [T^{1/2}, T^{1/2}]\), \(\rho = [T^{1}]\). \(\mathcal{E}(\mu, \rho)\) holds for \(\mathcal{E} \in \{\mathcal{E}_{\text{flat}}, \mathcal{E}_{w}, \mathcal{E}_{\|\|}\}\) because \(\mu_{\text{flat}} = \rho_{\text{flat}} = \{T^{1}\}\). (2.) Let \(\mu = [a^{1/2}, T^{1/2}]\), \(\rho = [c^{1/2}, T^{1/6}, T^{2/6}]\). \(\mathcal{E}_{w}(\mu, \rho), \mathcal{E}_{\|\|}(\mu, \rho)\) both hold, \(\mathcal{E}_{\text{flat}}(\mu, \rho)\) does not.

The above example illustrates also the following.

**Fact 3.9.** \(\mathcal{E}_{\text{flat}}(\mu, \rho) \Rightarrow \mathcal{E}_{w}(\mu, \rho) \Rightarrow \mathcal{E}_{\|\|}(\mu, \rho)\). Similarly for the order relations.
4 Asymptotic Behaviour and Normal Forms

We examine the asymptotic behaviour of rewrite sequences with respect to normal forms. If a rewrite sequence describes a computation, the result of the computation is a distribution on the possible outputs of the probabilistic program. We are interested in the result at the limit, which is formalized by the (standard) notion of limit distribution (Def. 4.2). What is less standard here, and demands care, is that each term has a set of limits. In the section we investigate the notions of normalization, termination and unique normal form for PARS.

4.1 Limit Distributions

Before introducing limit distributions, we revisit some facts on sequences of bounded functions.

Monotone Convergence. Let \( \langle \alpha_n \rangle \in \mathbb{N} \) be a non-decreasing sequence of (sub)distributions over a countable set \( X \) (the order on subdistributions is defined pointwise, Sec. 2). For each \( t \in X \), the sequence \( \langle \alpha_n(t) \rangle \in \mathbb{N} \) of real numbers is nondecreasing and bounded, therefore the sequence has a limit, which is the supremum: \( \lim_{n \to \infty} \alpha_n(t) = \sup_n \{ \alpha_n(t) \} \). Observe that if \( \alpha < \alpha' \) then \( \|\alpha\| < \|\alpha'\| \), where we recall that \( \|\alpha\| := \sum_{x \in X} \alpha(x) \).

\[\text{Fact 4.1.} \quad \text{Given } \langle \alpha_n \rangle \text{ as above, the following properties hold. Define} \]
\[\beta(t) = \lim_{n \to \infty} \alpha_n(t), \quad \forall t \in X\]

1. \( \lim_{n \to \infty} \|\alpha_n\| = \|\beta\| \)
2. \( \lim_{n \to \infty} \|\alpha_n\| = \sup_n \{\|\alpha_n\|\} \leq 1 \)
3. \( \beta \) is a subdistribution over \( X \).

\[\text{Proof.} \]
1. follows from the fact that \( \langle \alpha_n \rangle \) is a nondecreasing sequence of functions, hence (by Monotone Convergence, see Thm. A.1 in Appendix) we have:
\[\lim_{n \to \infty} \sum_{t \in X} \alpha_n(t) = \sum_{t \in X} \lim_{n \to \infty} \alpha_n(t) \]
2. is immediate, because the sequence \( \langle \|\alpha_n\|\rangle \) is nondecreasing and bounded.
3. follows from (1.) and (2.). Since \( \|\beta\| = \sup_n \|\alpha_n\| \leq 1 \), then \( \beta \) is a subdistribution. \(\square\)

Limit distributions. Let \( \langle \mu_n \rangle \in \mathbb{N} \) be a rewrite sequence. If \( t \in NF_A \), then \( \langle \mu_n^w(t) \rangle \in \mathbb{N} \) is nondecreasing (by Lemma 3.6); so we can apply Fact 4.1, with \( \langle \alpha_n \rangle \) now being \( \langle \mu_n^w \rangle \).

\[\text{Definition 4.2 (Limits).} \quad \text{Let } \langle \mu_n \rangle \in \mathbb{N} \text{ be a rewrite sequence from } \mu \in DST^f(mA). \text{ We say} \]
1. \( \langle \mu_n \rangle \) converges with probability \( p = \sup_n \|\mu_n^w\| \).
2. \( \langle \mu_n \rangle \) converges to \( \beta \in DST^f(NF_A) \) (written \( \langle \mu_n \rangle \infty \beta \)), where for \( t \in NF_A \)
\[\beta(t) = \sup_n \{\mu_n^w(t)\} \]

We call \( \beta \) a limit distribution of \( \mu \). We write \( \mu \infty \beta \) if \( \mu \) has a sequence converging to \( \beta \), and define \( \text{Lim}(\mu) := \{\beta \mid \mu \infty \beta\} \).
4.2 Normalization and Termination

Non-determinism implies that several rewrite sequences are possible from the same \( \mu \in \text{DST}^p(mA) \). In the setting of ARS, the notion of reaching a result from a term \( c \) comes in two flavours (see Sec. 2): (1) there exists a rewrite sequence from \( c \) which leads to a normal form (normalization, WN); (2) each rewrite sequence from \( c \) leads to a normal form (termination, SN). Below, we do a similar \( \exists/\forall \) distinction. Instead of reaching a normal form or not, a sequence does so with a probability \( q \).

▶ Definition 4.3 (Normalization and Termination). Let \( \mu \in \text{DST}^p(mA) \), \( q \in [0, 1] \). We write \( \mu \xrightarrow{p} F \) if there exists a sequence from \( \mu \) which converges with probability \( p \).

- \( \mu \) is p-WN\( \infty \) (\( \mu \) normalizes with probability \( p \)) if \( p \) is the greatest probability to which a sequence from \( \mu \) can converge.
- \( \mu \) is p-SN\( \infty \) (\( \mu \) terminates with probability \( p \)) if each sequence from \( \mu \) converges with probability \( p \). \( \mu \) is Almost Sure Terminating (AST) if it terminates with probability 1.

A PARS is p-WN\( \infty \), p-SN\( \infty \), AST, if each \( \mu \) satisfies that property.

▶ Example 4.4. The system in Fig. 5 is 1-WN\( \infty \), but not 1-SN\( \infty \). The top rewrite sequence (in blue) converges to 1 = \( \lim_{n \to \infty} \sum_{i=1}^{\infty} \frac{1}{2^i} \). The bottom rewrite sequence (in red) converges to 0. In between, we have all dyadic possibilities. In contrast, the system in Fig. 4 is AST.

▶ Remark (Not only AST). Many natural examples are not limited to termination and AST, such as those in Fig. 5, in Example 1.2 and 6.3. For this reason, we go beyond AST, and moreover make a distinction between weak and strong normalization.

4.3 On Unique Normal Forms

How do different rewrite sequences from the same initial \( \mu \) compare w.r.t. the result they compute? Assume \( [M^1] \xrightarrow{\omega} \alpha \) and \( [M^1] \xrightarrow{\beta} \beta \), it is natural to wonder how \( \beta \) and \( \alpha \) relate. Normalization and termination are quantitative yes/no properties - we are only interested in the measure \( ||\beta|| \), for \( \beta \) limit distribution; for example, if \( \mu \xrightarrow{\omega} \{F^1\} \) and \( \mu \xrightarrow{\beta} \{T^{1/2}, F^{1/2}\} \), then \( \mu \) converges with probability 1, but we make no distinction between the two -very different- results. Similarly, consider again Fig. 4. The system is AST, however the limit distributions are not unique: they span the continuum \( \{T^p, F^{1-p}\} \), for \( p \in [0, 1] \). These observations motivate attention to finer-grained properties.

In Sec. 2 we reviewed the ARS notion of unique normal form (ULD). Let us now examine an analogue of ULD in a probabilistic setting. An intuitive candidate is the following:

ULD : if \( \alpha, \beta \in \text{Lim}(\mu) \), then \( \alpha = \beta \)

which was first proposed in [15], where is shown that, in the case of AST, confluence implies ULD. However, ULD is not a good analogue in general, because a PARS does not need to be AST (or SN\( \infty \)); it may well be that \( \mu \xrightarrow{\omega} \alpha \) and \( \mu \xrightarrow{\beta} \beta \), with \( ||\alpha|| \neq ||\beta|| \), as in Ex. 1.2 and in Fig. 5; similar examples are natural in an untyped probabilistic \( \lambda \)-calculus (recall that the \( \lambda \)-calculus is not SN\( \infty \)). In the general case, ULD is not implied by confluence: the system in Fig. 5 is indeed confluent. We then would like to say that it satisfies ULD.

We propose as probabilistic analogue of ULD the following property

ULD\( \infty \): \( \text{Lim}(\mu) \) has a unique maximal element.

▶ Remark. In the case of SN\( \infty \) (and AST), all limits are maximal, hence ULD\( \infty \) becomes ULD.
4.3.1 Confluence and UN∞

We justify that UN∞ is an appropriate generalization of the UN property, by showing that it satisfies an analogue of standard ARS results: “Confluence implies UN” (see Thm. 4.7) and “the Normal Form Property implies UN” (Lemma 4.6). While the statements are similar to the classical ones, the content is not. To understand why is different, and non-trivial, observe that Lim(µ) is in general uncountable, hence there is not even reason to believe that Lim(µ) has maximal elements, for the same reason as [0, 1) has no max, even if it has a sup.

▷ Remark 4.5 (Which notion of Confluence?). To guarantee UN∞, it suffices a weaker form of confluence than one would expect. Assume σ ≅ µ ⇒∗ ρ; with the standard notion of confluence in mind, we may require that ∃ξ such that σ ⇒∗ ξ, ρ ⇒∗ ξ or that ∃ξ, ξ′ such that σ ⇒∗ ξ, ρ ⇒∗ ξ′ and 𝜖_{lim}(ξ, ξ′). Both are fine, but a weaker notion of equivalence suffices: NF-Confluence (defined below), which only regards normal forms. Obviously, the two stronger notions of confluence which we just discussed, imply it.

A PARS satisfies the following properties if they hold for each µ ∈ DSTR(mA):

- **NF-Confluence (Normal Form in Normal Form):**
  ∀σ, ρ with σ ⇒∗ µ ⇒∗ ρ; ∃ξ, τ such that σ ⇒∗ ξ, ρ ⇒∗ τ, and ξ = τ = ur.

- **NFP∞ (Normal Form Property):** if α is maximal in Lim(µ), and µ ⇒∗ σ then σ ≅r α.

- **LimP (Limit Distributions Property):** if α ∈ Lim(µ) and µ ⇒∗ σ, there exists β ∈ Lim(µ) such that σ →∗ β and α ≤ β.

The following result (which is standard for ARS) is easy, and independent from confluence.

▷ Lemma 4.6. For each PARS such that Lim(µ) has maximal elements, UN∞ ⇒ UN∞.

Proof. Let α ∈ Lim(µ) be maximal. If β ∈ Lim(µ), there is a sequence (τn)n∈N from µ such that β = supn{τn}. NFP∞ implies that ∀n, τn ≅r α, and therefore τn ≤ ur α. We conclude that β ≤ α; hence if β is maximal, β = α. ▷

To prove that NF-Confluence implies UN∞ is more delicate; the proof is in Appendix. We need to prove that confluence implies existence and uniqueness of maximal elements of Lim(µ).

▷ Theorem 4.7. For each PARS, NF-Confluence implies UN∞.

Note that the proofs refines those for the analogous ARS properties in a way similar to the generalization to infinitary rewriting, by approximation; the quantitative character of probability add specific elements which are reminiscent of calculus.

4.4 Newman’s Lemma Failure, and Proof Technique for PARS

In Prop. 4.6 and 4.7, the statement has the same flavour as similar ones for ARS, but the notions are not the same. The notion of limit (and therefore that of UN∞, SN∞, and WN∞) does not belong to ARS. For this reason, the rewrite system (mA, ⇒) which we are studying is not simply an ARS, and one should not assume that standard ARS properties hold. An illustration of this is Newman’s Lemma. Given a PARS, let us assume AST and observe that in this case, confluence at the limit can be identified with UN∞. A wrong attempt: AST + WCR∞ ⇒ UN∞, where WCR∞: if µ ⇒ σ1 and µ ⇒ σ2, then ∃p, with σ1 ≅r p, σ2 ≅r p. This does not hold. A counterexample is the PARS in Fig. 4, which does satisfy WCR∞. (More in the Appendix.)

What is at play here is that the notion of termination is not the same in ARS and in PARS. A fundamental fact of ARS (on which all proofs of Newman’s Lemma rely) is: termination implies that the rewriting relation is well-founded. All terminating ARS allow
well-founded induction as proof technique; this is not the case for probabilistic termination.

To transfer properties from ARS to PARS there are two issues: we need to find the right formulation and the right proof technique.

Our counter-example still leaves open the question “Are there local properties which guarantee UN∞?” In the rest of the paper, we develop proof techniques to study UN∞, WN∞, SN∞ and their relations. We will always aim at local conditions.

5 Random Descent (RD)

In this section we introduce E Random Descent (E-RD), a tool which is able to guarantee some remarkable properties: UN∞, p-termination as soon as there exists a sequence which converges to p, and also the fact that all rewrite sequences from a term have the same expected number of steps. E-RD generalizes to PARS the notion of Random Descent: after any k steps, non-determinism is irrelevant up to a chosen equivalence E. Indeed E-RD is defined parametrically over an equivalence relation E on DST(mA). For concreteness, assume E to be either ENF or ENF (see Def. 3.7). Then E-RD implies that all rewrite sequences from μ:

- have the same probability of reaching a normal form after k steps (for each k ∈ N);
- converge to the same limit;
- have the same expected number of steps.

Main technical result is a local characterization of the property (Thm 5.4), similarly to [40].

▶ Definition 5.1 (E Random Descent). Let E be an equivalence relation on DST(mA). The PARS A satisfies the following properties (in Fig. 8) if they hold for each μ ∈ DST(mA).

- E-RD: for each pair of sequences ⟨σn⟩n∈N, ⟨τn⟩n∈N from μ, E(τn, σn) holds, ∀k.
- local E-RD (E-LRD): if τ ⇔ μ ⇒ σ, then for each k there exist σk, τk with σ ⇒ k σk, τ ⇒ k τk, and E(σk, τk).

▶ Example 5.2. In Fig. 4 E-RD holds for E = E∥∥N, but not for E = ENF.

When E ∈ {E∥∥N, ENF}, it is easy to check that E-RD guarantees the following.

▶ Proposition 5.3.

2. ENF-RD implies Uniformity and UN∞.

Proof. Uniformity is immediate; UN∞ follows from Prop. 4.7.

While expressive, E-RD is of little practical use, as it is a property which is universally quantified on the sequences from μ. The property E-LRD is instead local. Somehow surprisingly, the local property characterizes E-RD.
The following properties are equivalent:
1. $\mathcal{E}$-LRD;
2. $\forall k, \mu, \xi, \rho$ if $\mu \Rightarrow^k \xi$ and $\mu \Rightarrow \rho$, then $\mathcal{E}(\xi, \rho)$;
3. $\mathcal{E}$-RD.

**Proof.** ($1 \Rightarrow 2$). See Fig. 10. We prove that ($2$) holds by induction on $k$. If $k = 0$, the claim is trivial. If $k > 0$, let $\sigma$ be the first step from $\mu$ to $\xi$ and $\tau$ the first step from $\mu$ to $\rho$. By $\mathcal{E}$-LRD, there exists $\sigma_k$ such that $\sigma \Rightarrow^k \sigma_k$ and $\tau_k$ such that $\tau \Rightarrow^k \tau_k$, with $\mathcal{E}(\sigma_k, \tau_k)$.

Since $\sigma \Rightarrow^{k-1} \xi$, we can apply the inductive hypothesis, and conclude that $\mathcal{E}(\sigma_k, \xi)$. By using the induction hypothesis on $\tau$, we have that $\mathcal{E}(\tau_k, \rho)$ and conclude that $\mathcal{E}(\rho, \xi)$. ($2 \Rightarrow 3$).

Immediate. ($3 \Rightarrow 1$). Assume $\tau \equiv \mu \equiv \sigma$. Take a sequence $\langle \tau_n \rangle_{n \in \mathbb{N}}$ from $\tau$ and a sequence $\langle \sigma_n \rangle_{n \in \mathbb{N}}$ from $\sigma$. By (3), $\mathcal{E}(\tau_k, \sigma_k) \forall k$.

A diamond. Let $\mathcal{E} \in \{\mathcal{E}_{\mathsf{LR}}, \mathcal{E}_{\mathsf{RD}}\}$. A useful case of $\mathcal{E}$-LRD is the $\mathcal{E}$-diamond property (Fig. 9): $\forall \mu, \sigma, \tau$, if $\tau \equiv \mu \equiv \sigma$, then $\mathcal{E}(\sigma, \tau)$, and $\exists \rho, \rho'$ s.t. $(\tau \equiv \rho, \sigma \equiv \rho')$.

**Proposition 5.5.** $\mathcal{E}$-diamond $\Rightarrow$ $\mathcal{E}$-LRD.

Observe that while $\mathcal{E}$-LRD characterizes $\mathcal{E}$-RD, $\mathcal{E}$-diamond is only a sufficient condition.

### 5.1 Expected Termination Time

Random Descent captures the property (Length) “all maximal rewrite sequences from a term have the same length.” By looking at ARS as a special case of PARS (with $a \rightarrow [b]^{1_1}$ for $a \rightarrow b$), $\mathcal{E}_{\mathsf{LR}}$-RD does trivialize to RD. More interesting is that $\mathcal{E}_{\mathsf{RD}}$-RD also implies a property similar to (Length) for PARS, where we consider not the number of steps of the rewrite sequences, but its probabilistic analogue, the expected number of steps.

In an ARS, if a maximal rewrite sequence terminates, the number of steps is finite; we interpret this number as time to termination. In the case of PARS, a system may have infinite runs even if it is AST; the number of rewrite steps $\rightarrow$ from an initial state is (in general) infinite. However, what interests us is its expected value, i.e. the weighted average w.r.t. probability (see Sec. 2) which we write $\text{MeanTime}(\mu_n)$. This expected value can be infinite; in this case, not only the PARS is AST, but is said FAST (Positively AST) (see [4]).

**Example 5.6.** In Example 2.5, the sequence from $[a^1]$ has $\text{MeanTime}$ 2 (see Appendix).

[3] makes a nice observation: the mean number of steps of a rewrite sequence $\langle \mu_n \rangle_{n \in \mathbb{N}}$ admits a very simple formulation, as follows: $\text{MeanTime}(\mu_n) = 1 + \sum_{i \geq 1} (1 - ||\mu_n^i||)$. Intuitively, each tick in time (i.e., each $\equiv$ step) is weighted with its probability to take place, which is $\mu_i^{\mathsf{stat}} \{ c \mid c \not\in \mathsf{NF}_A \} = 1 - ||\mu_i^\ast||$. Using this formulation, the following result is immediate.

**Corollary 5.7.** Let $\mu \in \text{DST}_\mathfrak{P}(m.A)$. $\mathcal{E}_{\mathsf{LRD}}$ implies that all maximal rewrite sequences from $\mu$ have the same $\text{MeanTime}$.

Observe that $\sum_{i \geq 1} (1 - ||\mu_i^\ast||) < \infty$ implies $\lim_{n \rightarrow \infty} (1 - ||\mu_n^\ast||) = 0$, hence $\lim_{n \rightarrow \infty} ||\mu_n^\ast|| = 1$. Therefore, Cor. 5.7 means that if a sequence from $\mu$ with finite $\text{MeanTime}$ exists, $\mu$ is FAST.

### 6 Analysis of a probabilistic calculus: weak CbV $\lambda$-calculus

We introduce $\Lambda_{\mathsf{wb}}$, a probabilistic analogue of call-by-value $\lambda$-calculus (see Sec. 1.1). Evaluation is non-deterministic, because in the case of an application there is no fixed order in the evaluation of the left and right subterms (see Example 6.1). We show that $\Lambda_{\mathsf{wb}}$ satisfies
\[ \mathcal{E}_{\text{rd}} \text{-RD}. \] Therefore it has remarkable properties (Cor. 6.5), analogous to those of its classical counter-part: the choice of the redex is irrelevant with respect to the final result, to its approximants, and to the expected number of steps.

**Syntax.** Terms \((M,N,P,Q)\) and values \((V,W)\) are defined as follows:

\[
M ::= x | \lambda x.M | MM | M \oplus M \quad V ::= x | \lambda x.M
\]

Free variables are defined as usual. A term \(M\) is closed if it has no free variable. The substitution of \(N\) for the free occurrences of \(x\) in \(M\) is denoted \(M[x := N]\).

**Reductions.** Weak call-by-value reduction \(\Rightarrow\) is given as a PARS, and inductively defined by the rules below; its lifting \(\Leftrightarrow\) is as in Def. 3.4.

\[
\begin{align*}
(\lambda x.M)V & \Rightarrow \{M[x := V]^1\} \\
P \oplus Q & \Rightarrow \{P^{1/2}, Q^{1/2}\} \\
N & \Rightarrow \{N^n_i | i \in I\} \\
MN & \Rightarrow \{MN^n_i | i \in I\}
\end{align*}
\]

**Example 6.1** (Non-deterministic evaluation). A term may have several redexes. The two reductions here join in one step: \(\left[ P[x := Q] ((A \oplus B)^3 \Leftrightarrow [((\lambda x.P)Q)(A \oplus B)^4] \Rightarrow \left[ (\lambda x.P)QA^{1/2}, (\lambda x.P)QB^{1/2} \right] \right]. \)

**Example 6.2** (Infinitary reduction). Let \(R = (\lambda x.xx \oplus T)(\lambda x.xx \oplus T)\). We have \(\left[R^1\right] \Rightarrow \{T^1\}\). This term models the behaviour we discussed in Fig.1.

**Example 6.3.** The term \(PR\) in Example 1.2 has the following reduction. \(\left[ PR^1\right] \Rightarrow [P(T \oplus F)^{1/2}, P(\Delta\Delta)^{1/2}] \Rightarrow [P(T)^{1/4}, P(F)^{1/4}, P(\Delta\Delta)^{1/2}] \Rightarrow [T \oplus \text{XOR} T)^{1/4}, (F \text{ XOR} F)^{1/4}, \Delta\Delta^{1/2}] \Rightarrow [P^{1/4}, F^{1/4}, \Delta\Delta^{1/2}] \ldots \) We conclude that \(PR \Rightarrow \{F^{1/2}\}\).

**Theorem 6.4.** \(\Lambda^{\text{weak}}\) satisfies \(\mathcal{E}\text{-RD}, \) with \(\mathcal{E} = \mathcal{E}_{\text{rd}}\)

**Proof.** We prove the \(\mathcal{E}_{\text{rd}}\)-Diamond property, using the definition of lifting and induction on the structure of the terms (see Appendix).

Therefore, by Sec. 5 (and the fact that \(\mathcal{E}_{\text{rd}} \Rightarrow \mathcal{E}_{\text{1h}}\)), each \(\mu\) satisfies the following properties:

**Corollary 6.5.**

- All rewrite sequences from \(\mu\) converge to the same limit distribution.
- All rewrite sequences from \(\mu\) have the same expected termination time \(\text{MeanTime}\).
- If \(\mu \Rightarrow^k \sigma\) and \(\mu \Rightarrow^k \tau\), then \(\sigma^{\text{rd}} = \tau^{\text{rd}}, \forall \sigma, \tau, k\).

**More diamonds.** Other instances of ARS which satisfy Random Descent are surface reduction in Simpson’s linear \(\lambda\)-calculus [38], and Lafont’s interaction nets [28]. We do expect that their extension with a probabilistic choice satisfy the same properties as \(\Lambda^{\text{weak}}\).

### 7 Comparing Strategies

In this section we provide a method to compare strategies, and a criterion to establish that a strategy is normalizing or perpetual (Cor. 7.4). When strategy \(S\) is better than strategy \(T\)? To study this question we introduce a notion (parametric w.r.t. a relation \(\mathcal{R}\)) which generalizes the ARS notion of “better” introduced in [40]. Like in the case of \(\mathcal{E}\text{-RD, we we...
will provide a local characterization (Th. 7.3). We obtain criteria which concern both normalization/perpetuity of strategies, and the expected number of steps of rewrite sequences.

Given $A = (A, \rightarrow)$, a rewrite strategy for $\rightarrow$ is a relation $\rightarrow S \subseteq \rightarrow$ such that $NF(\rightarrow S) = NF_A$. Let $\equiv$ (resp. $\equiv_S$) be the lifting of $\rightarrow$ (resp. $\rightarrow_S$); we call $\equiv_S$ a rewrite strategy for $\equiv$. We indicate by colored arrows $\equiv_{\triangle}$ and $\equiv_{\heartsuit}$ strategies for $\equiv$.

**Definition 7.1.** Given $\mu$, let $p_{\text{max}}(\mu)$ and $p_{\text{min}}(\mu)$ be respectively the greatest and least value in $\{p \mid \mu \cong_{p}\}$. A strategy $\equiv_{\triangle}$ is normalizing if for each $\mu$, each $\equiv_{\triangle}$-sequence starting from $\mu$ converges with probability $p_{\text{max}}(\mu)$. A strategy $\equiv_{\heartsuit}$ is perpetual if for each $\mu$, each $\equiv_{\heartsuit}$ sequence from $\mu$ converges with probability $p_{\text{min}}(\mu)$.

Let $R$ be a reflexive and transitive relation on $\text{DST}(mA)$. For concreteness, assume $R$ to be either $\cong_{\triangle}$ or $\cong_{\heartsuit}$ (see Def. 3.7).

**Definition 7.2 (R-better).** Let $R$ be a relation as stipulated above. We define the following properties, which are illustrated in Fig. 11.

- $\equiv_{\triangle}$ is R-better than $\equiv_{\heartsuit}$ ($R$-better$(\equiv_{\triangle}, \equiv_{\heartsuit})$): for each $\mu$ and for each pair of a $\equiv_{\triangle}$-sequence $(\rho_n)_{n \in \mathbb{N}}$ and a $\equiv_{\heartsuit}$-sequence $(\xi_n)_{n \in \mathbb{N}}$ from $\mu$, $R(\rho_n, \xi_n)$ holds ($\forall k$).

- $\equiv_{\triangle}$ is locally R-better than $\equiv_{\heartsuit}$ (written $R$-LB$(\equiv_{\triangle}, \equiv_{\heartsuit})$): if $\tau \equiv_{\triangle} \mu \equiv_{\heartsuit} \sigma$, then for each $k \geq 0$, $\exists \sigma_k, \tau_k$, such that $\sigma \equiv_{\triangle} \sigma_k, \tau \equiv_{\heartsuit} \tau_k$, and $R(\tau_k, \sigma_k)$.

By taking $R$ to be $\cong_{\triangle}$, it is immediate that $R$-better$(\equiv_{\triangle}, \equiv)$ implies that $\equiv_{\triangle}$ is normalizing. We prove that $R$-LB is sufficient (and under conditions even necessary) to establish $R$-better.

**Theorem 7.3.** Let $R$ be transitive and reflexive. $R$-LB$(\equiv_{\triangle}, \equiv_{\heartsuit})$ implies that $R$-better$(\equiv_{\triangle}, \equiv_{\heartsuit})$. The reverse holds if either $\equiv_{\triangle}$ or $\equiv_{\heartsuit}$ is $\equiv$.

**Proof.** The proof is illustrated in Fig. 11. The details are in Appendix.

As a consequence, we obtain a method to prove that a strategy is normalizing or perpetual by means of a local condition.

**Corollary 7.4** (Normalizing criterion). Let $R(\tau, \sigma)$ be $\geq_{\cong_{\triangle}} (\tau, \sigma)$ it holds that:

1. $\Rightarrow R$-LB$(\equiv_{\triangle}, \equiv)$ implies that $\equiv_{\triangle}$ is normalizing.
2. $\Rightarrow R$-LB$(\equiv, \equiv_{\heartsuit})$ implies that $\equiv_{\heartsuit}$ is perpetual.

It is easy to check that if $R$-better$(\equiv_{\triangle}, \equiv)$, with $R$ as above, and $s$ is a $\equiv_{\triangle}$-sequence, then $\text{MeanTime}(s) \leq \text{MeanTime}(t)$, for each $t \equiv$-sequence. Therefore, with a similar argument as in Sec.5.1, $R$-better provides a criterion to establish not only that a strategy is normalizing (resp. perpetual), but also minimality (resp. maximality) of the expected termination time.
8 Conclusion and Further Work

We have investigated two properties which are computationally important when studying a calculus whose evaluation is both probabilistic and non-deterministic: uniqueness of the result and existence of a normalizing strategy. We have defined a probabilistic analogue $\text{UN}_\infty$ of the notion of unique normal form, we have studied conditions which guarantee $\text{UN}_\infty$, and relations with normalization ($\text{WN}_\infty$) and termination ($\text{SN}_\infty$), and between these notions. We have introduced $\mathcal{E}$-RD and $\mathcal{R}$-better as tools to analyze and compare PARS strategies. $\mathcal{E}$-RD is an alternative to strict determinism, analogous to Random Descent for ARS (non-determinism is irrelevant w.r.t. a chosen event of interest). The notion of $\mathcal{R}$-better provides a sufficient criterion to establish that a strategy is normalizing (resp. perpetual) i.e. the strategy is guaranteed to lead to a result with maximal (resp. minimal) probability. We have illustrated the method by studying a probabilistic extension of weak call-by-value $\lambda$-calculus; it has analogous properties to its classical counterpart: all rewrite sequences converge to the same result, in the same expected number of steps.

One-Step Reduction and Expectations. In this paper, we focus on normal forms and properties related to the event $\text{NF}_A$. However, we believe that the methods would allow us to compare strategies w.r.t. other properties and random variables of the system. The formalism seems especially well-suited to express the expected value of random variables. A key feature of the binary relation $\equiv$ is to exactly capture the ARS notion of one-step reduction (in contrast to one or no step), with a gain which is two-folded.

1. Probability Theory. Because all terms in the distribution are forced to reduce at the same pace, a rewrite sequence faithfully represents the evolution in time of the system (i.e. if $\mu \equiv^i \mu_i$, then $\mu_i$ captures the state at time $i$ of all possible paths $a_0 \rightarrow \ldots \rightarrow a_i$). This makes the formalism well suited to express the expected value of stochastic processes.

2. Rewrite Theory. The results in Sections 5,6,7, crucially rely on exactly one-step reduction.

Further work and applications. The motivation behind this work is the need for theoretical tools to support the study of operational properties in probabilistic computation. As an example of application, we mention further work [18] where for each, the Call-by-Value, Call-by-Name, and a linear $\lambda$-calculus, a fully fledged probabilistic extension is developed. In each calculus, once establish that given a term, there exists a unique maximal result (the greatest limit distribution), [18] studies the question “is there a strategy which is guaranteed to reach the unique result (asymptotic standardization)?”. Key elements in [18] rely on the abstract tools developed here; in particular, Sec. 5 and 6 allow us to demonstrate, for both the CbV and CbN probabilistic $\lambda$-calculi, that the leftmost-outermost strategy reaches the best possible limit distribution. This is remarkable for two reasons. First -as we already observed- the leftmost strategy is the deterministic strategy which is typically adopted in the literature of probabilistic $\lambda$-calculus, in either its CbV ([27, 9]) or its CbN version ([13, 16]), but without any completeness result with respect to probabilistic computation. [18] offers an “a posteriori” justification for its use. Second, the result is non-trivial, because in the probabilistic case, a standardization result for finite sequences using the leftmost strategy fails for both CbV and CbN. The tools in Sec. 5 allow for an elegant solution.

[40] makes a convincing case of the power of the RD methods for ARS, by using a large range of examples from the literature, to elegantly and uniformly revisit normalization results of various $\lambda$-calculi. We cannot here, because the rich development of strategies for $\lambda$-calculus has not yet an analogue in the probabilistic case. Nevertheless, we hope that the availability of tools to analyze PARS strategies will contribute to their development.
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A Omitted Proofs and Technical Details

A.1 Appendix to Section 3. A Formalism for Probabilistic Rewriting

The Index Set. A natural choice for the index set $S$ is $\mathbb{N}$. Another natural choice for the index set $S$ is $A^*$, i.e., the set of finite sequences on $A$. This way, occurrences of $a \in A$ are labelled by their derivation path. This establishes a direct connection with the sample space of Markov Decision Processes we did mention in Sec. 2.2.

This choice implies that the embedding of $A$ in $A^* \times A$ is naturally built-in in the definition of $\sqsubseteq$. Let us rewrite explicitly the definition of lifting. The key point is that the index $j$ in $(j, a)$ records the rewriting path of that occurrence of $a$. In rule (L2), since we use the rule $a \rightarrow \beta$, each $b \in \text{Supp}(\beta)$ is given as index the path $j.a; \beta(b)$ is the probability
assigned to \( b \) by \( \beta \). Observe also that all occurrences are automatically distinct.

\[
\begin{align*}
\frac{a \in \mathcal{N}_A}{\{ (j,a)^1 \} \Rightarrow \{ (j,a)^1 \}} & \quad L1 \\
\frac{a \rightarrow \beta}{\{ (j,a)^1 \} \Rightarrow \{ (j,a,b)^{(b)} \ \mid \ b \in \text{Supp} (\beta) \}} & \quad L2 \\
\frac{\{ (j,a)^1 \} \Rightarrow \{ \alpha_j \}_{j \in J}}{\{ (j,a)^{\alpha_j} \ \mid j \in J \}} & \quad L3
\end{align*}
\]

### A.2 Appendix to Section 4. Asymptotic Behaviour and Normal Forms

#### Monotone Convergence

We recall the following standard result.

**Theorem A.1** (Monotone Convergence for Sums). Let \( X \) be a countable set, \( f_n : X \to [0,\infty) \) a non-decreasing sequence of functions, such that \( f(x) := \lim_{n \to \infty} f_n(x) = \sup_n f_n(x) \) exists for each \( x \in X \). Then

\[
\lim_{n \to \infty} \sum_{x \in X} f_n(x) = \sum_{x \in X} f(x)
\]

#### A.2.1 Confluence and UN\(^\infty\): Greatest Limit Distribution

We prove that \( \mathcal{N}\)-Confluence implies \( \text{UN}^\infty \) (Thm. 4.7) i.e. confluence implies both existence and uniqueness of maximal elements of \( \text{Lim}(\mu) \). Both are consequences of \( \text{LimP} \) and of the main lemma, Lemma A.2. We recall the definitions.

- \( \text{UN}^\infty \): \( \text{Lim}(\mu) \) has a unique maximal element.
- \( \mathcal{N}\)-Confluence: \( \forall \sigma, \rho \) with \( \sigma^* \sqsubseteq \mu \Rightarrow \rho \), \( \exists \xi, \tau \) such that \( \sigma \sqsupseteq \xi, \rho \sqsupseteq \tau \), and \( \xi^\text{nf} = \tau^\text{nf} \).
- \( \text{LimF} \): if \( \alpha \in \text{Lim}(\mu) \) and \( \mu \not\sqsubseteq \sigma \), there exists \( \beta \in \text{Lim}(\mu) \) such that \( \sigma \nF \approx \beta \) and \( \alpha \leq \beta \).
- \( \text{NFP}^\infty \): if \( \alpha \) is maximal in \( \text{Lim}(\mu) \), and \( \mu \not\sqsubseteq \sigma \) then \( \sigma \nF \approx \alpha \).

**Lemma A.2** (Main Lemma). \( \mathcal{N}\)-Confluence implies property \( \text{LimP} \).

**Proof.** Fig. 12 illustrates the proof. Let \( \mu = \rho_0 \in \text{DST}^F(mA) \), and \( \langle \rho_n \rangle_{n \in \mathbb{N}} \) be a sequence which converges to \( \alpha \). Assume \( \rho_0 \not\sqsubseteq \sigma \). As illustrated in Fig. 12, starting from \( \sigma \), we build a sequence \( \sigma = \sigma_{p_0} \sqsubseteq \sigma_{p_1} \sqsubseteq \sigma_{p_2} \ldots \), where \( \sigma_{p_i} \), \( i \geq 1 \) is given by \( \mathcal{N}\)-confluence: from \( \rho_0 \not\sqsubseteq \sigma_{p_{i-1}} \) and \( \rho_0 \not\sqsubseteq \rho_i \) we obtain \( \sigma_{p_{i-1}} \not\sqsubseteq \sigma_{p_i} \), and \( \rho_i \not\sqsubseteq \tau_i \) with \( (\sigma_{p_i})^\text{nf} = (\tau_i)^\text{nf} \). Let \( \beta \) be the limit of the sequence so obtained; observe that \( \beta \in \text{Lim}(\rho_0) \). By construction, \( \rho_i^\text{nf} \leq \tau_i^\text{nf} = \sigma_{p_i}^\text{nf} \); hence \( \forall i, \) it holds \( \rho_i^\text{nf} \leq \sigma_{p_i}^\text{nf} \leq \beta \). From \( \alpha = \sup \langle \rho_n^\text{nf} \rangle_{n \in \mathbb{N}} \) it follows \( \alpha \leq \beta \). We already established (Lemma 4.6) that \( \text{NFP}^\infty \) implies uniqueness of maximal elements (if they exist).

**Corollary A.3** (Uniqueness). \( \text{LimP} \) implies \( \text{NFP}^\infty \).

**Proof.** Immediate. If \( \alpha \) is maximal, then \( \beta = \alpha \).

**Lemma A.4** (Existence). \( \text{LimP} \) implies that:

1. \( \text{Norms}(\mu) = \{ \| \beta \| \mid \beta \in \text{Lim}(\mu) \} \) has a greatest element;
2. \( \text{Lim}(\mu) \) has maximal elements.

**Proof.** (1.) Let \( p = \sup \text{Norms}(\mu) \). We show that \( p \in \text{Norms}(\mu) \), by building a rewrite sequence \( \langle \mu_n \rangle_{n \in \mathbb{N}} \) from \( \mu \) such that \( \langle \mu_n \rangle_{n \in \mathbb{N}} \nF \approx \beta \) and \( \| \beta \| = p \).

The following facts are all easy to check:

- If \( \alpha < \beta \) then \( \| \alpha \| < \| \beta \| \).
- If \( p \not\in \text{Norms}(\mu) \), then for each \( \epsilon \), there exists \( \alpha \in \text{Lim}(\mu) \) such that \( \| \alpha \| \geq p - \epsilon \).
c. $\text{LimP}$ implies that, fixed $\epsilon$, if $\mu \xrightarrow{\bowtie} \alpha$ with $\|\alpha\| \geq (p - \epsilon)$, and $\mu \xrightarrow{\bowtie}^* \sigma$, then there exists $\sigma_m$, such that $\sigma \Rightarrow^* \sigma_m$, and $\|\sigma_m\| \geq (p - 2\epsilon)$.

(Proof: $\text{LimP}$ implies that there is a rewrite sequence $\langle \sigma_n \rangle_{n \in \mathbb{N}}$ from $\sigma$ which converges to $\gamma \geq \alpha$. Therefore $\langle \sigma_n \rangle_{n \in \mathbb{N}} \supseteq \gamma$ where $\|\gamma\| \geq (p - \epsilon)$ and $\lim_{n \to \infty} (\|\sigma_n\|) = \|\gamma\|$ (by Fact 4.1, point 1.). By definition of limit of a sequence, fixed $\epsilon$, there is an index $m_\epsilon$ such that if $m \geq m_\epsilon$ then $\|\sigma_m\| \geq (\|\gamma\| - \epsilon)$, hence $\|\sigma_m\| \geq p - 2\epsilon$. Observe that $\sigma \Rightarrow^* \sigma_m$, as a finite rewrite sequence is given by the the first $m_\epsilon$ elements of $\langle \sigma_n \rangle_{n \in \mathbb{N}}$.)

d. $\forall \delta \in \mathbb{R}^+$ there exists $k$ such that $\frac{p}{k} \leq \delta$.

For each $k \in \mathbb{N}$, let $\epsilon_k = \frac{p}{k}$. Let $\sigma^{(0)} = \mu$. From here, we build a sequence of reductions $\mu \Rightarrow^* \sigma^{(1)} \Rightarrow^* \sigma^{(2)} \Rightarrow^* \ldots$ whose limit has norm $p$, as illustrated in Fig. 13.

For each $k > 0$, we observe that:
- By (b.) there exists $\alpha^{(k)} \in \text{LimP}$ such that $\|\alpha^{(k)}\| \geq (p - \frac{p}{k})$.
- From $\mu \Rightarrow^* \sigma^{(k-1)}$, we use (c.) to establish that there exists $\sigma^{(k)}$ such that $\sigma^{(k-1)} \Rightarrow^* \sigma^{(k)}$ and $\|\sigma^{(k)}\| \geq (p - \frac{p}{k})$. Observe that $\alpha^{(k)}$, $\sigma^{(k-1)}$, $\sigma^{(k)}$ resp. instantiate $\alpha$, $\sigma$, $\sigma_m$ of (c).

Let $\langle \rho_n \rangle_{n \in \mathbb{N}}$ be the concatenation of all the finite sequences $\sigma^{(k-1)} \Rightarrow^* \sigma^{(k)}$, and let $\beta$ be its limit distribution. By construction, $\lim_{n \to \infty} (\|\rho_n\|) = \|\beta\| = p$, hence $p \in \text{Norms}(\mu)$.

(1. $\Rightarrow$ 2.) We observe that if $\langle \rho_n \rangle_{n \in \mathbb{N}} \supseteq \alpha$ and $\|\alpha\|$ is maximal in $\text{Norms}(\mu)$, then $\alpha$ is maximal in $\text{LimP}$ (because if $\gamma \in \text{LimP}$ and $\gamma \geq \alpha$, then $\|\gamma\| > \|\alpha\|$).

$\triangleright$ Theorem 4.7 (restated). For each PARS, $\text{NF-Confluence}$ implies $\text{UN}\infty$.

Proof. The claim follows from the Main Lemma, A.3 and A.4 (point 2.), using Lemma 4.6. $\triangleright$

$\text{Semi-Confluence.}$ The proof of Thm. 4.7 shows we can weaken confluence even further.

$\triangleright$ Proposition A.5. For each PARS, the property below implies $\text{LimP}$.

Semi-Confluence: $\forall \mu, \sigma, \rho$ with $\sigma \Rightarrow^* \mu \Rightarrow^* \rho$, $\exists \sigma'$ such that $\sigma \Rightarrow^* \sigma'$ and $p^{\sigma'} \leq p^{\sigma}$.

Proof. Proof A.2 really only uses Semi-Confluence. Let us revisit the proof, which is now illustrated in Fig. 14. Let $\rho_0 \in \text{DST}^3(m, A)$, and $\alpha$ maximal in $\text{LimP}(\rho_0)$. Assume $\rho_0 \Rightarrow^* \sigma$. Let $\langle \rho_n \rangle_{n \in \mathbb{N}}$ be a sequence which converges to $\alpha$. As illustrated in Fig. 14, starting from $\sigma$, we build a sequence $\sigma = \sigma_{\rho_0} \Rightarrow^* \sigma_{\rho_1} \Rightarrow^* \sigma_{\rho_2} \ldots$, where $\sigma_{\rho_i}$, $i \geq 1$ is given by Semi-Confluence:
Figure 14 Semi-Confuence implies \( \text{LimP} \).

from \( \rho_0 \Rightarrow^* \rho_i \) and \( \rho_0 \Rightarrow^* \sigma_{\rho_{i-1}} \) we obtain \( \sigma_{\rho_{i-1}} \Rightarrow^* \sigma_{\rho_i} \) with \( \rho_i^{nf} \leq \sigma_{\rho_i}^{nf} \). Let \( \beta \) be the limit of the sequence so obtained; observe that \( \beta \in \text{Lim}(\rho_0) \). By construction, \( \forall i \), it holds \( \rho_i^{nf} \leq (\sigma_{\rho_i})^{nf} \leq \beta \). From \( \alpha = \sup\{\rho_i^{nf}\}_{n \in \mathbb{N}} \) it follows that \( \alpha \leq \beta \). ▶

A.2.2 More on Newman’s Lemma and Proof Techniques

We pointed out that to transfer properties from ARS to PARS there are two issues: find the right formulation and the right proof technique. Newman’s Lemma illustrates both. Can a different formulation uncover properties similar to Newman Lamma? Another "candidate" statement we can attempt is: \( \text{AST} + \text{WCR} \Rightarrow \text{UN}^{\infty} \). I have no answer here. This property is indeed an interesting case study. It is not hard to show that this property holds when \( \text{Lim}(\mu) \) is finite, or uniformly discrete, which also means that a counterexample (if any) cannot be trivial. On the other side, if the property holds, the difficulty is which proof technique to use, since well-founded induction is not available to us.

A.3 Appendix to Section 5. Random Descent

\( \mathcal{E} \)-diamond implies \( \mathcal{E} \)-LRD. In this section, we assume \( \mathcal{E} \in \{\mathcal{E}_{nf}, \mathcal{E}_{\|\|n}\} \).

Lemma A.6. If \( E_{flat}(\mu, \rho_i) \), there exists a rewrite sequence \( \{\mu_n\}_{n \in \mathbb{N}} \) and a rewrite sequence \( \{\rho_n\}_{n \in \mathbb{N}} \), with \( E_{flat}(\mu_i, \rho_i) \)

Proof. By easy induction on \( n \). It is enough, at each \( \Rightarrow \) step as defined in Def. 3.4, to choose the same reduction \( c \rightarrow \beta \) for all \( (j, m_j) \) such that \( m_j = c \). ▶

Proposition A.7. \( \mathcal{E} \)-diamond \( \Rightarrow \mathcal{E} \)-LRD.


Point-wise formulation. In Section 6, we exploit the fact that not only \( \mathcal{E} \)-RD admits a local characterization, but also that the properties \( \mathcal{E} \)-LRD and \( \mathcal{E} \)-diamond can be expressed point-wise, making the condition easier to verify.

1. pointed \( \mathcal{E} \)-LRD: \( \forall a \in A \), if \( \tau \models [a^1] \Rightarrow \sigma \), then \( \forall k, \exists \sigma_k, \tau_k \) with \( \sigma \Rightarrow^k \sigma_k \), \( \tau \Rightarrow^k \tau_k \), and \( \mathcal{E}(\sigma_k, \tau_k) \).

2. pointed \( \mathcal{E} \)-diamond: \( \forall a \in A \), if \( \tau \models [a^1] \Rightarrow \sigma \), then it holds that \( \mathcal{E}(\sigma, \tau) \), and \( \exists \rho, \rho' \) such that \( \tau \Rightarrow \rho, \sigma \Rightarrow \rho' \) and \( \mathcal{E}_{flat}(\rho, \rho') \).

Proposition A.8 (point-wise \( \mathcal{E} \)-LRD). The following hold

= \( \mathcal{E} \)-LRD \( \iff \) pointed \( \mathcal{E} \)-LRD;

= \( \mathcal{E} \)-diamond \( \iff \) pointed \( \mathcal{E} \)-diamond.

Proof. Immediate, by the definition of \( \models \). Given \( \mu = [a_i^{\alpha_i}] \mid i \in I \), we establish the result for each \( a_i \), and put all the resulting distributions together. ▶
A.3.1 Section 5.1. Finite expected time to termination

An example of PARS with finite expected time to termination is the one in Fig. 1. We can see this informally, recalling Sec. 2. Let the sample space \( \Omega \) be the set of paths ending in a normal form, and let \( \mu \) be the probability distribution on \( \Omega \). What is the expected value of the random variable \( \text{length} : \Omega \to \mathbb{N} \)? We have \( E(\text{length}) = \sum_{n\in\mathbb{N}} n \cdot \mu(\omega) = \sum_{n\in\mathbb{N}} n \cdot \frac{1}{2^n} = 2 \).

It is immediate to check that in Example 2.5, the (only) rewrite sequence from \([a^1]\) has MeanTime 2 by using the definition of mean number of steps of a rewrite sequence \( \langle \mu_n \rangle_{n\in\mathbb{N}} \) as

\[
\text{MeanTime}(\langle \mu_n \rangle_{n\in\mathbb{N}}) = 1 + \sum_{i\geq 1} (1 - \|\mu_i^\text{w}\|)
\]
as formulated in [3] (to which we refer for the details).

A.4 Appendix to Section 6. Weak CbV \( \lambda \)-calculus

We prove Thm. 6.4.

▶ Theorem 6.4 (restated). \( \Lambda^\text{weak} \) satisfies the \( \mathcal{E} \)-diamond property, with \( \mathcal{E} = \mathcal{E}_\text{w} \).

Proof. We show by induction on the structure of the term \( M \) that for all pairs of one-step reductions \( \tau \equiv [M^1] \vdash \sigma \), the following hold: (1.) \( \sigma^\text{w} = \tau^\text{w} \) is 0 everywhere (2.) exists \( \rho, \rho' \) such that \( \tau \equiv \rho, \sigma \equiv \rho' \) and \( \dot{E}_\text{r1at}(\rho, \rho', \cdot) \).

It is convenient to introduce the following notation. If \( \mu = [M_i^{m_i} \mid i \in I] \) we define

\[
\mu @ Q := [(M, Q)^{m_i} \mid i \in I] \quad Q @ \mu := [(Q M_i)^{m_i} \mid i \in I]
\]

We write the Dirac distribution \([a^1]\) simply as \([a]\). We write \( \rho \equiv \rho' \) for \( \dot{E}_\text{r1at}(\rho, \rho', \cdot) \).

- If \( M = x \) or \( M = \lambda x.P \), no reduction is possible.
- If \( M = P \uplus Q \), only one reduction is possible.
- If \( M = PQ \) is a redex, then \( P = (\lambda x.N) \), \( Q \) is a value, and no other reduction is possible inside either \( P \) or \( Q \).
- If \( M = PQ \) has two different reductions, two cases are possible.
  - Assume that both \( P \) and \( Q \) reduce; \( PQ \) has the following reductions.
    \[
    \frac{P \rightarrow \{P_i^m \mid i \in I\}}{PQ \rightarrow \sigma = \{P_i Q_i^m \mid i \in I\}} \quad \text{and} \quad \frac{Q \rightarrow \{Q_j^o \mid j \in J\}}{PQ \rightarrow \tau = \{P Q_j^o \mid j \in J\}}
    \]

Observe that none of the \( P_i Q \) or \( PQ_j \) is a normal form, hence (1.) holds. By the definition of reduction, the following holds

\[
\frac{Q \rightarrow \{Q_j^o \mid j \in J\}}{P_i Q \rightarrow \{P_i Q_j^o \mid j \in J\}}
\]

and therefore by Lifting we have \( \cup_j P_i Q \vdash \cup_j P_i (\cup_j q_j \cdot [P_i Q_j]) = \cup_i j P_i q_j \cdot [P_i Q_j] \).

Similarly we obtain \( \cup_i j P_i Q_j \vdash \cup_i j p_i q_j \cdot [P_i Q_j] \).

- Assume that one subterm has two different redexes; let assume it is the subterm \( P \) (the case of \( Q \) is similar):
  \[
P \rightarrow \sigma = \{S_i^{m_i} \mid i \in I\}\quad \text{and} \quad P \rightarrow \tau = \{T_j^{o_j} \mid j \in J\}
  \]
By inductive hypothesis, two facts hold: (1.) \( \sigma^w = \tau^w \) is 0 everywhere, therefore no \( S_i \) and no \( T_j \) in the support is a normal form; (2.) exists \( \rho, \rho' \) with \( \rho \equiv \rho' \) and such that \( [S_i] \Rightarrow \rho_i \) with \( \sum_i s_i \cdot \rho_i = \rho, \) and \( [T_j] \Rightarrow \rho_j \) with \( \sum_j t_j \cdot \rho_j = \rho'. \) For \( PQ \) we have

\[
P \rightarrow \{ S_i^j \mid i \in I \} \quad \text{and} \quad P \rightarrow \{ T_j^j \mid j \in J \}
\]

\[
PQ \rightarrow \{ (S_iQ)^{j_i} \mid i \in I \} \quad \text{and} \quad PQ \rightarrow \{ (T_jQ)^{j_j} \mid j \in J \}
\]

First of all, we observe that no \( S_iQ \) and no \( T_jQ \) is a normal form, hence property (1.) is verified. Moreover, it holds that \( S_iQ \Rightarrow \rho_i\@Q \) and \( T_jQ \Rightarrow \rho_j\@Q \). We conclude by Lifting that \( [(S_iQ)^{j_i} \mid i \in I] \Rightarrow [\bigcup_i s_i \cdot \rho_i @ Q] \). It is easy to check that, \( [\bigcup_i s_i \cdot \rho_i @ Q = \rho @ Q, \) and \( [T_jQ)^{j_j} \mid j \in J] \Rightarrow [\bigcup_j t_j \cdot \rho_j @ Q = \rho @ Q). \) It is immediate also that \( \rho @ Q \equiv \rho' @ Q; \) hence property (2.) is also verified. \( \square \)

### A.5 Appendix to Section 7. Comparing Strategies

**Theorem 7.3** (restated). Let \( \mathcal{R} \) be transitive and reflexive. \( \mathcal{R} \text{-better}(\equiv_\triangle, \equiv_\bigtriangleup) \) implies that \( \mathcal{R} \text{-better}(\equiv_\bigtriangleup, \equiv_\bigtriangledown) \). The reverse holds if either \( \equiv_\bigtriangleup \) or \( \equiv_\bigtriangledown \) is \( \equiv_\bigtriangledown \).

**Proof.** \( \Rightarrow \). See Fig. 11. We prove by induction on \( k \) the following: “\( \mathcal{R} \text{-better}(\equiv_\bigtriangleup, \equiv_\bigtriangledown) \) implies (\( \forall \mu, \rho, \xi; \) if \( \mu \equiv_\bigtriangleup^k \rho \) and \( \mu \equiv_\bigtriangledown^k \xi \), then \( \mathcal{R}(\rho, \xi) \)).” If \( k = 0 \), the claim is trivial. If \( k \geq 1 \), let \( \sigma \) be the first step from \( \mu \) to \( \xi \), and \( \tau \) the first step from \( \mu \) to \( \rho \), as in Fig. 11. \( \mathcal{R} \)-LB implies that exist \( \sigma_k \) and \( \tau_k \) such that \( \sigma \equiv_\bigtriangleup^{k-1} \sigma_k, \tau \equiv_\bigtriangledown^{k-1} \tau_k, \) with \( \mathcal{R}(\sigma_k, \tau_k) \). Since \( \sigma \equiv_\bigtriangledown^{k-1} \xi \) we can apply the inductive hypothesis, and obtain that \( \mathcal{R}(\sigma_k, \xi) \). Again by inductive hypothesis, from \( \tau \equiv_\bigtriangledown^{k-1} \rho \) we obtain \( \mathcal{R}(\rho, \tau_k) \). By transitivity, it holds that \( \mathcal{R}(\rho, \xi) \). \( \Leftarrow \). Assume \( \equiv_\bigtriangledown = \equiv_\bigtriangledown \), and \( \equiv_\bigtriangleup = \equiv_\bigtriangleup \). Let \( \langle \sigma_n \rangle \subseteq N \) and \( \langle \sigma_n \rangle \subseteq \equiv_\bigtriangledown \) be obtained by extending \( \tau \) and \( \sigma \) with a maximal \( \equiv_\bigtriangleup \) sequence. The claim follows from the hypothesis that \( \equiv_\bigtriangleup \) dominates \( \equiv_\bigtriangledown \), by viewing the \( \equiv_\bigtriangledown \) steps in \( \langle \sigma_n \rangle \subseteq \equiv_\bigtriangledown \) as \( \equiv_\bigtriangledown \) steps. \( \square \)

**Remark.** Observe that \( \mathcal{E} \text{-RD} \) (resp. \( \mathcal{E} \text{-LRD} \)) is a special case of \( \mathcal{R} \text{-better} \) (resp. \( \mathcal{R} \text{-LB} \)). We have preferred to treat it independently, for the sake of presentation.

### A.6 Comments

**Finite Approximants.** \( \mathcal{E} \text{-RD} \) characterizes the case when (not only at the limit, but also at the level of the approximants) the non-deterministic choices are irrelevant. The notion of approximant which we have studied here is “stop after a number \( k \) of steps” (\( k \in \mathbb{N} \)). We can consider different notion of approximants. For example, we could also wish to stop the evolution of the system when it reaches a normal form with probability \( p \). Our method can easily be adapted to analyze this case (see [17]). We believe it is also possible to extend to the probabilistic setting the results in [41], which would allow to further push this direction.

**The beauty of local.** In Sec. 5 and 7, by local conditions we mean the following: to show that a property \( P \) holds globally (i.e. for each \( \) two rewrite sequences, \( P \) holds), we can show that \( P \) holds locally (i.e. for each pair of one-step reductions, there exist two rewrite sequences such that \( P \) holds). This reduces the space of search for testing the property, a fact that we exploit in the proofs of Sec. 6.
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1 Introduction

Linear logic discovered by Girard[7] is, as he wrote, not an alternative logic but should be regarded as an “extension” of usual logics. Whereas usual logics such as classical logic and intuitionistic logic admit the structural rules of weakening and contraction, linear logic does not allow to use the rules freely, but it reintroduces them in a controlled manner by using the exponential modality ‘!’ (and its dual ‘?’). Usual logics are then reconstructed in terms of linear logic with the power of the exponential modalities, via the Girard translation.

In this paper, we aim to extend the framework of linear-logical reconstruction to the (□, ⊃)-fragment of intuitionistic modal logic S4 (IS4) by establishing what we call “modal linear logic” and an S4-version of Girard translation from IS4 into it. However, the crux to give a faithful translation is that a naive combination of the □-modality and the !-modality causes an undesirable interaction between the inference rules of the two modalities. To solve
the problem, we define the modal linear logic as an extension of intuitionistic multiplicative exponential linear logic with a modality ‘□!’ (pronounced by “bangbox”) that integrates ‘□’ and ‘!’; and show that it admits a faithful translation from IS4.

As an application, we consider a computational interpretation of the modal linear logic. A typed λ-calculus that we will define corresponds to a natural deduction for the modal linear logic through the Curry–Howard correspondence, and it can be seen as a reconstruction of the modal λ-calculus by Pfenning and Davies[18, 5] for the so-called staged computation. Thanks to our linear-logical reconstruction, we can further obtain a Geometry of Interaction Machine (GoIM) for the modal λ-calculus.

The remainder of this paper is organized as follows. In Section 2 we review some formalizations of linear logic and IS4. In Section 3 we explain a linear-logical reconstruction of IS4. First, we discuss how a naive combination of linear logic and modal logic fails to obtain a faithful translation. Then, we propose a modal linear logic with the □!-modality that admits a faithful translation from IS4. In Section 4 we give a computational interpretation of modal linear logic through a typed λ-calculus. In Section 5 we provide an axiomatization of modal linear logic by a Hilbert-style deductive system. In Section 6 we obtain a GoIM of our typed λ-calculus as an application of our linear-logical reconstruction. In Sections 7 and 8 we discuss related work and conclude our work, respectively.

2 Preliminaries

We recall several systems of linear logic and modal logic. In this paper, we consider the minimal setting to give an S4-version of Girard translation and its computational interpretation. Thus, every system we will use only contain an implication and a modality as operators.

2.1 Intuitionistic MELL and its Girard translation

Figure 1 shows the standard definition of the (!, →)-fragment of intuitionistic multiplicative exponential linear logic, which we refer to as IMELL. A formula is either a propositional variable, a linear implication, or an exponential modality. We let p range over the set of propositional variables, and A, B, C range over formulae. A context Γ is defined to be a multiset of formulae, and hence the exchange rule is assumed as a meta-level operation. A judgment consists of a context and a formula, written as Γ ⊢ A. As a convention, we often write Γ ⊢ A to mean that the judgment is derivable (and we assume similar conventions throughout this paper). The notation !Γ in the rule !R denotes the multiset {!A | A ∈ Γ}.
We let $\Gamma \vdash A$ denote a formula $A$ is derivable from $\Gamma$. We review a formalization of the $\Box$-fragment of intuitionistic propositional modal logic $\mathcal{IL}$. For an $\mathcal{IL}$-formula $A$, $[A]$ will be an IMELL-formula; and $\Gamma$ a multiset of IMELL-formulae. Then, we can show that the Girard translation from $\mathcal{IL}$ to IMELL is sound.

**Theorem 1** (Souness of the translation). If $\Gamma \vdash A$ in $\mathcal{IL}$, then $![\Gamma] \vdash [A]$ in IMELL.

### 2.2 Intuitionistic S4

We review a formalization of the $(\Box, \top)$-fragment of intuitionistic propositional modal logic S4 (IS4). In what follows, we use a sequent calculus for the logic, called $\lambda\Box$. The calculus $\lambda\Box$ used here is defined in a standard manner in the literature (e.g., it can be seen as the IS4-fragment of $\mathcal{GLs}$ for classical modal logic S4 by Troelstra and Schwichtenberg [23]).

Figure 3 shows the definition of $\lambda\Box$. A formula is either a propositional variable, an intuitionistic implication, or a box modality. A *context* and a *judgment* are defined similarly in IMELL. The notation $\Box \Gamma$ in the rule $\Box R$ denotes the multiset $\{ A \mid A \in \Gamma \}$.

**Remark 2.** It is worth noting that the $!$-exponential in IMELL and the $\Box$-modality in $\lambda\Box$ have similar structures. To see this, let us imagine the rules $\Box R$ and $\Box L$ replacing the symbol ‘$\Box$’ with ‘$!$’. The results will be exactly the same as $!R$ and $!L$. In fact, the $!$-exponential satisfies the S4 axiomata in IMELL, which is the reason we also call it as a modality.

### 2.3 Typed $\lambda$-calculus of the intuitionistic S4

We review the modal $\lambda$-calculus developed by Pfenning and Davies [18, 5], which we call $\lambda\Box$. The system $\lambda\Box$ is essentially the same calculus as $\lambda\Box$ in [5], although some syntax are changed to fit our notation in this paper. $\lambda\Box$ is known to correspond to a natural deduction system for IS4, as is shown in [18].

Figure 4 shows the definition of $\lambda\Box$. The set of types corresponds to that of formulae of IS4. We let $x$ range over the set of term variables, and $M,N,L$ range over the set of terms. The first three terms are as in the simply-typed $\lambda$-calculus. The terms $\Box M$ and let $\Box x = M$ in $N$ is used to represent a constructor and a destructor for types $\Box A$, respectively. The variable $x$ in $\lambda x : A.M$ and let $\Box x = M$ in $N$ is supposed to be *bound* in the usual sense and the *scope* of the binding is $M$ and $N$, respectively. The set of *free* (i.e., unbound) variables in $M$ is denoted by $FV(M)$. We write the *capture-avoiding substitution* $M[x := N]$ to denote the result of replacing $N$ for every free occurrence of $x$ in $M$.

A *type context* is defined to be the set of pairs of a term variable $x_i$ and a type $A_i$ such that all the variables are distinct, which is written as $x_1 : A_1, \ldots, x_n : A_n$ and is denoted by $\Gamma$, $\Delta$, $\Sigma$, etc. Then, a *type judgment* is defined, in the so-called dual-context style, to consists of two contexts, a term, and a type, written as $\Delta; \Gamma \vdash M : A$.

---

1. This is known to be the call-by-name Girard translation (cf. [12]) and we only follow this version in later discussions. However, we conjecture that our work can apply to other versions.
The intuition behind the judgment $\Delta; \Gamma \vdash M : A$ is that the context $\Delta$ is intended to implicitly represent assumptions for types of form $\Box A$, while the context $\Gamma$ is used to represent ordinary assumptions as in the simply-typed $\lambda$-calculus.

The typing rules are summarized as follows. $Ax$, $\supset I$, and $\supset E$ are all standard, although they are defined in the dual-context style. $\Box Ax$ is another variable rule, which can be seen as what to formalize the modal axiom $T$ (i.e., $\vdash A \supset A$) from the logical viewpoint. $\Box I$ is a rule for the constructor of $\Box A$, which corresponds to the necessitation rule for the $\Box$-modality. Similarly, $\Box E$ is for the destructor of $\Box A$, which corresponds to the elimination rule.

The $\text{reduction} \rightsquigarrow$ is defined to be the least compatible relation on terms generated by $(\beta \supset)$ and $(\beta \Box)$. The $\text{multistep reduction} \rightsquigarrow^+$ is defined to be the transitive closure of $\rightsquigarrow$.

### 3 Linear-logical reconstruction

#### 3.1 Naive attempt at the linear-logical reconstruction

It is natural for a “linear-logical reconstruction” of IS4 to define a system that has both properties of linear logic and modal logic, so as to be a target system for an S4-version of Girard translation. However, a naive combination of linear logic and modal logic is not suitable to establish a faithful translation.

Let us consider what happens if we adopt a naive system. The simplest way to define a target system for the S4-version of Girard translation is to make an extension of IMELL with the $\Box$-modality. Suppose that a deductive system IMELL$\Box$ is such a calculus, that is, the formulae of IMELL$\Box$ are defined by the following grammar:

$$A, B ::= p \mid A \rightarrow B \mid !A \mid \Box A$$

with the inference rules being those of IMELL, along with the rules $\Box R$ and $\Box L$ of LJ$\Box$.

As in the case of Girard translation from IL to IMELL, we have to establish the following theorem for some translation $[\cdot]$:

If $\Gamma \vdash A$ is derivable in LJ$\Box$, then so is $![\Gamma] \vdash [A]$ in IMELL$\Box$.

but, if we extend our previous translation $[\cdot]$ from IL to IMELL with $[\Box A] \overset{\text{def}}{=} \Box [A]$, we get stuck in the case of $\Box R$. This is because we need to establish the inference $\Gamma'$ in Figure 5, which means that we have to be able to obtain a derivation of form $![\Box \Gamma] \vdash \Box [A]$ from that of $![\Box \Gamma] \vdash [A]$ in IMELL$\Box$. 

<table>
<thead>
<tr>
<th>Syntactic category</th>
<th>Reduction rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Types $A, B, C ::= p \mid A \supset B \mid \Box A$</td>
<td>$(\beta \supset) \ (\lambda x : A. M) N \rightsquigarrow M[x := N]$</td>
</tr>
<tr>
<td>Terms $M, N, L ::= x \mid \lambda x : A.M \mid M \ N$</td>
<td>$(\beta \Box) \ \text{let} \Box x = \Box N \ in \ M \rightsquigarrow M[x := N]$</td>
</tr>
<tr>
<td>$</td>
<td>\Box M \</td>
</tr>
<tr>
<td>$\Delta; \Gamma \vdash (\lambda x : A. M) : A \supset B$</td>
<td>$\Delta; \Gamma \vdash M : A \supset B \rightsquigarrow E$</td>
</tr>
<tr>
<td>$\Delta; \Gamma \vdash M : A$</td>
<td>$\Delta; \Gamma \vdash \Box M : \Box A \rightsquigarrow \Box I$</td>
</tr>
<tr>
<td>$\Delta; \Gamma \vdash \Box M : \Box A$</td>
<td>$\Delta; \Gamma \vdash \Box N : B \rightsquigarrow \Box E$</td>
</tr>
</tbody>
</table>

Figure 4 Definition of $\lambda\Box$. 

The typing rules are summarized as follows. $Ax$, $\supset I$, and $\supset E$ are all standard, although they are defined in the dual-context style. $\Box Ax$ is another variable rule, which can be seen as what to formalize the modal axiom $T$ (i.e., $\vdash A \supset A$) from the logical viewpoint. $\Box I$ is a rule for the constructor of $\Box A$, which corresponds to the necessitation rule for the $\Box$-modality. Similarly, $\Box E$ is for the destructor of $\Box A$, which corresponds to the elimination rule.
We propose a modal linear logic to give a faithful S4-version of Girard translation from IS4.

First of all, the problem we have identified essentially came from the fact that there is no relationship between !L and □R, and hence the side-conditions of !R and □R do not hold when we intuitively expect them to hold. Thus, we introduce a modality, ‘□’ combining '!L' and ‘□', to solve this problem.

2 Precisely speaking, this can be shown as a consequence of the cut-elimination theorem of IMELL☐, and the theorem was shown in the authors’ previous work[6].
The rule □Cut is defined to be the maximal cut-degree of the proof (and is defined to be the number of logical connectives in the cut-formula. The cut-degrees of !Cut and □Cut are defined similarly to that of Cut.

Then, all the three rules (Cut, !Cut, □Cut) are shown to be admissible by simultaneous induction on the lexicographic complexity \( \langle \delta, h \rangle \), where \( \delta \) is the degree of the assumed derivation and \( h \) is its height. See the appendix for details of the proof.

Corollary 7 (Consistency). IMELL\( \Box \) is consistent, i.e., there exists an underivable judgment.

Then, we can define an S4-version of Girard translation as in Figure 9, and it can be justified by the following theorem, which is readily shown by induction on the derivation.

Theorem 8 (Soundness). If □A, \( \Gamma \vdash A \) in LJ\( \Box \), then □[\( \Gamma \)] \( \vdash [A] \) in IMELL\( \Box \).
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of modal logic and the “linearity” of linear logic, and formally defined as in Figure 10.

4.1 Typed λ-calculus for the intuitionistic modal linear logic

We introduce $\lambda^{\square}$ (pronounced by “lambda bangbox”) that is a typed λ-calculus corresponding to the modal linear logic under the Curry–Howard correspondence. The calculus $\lambda^{\square}$ can be seen as an integration of $\lambda^{\square}$ of Pfenning and Davies and the linear λ-calculus for dual intuitionistic linear logic of Barber [2]. The rules of $\lambda^{\square}$ are designed considering the “necessity” of modal logic and the “linearity” of linear logic, and formally defined as in Figure 10.

The structure of types are exactly the same as that of formulae in IMELL$^{\square}$. Terms are defined as an extension of the simply-typed λ-calculus with the following: the terms $!M$ and $\text{let } !x = M \text{ in } N$, which are a constructor and a destructor for types $!A$, respectively; and the terms $\square M$ and $\text{let } \square x = M \text{ in } N$, which are those for types $\square A$ similarly. Note that the variable $x$ in $\text{let } !x = M \text{ in } N$ and $\text{let } \square x = M \text{ in } N$ is supposed to be bound.

A (type) context is defined by the same way as $\lambda^{\square}$ and a (type) judgment consists of three contexts, a term and a type, written as $\Delta; \Gamma; \Sigma \vdash M : A$. These three contexts of a judgment $\Delta; \Gamma; \Sigma \vdash M : A$ have the following intuitive meaning: (1) $\Delta$ implicitly represents a context for modalized types of form $\square A$; (2) $\Gamma$ implicitly represents a context for modalized types of form $\square A$; (3) $\Sigma$ represents an ordinary context but its elements must be used linearly.

The intuitive meanings of the typing rules are as follows. Each of the first three rules is a variable rule depending on the context’s kind. It is allowed for the $\Delta$-part and the $\Gamma$-part to weaken the antecedent in these rules, but is not for the $\Sigma$-part since it must satisfy the linearity condition. The rules $\leftarrow I$ and $\leftarrow E$ are for the type $\leftarrow$, and again, the $\leftarrow E$ is designed to satisfy the linearity. The remaining rules are for types $!A$ and $\square A$.

The reduction $\rightsquigarrow$ is defined to be the least compatible relation on terms generated by ($\beta \rightsquigarrow$), ($\beta!$), and ($\beta \square$). The multistep reduction $\rightsquigarrow^+$ is defined as in the case of $\lambda^{\square}$.

Then, we can show the subject reduction and the strong normalization of $\lambda^{\square}$ as follows.
Lemma 9 (Substitution).
1. If $\Delta; \Gamma; \Sigma, x : A \vdash M : B$ and $\Delta; \Gamma; \Sigma' \vdash N : A$, then $\Delta; \Gamma; \Sigma, \Sigma' \vdash [M[x := N]] : B$.
2. If $\Delta; \Gamma; x : A; \Sigma \vdash M : B$ and $\Delta; \Gamma; \emptyset \vdash N : A$, then $\Delta; \Gamma; \Sigma \vdash [M[x := N]] : B$.
3. If $\Delta, x : A; \Gamma; \Sigma \vdash M : B$ and $\Delta; \emptyset \vdash N : A$, then $\Delta; \Gamma; \Sigma \vdash [M[x := N]] : B$.

Theorem 10 (Subject reduction). If $\Delta; \Gamma; \Sigma \vdash M : A$ and $M \rightsquigarrow N$, then $\Delta; \Gamma; \Sigma \vdash N : A$.

Proof. By induction on the derivation of $\Delta; \Gamma; \Sigma \vdash M : A$ together with Lemma 9.

Theorem 11 (Strong normalization). For well-typed term $M$, there are no infinite reduction sequences starting from $M$.

Proof. By embedding to a typed $\lambda$-calculus of the $(!, \otimes)$-fragment of dual intuitionistic linear logic, named $\lambda^{\otimes}$, which is shown to be strongly normalizing by Ohta and Hasegawa [16].

The details are in the appendix, but the intuition is described as follows. First, for every well-typed term $M$, we define the term $(M)^{\otimes}$ by replacing the occurrences of $\Box N$ and $\text{let } \overline{x} = N \text{ in } L$ in $M$ with $(\lambda N)^{\otimes}$ and $\text{let } !x = (N)^{\otimes} \text{ in } (L)^{\otimes}$, respectively. Then, we can show that $(M)^{\otimes}$ is typable in $\lambda^{\otimes}$, because the structure of $\Box$ collapses to that of $\otimes$, and that the embedding $(-)^{\otimes}$ preserves reductions. Therefore, $\lambda^{\otimes}$ is strongly normalizing.

As we mentioned, we can view that $\lambda^{\otimes}$ is indeed a typed $\lambda$-calculus for the intuitionistic modal linear logic. A natural deduction that corresponds to $\lambda^{\otimes}$ is obtained as the “logical-part” of the calculus, and we can show that the natural deduction is equivalent to IMELL$^{\otimes}$.

Definition 12 (Natural deduction). A natural deduction for modal linear logic, called NJ$^{\otimes}$, is defined to be one that is extracted from $\lambda^{\otimes}$ by erasing term annotations.

Fact 13 (Curry–Howard correspondence). There is a one-to-one correspondence between NJ$^{\otimes}$ and $\lambda^{\otimes}$, which preserves provability/typability and proof-normalizability/reducibility.

Lemma 14 (Judgmental reflection). The following hold in NJ$^{\otimes}$.
1. $\Delta; \Gamma; \Sigma, !A \vdash B$ if and only if $\Delta; \Gamma, A; \Sigma \vdash B$.
2. $\Delta; \Gamma; \Sigma, \Box A \vdash B$ if and only if $\Delta, A; \Gamma; \Sigma \vdash B$.

Theorem 15 (Equivalence). $\Delta; \Gamma; \Sigma \vdash A$ in NJ$^{\otimes}$ if and only if $\Box \Delta, \Gamma, \Sigma \vdash A$ in IMELL$^{\otimes}$.

Proof. By straightforward induction. Lemma 14 is used to show the if-part.

4.2 Embedding from the modal $\lambda$-calculus by Pfenning and Davies

We give a translation from Pfenning and Davies’ $\lambda^{\otimes}$ to our $\lambda^{\otimes}$. We also show that the translation preserves the reductions of $\lambda^{\otimes}$, and thus it can be seen as the S4-version of Girard translation on the level of proofs through the Curry–Howard correspondence.

To give the translation, we introduce two meta $\lambda$-terms in $\lambda^{\otimes}$ to encode the function space $\rightarrow$ of $\lambda^{\otimes}$. The simulation of reduction of $(\lambda x : A. M) N$ in $\lambda^{\otimes}$ can be shown readily.

Definition 16. Let $M$ and $N$ be terms such that $\Delta; \Gamma, x : A; \Sigma \vdash M : B$ and $\Delta; \Gamma, \emptyset \vdash N : A$. Then, $\overline{x} : A. M$ and $M \overline{\Box} N$ are defined as the terms $\lambda y : !A. \text{let } !x = y \text{ in } M$ and $M (!N)$, respectively, where $y$ is chosen to be fresh, i.e., it is a variable satisfying $y \not\in (\text{FV}(M) \cup \{x\})$.

Lemma 17 (Derivable full-function space). The following rules are derivable in $\lambda^{\otimes}$:

\[
\frac{\Delta; \Gamma; \Sigma \vdash M : B}{\Delta; \Gamma; \Sigma \vdash [\overline{x} : A. M] ! A \rightarrow B} \quad \frac{\Delta; \Gamma; \Sigma \vdash M : ! A \rightarrow B}{\Delta; \Gamma; \Sigma \vdash [M \overline{\Box} N] : B}
\]
Moreover, it holds that $(\overline{x} : A. M) \overline{\Box} N \rightsquigarrow B$ in $\lambda^{\otimes}$. 

Together with the above meta $\lambda$-terms $\bar{x}:A.M$ and $M\bar{x}N$, we can define the translation from $\lambda^{\Box}$ into $\lambda^{\Box}$ and show that it preserves typability and reducibility.

\begin{itemize}
  \item \textbf{Definition 18 (Translation).} The translation from $\lambda^{\Box}$ to $\lambda^{\Box}$ is defined to be the triple of the type/context/term translations $[A]$, $[\Gamma]$, and $T[M]$ defined in Figure 11.
  \item \textbf{Theorem 19 (Embedding).} $\lambda^{\Box}$ can be embedded into $\lambda^{\Box}$, i.e., the following hold:
    \begin{enumerate}
      \item If $\Delta;\Gamma \vdash M : A$ in $\lambda^{\Box}$, then $[\Delta];[\Gamma];\emptyset \vdash T[M] : [A]$ in $\lambda^{\Box}$.
      \item If $M \rightsquigarrow M'$ in $\lambda^{\Box}$, then $T[M] \rightsquigarrow T[M']$ in $\lambda^{\Box}$.
    \end{enumerate}
  \item \textbf{Proof.} By induction on the derivation of $\Delta;\Gamma \vdash M : A$ and $M \rightsquigarrow M'$ in $\lambda^{\Box}$, respectively.
\end{itemize}

From the logical point of view, Theorem 19.1 can be seen as another S4-version of Girard translation (in the style of natural deduction) that corresponds to Theorem 8; and Theorem 19.2 gives a justification that the S4-version of Girard translation is correct with respect to the level of proofs, i.e., it preserves proof-normalizations as well as provability.

## 5 Axiomatization of modal linear logic

We give an axiomatic characterization of the intuitionistic modal linear logic. To do so, we define a typed combinatory logic, called $\text{CL}^{\Box}$, which can be seen as a Hilbert-style deductive system of modal linear logic through the Curry–Howard correspondence. In this section, we only aim to provide the equivalence between NJ$^{\Box}$ and the Hilbert-style, while $\text{CL}^{\Box}$ satisfies several desirable properties, e.g., the subject reduction and the strong normalizability.

The definition of $\text{CL}^{\Box}$ is given in Figure 12. The set of types has the same structure as that in $\lambda^{\Box}$. A term is either a \textit{variable}, a \textit{combinator}, a necessitated term by ‘!’, or a necessitated term by ‘$\Box$’. The notions of (type) \textit{context} and (type) \textit{judgment} are defined similarly to those of $\lambda^{\Box}$.

Every combinator $c$ has its type as defined in the list in the figure, and is denoted by $\text{typeo}(c)$. Then, the typing rules are described as follows: $A\text{d}$ and MP are the standard rules, which logically correspond to an axiom rule of the set of axiomata, and \textit{modus ponens}, respectively. The others are defined by the same way as in $\lambda^{\Box}$.

The \textit{reduction} $\rightsquigarrow$ of combinators is defined to be the least compatible relation on terms generated by the reduction rules listed in the figure.

\begin{itemize}
  \item \textbf{Remark 20.} $\text{CL}^{\Box}$ can be seen as an extension of \textit{linear combinatory algebra} of Abramsky et al.\cite{1} with the $\Box$-modality, or equivalently, a linear-logical reconstruction of Pfenning’s modally-typed combinatory logic\cite{17}. The combinators $T'$, $D'$, $4'$ represent the S4 axiomata for the 1-modality, and similarly, $T^{\Box}$, $D^{\Box}$, $4^{\Box}$ represent those for the $\Box$-modality. $E$ is the only one combinator to characterize the strength between the two modalities.

  As we defined NJ$^{\Box}$ from $\lambda^{\Box}$, we can define the Hilbert-style deductive system (with open assumptions) for the intuitionistic modal linear logic via $\text{CL}^{\Box}$.
\end{itemize}
Syntactic category

Types \ A, B, C := p \mid A \rightarrow B \mid !A \mid \square A

Terms \ M, N, L := x \mid c \mid !M \mid \square M

Typing rule

\frac{(c \text{ is a combinator})}{\Delta; \Gamma; \emptyset \vdash c : \text{type}(c)} \quad \text{Ax}

\frac{\Delta; \Gamma; \emptyset \vdash M : A \rightarrow B \quad \Delta; \Gamma; \Sigma' \vdash N : A}{\Delta; \Gamma; \Sigma, \Sigma' \vdash \emptyset \rightarrow N : A} \quad \text{MP}

\frac{\Delta; \Gamma; \emptyset \vdash x : A}{\Delta; \Gamma; \emptyset \vdash x : \Gamma} \quad \text{LinAx}

\frac{\Delta; \Gamma; \emptyset \vdash x : M : A \quad \Delta; \Gamma; \emptyset \vdash !M : A}{\Delta; \Gamma; \emptyset \vdash !M : A} \quad \text{LinAx}

\frac{\Delta; \Gamma; \emptyset \vdash M : A \quad \Delta; \Gamma; \emptyset \vdash !M : !A}{\Delta; \Gamma; \emptyset \vdash !M : !A} \quad \text{LinAx}

Combinator

\begin{align*}
\vdash & I : A \rightarrow A \\
\vdash & B : (B \rightarrow C) \rightarrow (A \rightarrow B) \rightarrow A \rightarrow C \\
\vdash & C : (A \rightarrow B \rightarrow C) \rightarrow B \rightarrow A \rightarrow C \\
\vdash & S^δ : (\delta A \rightarrow B \rightarrow C) \rightarrow (\delta A \rightarrow B) \rightarrow \delta A \rightarrow C \\
\vdash & K^δ : A \rightarrow \delta B \rightarrow A \\
\vdash & W^δ : (\delta A \rightarrow \delta A \rightarrow B) \rightarrow \delta A \rightarrow B \\
\vdash & T^δ : \delta A \rightarrow A \\
\vdash & D^δ : (\delta A \rightarrow B) \rightarrow \delta A \rightarrow \delta B \\
\vdash & 4^δ : \delta A \rightarrow \delta \delta A \\
\vdash & E \square A : \square A & \text{where } δ \in \{!, \square\}
\end{align*}

\begin{tabular}{ll}
\textbf{Reduction} & \textbf{Type} \\
I M & \neg M \\
B M N L & \neg M (N L) \\
C M N L & \neg M L N \\
S^δ M N (δL) & \neg M (δL) (N (δL)) \\
K^δ M (δN) & \neg M \\
W^δ M (δN) & \neg M (δN) (δN) \\
T^δ (δM) & \neg M \\
D^δ (δM) (δN) & \neg δM \\
E \square M & \neg !M \\
\end{tabular}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{Definition of CL.}
\end{figure}

\begin{itemize}
\item \textbf{Definition 21 (Hilbert-style).} A Hilbert-style deductive system for modal linear logic, called H\textsuperscript{\dagger}, is defined to be one that is extracted from CL\textsuperscript{\dagger} by erasing term annotations.
\item \textbf{Fact 22 (Curry–Howard correspondence).} There is a one-to-one correspondence between H\textsuperscript{\dagger} and CL\textsuperscript{\dagger}, which preserves provability/typability and proof-normalizability/reducibility.
\end{itemize}

The deduction theorem of H\textsuperscript{\dagger} can be obtained as a consequence of the so-called \textit{bracket abstraction} of CL\textsuperscript{\dagger} through Fact 22, which allows us to show the equivalence between H\textsuperscript{\dagger} and NJ\textsuperscript{\dagger}. Therefore, the modal linear logic is indeed axiomatized by H\textsuperscript{\dagger}.

\begin{itemize}
\item \textbf{Theorem 23 (Deduction theorem).} \\
1. If $\Delta; \Gamma; \Sigma, x : A \vdash M : B$, then $\Delta; \Gamma; \Sigma \vdash (\lambda x. M) : (A \rightarrow B)$; \\
2. If $\Delta; \Gamma; x : A; \Sigma \vdash M : B$, then $\Delta; \Gamma; \Sigma \vdash (\lambda^\delta x. M) : (!A \rightarrow B)$; \\
3. If $\Delta; \Gamma; x : A; \Sigma \vdash M : B$, then $\Delta; \Gamma; \Sigma \vdash (\lambda^\delta x. M) : (!A \rightarrow B)$, where $(\lambda x. M), (\lambda^\delta x. M), (\lambda^\delta x. M)$ are bracket abstraction operations that take a variable $x$ and a CL\textsuperscript{\dagger}-term $M$ and returns a CL\textsuperscript{\dagger}-term, and the definitions are given in the appendix.
\end{itemize}

Proof. By induction on the derivation. The proof is just a type-checking of the result of the bracket abstraction operations.

\begin{itemize}
\item \textbf{Theorem 24 (Equivalence).} $\Delta; \Gamma; \Sigma \vdash A$ in H\textsuperscript{\dagger} if and only if $\Delta; \Gamma; \Sigma \vdash A$ in NJ\textsuperscript{\dagger}.

Proof. By straightforward induction. We use Theorem 23 and Fact 22 to show the if-part.
\end{itemize}

\begin{itemize}
\item \textbf{Corollary 25.} IMELL\textsuperscript{\dagger}, NJ\textsuperscript{\dagger}, and H\textsuperscript{\dagger} are equivalent with respect to provability.
\end{itemize}
## Syntactic category

<table>
<thead>
<tr>
<th>Formulae</th>
<th>Inference rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A, B, C ::= p \mid p^+ \mid A \otimes B \mid A \nabla B \mid !A \mid ?A \mid \Box A \mid \Diamond A$</td>
<td>$\vdash A^+, A \Ax$</td>
</tr>
<tr>
<td>$\vdash \Gamma, A, A^+, \Gamma'$</td>
<td>$\vdash \Gamma, \Gamma'$ \Cut</td>
</tr>
<tr>
<td>$\vdash \Gamma, \Gamma', B \otimes A^+, \Gamma'$</td>
<td>$\vdash \Gamma, \Gamma', A \otimes B \otimes A^+, \Gamma'$ \Cut</td>
</tr>
<tr>
<td>$\vdash \Gamma, A, B \nabla A^+, \Gamma'$</td>
<td>$\vdash \Gamma, A, B \nabla A, \Gamma'$ \Cut</td>
</tr>
<tr>
<td>$\vdash \Gamma, A, B \Box A^+, \Gamma'$</td>
<td>$\vdash \Gamma, A, B \Box A, \Gamma'$ \Cut</td>
</tr>
<tr>
<td>$\vdash \Phi, \Gamma, A, \Box A^+, \Gamma'$</td>
<td>$\vdash \Phi, \Gamma, A, \Box A, \Gamma'$ \Cut</td>
</tr>
</tbody>
</table>

Figure 13 Definition of CMELL$\Box$.  

### 6 Geometry of Interaction Machine

In this section, we show a dynamic semantics, called context semantics, for the modal linear logic in the style of geometry of interaction machine [10, 11]. As in the usual linear logic, we first define a notion of proof net and then define the machine as a token-passing system over those proof nets. Thanks to the simplicity of our logic, the definitions are mostly straightforward extension of those for classical MELL (CMELL).

#### 6.1 Sequent calculus for classical modal linear logic

We define a sequent calculus of classical modal linear logic, called CMELL$\Box$. The reason why we define it in the classical setting is for ease of defining the proof nets in the latter part.

Figure 13 shows the definition of CMELL$\Box$. The set of formulae are defined as an extension of CMELL-formulae with the two modalities ‘$\Box$’ and ‘$\Diamond$’. A dual formula of $A$, written $A^+$, is defined by the standard dual formulae in CMELL along with $(\Box A)^+ \defeq \Diamond (A^+)$ and $(\Diamond A)^+ \defeq \Box (A^+)$. Here, the $\Diamond$-modality is the dual of the $\Box$-modality by definition, and it can be seen as an integration of the $?\!$-modality and the $\Box$-modality. The linear implication $A \multimap B$ is defined as $A^+ \nabla B$ as usual. The inference rules are defined as a simple extension of IMELL$\Box$ to the classical setting in the style of “one-sided” sequent.

Then, the cut-elimination theorem for CMELL$\Box$ can be shown similarly to the case of IMELL$\Box$, and we can see that there exists a trivial embedding from IMELL$\Box$ to CMELL$\Box$.

- **Theorem 26** (Cut-elimination). The rule Cut in CMELL$\Box$ is admissible.
- **Theorem 27** (Embedding). If $\Gamma \vdash A$ in IMELL$\Box$, then $\vdash \Gamma^+, A$ in CMELL$\Box$.

#### 6.2 Proof-nets formalization

First, we define proof structures for CMELL$\Box$. The proof nets are then defined to be those proof structures satisfying a condition called correctness criterion. Intuitively, a proof net corresponds to an (equivalence class of) proof in CMELL$\Box$.

- **Definition 28.** A node is one of the graph-theoretic node shown in Figure 14 equipped with CMELL$\Box$ types on the edges. They are all directed from top to bottom: for example, the $\nabla$ node has two incoming edges and one outgoing edge. A $!\!$-node (resp. $\Box$-node) has one outgoing edge typed by $!A$ (resp. $\Box A$) and arbitrarily many (possibly zero) outgoing edges typed by $?A_i$ and $\Diamond B_i$ (resp. $\Diamond A_i$).
A proof structure is a finite directed graph that satisfies the following conditions:

- each edge is with a type that matches the types specified by the nodes (in Figure 14) it is connected to;
- some edges may not be connected to any node (called dangling edges). Those dangling edges and also the types on those edges are called the conclusions of the structure;
- the graph is associated with a total map from all the □-nodes and ●-nodes in it to proof structures called the contents of the □!●-nodes. The map satisfies that the types of the conclusions of a □-node (resp. ●-node) coincide with the conclusions of its content.

**Remark 29.** Formally, a □-node (resp. a ●-node) and its content are distinctive objects and they are not connected as a directed graph. Though, it is convenient to depict them as if the □-node (resp. ●-node) represents a “box” filled with its content, as shown at the bottom-right of Figure 14. We also depict multiple edges by an edge with a diagonal line. In what follows, we adopt this “box” notation and multiple edges notation without explicit note.

**Definition 30.** Given a proof structure \( S \), a switching path is an undirected path on \( S \) (meaning that the path is allowed to traverse an edge forward or backward) satisfying that on each □ node, ● node, and ♦ node, the path uses at most one of the premises, and that the path uses any edge at most once.

**Definition 31.** The correctness criterion is the following condition: given a proof structure \( S \), switching paths of \( S \) and all contents of □-nodes, ●-nodes in \( S \) are all acyclic and connected. A proof structure satisfying the correctness criterion is called a proof net.

As a counterpart of cut-elimination process in CMELL\(^{\square}\), the notion of reduction is defined for proof structures (and hence for proof nets): this intuition is made precise by Lemma 34 where \((-)^{\bullet}\) is the translation from CMELL\(^{\square}\) to proof nets, whose definition is omitted here since it is defined analogously to that of CMELL and CMELL proof net. The lemmata below are naturally obtained by extending the case for CMELL since the □-modality has mostly the same logical structure as the ●-modality.

**Definition 32.** Reductions of proof structures are local graph reductions defined by the set of rules depicted in Figure 15.

**Lemma 33.** Let \( S \rightarrow S' \) be a reduction between proof structures. If \( S \) is a proof net (i.e., satisfies the correctness criterion), so is \( S' \).

**Lemma 34.** Let \( \Pi \) be a proof of \( \vdash \phi \Delta \downarrow, \cdot \tau \Delta \downarrow, \Sigma \downarrow, A \) and suppose that \( \Pi \) reduces to another proof \( \Pi' \). Then there is a sequence of reductions \( (\Pi)^{\bullet} \rightarrow^{*} (\Pi')^{\bullet} \) between the proof nets.
Figure 15 Reduction rules.
6.3 Computational interpretation

Definition 35. A context is a triple \((M, B, N)\) where \(M, B, N\) are generated by the following grammar:

\[
M ::= \epsilon \mid lM \mid rM \quad B ::= \epsilon \mid L.B \mid R.B \mid \langle B, B \rangle \quad N ::= \epsilon \mid L'.N \mid R'.N \mid \langle N, N \rangle \mid \star
\]

The intuition of a context is an intermediate state while “evaluating” the proof net (and, by translating into a proof net, a term in \(\lambda\)). The geometry of interaction machine calculates the semantic value of a net by traversing the net from a conclusion to another; to traverse the net in a “right way” (more precisely, in a way invariant under net reduction), the context accumulates the information about the path that is already passed. Then, how the net is traversed is defined by the notion of path over a proof net as we define below.

Definition 36. The extended dynamic algebra \(\Lambda^{\Box^+}\) is a single-sorted \(\Sigma\) algebra that contains 0, 1, p, q, r, \(r'\), s, s', t, t', d, d': \(\Sigma\) as constants, has an associative operator \(\cdot : \Sigma \times \Sigma \to \Sigma\) and operators \((-)^* : \Sigma \to \Sigma\), \(! : \Sigma \to \Sigma\), \(\Box : \Sigma \to \Sigma\), equipped with a formal sum +, and satisfies the equations below. Hereafter, we write \(xy\) for \(x \cdot y\) where \(x\) and \(y\) are metavariables over \(\Sigma\).

\[
0^* =!0 = 0 \quad 1^* =!1 = 1 \quad 0x = x0 = 0 \quad 1x = x1 = x
\]

\[
!(x)^* =!(x^*) \quad (xy)^* = y^*x^* \quad (x^*)^* = x
\]

\[
\Box(x) \equiv \Box(y) =!(xy) \quad p^* = q^* = 1 \quad q^* = p^* = q = 0
\]

\[
s^*r = r^*s = 0 \quad d^*d' = 1
\]

\[
t'r = 1 \quad t' = 1
\]

\[
0^*p' = p^*q' = 0 \quad r'^*r' = s'^*s' = 1
\]

\[
0^*q = q^* = 1
\]

\[
x+y = y+x
\]

\[
oc(x)d' = d'x
\]

Remark 37. The equations in the definition above are mostly the same as the standard dynamic algebra \(\Lambda^*\) except those equations concerning the symbols with \(\Box\) and the operator \(\Box\), and their structures are analogous to those for \(!\) operator. This again reflects the fact that the logical structure of rules for \(\Box\) is analogous to that of \(!\).

Definition 38. A label is an element of \(\Lambda^{\Box^+}\) that is associated to edges of proof structures as in Figure 16. Let \(S\) be a proof structure and \(T_S\) be the set of edge traversals in the structure. \(S\) is associated with a function \(w : T_S \to \Lambda^{\Box^+}\) defined by \(w(e) = l\) (resp. \(p^*\)) if \(e\) is a forward (resp. backward) traversal of an edge \(e\) and \(l\) is the label of the edge; \(w(e_1e_2) = w(e_1)w(e_2)\).

![Figure 16](image-url) Labels on edges.
Definition 39. A walk over a proof structure $S$ is an element of $\Lambda^{\square^+}$ that is obtained by concatenating labels along a graph-theoretic path over $S$ such that the graph-theoretic path does not traverse an edge forward (resp. backward) immediately after the same edge backward (resp. forward); and does not traverse a premise of one of $\otimes, \exists, c$ node and another premise of the same node immediately after that. A path is a walk that is not proved to be equal to 0. A path is called maximal if it starts and finishes at a conclusion.

The intuition of the notion of path is that a path is a “correct way” of traversing a proof net, in the sense that any path is preserved before and after a reduction. All the other walks that are not paths will be broken, which is represented by the constant 0 of $\Lambda^{\square^+}$. Then, we obtain a context semantics from paths in the following way.

Definition 40. Given a monomial path $a$, its action $[a] : \Sigma \to \Sigma$ on contexts is defined as follows. We define $[1]$ as the identity mapping on contexts. There is no definition of $[0]$. The $[\Sigma]$ is the inverse translation, i.e., $[\Sigma]^{-1}$. The transformer of the composition of $a$ and $b$ is defined as $[ab](m) \overset{\text{def}}{=} [a](b(m))$. For the other labels, the interpretation are defined as follows where exponential morphisms $!$ and $\boxdot$ are defined by the meta-level pattern matchings:

\[
\begin{align*}
[p](M, B, N) & \overset{\text{def}}{=} (l, M, B, N) \\
[q](M, B, N) & \overset{\text{def}}{=} (r, M, B, N) \\
[r](M, B, N) & \overset{\text{def}}{=} (M, L, B, N) \\
[s](M, B, N) & \overset{\text{def}}{=} (\varepsilon, M, B, N) \\
[t](M, (B_1, (B_2, B_3)), N) & \overset{\text{def}}{=} (M, \langle B_1, B_2, B_3 \rangle, N) \\
[t'](M, B, (N_1, (N_2, N_3))) & \overset{\text{def}}{=} (M, B, \langle N_1, N_2, N_3 \rangle) \\
[t'][(M, B, (N_1, (N_2, N_3)))] & \overset{\text{def}}{=} (M, B, \langle N_1, N_2, N_3 \rangle) \\
[t'][(M, (B_1, B_2), N)] & \overset{\text{def}}{=} (M, B, \langle B_1, B_2 \rangle, N) \\
[t][(M, (B_1, B_2), N)] & \overset{\text{def}}{=} (M, B, \langle B_1, B_2 \rangle, N) \\
[t][(M, B, \langle N_1, N_2 \rangle)] & \overset{\text{def}}{=} (M, B, \langle N_1, N_2 \rangle)
\end{align*}
\]

Given a path $a$, its action $[a] : \Sigma \to M(\Sigma)$ is defined by the rules above (regarding the codomain as a multiset) and $[a + b](m) = ([a](m)) \cup ([b](m))$ where $\cup$ is the multiset sum.

Remark 41. In Mackie’s work [10], the multiset in the codomain is not used since the main interest of his work is on terms of a base type: in that setting any proof net corresponding to a term has an execution formula that is monomial. In general, this style of context semantics is slightly degenerated compared to Girard’s original version and its successors because the information of “current position” is dropped from the definition of contexts.

Definition 42. Let $S$ be a closed proof net and $\chi$ be the set of maximal paths between conclusions of $S$. The execution formula is defined by $E(\chi(S)) = \sum_{\phi \in \chi} \phi$ where the RHS is the sum of all paths in $\chi$. The context semantics of $S$ is defined to be $E(\chi(S)) : \Sigma \to \mathcal{M}(\Sigma)$.

Definition 43. Let $M$ be a closed well-typed term in $\lambda^{\square}$. The context semantics of $M$ is defined to be $[[M]]^1$, where $(-)^1$ is a straightforward translation from $\lambda^{\square}$-terms to proof nets, defined by constructing proof nets from $\lambda^{\square}$-derivations as in Figure 17.

Lemma 44. Let $S$ be a closed proof net and $S'$ be its normal form. Then $[S] = [S']$.

The lemma is proved through two auxiliary lemmata below.

Lemma 45. Let $\phi$ be a path from a conclusion of a closed net $S$ ending at a node $a$. Let $(M', B', N') = [\phi](M, \varepsilon, \varepsilon)$. The height of $B'$ (resp. $N'$) matches with the number of exponential (resp. necessitation) boxes containing the node $a$.
**Lemma 46.** Let $\phi$ be a path inside a box of a closed net $S$. $[[\phi]](M, \sigma, B, \tau, N)$ is in the form $(M', \sigma', B, \tau, N)$.

**Proof.** Again, by spectating the rules of actions.

**Theorem 47.** If a closed term $M$ in $\lambda^\square$ is typable and $M \rightsquigarrow M'$, then $[[M]] = [[(M')]]$.

**Remark 48.** This notion of context semantics inherently captures the “dynamics” of computation, and indeed Mackie exploited [10, 11] the character to implement a compiler, in the level of machine code, for PCF. In this paper we do not cover such a concrete compiler, but the definition of $[[\cdot]]$ can be seen as “context transformers” of virtual machine that is mathematically rigorous enough to model the computation of $\lambda^\square$ (and hence of $\Lambda^\square$).
7 Related work

7.1 Linear-logical reconstruction of modal logic

The work on translations from modal logic to linear logic goes back to Martini and Masini [13]. They proposed a translation from classical S4 (CS4) to full propositional linear logic by means of the Grisin–Ono translation. However, their work only discusses provability.

The most similar work to ours is a “linear analysis” of CS4 by Schellinx [20], in which Girard translation from CS4 with respect to proofs is proposed. He uses a bi-colored linear logic, a subsystem of multicolored linear logic by Danos et al. [4], called 2-LL, for a target calculus of the translation. It has two pairs of exponentials \( (!,^!_0, ?!,^?_0) \) and \( (!,^!_1, ?!,^?_1) \), called subexponentials following the terminology by Nigam and Miller [14], with the following rules:

\[
\frac{!\Gamma, !\Delta \vdash A, ?\Delta'}{!\Gamma \vdash A, ?\Delta'} !R
\]
\[
\frac{!\Gamma \vdash A, ?\Delta}{!\Gamma, !\Delta \vdash A, ?\Delta'} !R
\]

These rules have, while they are defined in the classical setting, essentially the same structure to what we defined as \(!R\) and \(□!R\) for IMELL\(□\), respectively.

To mention the difference between the results of Schellinx and ours, his work has investigated only in terms of proof theory. Neither a typed \(\lambda\)-calculus nor a Geometry of Interaction interpretation was given. However, even so, he already gave a reduction-preserving Girard translation for the sequent calculi of CS4 and 2-LL, and his linear decoration (cf. [20, 4]) allows us to obtain the cut-elimination theorem for CS4 as a corollary of that of 2-LL. Thus, it should be interesting to investigate a relationship between his work and ours.

Furthermore, there also exist two uniform logical frameworks that can encode various logics including IS4 and CS4. One is the work by Nigam et al. [15] which based on Nigam and Miller’s linear-logical framework with subexponentials and on the notion of focusing by Andreoli. The other work is adjoint logic by Pruiksma et al. [19] which based on, again, subexponentials, and the so-called LNL model for intuitionistic linear logic by Benton. While our present work is still far from the two works, it seems fruitful to take our discussion into their frameworks to give linear-logical computational interpretations for various logics.

7.2 Computation of modal logic and its relation to metaprogramming

Computational interpretations of modal logic have been considered not only for intuitionistic S4 but also for various logics, including the modal logics K, T, K4, and GL, and a few constructive temporal logics (cf. the survey by Kavvos in [8]). This field of modal logics is known to be connected to “metaprogramming” in the theory of programming languages and has been substantially studied. One of the studies is (multi-)staged computation (cf. [22]), which is a programming paradigm that supports Lisp-like quasi-quote, unquote, and eval. The work of \(\lambda\)\(□\) by Davies and Pfenning [5] is actually one of logical investigations of it.

Furthermore, the multi-stage programming is not a mere theory but has “real” implementations such as MetaML [22] and MetaOCaml (cf. a survey in [3]) in the style of functional programming languages. Some core calculi of these implementations are formalized as type systems (e.g. [21, 3]) and investigated from the logical point of view (e.g. [24]).

8 Conclusion

We have presented a linear-logical reconstruction of the intuitionistic modal logic S4, by establishing the modal linear logic with the \(□\)-modality and the S4-version of Girard
A Linear-Logical Reconstruction of Intuitionistic Modal Logic S4

translation from IS4. The translation from IS4 to the modal linear logic is shown to be correct with respect to the level of proofs, through the Curry–Howard correspondence.

While the proof-level Girard translation for modal logic is already proposed by Schellinx, our typed λ-calculus λ□ and its Geometry of Interaction Machine (GoIM) are novel. Also, the significance of our formalization is its simplicity. All we need to establish the linear-logical reconstruction of modal logic is the □-modality, an integration of !-modality and □-modality, that gives the structure of modal logic into linear logic. Thanks to the simplicity, our λ-calculus and the GoIM can be obtained as simple extensions of existing works.

As a further direction, we plan to enrich our framework to cover other modal logics such as K, T, and K4, following the work of contextual modal calculi by Kavvos[8]. Moreover, reinvestigating of the modal-logical foundation for multi-stage programming by Tsukada and Igarashi[24] via our methods and extending Mackie’s GoIM for PCF[11] to the modal-logical setting seem to be interesting from the viewpoint of programming languages.

Lastly, we have also left a semantical study for modal linear logic with respect to the validity. At the present stage, we think that we could give a sound-and-complete characterization of modal linear logic by an integration of Kripke semantics of modal logic and phase semantics of linear logic, but details will be studied in a future paper.
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A Appendix

A.1 Cut-elimination theorem for the intuitionistic modal linear logic

In this section, we give a complete proof of the cut-elimination theorem of IMELL □.

\textbf{Theorem 49 (Cut-elimination).} The rule Cut in IMELL □ is admissible, i.e., if \( \Gamma \vdash A \) is derivable, then there is a derivation of the same judgment without any applications of Cut.

\textbf{Proof.} As we mentioned in the body, we will show the following rules are admissible.

\[
\begin{align*}
\Gamma \vdash !A & \quad \Gamma', (\langle A \rangle)^n \vdash B \\
\Gamma, \Gamma' & \vdash B
\end{align*}
\]

\( !\text{Cut} \)

\[
\begin{align*}
\Gamma \vdash \Box A & \quad \Gamma', (\langle \Box A \rangle)^n \vdash B \\
\Gamma, \Gamma' & \vdash B
\end{align*}
\]

\( \Box\text{Cut} \)

The admissibility of Cut, !Cut, \( \Box\text{Cut} \) are shown by simultaneous induction on the derivation of \( \Gamma \vdash A \) with the lexicographic complexity \( (\delta, h) \), where \( \delta \) is the degree of the assumed derivation and \( h \) is its height. Therefore, it is enough to show that for every application of cuts, one of the following hold: (1) it can be reduced to a cut with a smaller cut-degree; (2) it can be reduced to a cut with a smaller height; (3) it can be eliminated immediately.

In what follows, we will explain the admissibility of each cut rule separately although the actual proofs are done simultaneously.

- The admissibility of Cut. We show that every application of the rule Cut whose cut-degree is maximal is eliminable. Thus, consider an application of Cut in the derivation:

\[
\begin{align*}
\Pi_0 & \quad \Pi_1 \\
\Gamma \vdash A & \quad \Gamma', A \vdash B \\
\Gamma, \Gamma' & \vdash B
\end{align*}
\]

\( \text{Cut} \)

such that its cut-degree is maximal and its height is minimal (comparing to the other applications whose cut-degree is maximal). The proof proceeds by case analysis on \( \Pi_0 \).
\( \Pi_0 \) ends with Cut. In this case the derivation is as follows:

\[
\begin{array}{c}
\vdots \\
\dfrac{\Gamma_0 \vdash C \quad \Gamma_1, C \vdash A}{\Gamma_0, \Gamma_1 \vdash A} \text{Cut} \\
\dfrac{\Gamma', A \vdash B}{\Gamma_0, \Gamma_1, \Gamma' \vdash B} \text{Cut}
\end{array}
\]

Since the bottom application of Cut was chosen to have the maximal cut-degree and the minimum height, the cut-degree of the above is less than that of the bottom. Therefore, the derivation can be translated to the following:

\[
\begin{array}{c}
\vdots \\
\dfrac{\Gamma_1, C \vdash A \quad \Gamma', A \vdash B}{\Gamma_1, C, \Gamma' \vdash B} \text{I.H.}
\end{array}
\]

\( \Pi_0 \) ends with \( \neg \circ R \). In this case, the derivation is as follows:

\[
\begin{array}{c}
\vdots \\
\dfrac{\Gamma, A_0 \vdash A_1}{\Gamma \vdash A_0 \neg \circ A_1} \text{\( \neg \circ R \)} \quad \dfrac{\Pi_1}{\Gamma', A_0 \neg \circ A_1 \vdash B} \text{Cut}
\end{array}
\]

for some \( A_0 \) and \( A_1 \) such that \( A \equiv A_0 \neg \circ A_1 \). If the last step in \( \Pi_1 \) is \( \text{Ax} \), then the result is obtained as \( \Pi_0 \). If the last step in \( \Pi_1 \) is \( \neg \circ L \), the derivation is as follows:

\[
\begin{array}{c}
\vdots \\
\dfrac{\Gamma, A_0 \vdash A_1}{\Gamma \vdash A_0 \neg \circ A_1} \text{\( \neg \circ R \)} \quad \dfrac{\Pi_1}{\Gamma', A_0 \neg \circ A_1 \vdash B} \text{Cut}
\end{array}
\]

which is translated to the following:

\[
\begin{array}{c}
\vdots \\
\dfrac{\Gamma, A_0 \vdash A_1}{\Gamma \vdash A_0 \neg \circ A_1} \text{\( \neg \circ R \)} \quad \dfrac{\Pi_1}{\Gamma', A_0 \neg \circ A_1 \vdash B} \text{Cut}
\end{array}
\]

since the cut-degrees of \( A_0 \) and \( A_1 \) are less than that of \( A \). The other cases can be shown by simple commutative conversions.

\( \Pi_0 \) ends with \( \Box \circ R \). This case is dealt as a special case of the case \( \Box \circ R \) in \( \circ \text{Cut} \).

\( \Pi_0 \) ends with \( \Box \circ R \). This case is dealt as a special case of the case \( \Box \circ R \) in \( \Box \text{Cut} \).

\( \Pi_0 \) ends with the other rules. Easy.

The admissibility of \( \Box \text{Cut} \). As in the case of \( \text{Cut} \), consider an application of \( \Box \text{Cut} \):

\[
\begin{array}{c}
\dfrac{\Pi_0 \quad \Pi_1}{\Gamma, \Gamma' \vdash B} \text{\( \Box \text{Cut} \)}
\end{array}
\]

such that its cut-degree is maximal and its height is minimal. By case analysis on \( \Pi_0 \).

\( \Pi_0 \) ends with \( \text{Ax} \). In this case the cut-elimination is done as follows:

\[
\begin{array}{c}
\dfrac{\Pi_1 \quad \Gamma', (A)^n \vdash B}{\Gamma, (A)^n \vdash B} \text{Cut elim.}
\end{array}
\]

\[
\dfrac{\Pi_1 \quad \Gamma', (A)^n \vdash B}{\Gamma' \vdash A} \text{Cut}
\]

\[
\dfrac{\Pi_1 \quad \Gamma' \vdash A}{\Gamma' \vdash A} \text{Cut}
\]

\[
\dfrac{\Pi_1 \quad \Gamma' \vdash A}{\Gamma' \vdash A} \text{Cut}
\]
\(\Pi_0\) ends with \(\lnot R\). In this case the derivation is as follows:

\[
\begin{array}{c}
\vdash \Gamma_0, \forall \Gamma_1 \vdash A \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash !A \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash \Gamma, \lnot (\forall \Gamma') \vdash B \\
\vdash \Gamma_0, \forall \Gamma_1, \Gamma' \vdash B \\
\end{array}
\]

Due to the side-condition of \(\lnot R\), we have to do case analysis on \(\Pi_1\) further as follows.

\(\Pi_1\) ends with \(\text{Cut}\). In this case the derivation is as follows:

\[
\begin{array}{c}
\vdash \Pi_0 \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash !A \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash \Gamma', \lnot (\forall \Gamma') \vdash C \\
\vdash \Gamma_0, \forall \Gamma_1, \Gamma', \lnot (\forall \Gamma') \vdash C + B \\
\vdash \Pi_0, \forall \Gamma_1, \Gamma', \lnot (\forall \Gamma') \vdash B \\
\end{array}
\]

where \(n = k + l\). We only deal with the case of \(k > 0\) and \(l > 0\), and the other cases are easy. Then, the derivation can be translated to the following:

\[
\begin{array}{c}
\vdash \Pi_0 \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash !A \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash \Gamma', \lnot (\forall \Gamma') \vdash C \\
\vdash \Gamma_0, \forall \Gamma_1, \Gamma', \lnot (\forall \Gamma') \vdash C + B \\
\vdash \Pi_0, \forall \Gamma_1, \Gamma', \lnot (\forall \Gamma') \vdash B \\
\end{array}
\]

since the cut-degree of \(\lnot R\) is less than that of \(\text{Cut}\) from the assumption.

\(\Pi_1\) ends with \(\lnot L\). If the formula introduced by \(\lnot L\) is not the cut-formula, then it is easy. For the other case, the derivation is as follows:

\[
\begin{array}{c}
\vdash \Pi_0 \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash A \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash \Gamma', \lnot (\forall \Gamma') \vdash \lnot A + B \\
\vdash \Pi_0, \forall \Gamma_1, \Gamma' \vdash B \\
\end{array}
\]

which is translated to the following:

\[
\begin{array}{c}
\vdash \Pi_0 \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash A \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash \Gamma', \lnot (\forall \Gamma') \vdash \lnot A + B \\
\vdash \Pi_0, \forall \Gamma_1, \Gamma' \vdash B \\
\end{array}
\]

\(\Pi_1\) ends with \(\lnot C\). If the formula introduced by \(\lnot C\) is not the cut-formula, then it is easy. For the other case, the cut-elimination is done as follows:

\[
\begin{array}{c}
\vdash \Pi_0 \\
\vdash \Gamma_0, \forall \Gamma_1 \vdash \Gamma', \lnot (\forall \Gamma') \vdash \lnot A + B \\
\vdash \Pi_0, \forall \Gamma_1, \Gamma' \vdash B \\
\end{array}
\]

Note that the whole proof has not been proceeding by induction on \(n\), and hence the number of occurrences of \(\forall A\) does not matter in this case.

\(\Pi_1\) ends with the other rules. Easy.

\(\Pi_0\) ends with the other rules. Easy.

The admissibility of \(\lnot C\) Cut. Similar to the case of \(\lnot R\).
A.2 Strong normalizability of the typed λ-calculus for modal linear logic

We complete the proof of the strong normalization theorem for λ[□]. As we mentioned, this is done by an embedding to a typed λ-calculus for the (!, →)-fragment of dual intuitionistic linear logic, studied by Ohta and Hasegawa [16], and shown to be strongly normalizing.

The calculus of Ohta and Hasegawa, named λ[□], here, is given in Figure 18. The syntax and the typing rules can be read in the same way as (the (!, →)-fragment of) λ[□]. There are somewhat many reduction rules in contrast to those of λ[□], but these are due to the purpose of Ohta and Hasegawa to consider η-rules and commutative conversions. The different sets of reduction rules do not cause any problems to prove the strong normalizability of λ[□].

\[\begin{array}{l}
\text{Syntactic category} \\
\text{Types } A, B, C ::= p \mid A \to B \mid !A \\
\text{Terms } M, N, L ::= x \mid \lambda x : A.M \mid M N \mid ! M \mid \text{let } !x = M \text{ in } N \\
\text{Typing rule} \\
\Gamma; x : A \vdash x : A \quad \text{LinAx} \\
\Gamma; \Sigma, x : A \vdash M : B \\
\Gamma; \Sigma, \Delta; \Gamma; x : A.M : A \to B \quad \to I \\
\Gamma; \Sigma; \Delta; \Gamma; \theta \vdash M : A \\
\Gamma; \theta \vdash ! M : ! A \\
\Gamma; \theta \vdash ! M : ! A \\
\end{array}\]

\[\begin{array}{l}
\text{Reduction rule} \\
(\lambda x : A.M) N \to M[x := N] \\
\lambda x : A.M x \to M \\
\text{let } !x = M \text{ in } N \to N[x := M] \\
\text{let } !x = M \text{ in } N \to N[x := M] \\
(\text{let } !x = M \text{ in } N) L \to \text{let } !x = M \text{ in } N L \\
\text{let } !y = (\text{let } !x = M \text{ in } N) L \to \text{let } !x = M \text{ in } \text{let } !y = N \text{ in } L \\
\lambda y : A.(\text{let } !x = M \text{ in } N) \to \text{let } !x = M \text{ in } \lambda y : A.N \quad \text{(if } y \notin \text{ FV}(M)) \\
\text{L (let } !x = M \text{ in } N) \to \text{let } !x = M \text{ in } L N \\
\lambda z : A.(\text{let } !y = M \text{ in } \text{let } !x = L \text{ in } N) \to \text{let } !x = L \text{ in } \lambda z : A.(\text{let } !y = M \text{ in } N) \quad \text{(if } y \notin \text{ FV}(L)) \\
\end{array}\]

where C[\_\_] is a linear context defined by the following grammar:

\[C ::= [-] \mid \lambda x : A.C \mid C M \mid M C \mid \text{let } !x = C \text{ in } M \mid \text{let } !x = M \text{ in } C\]

\[\square \text{ Figure 18 Definition of } \lambda^{!\to} \text{ (some syntax are changed to fit the present paper’s notation).}\]

\[\begin{array}{l}
\text{Definition 50 (Embedding). An embedding from } \lambda[\square] \text{ to } \lambda^{!\to} \text{ is defined to be the triple of the translations } (A)^\dagger, (\Gamma)^\dagger, \text{ and } (M)^\dagger \text{ given in Figure 19.} \\
\text{Lemma 51 (Preservation of typing and reduction).} \\
1. \text{If } \Delta; \Gamma; \Sigma \vdash M : A \text{ in } \lambda[\square], \text{ then } (\Delta, \Gamma)^\dagger; (\Sigma)^\dagger \vdash (M)^\dagger \text{ in } \lambda^{!\to}. \\
2. \text{If } M \to N \text{ in } \lambda[\square], \text{ then } (M)^\dagger \to (N)^\dagger \text{ in } \lambda^{!\to}. \\
\text{Proof. By induction on } \Delta; \Gamma; \Sigma \vdash M : A \text{ and } M \to N, \text{ respectively.} \end{array}\]
\( (A)^\dagger \)
\( (p)^\dagger \overset{\text{def}}{=} p \)
\( (A \rightarrow B)^\dagger \overset{\text{def}}{=} (A)^\dagger \rightarrow (B)^\dagger \)
\( (!A)^\dagger \overset{\text{def}}{=} (A)^\dagger \)
\( (\square A)^\dagger \overset{\text{def}}{=} \square (A)^\dagger \)
\( (\Gamma)^\dagger \)
\( (\Gamma)^\dagger \overset{\text{def}}{=} \{ (x : (A)^\dagger) \mid (x : A) \in \Gamma \} \)
\[ \text{Definition of the embeddings } (A)^\dagger, (\Gamma)^\dagger, \text{and } (M)^\dagger. \]

\[ \begin{array}{l}
\lambda x.M \\
\lambda x.(M N) \overset{\text{def}}{=} \text{C}(\lambda x.M) N \quad \text{if } x \in \text{FV}(M) \\
\lambda x.(M N) \overset{\text{def}}{=} \text{B}(\lambda x.N) \quad \text{if } x \in \text{FV}(N) \\
\lambda^1_x.M \\
\lambda^1_x.(M N) \overset{\text{def}}{=} \text{C}^1(\lambda^1_x.M) N \quad \text{if } (a) \\
\lambda^1_x.(M N) \overset{\text{def}}{=} \text{B}(\lambda^1_x.N) \quad \text{if } (b) \\
\lambda^1_x.M \overset{\text{def}}{=} \text{S}^1(\lambda^1_x.M) (\lambda^1_x.N) \quad \text{if } (c) \\
\lambda^1_x.(!M) \overset{\text{def}}{=} \text{B}(\text{D}^1(!\lambda^1_x.M)) \quad \text{if } (d) \\
\lambda^\square_x.M \\
\lambda^\square_x.(M N) \overset{\text{def}}{=} \text{C}^\square(\lambda^\square_x.M) N \quad \text{if } (a) \\
\lambda^\square_x.(M N) \overset{\text{def}}{=} \text{B}(\lambda^\square_x.N) \quad \text{if } (b) \\
\lambda^\square_x.(M N) \overset{\text{def}}{=} \text{S}^\square(\lambda^\square_x.M) (\lambda^\square_x.N) \quad \text{if } (c) \\
\lambda^\square_x.(!M) \overset{\text{def}}{=} \text{B}(\text{D}^\square(!\lambda^\square_x.M)) (\text{B} \text{E}^\square) \quad \text{if } (d) \\
\lambda^\square_x.(\square M) \overset{\text{def}}{=} \text{B}(\text{D}^\square(\square \lambda^\square_x.M)) \quad \text{if } (d) \\
\end{array} \]

where (a), (b), (c), (d) means the conditions \((x \notin \text{FV}(M)), (x \in \text{FV}(M) \text{ and } x \notin \text{FV}(N)), (x \notin \text{FV}(M) \text{ and } x \in \text{FV}(N)), (x \in \text{FV}(M) \text{ and } x \in \text{FV}(N))\), respectively.

\[ \text{Figure 20 Definitions of } (\lambda x.M), (\lambda^1_x.M), \text{and } (\lambda^\square_x.M) \text{ for bracket abstraction.} \]

**Theorem 52 (Strong normalization).** In \( \lambda^\square \), there are no infinite reduction sequences starting from \( M \) for all well-typed term \( M \).

**Proof.** Suppose that there exists an infinite reduction sequence starting from \( M \) in \( \lambda^\square \). Then, the term \( (M)^\dagger \) is well-typed in \( \lambda^1 \rightarrow \rightarrow \) and yields an infinite reduction sequence in \( \lambda^1 \rightarrow \rightarrow \) by Lemma 51. However, this contradicts the strong normalizability of \( \lambda^1 \rightarrow \rightarrow \). \( \blacksquare \)

### A.3 Bracket abstraction algorithm

We show the definition of bracket abstraction operators in this section.

**Definition 53 (Bracket abstraction).** Let \( M \) be a term \( M \) of \( \text{CL}^{\square} \) such that \( \Delta; \Gamma; \Sigma \vdash M : A \) and \( x \in \text{FV}(M) \) for some \( \Delta, \Gamma, \Sigma, A \) and \( x \). Then, the bracket abstraction of \( M \) with respect
to $x$ is defined to be either one of the following, depending the variable kind of $x$:

$$(\lambda_x.M) \quad \text{if } x \in \text{dom}(\Sigma);$$

$$(\lambda^!_x.M) \quad \text{if } x \in \text{dom}(\Gamma);$$

$$(\lambda^\Box_x.M) \quad \text{if } x \in \text{dom}(\Delta),$$

where each one of $(\lambda_x.M)$, $(\lambda^!_x.M)$, and $(\lambda^\Box_x.M)$ is the meta-level bracket abstraction operation given in Figure 20, which takes the pair of $x$ and $M$, and yields a $\text{CL}^{\Box}$-term.

**Remark 54.** As in the case of standard bracket abstraction algorithm, the intuition behind the operations $(\lambda_x.M)$, $(\lambda^!_x.M)$, and $(\lambda^\Box_x.M)$ is that they are defined so as to mimic the $\lambda$-abstraction operation in the framework of combinatory logic. For instance, the denotation of $(\lambda_x.M)$ is a $\text{CL}^{\Box}$-term that represents a function with the parameter $x$, that is, it is a term that satisfies that $(\lambda_x.M)N \rightsquigarrow^+ M[x := N]$ in $\text{CL}^{\Box}$, for all $\text{CL}^{\Box}$-terms $N$.

**Remark 55.** There are no definitions for some cases in $(\lambda^!_x.M)$ and $(\lambda^\Box_x.M)$, e.g. the case that $(\lambda^!_x.(M N))$ such that $x \in \text{FV}(M)$ and $x \in \text{FV}(N)$, and the case that $(\lambda^\Box_x.\Box_M)$. This is because that these are actually unnecessary due to the linearity condition and the side condition of the rule $\Box$. Moreover, the well-definedness of the bracket abstraction operations can be shown by induction on $M$, and in reality, the proof of the deduction theorem can be seen as what justifies it. The intentions that $(\lambda_x.M)N \rightsquigarrow^+ M[x := N]$, etc. can also be shown by easy calculation.

---

3 $\text{dom}(\Gamma)$ is defined to be the set $\{x \mid (x : A) \in \Gamma\}$ for all type contexts $\Gamma$. 
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1 Introduction

Methods for proving termination of rewriting (automatically) can be classified [25] into syntactical (using a precedence on letters), semantical (map each letter to a function on some domain), or transformational. Applying a transformation, one hopes to obtain an equivalent termination problem that is easier to handle.

One such transformation is semantic labeling [24]. This will typically increase the number of rules, sometimes drastically so. We consider here a specific semantic domain, called the $k$-shift algebra, consisting of words of length $k - 1$, with the “shift left” operation.

When we use this algebra (in Section 3) for semantically labeling a string $w$, each labeled letter is a $k$-factor of $w$, called a tile.


A sparse tiling contains just those tiles that can occur during derivations starting in a given language. The shift algebra given by those tiles then is a partial model [3]. In Section 4, we present an algorithm to complete a given set of tiles with respect to a given rewriting system (i. e., to construct a minimal partial model) and provide an efficient implementation that can handle large sets of tiles.

We apply this method to derivations starting from right-hand sides of forwards closures (Section 5) and overlap closures (Section 7) since local termination on these languages implies...
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global termination (a known result), and relative termination (Section 6), respectively. In all, we obtain a transformational method for proving termination and relative termination: construct a closed set of tiles, and then use it for semantic labeling. This can be combined with other methods for proving termination, e. g., weights (linear interpretations of slope 1).

We obtain yet another automated termination proof for Zantema’s Problem \( \{a^2b^2 \rightarrow b^3a^3\} \), which is a classical benchmark, see Example 5.6. Our implementation is part of the Matchbox termination prover, and it easily solves several termination problems from the Termination Problems Database\(^1\) that appear hard for other approaches, e. g., Examples 8.3 and 8.4. Sparse tiling contributed to Matchbox winning the categories SRS Standard and SRS Relative of the Termination Competition 2019, see Section 9.

Our application area is string rewriting, and our implementation is tailored to that. Still, for proving correctness, we use the language of term rewriting, as this allows to re-use concepts and results.

## 2 Notation

Given a set of letters \( \Sigma \), i. e., an alphabet, a string is a finite sequence of letters over \( \Sigma \). The number of its components is the length of the string, and the string of length zero, the empty string, is denoted by \( \epsilon \). If there is no ambiguity, we denote the string with letters \( a_1, \ldots, a_n \) by \( a_1 \ldots a_n \). We deal, however, also with strings of strings, and then use the list notation \( [a_1, \ldots, a_n] \). Let \( \text{alphabet}(w) \) denote the set of letters that occur in the string \( w \). By \( \text{Prefix}(S) \) and \( \text{Suffix}(S) \) we denote the set of prefixes and suffixes resp. of strings from the set \( S \), and \( \text{Prefix}_k(S) \) and \( \text{Suffix}_k(S) \) denotes their restriction to strings of length \( k \).

### 2.1 Rewriting and Reachability

A string rewriting system over alphabet \( \Sigma \) is a set of rewrite rules. We use standard concepts and notation (see, e. g., Book and Otto [1]) with this extension: A constrained rule is a pair of strings \( l, r \), together with a constraint \( c \in \{\text{factor}, \text{prefix}, \text{suffix}\} \) that indicates where the rule may be applied. The corresponding rewrite relations are

\[
\begin{align*}
\rightarrow_{l, r, \text{factor}} &= \{(xly, xry) \mid x, y \in \Sigma^*\}, \\
\rightarrow_{l, r, \text{prefix}} &= \{(ly, ry) \mid y \in \Sigma^*\}, \\
\rightarrow_{l, r, \text{suffix}} &= \{(xl, xr) \mid x \in \Sigma^*\}.
\end{align*}
\]

A constrained rule \( (l, r, c) \) is denoted by \( l \rightarrow_c r \). Standard rewriting corresponds to the factor constraint, therefore \( \rightarrow \) abbreviates \( \rightarrow_{\text{factor}} \). For a rewrite system \( R \), we define \( \rightarrow_R \) as the union of the rewrite relations of its rules. For a relation \( \rho \) on \( \Sigma^* \) and a set \( L \subseteq \Sigma^* \), let \( \rho(L) = \{y \mid \exists x \in L, (x, y) \in \rho\} \). Hence the set of \( R \)-reachable strings from \( L \) is \( \rightarrow_R(L) \), or \( R^*(L) \) for short. A language \( L \subseteq \Sigma^* \) is closed w.r.t. \( R \) if \( \rightarrow_R(L) \subseteq L \).

➤ **Example 2.1.** For \( R = \{cc \rightarrow_{\text{factor}} bc, ba \rightarrow_{\text{factor}} ac, c \rightarrow_{\text{suffix}} bc, b \rightarrow_{\text{suffix}} ac\} \), we have \( bbb \rightarrow_{\text{suffix}} bb \rightarrow_{\text{factor}} bacc \). The reachability set \( R^*(\{bc, ac\}) \) is \((a + b)b^*c \). This set is closed with respect to \( R \).

A rewriting system \( R \) over \( \Sigma \) is called terminating on \( L \subseteq \Sigma^* \), if for each \( w \in L \), each \( R \)-derivation starting at \( w \) is finite, and \( R \) is called terminating, written \( SN(R) \), if it is

---

terminating on $\Sigma^*$. A rewriting system $R$ is called terminating relative to a rewriting system $S$ on $L$, if each $(R \cup S)$-derivation starting in $L$ has a only a finite number of $R$ rule applications. If $L$ is not given, we mean $\Sigma^*$ and write $SN(R/S)$.

### 2.2 Forward Closures

Given a rewrite system $R$ over alphabet $\Sigma$, a closure $C = (l, r)$ of $R$ is a pair of strings with $l \rightarrow^+_R r$ such that each position of $r$ is involved in some step of the derivation. In particular, we use forward closures [15].

The set $FC(R)$ of forward closures of $R$ is defined as the least set of pairs $(l, r)$ of strings that contains $R$ and satisfies

- if $(s, xuy) \in FC(R)$ and $(u, v) \in FC(R)$ then $(s, xvy) \in FC(R),$
- if $(s, xu) \in FC(R)$ and $(uy, v) \in FC(R)$ for $u \neq \epsilon \neq y$ then $(sy, xv) \in FC(R).

The set $FC(R)$ can also be characterized without recursion in the second partner, as observed by Herrmann [11] in the term rewriting case. This can be used to recursively characterize the set $RFC(R) = rhs(FC(R))$ of right hand sides of forward closures directly [6].

RFC($R$) can also be characterized by factor and suffix rewriting.

**Proposition 2.2.** $RFC(R) = (R \cup forw(R))^+(rhs(R))$, where

$$forw(R) = \{l_1 \rightarrow_{\text{suffix}} r \mid (l_1l_2 \rightarrow r) \in R, l_1 \neq \epsilon \neq l_2\}.$$

They are related to termination by

**Theorem 2.3 ([2]).** $R$ is terminating on $\Sigma^*$ if and only if $R$ is terminating on $RFC(R)$.

For a self-contained proof see Section 6 in [26].

**Example 2.4.** For $R = \{cc \rightarrow bc, ba \rightarrow ac\}$ we have $forw(R) = \{c \rightarrow_{\text{suffix}} bc, b \rightarrow_{\text{suffix}} ac\}$ and $RFC(R) = (a + b)b^*c$, cf. Example 2.1. As $RFC(R)$ contains no $R$-redex, $R$ is trivially terminating on $RFC(R)$, therefore $R$ is terminating by Theorem 2.3.

Later in the paper, we use tiled rewriting to approximate $RFC(R)$, and we obtain the termination proof of Example 2.4 automatically, see Examples 3.10 and 4.3.

### 2.3 Partial Algebras and Partial Models

We will recall concepts and notation from [3]. A partial $\Sigma$-algebra $A = (A, [\cdot])$ consists of a non-empty set $A$ and for each $n$-ary $f \in \Sigma$ a partial function $[f] : A^n \rightarrow A$. Given $A$ and a partial assignment of variables $\alpha : V \rightarrow A$, the interpretation $[t, \alpha]$ of $t \in \text{Term}(\Sigma, V)$ is defined as usual, noting that it will not always be defined. If $t$ is ground, we simply write $[t]$. A partial algebra is a partial model of a rewrite system $R$ if for each rewrite rule $(l \rightarrow r) \in R$, and each assignment $\alpha : \text{Var}(t) \rightarrow A$, definedness of $[l, \alpha]$ implies $[r, \alpha]$.

For a partial $\Sigma$-algebra $A = (A, [\cdot])$, a term $t \in \text{Term}(\Sigma, X)$, and a partial assignment $\alpha : \text{Var}(t) \rightarrow A$, let $[t, \alpha]^*$ denote the set of defined values of subterms of $t$ under $\alpha$, i. e., $\{[s, \alpha] \mid s \subseteq t \wedge [s, \alpha]$ is defined$\}$. For $T \subseteq A$, let $\text{Lang}_A(T)$ denote the set of ground terms that can be evaluated inside $T$, i. e., $\{t \in \text{Term}(\Sigma) \mid [t]^* \subseteq T\}$, and let $\text{Lang}_A = \text{Lang}_A(A)$.

Note that a partial algebra is a deterministic (tree) automaton with set of states $A$, and partiality means that the automaton may be incomplete.
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2.4 Languages defined by Tilings

A strictly locally testable language is specified by considering prefixes, factors, and suffixes of bounded length, called tiles. We give an equivalent definition that allows a uniform description, using end markers $\langle, \rangle \notin \Sigma$. A similar formalization is employed for two-dimensional tiling in [8].

**Definition 2.5.** For an alphabet $\Gamma$, $k \geq 1$ and $a_i \in \Gamma$, the $k$-tiled version of a string $a_1 \ldots a_n$ is the string over $\Gamma^k$ of all $k$-tiles, i.e., factors of length $k$:

$$\text{tiled}_k(a_1 \ldots a_n) = [a_1 \ldots a_k, a_2 \ldots a_{k+1}, \ldots, a_{n-k+1} \ldots a_n]$$

This string is empty in case $n < k$. Let $\text{tiles}_k(w)$ denote $\text{alphabet}(\text{tiled}_k(w))$.

**Definition 2.6.** For $k \geq 0$ and $w \in \Sigma^*$, the $k$-bordered version of $w$ is $\text{bord}_k(w) = \langle^k w \rangle^k$ over $\Sigma \cup \{\langle, \rangle\}$. By $\text{btiled}_k(w)$ we abbreviate $\text{tiled}_k(\text{bord}_{k-1}(w))$, and $\text{btiles}_k(w)$ stands for $\text{alphabet}(\text{btiled}_k(w))$.

**Example 2.7.** $\text{btiled}_2(\text{abbb}) = \text{tiled}_2(\langle \text{abbb} \rangle) = [\langle a, a, b, b, b \rangle]$, thus $\text{btiles}_2(\text{abbb}) = \{\langle a, a, b, b, b \rangle\}$. Further, $\text{btiles}_2(\epsilon) = \{\langle \epsilon \rangle\}$, $\text{btiles}_2(a) = \{\langle a, a \rangle\}$, and $\text{btiled}_3(a) = [\langle \epsilon, a, a, a \rangle, \langle a, a, a \rangle]$.

**Definition 2.8.** For $k \geq 1$, the language defined by a set of tiles $T \subseteq \text{btiles}_k(\Sigma^*)$ is

$$\text{Lang}(T) = \{w \in \Sigma^* \mid \text{btiles}_k(w) \subseteq T\}.$$  

This is a characterization of the class of strictly locally $k$-testable languages [16, 23], a subclass of regular languages.

**Example 2.9.** For $k = 2$ and $T = \{\langle a, ab, ba, a \rangle\}$ we obtain $\text{Lang}(T) = a(ba)^*$.

3 Tiled Rewrite Systems and Shift Algebras

We apply the method of semantic labelling w.r.t. a partial model to transform a local termination problem to a global one. Our contribution is to use the $k$-shift algebra. We obtain Algorithm 4.1 that over-approximates reachability sets w.r.t. rewriting, and is guaranteed to halt.

One application is to approximate right-hand sides of forward closures, to prove global termination (Algorithm 5.1). Later, we approximate right-hand sides of overlap closures to prove relative termination (Algorithm 8.1).

Our intended application area is string rewriting. For proving correctness we want to use concepts and results from local termination [3], so we need a translation to term rewriting. We view strings as terms with unary symbols, and a nullary symbol (representing $\epsilon$), where the rightmost (!) position in the string is the topmost position in the term. As in [3], we choose this order (left to right in the string means bottom to top in the term) since we later use deterministic automata, working from left to right on the string, realising evaluation in the algebra, which goes bottom to top. This choice also has the notational consequence that a string rewriting rule, e.g., $ab \rightarrow baa$, is translated to a term rewriting rule $((z)a)b \rightarrow ((z)b)a$, where $z$ is a variable, which we abbreviate to $(z)ab \rightarrow (z)baa$. This is just postfix notation for function application, recommended also by Sakarovitch [18], p. 12.

**Definition 3.1 (The $k$-shift algebra).** For $T \subseteq \text{btiles}_k(\Sigma^*)$, the partial algebra $\text{Shift}_k(T)$ over signature $\Sigma \cup \{\epsilon, \}\}$ has domain $\text{tiles}_{k-1}(\langle^* \Sigma^* \rangle^*)$, the interpretation of $\epsilon$ is $\langle^{k-1} \rangle$, and each letter (unary symbol) $c \in \Sigma \cup \{\rangle\}$ is interpreted by the unary function that maps $p$ to $\text{Suffix}_{k-1}(pc)$ if $pc \in T$, and is undefined otherwise.
We have the following obvious connection (modulo the translation between words and terms) between the language of the algebra (i.e., all terms that have a defined value) and the language of the set of tiles (i.e., all words that can be covered):

**Proposition 3.2.** For any set of $k$-tiles $T$, $\text{Lang}_{\text{Shift}_k}(T) = \text{Prefix}(\text{Lang}(T) \cdot ▶ k^{-1})$.

We need the prefix closure since a language of a partial algebra always is subterm-closed, according to the definition from [3], a feature that had already been criticised in [4].

To apply semantic labelling, we need a partial algebra that is a partial model. A $k$-shift algebra is a model for a rewrite system $R$ only if $R$ does not change the $k - 1$ topmost symbols. This property can be guaranteed by the following closure operation that also translates our notion of constrained string rewriting to the standard notion of term rewriting:

**Definition 3.3.** For a constrained string rewriting system $R$ over $\Sigma$ defines its context closure, the term rewriting system $CC_k(R)$ over $\Sigma \cup \{\epsilon\}$, where $\epsilon$ is a constant, all other symbols are unary, and $z$ is a variable symbol, as follows. Note that the second subset consists of ground rules.

$CC_k(R) = \{(z)y \rightarrow (z)ry \mid (l \rightarrow_{\text{factor}} r) \in R, y \in \text{tiles}_{k-1}(\Sigma^* ▶ k^{-1})\} \cup
\{(\epsilon)y \rightarrow (\epsilon)ry \mid (l \rightarrow_{\text{prefix}} r) \in R, y \in \text{tiles}_{k-1}(\Sigma^* ▶ k^{-1})\} \cup
\{(z)y \rightarrow (z)ry \mid (l \rightarrow_{\text{suffix}} r) \in R, y \in ▶ k^{-1}\}$

Constrained rewrite steps of $R$ on $\Sigma^*$ are directly related to term rewrite steps of the context closure of $R$ on (the set of terms corresponding to) $\Sigma^* ▶ k^{-1}$:

**Proposition 3.4.** $s \rightarrow_R t$ iff $(\epsilon)s ▶ k^{-1} \rightarrow_{CC_k(R)} (\epsilon)t ▶ k^{-1}$.

Since $CC_k(R)$ does keep the $k - 1$ topmost (rightmost) symbols intact, the shift algebra of $T$ is a partial model provided it contains a sufficiently large set of tiles:

**Proposition 3.5.** For a set of $k$-tiles $T$ and a rewriting system $R$, if $\text{Lang}_{\text{Shift}_k}(T)$ is closed with respect to $R$, then $\text{Shift}_k(T)$ is a partial model for $CC_k(R)$.

In Section 4 we provide an algorithm for constructing such a closed set $T$.

Given a partial model, we use it for semantic labeling. The labeling of $CC_k(R)$ with respect to $\text{Shift}_k(T)$ (see [3], Def. 6.3) produces a term rewriting system that can be re-transformed to a string rewriting system by replacing each function symbol $c$, that is labelled with an element $p$ from the algebra, to the string (the tile) $pc$. The following definition avoids the round-trip, and shows how to label the string rewriting system directly.

**Definition 3.6.** For a rule $l \rightarrow_c r$ over signature $\Sigma$ with $c \in \{\text{factor}, \text{prefix}, \text{suffix}\}$, we define a set of rules over signature $\text{tiles}_k(\Sigma^*)$ by

- $\text{btiledi}_k(l \rightarrow_{\text{factor}} r) = \{\text{tiles}_k(xly) \rightarrow_{\text{factor}} \text{tiles}_k(xry) \mid x \in T^<_c, y \in T^>_c\}$
- $\text{btiledi}_k(l \rightarrow_{\text{prefix}} r) = \{\text{tiles}_k(xly) \rightarrow_{\text{prefix}} \text{tiles}_k(xry) \mid x = c^{k-1}, y \in T^>_c\}$
- $\text{btiledi}_k(l \rightarrow_{\text{suffix}} r) = \{\text{tiles}_k(xly) \rightarrow_{\text{suffix}} \text{tiles}_k(xry) \mid x \in T^<_c, y \in ▶ k^{-1}\}$

where $T^<_c = \text{tiles}_{k-1}(\Sigma^* ▶ k^{-1})$, $T^>_c = \text{tiles}_{k-1}(\Sigma^* ▶ k^{-1})$, and for a set of tiles $T \subseteq \text{btiledi}_k(\Sigma^*)$ let $\text{btiledi}_T(l \rightarrow_c r) = \text{btiledi}_k(l \rightarrow_c r) \cap T^* \times T^* \times \{c\}$,

the set of tiled rules that use tiles from $T$ only. Both $\text{btiledi}_k$ and $\text{btiledi}_T$ are extended to sets of rules. Note that $\{c^{k-1}\} = \text{tiles}_{k-1}(\Sigma^*)$ and $\{▶ k^{-1}\} = \text{tiles}_{k-1}(▷ k^{-1})$. 
Example 3.7. The set $btiled_2(ba \rightarrow \text{factor } ac)$ contains 16 rules, among them $[<b, ba, ac>] \rightarrow [ca, ac, cb]$, $[<b, ba, ac>] \rightarrow [ca, ac, ca]$, ..., $[ab, ba, ac] \rightarrow [ca, ac, ca]$, and $btiled_2(b \rightarrow \text{suffix } ac) = \{[<b, b>] \rightarrow [ca, ac, cb], [ab, b] \rightarrow [ca, ac, ca]\}$. For $S = \{ac, ba, bb, cc\}$ we get $btiled_2(ba \rightarrow \text{factor } ac) = \emptyset$.

This translation is faithful, in the following sense:

Proposition 3.8. $btiled_T(R)$ is exactly the (string rewriting translation of the) labeling of $CC_k(R)$ with respect to $Shift_k(T)$.

To actually enumerate $btiled_T(R)$ in an implementation, we will fuse both parts of Definition 3.6 by restricting contexts $x$ and $y$ to be elements of $T^*$ right from the beginning.

Theorem 3.9. For $k \geq 1$ and $T \subseteq btiles_k(\Sigma^*)$, if $Lang(T)$ is closed with respect to $R$, then $R$ is terminating on $Lang(T)$ if and only if $btiled_T(R)$ is terminating.

Proof. By Proposition 3.8 and Theorem 6.4 from [3], applicable due to Proposition 3.5.

Example 3.10 (Example 2.4 continued). Let $R = \{cc \rightarrow bc, ba \rightarrow ac\}$. Then $RFC(R) = Lang(T)$ for the set of tiles $T = \{<a, c>, <b, a, c, b>\}$. The set $RFC(R)$ is closed w.r.t. $R$ by definition and $tiled_T(R)$ is empty, therefore terminating. By Theorem 3.9, $R$ is terminating on $RFC(R)$, thus by Theorem 2.3, $R$ is terminating. See Example 4.3 for a computation that produces $T$ from $R$.

4 Completion in Shift Algebras

To apply Theorem 3.9, we need an $R$-closed set $T$ of tiles. The following algorithm computes such a set by starting from an initial set $S$, and successively adding tiles that become reachable via $R$-steps. This is similar to other algorithms that produce rewrite-closed automata [5]. Due to the algebra we use, we have the stronger property of guaranteed termination.

Algorithm 4.1.

Specification:
- Input: A term rewriting system $R$ over $\Sigma$, a finite partial $\Sigma$-algebra $A = (A, [\cdot])$, a set $S \subseteq A$.
- Output: A minimal set $T \subseteq A$ such that $S \subseteq T$ and $Lang_A(T)$ is closed w.r.t. $R$.

Implementation: Let $T = \bigcup_i T_i$ for the sequence $S = T_0 \subseteq T_1 \subseteq \cdots$ where

$$T_{i+1} = T_i \cup \left\{ [\ell, \alpha]^* | (l \rightarrow r) \in R, \alpha : \text{Var}(l) \rightarrow T_i, [l, \alpha]^* \subseteq T_i \right\}$$

where it is sufficient to compute a finite prefix.

Proof. This algorithm terminates, since the sequence $T_i$ is increasing, and bounded from above by $A$, so it is eventually constant. The result is $R$-closed by construction.

This algorithm will be applied to $CC_k(R)$, and we construct the context closure on the fly: in each step, we use only those contexts that are accessible in $Shift_k(T_i)$.

Let us first specify the representation of $Shift_k(T)$. This algebra is a deterministic automaton, possibly incomplete.
Definition 4.2. For \( k \geq 1 \), a finite automaton over alphabet \( \Sigma \cup \{\texttt{\textless}, \texttt{\textgreater}\} \) is a \( k \)-shift automaton if its states are in \( \text{tiles}_{k-1}(\text{\textless}^* \Sigma^* \text{\textgreater}^*) \), its initial state is \( \text{\textless}^k \), its final state is \( \text{\textgreater}^k \), and for each transition \( p \xrightarrow{r} q \), state \( q \) is the suffix of length \( k - 1 \) of \( pc \). Such an automaton \( A \) represents the set of tiles (of length \( k \)) \( \text{tiles}(A) = \{pc \mid p \xrightarrow{A} q\} \).

Condition \([l, \alpha]^* \subseteq T_i\) of Algorithm 4.1 is equivalent to the existence of a path in the automaton \( T_i \) that starts at state \( p = \alpha(z) \) and is labelled \( l \). We call this a redex path \( p \xrightarrow{l} q \). Adding tiles then corresponds to adding edges and states. Whenever we add edges for some over-approximation.

Condition \([r, \alpha]^* \subseteq T_i\), the target state of each transition is determined by the shift property of the automaton. This is in contrast to other completion methods where there is a choice of adding fresh states, or re-using existing states.

The set of states could be defined to be \( \text{btiles}_{k-1}(\Sigma^*) \) in advance, but for efficiency, we only store accessible states, and add states as soon as they become accessible.

With the automata representation, we implement \( \text{btiled}_T(R) \) as follows: To determine \( xly \) in Definition 3.6, we compute all pairs \( p, q \) of states with \( p \xrightarrow{l} q \). This can be done by starting at each \( p \), but our implementation uses the product-of-relations method of [22]. Note that \( p \), the state where the redex path starts, is actually \( x \), the left context.

For each such pair \( (x, y) \), we add the path starting at \( x \) labeled \( ry \). Note that this path (for the context-closed reduce) meets the path for \( ly \) (the context-closed redex) in the end, since the automaton is a shift automaton. The tree search for possible \( y \) can be cut short if we detect that these paths meet earlier.

The following example demonstrates completion only. For examples that use the completed automaton for semantic labeling, see Section 5.

Example 4.3 (Example 3.10 continued). In order to illustrate the use of shift automata for implementing Algorithm 4.1, consider again \( R = \{cc \rightarrow bc, ba \rightarrow ac\} \) with \( \text{form}(R) = \{c \rightarrow_{\text{suffix}} bc, b \rightarrow_{\text{suffix}} ac\} \). We choose \( k = 2 \) and represent \( \text{btiled}_2(\text{rhs}(R)) = \{\text{\textless}b, bc, c\text{\textgreater}, \text{\textless}a, ac, c\text{\textgreater}\} \) by the left automaton in Figure 1. Here, completion refers to the set of rules \( C = \text{CC}_2(R \cup \text{form}(R)) = \{cxy \rightarrow bcxy, bay \rightarrow acy, c\text{\textgreater} \rightarrow bc\text{\textgreater}, b\text{\textgreater} \rightarrow ac\text{\textgreater} \mid y \in \{a, b, c, \text{\textgreater}\}\} \). In the initial automaton we look for paths of the form \( p \xrightarrow{l} q \) for some rule \( l \rightarrow r \in C \). Two such paths exist, \( a \xrightarrow{bc} \text{\textgreater} \) and \( b \xrightarrow{bc} \text{\textgreater} \). Completion therefore adds the paths \( a \xrightarrow{b} \text{\textgreater} \) and \( b \xrightarrow{b} \text{\textgreater} \) for the corresponding right-hand sides, resulting in the new edges \( a \xrightarrow{\text{\textgreater}} b \) and \( b \xrightarrow{\text{\textgreater}} b \) (and no new nodes), depicted by the right automaton \( A \). No further completion steps are possible, thus \( \text{RFC}(R) \subseteq \text{Lang}(\text{tiles}(A)) \) with \( \text{tiles}(A) = \{\text{\textless}a, \text{\textless}b, ab, ac, bb, bc, c\text{\textgreater}\} \). Note that for this simple example, \( \subseteq \) could be replaced by equality, but in general the algorithm yields an over-approximation.

Figure 1 Constructing the shift automaton for RFC\(\{cc \rightarrow bc, ba \rightarrow ac\}\) for \( k = 2 \).
We transform a termination problem as follows:

**Algorithm 5.1.**

**Specification:**
- Input: A rewriting system \( R \) over \( \Sigma \), a number \( k \)
- Output: A rewriting system \( R' \) over \( btiled_k(\Sigma) \) such that \( SN(R) \iff SN(R') \)

**Implementation (and correctness):** By Theorem 2.3, \( SN(R) \iff SN(R) \) on \( RFC(R) \). By Proposition 2.2, \( RFC(R) = (R \cup forw(R))^\ast(rhs(R)) \). By Algorithm 4.1, we construct \( T \) such that \( Lang(T) \) contains \( rhs(R) \) and is closed w.r.t. \( R \cup forw(R) \), that is, \( RFC(R) \subseteq Lang(T) \). We then use the algebra \( Shift(T) \) as a partial model for \( CC_k(R) \). By Theorem 3.9 and the previous, \( SN(R) \iff SN(btiled(T)(R)) \).

This approach had already been described in [3], Section 8, but there it was left open how to find a suitable partial algebra. An implementation used a finite-domain constraint solver, but then only small domains could be handled. In the present paper, we instead construct a suitable \( k \)-shift algebra by completion. Even if it is large, it might help solve the termination problem, cf. Example 5.6 below. We give a few smaller examples first.

**Example 5.2.** We apply Algorithm 5.1 with \( k = 3 \) to \( R = \{ab^3 \rightarrow bbaab\} \). We obtain 11 reachable tiles and 12 labeled rules. All of them can be removed by weights. We start with the automaton for \( btiled_3(bbaab) \) (solid edges in Figure 2).
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The 3-shift automaton for \( RFC(ab^3 \rightarrow bbaab) \).

It contains no \( R \)-redex. There is a \( forw(R) \)-redex for \( ab \rightarrow suffix bbaab \) starting at \( ba \). We add a reduct path, starting with two fresh (dashed) edges. This creates a \( forw(R) \)-redex for \( ab \rightarrow suffix bbaab \) from \( b^2 \). To cover this, we add the loop at \( b^2 \) (dotted). Now we have a \( R \)-redex \( ba \rightarrow a^2 \rightarrow ab \rightarrow b^2 \rightarrow b^2 \). The corresponding reduct path is \( ba \rightarrow ab \rightarrow b^2 \rightarrow ba \rightarrow a^2 \rightarrow ab \). The redex needs to be right-context-closed with \( a \) and with \( b \), as these are the possible continuations from \( b^2 \). So we context-close the reduct path as well, adding one more edge \( ab \rightarrow ba \) (dash-dotted), as \( ab \rightarrow b^2 \) is already present. This introduces an \( R \)-redex from \( ab \) to \( b^2 \), with right extensions \( a \) and \( b \). The extended reduct paths are already present. The automaton is now closed with respect to \( R \cup forw(R) \). It represents the set of tiles

\[ T = \{<b, bb, bba, bbb, baa, bab, ab, aba, abb, ab>, b>, b>\}. \]

Absent from \( T \) are
- \(<\Sigma>, <\Sigma> \) (meaning that \( RFC(R) \) does not contain strings of length 0 or 1),
- as well as \( <a, \Sigma, <ba, \Sigma a>, a> \) (meaning that \( RFC(R) \) starts with \( b^2 \) and ends with \( b \)),
- and \( a^3 \) (meaning that \( RFC(R) \) does not have \( a^3 \) as a factor).
Finally, we compute $btiled_T(R)$. There are three $R$-redex paths in the automaton, starting at $b^2, ba, ab$, respectively, and all ending in $b^2$. They will be right-context-closed by $\Sigma^2$, resulting in the following $3 \times 2^2 = 12$ tiled rules, where $x, y \in \Sigma$:

\[
\begin{align*}
[bba, bab, abb, b^3, bbx, bxy] &\rightarrow [b^3, b^3, bba, ba, aab, abx, bxy] \\
[baa, aab, abb, b^3, bbx, bxy] &\rightarrow [bab, abb, bba, baa, aab, abx, bxy] \\
[aba, bab, abb, b^3, bbx, bxy] &\rightarrow [abb, b^3, bba, ba, aab, abx, bxy]
\end{align*}
\]

With the following weights, all rules are strictly decreasing:

- $bbb \mapsto 8$
- $bab \mapsto 4$
- $abb \mapsto 3$
- $bba \mapsto 3$
- others $\mapsto 0$.

This shows termination of $btiled_T(R)$, thus, of $R$.

The following observation, similar to semantic unlabeling [20], allows to use the partial algebra for removing rules without labeling:

\textbf{Proposition 5.3.} If the set of tiles $T$ is $R$-closed, and $R_0 \subseteq R$ such that $tiled_T(R_0) = \emptyset$, then $SN(R)$ on $\text{Lang}(T)$ if and only if $SN(R \setminus R_0)$ on $\text{Lang}(T)$.

\textbf{Proof.} Let $R_1 = R \setminus R_0$. By Theorem 3.9, each $R$-derivation corresponds to a $btiled_T(R)$-derivation. By assumption, this is a $btiled_T(R_1)$-derivation. This can be mapped back to a $R_1$-derivation, using the same theorem. ▶

If $R_0$ is nonempty, this produces a strictly smaller termination problem on the original alphabet. This results in a modification of Algorithm 5.1:

\textbf{Algorithm 5.4.}
- **Specification:**
  - Input: A rewriting system $R$ over $\Sigma$, a number $k$
  - Output: A rewriting system $R'$ over $\Sigma$ such that $SN(R) \iff SN(R')$, or failure.
- **Implementation:** By Algorithm 4.1, construct $T$ such that $\text{Lang}(T)$ contains $\text{rhs}(R)$ and is closed w.r.t. $R \cup \text{forw}(R)$, that is, $RFC(R) \subseteq \text{Lang}(T)$. Let $R_0 \subseteq R$ consist of all rules $(l \rightarrow r) \in R$ with $btiled_T(l \rightarrow r) = \emptyset$. If $\emptyset \neq R_0$, then output $R \setminus R_0$, else fail.

\textbf{Example 5.5.} We apply Algorithm 5.4, for $k = 2$, to $R = \{ab \rightarrow bca, bc \rightarrow cbb, ba \rightarrow acb\}$. This is SRS/Zantema/z018 from TPDB. We construct the 2-shift automaton, see Figure 3, and we find that $btiled_T(ab \rightarrow bca) = \emptyset$. The algorithm outputs $\{bc \rightarrow cbb, ba \rightarrow acb\}$. Note that

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{The 2-shift automaton for RFC(z018).}
\end{figure}
the automaton contains redexes for \((a \rightarrow \text{suffix} \ bca) \in \text{forw}(ab \rightarrow bca)\) (from states 〈, c, and b) but the criterion is the occurrence of \(ab \rightarrow bca\) only. To handle the resulting termination problem, we reverse all strings in all (remaining) rules, obtaining \(\{cb \rightarrow bce, ab \rightarrow bca\}\). Again we apply Algorithm 5.4 and this time we find that \(ab\) does not occur in the automaton. This leaves \(\{cb \rightarrow bce\}\). Applying the algorithm one more time, we find that there is no \(cb\) in the 2-shift automaton for \(\text{RFC}(cb \rightarrow bce)\). The algorithm outputs \(\emptyset\), and we have proved termination of \(z018\).

▶ Example 5.6. We prove termination of Zantema’s problem \(\{a^2b^2 \rightarrow b^3a^3\}\), a classical benchmark. We give an outline of the proof that consists of a chain of transformations. Each node \((r, s)\) denotes a rewrite system with \(r\) rules on \(s\) letters. The arrows \(\xrightarrow{\text{RFC}}\) and \(\xrightarrow{\text{Rem}}\) denote application of Algorithm 5.1 and Algorithm 5.4 respectively, and \(\xrightarrow{W}\) denotes removal of rules by weights.

\[
\begin{align*}
(1, 2) & \xrightarrow{\text{RFC}} (4, 4) \xrightarrow{\text{Rem}} (3, 4) \xrightarrow{\text{RFC}} (12, 8) \xrightarrow{\text{RFC}} (105, 26) \xrightarrow{W} (60, 26) \\
(37, 26) & \xrightarrow{\text{RFC}} (97, 44) \xrightarrow{W} (65, 43) \xrightarrow{\text{RFC}} (36, 43) \xrightarrow{W} (28, 43) \xrightarrow{\text{RFC}} (86, 68) \\
& \xrightarrow{W} (50, 62) \xrightarrow{\text{RFC}} (246, 128) \xrightarrow{W} (42, 84) \xrightarrow{\text{RFC}} (2, 44) \xrightarrow{W} (0, 0).
\end{align*}
\]

It is even possible to give a termination proof \textit{without} using weights at all:

\[
\begin{align*}
(1, 2) & \xrightarrow{\text{RFC}} (4, 4) \xrightarrow{\text{Rem}} (3, 4) \xrightarrow{\text{RFC}} (40, 15) \xrightarrow{\text{RFC}} (105, 26) \xrightarrow{\text{Rem}} (65, 26) \xrightarrow{\text{RFC}} (52, 26) \\
(37, 26) & \xrightarrow{\text{RFC}} (97, 44) \xrightarrow{\text{Rem}} (37, 43) \xrightarrow{\text{RFC}} (36, 43) \xrightarrow{\text{Rem}} (110, 68) \xrightarrow{\text{RFC}} (80, 64) \\
& \xrightarrow{\text{Rem}} (192, 93) \xrightarrow{\text{RFC}} (96, 89) \xrightarrow{\text{Rem}} (58, 79) \xrightarrow{\text{RFC}} (32, 66) \xrightarrow{\text{RFC}} (0, 0).
\end{align*}
\]

▶ Example 5.7. We show that our method can be applied as a preprocessor for other termination provers. We consider \(R = \{0000 \rightarrow 1001, 0101 \rightarrow 0010\}\), which is \textit{SRS/Gebhardt/16} from the TPDB. After the chain of transformations

\[
(2, 2) \xrightarrow{\text{RFC}} (98, 20) \xrightarrow{W} (24, 11) \xrightarrow{\text{RFC}} (17, 10) \xrightarrow{W} (15, 8),
\]

the resulting problem can be solved by \textit{T\textsc{t}T\textsc{t}2} [14] quickly, via KBO. \textit{T\textsc{t}T\textsc{t}2} did not solve this problem in the Termination Competition 2018.

6 Overlap Closures and Relative Termination

We now apply our approach to prove relative termination. With relative termination, the RFC method does not work.

▶ Example 6.1. \(R/S\) may nonterminate although \(R/S\) terminates on \(\text{RFC}(R \cup S)\). For example, let \(R = \{ab \rightarrow a\}\) and \(S = \{c \rightarrow bc\}\). We have \(\text{RFC}(R \cup S) = a \cup b^+ c\). This does not have a factor \(ab\), therefore \(\text{SN}(R/S)\) on \(\text{RFC}(R \cup S)\). On the other hand, \(\neg \text{SN}(R/S)\) because of the loop \(abbc \rightarrow R \rightarrow a \rightarrow S \rightarrow abbc\).

Therefore, we use overlap closures instead. To prove correctness of this approach, we use a characterization of overlap closures as derivations in which every position between letters is touched. A new left-recursive characterization of overlap closures (Corollary 7.1) allows us to enumerate \(\text{ROC}(R)\) by completion.
Let $OC(R)$ denote the set of overlap closures [10], and let $ROC(R) = rhs(OC(R))$. A position between letters in the starting string of a derivation is called touched by the derivation if it has no residual in the final string.

**Example 6.2.** For the rewrite system $R = \{ab \rightarrow baa\}$ over alphabet $\{a, b\}$, all positions labelled by $|$ in the starting string $a|a|ba|b$ are touched by the derivation $aabab \rightarrow_R abaaab \rightarrow_R baaaaab \rightarrow_R baaabaa$. The position between $b$ and $a$ in the starting string has the residual position between $a$ and $b$ in the final string.

**Lemma 6.3.** [7, Lemma 3] The set $OC(R)$ of overlap closures of $R$ is the set of all $R$-derivations where all initial positions between letters are touched.

Termination has been characterized by forward closures ([2]). In the following we obtain a characterization of relative termination by overlap closures.

**Definition 6.4.** For a finite or infinite $R$-derivation $A$, let $\text{Inf}(A)$ denote the set of rules that are applied infinitely often in $A$. (For a finite derivation, $\text{Inf}(A) = \emptyset$.)

**Proposition 6.5.** For each $R$-derivation $A$, there are finitely many $R$-derivations $B_1, \ldots, B_k$ that start in $ROC(R)$, and $\text{Inf}(A) = \bigcup_i \text{Inf}(B_i)$.

**Proof.** If $A$ is empty, then $k = 0$. If $A$ has a finite prefix that is an $OC$, then $k = 1$ and $B_1$ is the (infinite) suffix. Else, the start of $A$ has a position that is never touched during $A$. We can then split the derivation, and use induction by the length of the start of the derivation.

**Proposition 6.6.** $SN(R/S)$ if and only if for each $(R \cup S)$-derivation $A$, $\text{Inf}(A) \cap R = \emptyset$.

The following theorem says that for analysis of relative termination, we can restrict to derivations starting from right-hand sides of overlap closures.

**Theorem 6.7.** $SN(R/S)$ if and only if $SN(R/S)$ on $ROC(R \cup S)$.

**Proof.** The implication from left to right is trivial, as we consider a subset of derivations. For the other direction, let $A$ be an $(R \cup S)$-derivation. Using Proposition 6.5 we obtain $B_1, \ldots, B_k$ for $A$ such that

$$\text{Inf}(A) \cap R = \bigcup_i \text{Inf}(B_i) \cap R = \bigcup_i (\text{Inf}(B_i) \cap R) = \bigcup_i \emptyset = \emptyset,$$

thus $SN(R/S)$ by Proposition 6.6.

## 7 Computation of Overlap Closures by Completion

We employ the following left-recursive characterisation of $ROC(R)$ (proved in the Appendix) that is suitable for a completion algorithm.

**Corollary 7.1.** $ROC(R)$ is the least set $S$ such that

1. $rhs(R) \subseteq S$;
2. if $tx \in S$ and $(xu, v) \in R$ for some $t, x, u \neq \epsilon$ then $tv \in S$;
3. if $xt \in S$ and $(xw, v) \in R$ for some $t, x, u \neq \epsilon$ then $vt \in S$;
4. if $tul' \in S$ and $(u, v) \in R$ then $tvl' \in S$;
5. if $tx \in S$ and $yv \in S$ and $(xwy, z) \in R$ for some $t, x, y, v \neq \epsilon$ then $tzv \in S$. 

---
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As we still want to apply the partial algebra approach, we have two options: modify that approach to allow more premises, or modify our translation, as follows.

Starting from the automaton constructed in Section 3, we add a path from final state $\triangleright^{k-1}$ to initial state $\prec^{k-1}$, consisting of $k - 1$ transitions labelled $\prec$. The language of this automaton is $\text{Lang}(T)\triangleright^{k-1}(\prec^{k-1}\text{Lang}(T)\triangleright^{k-1})^*$. Note that this is still a shift automaton. Then an application of Item 5 of Corollary 7.1 with $(xwy,t) \in R$ is realized by a standard rewrite step $x\triangleright^{k-1}\prec^{k-1}y \rightarrow_{\text{factor}} t$.

Similar to Definition 3.1, Proposition 3.2, Definition 3.3, we have

**Definition 7.2.** For $T \subseteq \text{tiles}_k(\Sigma^*)$ the looped partial algebra $\text{Shift}_k^\epsilon(T)$ has signature $\Sigma \cup \{\prec,\triangleright\}$, domain $\text{tiles}_{k-1}(\prec^{k-1}\epsilon\triangleright^{k-1})^*$, the interpretation of $\epsilon$ is $\prec^{k-1}$, and each letter $c \in \Sigma \cup \{\prec,\triangleright\}$ maps $p$ to $\text{Suffix}_{k-1}(pc)$, if $pc \in T \cup \text{tiles}_k(\triangleright^{k-1}\prec^{k-1})$, and is undefined otherwise.

**Proposition 7.3.** For a set of tiles $T$, we have

$$\text{Lang}_{\text{Shift}_k^\epsilon}(T) = \text{Prefix}(\text{Lang}(T)\triangleright^{k-1}(\prec^{k-1}\text{Lang}(T)\triangleright^{k-1})^*).$$

**Definition 7.4.** Let $\text{CC}_k^\epsilon(R) = \{(z)x\triangleright^{k-1}\prec^{k-1}ye \rightarrow (z)re \mid (xwy \rightarrow_{\text{factor}} r) \in R, x \neq \epsilon \neq y, e \in \text{tiles}_{k-1}(\Sigma^*\triangleright^*)\}$.

The purpose of this construction is:

**Proposition 7.5.** For a set of $k$-tiles $T$ and a rewriting system $R$, if $\text{Lang}_{\text{Shift}_k^\epsilon}(T)$ is closed with respect to $\text{CC}_k^\epsilon(R \cup \text{forw}(R) \cup \text{backw}(R)) \cup \text{CC}_k^\epsilon(R)$, then $\text{ROC}(R)\triangleright^{k-1} \subseteq \text{Lang}_{\text{Shift}_k^\epsilon}(T)$.

**Example 7.6.** We illustrate the completion algorithm to obtain an approximation for $\text{ROC}(R)$, for $R = \{a^3 \rightarrow ab^2a^3\}$. We take $k = 4$ and start with the automaton for $\text{rhs}(R)$, and include the backwards path from $\triangleright^3$ to $\prec^3$ (the solid arrows in Figure 4).
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We now consider rules $(a\triangleright^3\prec^3ac \rightarrow a^2b^2a^3e) \in \text{CC}_k^\epsilon(R)$. These can only start at state $b^2a$, and the only choice for the right 3-context $e$ in those rules is $abb$. The reduct path needs two fresh edges (dashed). For rules $(a^3\triangleright^3\prec^3ac \rightarrow a^2b^2a^3e) \in \text{CC}_k^\epsilon(R)$, a redex must start in $ab^2$, and the only right 3-context $e$ is still $abb$. The reduct path needs one extra edge (dotted). The automaton is now closed also with respect to the other operations. We
compute $\text{btiled}_T(R)$. There is just one $R$-redex, starting at $ab^2$, with just one right extension $bba$. This creates just one labeled rule
\[
[abba, bbba, baab, aabb, abba] \rightarrow [abba, bbba, baab, aabb, abba, bbba, baab, aabb, abba].
\]

Of course, the actual implementation will not explicitly represent the path labeled $<^3$.

Similar to Theorem 3.9 we have

\[ ★ \text{Theorem 7.7.} \text{ If } \lang(T) \text{ is closed w.r.t. } R \cup S, \text{ then } SN(R/S) \text{ on } \lang(T) \text{ if and only if } SN(\text{btiled}_T(R)/\text{btiled}_T(S)). \]

For the proof, we need an obvious extension of [3] Thm 6.4 for relative termination, by keeping track of the origin ($R$ or $S$) of labeled rules.

\[ 8 \text{ Examples of Relative Termination Proofs via Overlap Closures} \]

We transform global relative termination $SN(R/S)$ as follows:

\[ ★ \text{Algorithm 8.1.} \]

\[ 
\begin{itemize}
  \item Specification:
  \begin{itemize}
    \item Input: rewriting systems $R, S$ over $\Sigma$, number $k$
    \item Output: rewriting systems $R', S'$ over $\text{btiled}_k(\Sigma)$ such that $SN(R/S) \iff SN(R'/S')$.
  \end{itemize}
  \item Implementation (and correctness): By Theorem 6.7, $SN(R/S)$ iff $SN(R/S)$ on $\text{ROC}(R \cup S)$. By Corollary 7.1, $\text{ROC}(R)$ is obtained by completion. By Algorithm 4.1, we construct $T$ such that $\lang(T)$ contains $\text{rhs}(R)$ and is closed w.r.t. $CC(R \cup S) \cup (\text{forw}(R \cup S) \cup \text{backw}(R \cup S)) \cup CC'(R \cup S)$, that is, $\text{ROC}(R) \subseteq \lang(T)$. By Theorem 3.9 and the previous, $SN(R/S)$ iff $SN(\text{btiled}_T(R)/\text{btiled}_T(S))$. 
\end{itemize}
\]

It is often the case that $SN(\text{btiled}_T(R)/\text{btiled}_T(S))$ can be obtained with some easy method, e.g., weights.

Similar to Algorithm 5.4, there is a variant that removes rules in case $\text{btiled}_T(R_0 \cup S_0) = \emptyset$.

\[ ★ \text{Example 8.2.} SN(ababa \rightarrow \epsilon/ab \rightarrow bbba) \text{ (SRS_Relative/Waldmann_06_relative/r4 from TPDB) can be solved quickly by Algorithm 8.1 with } k = 4. \text{ The tiled system has 270 rules on 33 tiles, and can be solved with weights. Alternatively, tiling of width 5 produces 51 reachable tiles, where the left-hand side of the strict rule is not covered, so can be removed. In the Termination Competition 2018, AProVE [9] solved this benchmark with double root labeling, which is very similar to tiling of width 3, but this took more than 4 minutes.} \]

\[ ★ \text{Example 8.3.} \text{ The bowls and beans problem had been suggested by Vincent van Oostrom [21]. It asks to prove termination of this relation:} \]

\[ \text{If a bowl contains two or more beans, pick any two beans in it and move one of them to the bowl on its left and the other to the bowl on its right.} \]

In a direct model, a configuration is a function $Z \rightarrow \mathbb{N}$ with finite support. In a rewriting model, this is encoded as a string. Several such models have been submitted to TPDB by Hans Zantema (SRS_Standard/Zantema_06/beans[1..7]). We consider here a formalisation as a relative termination problem (SRS_Relative/Waldmann_06_relative/rbeans).

\[ \{baa \rightarrow abc, ca \rightarrow ac, cb \rightarrow ba\}/\{\epsilon \rightarrow b\} \]
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Here, \(a\) is a bean, \(b\) separates adjacent bowls, and \(c\) transports a bean to the next bowl. The relative rule is used to add extra bowls at either end – although it can be applied anywhere, meaning that any bowl can be split in two, anytime, which does not hurt termination. To the best of our knowledge, this benchmark problem had never been solved in a termination competition. We can now give a termination proof via tiling of width 3, and using overlap closures. This results in a relative termination problem with 560 rules on 47 letters where 305 rules can be removed by weights, and the remaining strict rules by KBO.

The following example applies Algorithm 8.1 to a relative termination problem that comes from the dependency pairs transformation.

\textbf{Example 8.4.} The system \{ababaaba \rightarrow abaabababaab\} is part of the enumeration SRS Standard/Wenzel_16, and it was not solved in Termination Competitions up to 2018. In the competition of 2019, Matchbox obtained a termination proof with outline

\[
(1, 2) \rightarrow (9, 3) \rightarrow (56, 17) \rightarrow (34, 14) \rightarrow (24, 14) \rightarrow (18, 10) \rightarrow (276, 46) \\
W \rightarrow (212, 39) \rightarrow (206, 39) \rightarrow (151, 29) \rightarrow (2558, 138) \rightarrow (1962, 115) \rightarrow (1960, 115) \rightarrow (1082, 86) \rightarrow (156, 44),
\]

where \(\rightarrow^{\text{ROCM}}\) and \(\rightarrow^{\text{ROCm}}\) denote an application of Algorithm 8.1, or its variant for rule removal, respectively. \(\rightarrow^{\text{DP}}\) stands for the dependency pairs transformation, and \(\rightarrow^{\text{EDG}}\) denotes the restriction to a strongly connected component of the (estimated) dependency graph. The proof ends successfully with an empty graph.

There are two more systems \{ababaaba \rightarrow abaabababaab\} and \{abaababaab \rightarrow aababaabaab\} with the same status. Intermediate systems have up to 3940 rules.

\section{Experimental Evaluation}

Sparse tiling is implemented in the termination prover Matchbox\textsuperscript{2} that won the categories SRS Standard and SRS Relative in the Termination Competition 2019. Matchbox employs a parallel proof search with a portfolio of algorithms, including Algorithm 8.1.

For relative termination, we use weights, matrix interpretations over the naturals, and tiling of widths 2, 3, 5, 8 (in parallel), cf. Example 8.3. For standard termination, we use RFC matchbounds, and (in parallel) the dependency pairs (DP) transformation, creating a relative termination problem, to which we apply weights, matrix interpretations over natural and arctic numbers, and tiling of width 3 (only), cf. Example 8.4.

Table 1 shows performance of variants of these strategies on SRS benchmarks of TPDB, as measured on Starexec, under the Termination profile (5 minutes wall clock, 20 minutes CPU clock, 128 GByte memory). In all experiments, we keep using weights and (for standard termination) the DP transform. The bottom right entry of each sub-table contains the result for the full strategy, used in competition.

We note a strong increase in the last column (matrices:yes) of the left sub-table. We conclude that sparse tiling is important for relative termination proofs. The right sub-table shows a very weak increase in the corresponding column. We conclude that with Matchbox’ current search strategy for standard termination, other methods overshadow tiling, e. g., RFC matchbounds are used in 578 proofs, and arctic matrices in 389 proofs.

\textsuperscript{2} https://gitlab.imn.htwk-leipzig.de/waldmann/pure-matchbox
Table 1 Number of termination proofs obtained by variants of Matchbox.

<table>
<thead>
<tr>
<th>SRS Relative</th>
<th>matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starexec Job 33975</td>
<td></td>
</tr>
<tr>
<td>tilling no</td>
<td>1</td>
</tr>
<tr>
<td>yes</td>
<td>176</td>
</tr>
<tr>
<td>Starexec Job 33975</td>
<td></td>
</tr>
<tr>
<td>tilling no</td>
<td>100</td>
</tr>
<tr>
<td>yes</td>
<td>512</td>
</tr>
</tbody>
</table>

For relative termination, the method of tiling, with weights, but without matrices, is already quite powerful with 176 proofs, a number between those for AProVE (163) and MultumNonMulta (192).

Table 2 shows the widths used in tiling proofs for relative SRS. The sum of the bottom row is larger than the total number of proofs (225) since one proof may use several widths.

Table 2 Number of termination proofs for relative SRS, using given width of tiling.

<table>
<thead>
<tr>
<th>width</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>proofs</td>
<td>150</td>
<td>57</td>
<td>38</td>
<td>11</td>
</tr>
</tbody>
</table>

We observe that short tiles appear more often. We think the reason is that larger tiles tend to create larger systems that are more costly to handle, while resources (time and space on Starexec) are fixed. This is also the reason for using width 3 only, for standard termination.

10 Conclusion

We have presented sparse tiling, a method to compute a regular over-approximation of reachability sets, using sets of tiles, represented as automata, and we applied this to the analysis of termination and relative termination. The method is an instance of semantic labeling via a partial algebra. Our contribution is the choice of the $k$-shift algebra.

We also provide a powerful implementation in Matchbox that contributed to winning the SRS categories in the Termination Competition 2019. An exact measurement of that contribution is difficult since termination proof search (in Matchbox) depends on too many parameters.

Interesting open questions (that are independent of any implementation) are about the relation between sparse tilings of different widths, and between sparse tilings and other methods, e.g., matchbounds.

Since our focus for the present paper is string rewriting, we also leave open the question of whether sparse tiling would be useful for termination of term rewriting.
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A Composition Trees of Overlap Closures

In this section we derive a left-recursive characterization of overlap closures in string rewriting. By left-recursive, we mean that the recursive descent takes place only in the left partners. The definition of overlap closures recurses in both arguments (we always overlap a closure with a rule):

 Definition A.1 ([10]). For a rewrite system $R$, the set $\text{OC}$ is defined as the least set such that

1. $R \subseteq \text{OC}$,
2. if $(s,tx) \in \text{OC}$ and $(xu,v) \in \text{OC}$ for some $t,x,u \neq \epsilon$ then $(su, tv) \in \text{OC}$;
3. if $(s,xt) \in \text{OC}$ and $(ux,v) \in \text{OC}$ for some $t,x,u \neq \epsilon$ then $(us, vt) \in \text{OC}$;
4. if $(s,tut') \in \text{OC}$ and $(u,v) \in \text{OC}$ then $(s,tvt') \in \text{OC}$;
5. if $(u,v) \in \text{OC}$ and $(sus',t) \in \text{OC}$ then $(sus',t) \in \text{OC}$.

The following recursive definition is left-recursive (we overlap a closure with a rule). We need an extra rule (Item 4) and drop a rule (Item 3'), the others correspond to Definition A.1.

 Definition A.2. For a rewrite system $R$, the set $\text{OC}'$ is defined as the least set such that

1. $R \subseteq \text{OC}'$,
2. if $(s,tx) \in \text{OC}'$ and $(xu,v) \in R$ for some $t,x,u \neq \epsilon$ then $(su, tv) \in \text{OC}'$;
3. if $(s,xt) \in \text{OC}'$ and $(ux,v) \in R$ for some $t,x,u \neq \epsilon$ then $(us, vt) \in \text{OC}'$;
3. if $(s,tut') \in \text{OC}'$ and $(u,v) \in R$ then $(s,tvt') \in \text{OC}'$;
4. if $(s,tx) \in \text{OC}'$ and $(u,yv) \in \text{OC}'$ and $(xwy,z) \in R$ for some $t,x,y,v \neq \epsilon$ then $(swu,tzv) \in \text{OC}'$.

The main result of this Appendix is that the set $\text{OC}'$ covers the overlap closures up to inverse rewriting of left hand sides:

 Theorem A.3. $\text{OC} = \{(s,t) \mid s \rightarrow^* R s' \land (s',t) \in \text{OC}'\}$.

Since we are interested in right-hand sides of closures, these extra rewrite steps do not hurt.

In order to prove Theorem A.3, it is useful to represent a closure by a tree that describes the way the closure is formed: the composition tree of the closure. Each node of a composition tree denotes an application of one of the inference rules of Definitions A.1 and A.2. An extra node type $3'$ denotes an $\rightarrow_R$-step as seen in Theorem A.3.
Sparse Tiling

- **Definition A.4** ([7]). Define the signature \( \Omega = \{1, 2, 2', 3, 3', 4\} \), where 1 is unary, 4 is ternary, and the other symbols are binary. The set \( CT \) of composition trees is defined as the set of ground terms over \( \Omega \).

- **Definition A.5.** A composition tree represents a set of string pairs, as follows:

\[
\begin{align*}
\langle 1 \rangle &= \{ (\ell, r) \mid (\ell \to r) \in R \}, \\
\langle 2(c_1, c_2) \rangle &= \{ (su, tv) \mid (s, tx) \in \langle c_1 \rangle, (xu, v) \in \langle c_2 \rangle, t, x, u \neq \epsilon \}, \\
\langle 2'(c_1, c_2) \rangle &= \{ (us, vt) \mid (s, xt) \in \langle c_1 \rangle, (ux, v) \in \langle c_2 \rangle, t, x, u \neq \epsilon \}, \\
\langle 3(c_1, c_2) \rangle &= \{ (s, t \backslash u \backslash t') \mid (s, t \backslash u \backslash t') \in \langle c_1 \rangle, (u, v) \in \langle c_2 \rangle \}, \\
\langle 3'(c_1, c_2) \rangle &= \{ (sus', t) \mid (svs', t) \in \langle c_1 \rangle, (u, v) \in \langle c_2 \rangle \}, \\
\langle 4(c_1, c_2, c_3) \rangle &= \{ (swu, t\backslash zv) \mid (s, tx) \in \langle c_1 \rangle, (u, yv) \in \langle c_2 \rangle, (xw, z) \in \langle c_3 \rangle, t, x, y, v \neq \epsilon \}. 
\end{align*}
\]

- **Example A.6.** The composition tree \( 4(1, 2(1, 1), 2'(1, 1)) \) denotes all pairs obtained by the following overlaps of rewrite steps. Times flows from top to bottom. Each of the rectangles of height 1 is a step, corresponding to a 1 node in the tree. The grey rectangle in the top right is \( 2(1, 1) \), the grey rectangle in the bottom is \( 3'(1, 1) \).

- **Lemma A.7.** \( OC = \bigcup_{c \in CT} \langle c \rangle \).

Adding symbols 4 does not increase expressiveness, since \( \langle 4(c_1, c_2, c_3) \rangle \subseteq \langle 2(c_1, 2'(c_2, c_3)) \rangle \).

- **Lemma A.8.** \( OC = \bigcup_{c \in CT} \langle c \rangle \).

In the remainder of this section, we give a semantics-preserving transformation from \( CT \) (arbitrary composition trees) to a subset that describes the right-hand side of Theorem A.3. Let us first characterize the goal precisely.

- **Definition A.9.** The set \( CT_N \) is given by the regular tree grammar with variables \( T, D \) (top, deep), start variable \( T \), and rules

\[
T \to 3'(1, T) \mid D, \quad D \to 1 \mid 2(D, 1) \mid 2'(D, 1) \mid 3(D, 1) \mid 4(D, D, 1).
\]

Rules for \( D \) correspond to the rules of Definition A.2, creating \( (s', t) \in OC' \). Rules for \( T \) correspond to the initial derivation \( s \to R s' \). Therefore,

- **Lemma A.10.** \( \langle CT_N \rangle = \{ (s, t) \mid s \to R s' \land (s', t) \in OC \} \).

We are going to construct a term rewriting system \( Q \) on \( \Omega \) that has \( CT_N \) as normal forms. It must remove all non-1 symbols from the left argument of \( 3' \), and remove all non-1 symbols from the rightmost argument of \( 2, 2', 3 \), and 4. Also, it must remove all \( 3' \) that are below some non-3'. These conditions already determine the set of left-hand sides of \( Q \).

For each left-hand side \( l \), the set of right-hand sides must cover \( l \) semantically:

\[
\forall l \in \text{lhs}(Q) : \langle l \rangle \subseteq \bigcup_{(l, r) \in Q} \langle r \rangle.
\]
A term rewriting system $Q$ over signature $\Omega$ with the desired properties is defined in Table 3. We bubble-up $3'$ symbols, e.g., $2(3'(c_1, c_2), c_3) \rightarrow 3'(c_1, 2(c_2, c_3))$ (Rule 9), and we rotate to move non-1 symbols, e.g., $2(c_1, 2(c_2, c_3)) \rightarrow 2(2(c_1, c_2), c_3)$ (Rule 1). Rotation below $3'$ goes to the left. Rules 3 and 13 show that symbol 4 cannot be avoided.

Table 3 The term rewriting system $Q$ for composition trees.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Left-hand side</th>
<th>Right-hand side</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$2(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(2)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$2(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(3)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$4(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(4)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(c_1, 2(c_2, c_3))$</td>
</tr>
<tr>
<td>(5)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(6)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$4(c_1, c_2, c_3)$</td>
</tr>
<tr>
<td>(7)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(8)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(9)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(10)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(11)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(12)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(13)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(14)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(15)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(16)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(17)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(18)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(19)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(20)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(21)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(22)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(23)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(24)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(25)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(26)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(27)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
<tr>
<td>(28)</td>
<td>$2(c_1, 2(c_2, c_3))$</td>
<td>$3'(2(c_1, c_2), c_3)$</td>
</tr>
</tbody>
</table>

Termination of $Q$ follows from a lexicographic combination of an interpretation $\rho$ that decreases under rotation, and an interpretation $\sigma$ that decreases under bubbling.

Lemma A.11. $Q$ terminates.

Proof. Let the two interpretations $\rho$ and $\sigma$ on natural numbers be defined by $\rho(1) = 2,$ $\rho(2(c_1, c_2)) = \rho(2'(c_1, c_2)) = \rho(3(c_1, c_2)) = \rho(c_1) + 2\rho(c_2),$ $\rho(3'(c_1, c_2)) = 2\rho(c_1) + \rho(c_2),$ $\rho(4(c_1, c_2, c_3)) = \rho(c_1) + \rho(c_2) + 2\rho(c_3),$
\[ \sigma(1) = 2, \]
\[ \sigma(2(c_1, c_2)) = \sigma(2'(c_1, c_2)) = \sigma(3(c_1, c_2)) = \sigma(c_1) \cdot \sigma(c_2), \]
\[ \sigma(3'(c_1, c_2)) = \sigma(c_1) \cdot \sigma(c_2) + 1, \]
\[ \sigma(4(c_1, c_2, c_3)) = \sigma(c_1) \cdot \sigma(c_2) \cdot \sigma(c_3). \]

The order \( > \) on terms defined by \( s > t \) if \( \rho(s) > \rho(t) \) or \( \rho(s) = \rho(t) \) and \( s > t \) is a reduction order. With this, the rules \( \ell \to r \) in 9, 28, 48, and 49 satisfy \( \rho(\ell) = \rho(r) \) and \( \sigma(\ell) > \sigma(r) \). For instance, Rule 49 satisfies \( \rho(\ell) = \rho(r) = \rho(c_1) + \rho(c_2) + 2\rho(c_3) \) and \( \sigma(\ell) = (\sigma(c_1) \sigma(c_2) + 1)\sigma(c_3) > (\sigma(c_1) \sigma(c_2) \sigma(c_3) + 1) = \sigma(r) \). All other rules \( \ell \to r \) in \( Q \) satisfy \( \rho(\ell) > \rho(r) \). For instance, Rule 54 satisfies \( \rho(\ell) = \rho(c_1) + \rho(c_1') + 2\rho(c_2) + 2\rho(c_2') + 2\rho(c_3) + \rho(r) \). So \( Q \) is ordered by the reduction order \( > \), and so \( Q \) terminates. \( \blacktriangleleft \)

**Lemma A.12.** For every composition tree \( c \) that admits a \( Q \) rewrite step, and for every \( (s, t) \in \langle c \rangle \) there is a composition tree \( c' \) such that both \( c \to_Q c' \) and \( (s, t) \in \langle c' \rangle \).

**Proof.** The proof is done by a case analysis over all left hand sides of \( Q \). We show only one particularly complex case; the other cases work similarly.

Let \( c = 4(c_1, c_1', 4(c_2, c_2', c_3)) \). By definition of \( \langle \cdot \rangle \), we get \( s = \hat{s}wuu, t = \hat{t}zu, \langle \hat{s}, \hat{t}x \rangle \in \langle c_1 \rangle \), \((u, yv) \in \langle c_1' \rangle \), \((xyz, z) \in \langle c_2, c_2', c_3 \rangle \) for some \( l, x, y, v \neq \epsilon \). Again, we get \( xuv = s'w'u' \), \( z = t'z'v' \), \( \langle s', t'x' \rangle \in \langle c_2 \rangle \), \((u', y'v') \in \langle c_2' \rangle \), \((x'w'u', z') \in \langle c_3 \rangle \) for some \( t', x', y', v' \neq \epsilon \). We distinguish cases according to the overlaps:

1. \( x \in \text{Prefix}(s'), y \in \text{Suffix}(u') \). Then \( \langle \hat{ss}' \hat{t}tx' \rangle \in \langle 2(c_1, c_2) \rangle \) where \( s'' \neq \epsilon \) is defined by \( s' = xss'' \). Next, \( \langle u'u'u, y'y'v' \rangle \in \langle 2'(c_1', c_2) \rangle \) where \( u'' \neq \epsilon \) is defined by \( u' = u''u \). Finally, \( s', t, (\hat{s}w'w'u, \hat{t}z'z'v'v) \in \langle 4(2(c_1, c_2), 2'(c_1', c_2), c_3) \rangle \), and we choose \( c \to c' = 4(2(c_1, c_2), 2'(c_1', c_2), c_3) \) by Rule 50.

2. \( s' \) is a prefix of \( x, x \in \text{Prefix}(s'), y \in \text{Suffix}(u') \). Then \( \langle \hat{ss}' \hat{t}tx' \rangle \in \langle 3(c_1, c_2) \rangle \) where \( x'' \neq \epsilon \) is defined by \( x = xsx'' \). Next, \( \langle u'u'u, y'y'v' \rangle \in \langle 2'(c_1', c_2) \rangle \) where \( u'' \neq \epsilon \) is defined by \( u' = u''y \). Finally, \( s', t, (\hat{s}w'w'u, \hat{t}z'z'v'v) \in \langle 3'(2(c_1, c_2), 2'(c_1', c_2), c_3) \rangle \), where \( w'' \) is defined by \( w' = x''w'w''y \), and we choose \( c \to c' = 4(3(c_1, c_2), 2'(c_1', c_2), c_3) \) by Rule 51.

3. \( x \in \text{Prefix}(s'), u' \) is a suffix of \( y, y \in \text{Suffix}(w'u') \). This case is symmetric to Case 2. We use Rule 52.

4. \( s' \) is a prefix of \( x, u' \) is a suffix of \( y \). Then \( \langle \hat{ss}' \hat{t}tx' \rangle \in \langle 3(c_1, c_2) \rangle \) where \( x'' \neq \epsilon \) is defined by \( x = xsx'' \). Next, \( \langle u'u'u, y'y'v' \rangle \in \langle 3'(c_1', c_2) \rangle \) where \( y'' \neq \epsilon \) is defined by \( y = y''u \). Finally, \( s', t, (\hat{s}w'u, \hat{t}z'z'v'v) \in \langle 4(3(c_1, c_2), 3'(c_1', c_2), c_3) \rangle \), where \( w'' \) is defined by \( w' = x''w'u'y \), and we choose \( c \to c' = 4(3(c_1, c_2), 3'(c_1', c_2), c_3) \) by Rule 53.

5. \( s'w' \) is a prefix of \( x, y \in \text{Suffix}(u') \). Then \( \langle \hat{s}w'u, \hat{t}z'z'v'v \rangle \in \langle 4(c_1, c_2, c_3) \rangle \) where \( w'' \neq \epsilon \) is defined by \( x = s'w'w''x'' \), and \( u'' \neq \epsilon \) is defined by \( u' = x''w'u''y \). Finally, \( s', t, (\hat{s}w'u, \hat{t}z'z'v'v) \in \langle 4(3(c_1, c_2, c_3), c_3) \rangle \) by Rule 54.

6. \( x \in \text{Prefix}(s'), w'u' \) is a suffix of \( y \). This case is symmetric to Case 5. We use Rule 55. \( \blacktriangleleft \)

**Lemma A.13.** For every composition tree \( c \) that is in \( Q \)-normal form and does not contain any \( 3' \) symbols, we have \( \langle c \rangle \subseteq \mathcal{O} \).

**Proof.** The claim is proven by induction on \( |c| \) as follows. If \( c = 1 \) then \( \langle c \rangle = R \subseteq \mathcal{O} \).

If \( c = 2(c_1, c_2) \) then \( c_2 = 1 \) because \( c \) is in \( Q \)-normal form. From the inductive hypothesis for \( c_1 \) we get \( \langle c_1 \rangle \subseteq \mathcal{O} \); so \( \langle c \rangle \subseteq \mathcal{O} \). The same argument applies when \( c = 2'(c_1, c_2) \) or \( c = 3(c_1, c_2) \). If \( c = 4(c_1, c_2, c_3) \) then \( c_3 = 1 \) because \( c \) is in \( Q \)-normal form. From the inductive hypothesis for \( c_1 \) we get \( \langle c_1 \rangle \subseteq \mathcal{O} \). From the inductive hypothesis for \( c_2 \) we get \( \langle c \rangle \subseteq \mathcal{O} \). So \( \langle c \rangle \subseteq \mathcal{O} \). \( \blacktriangleleft \)
Now we are ready to prove Theorem A.3.

**Proof of Theorem A.3.** We prove that $c \in OC$ and $(s, t) \in \langle c \rangle$ implies $s \to_R^* s'$ and $(s', t) \in OC'$ for some $s'$. We do so by induction on $c$, ordered by $>$. If $c$ admits a $Q$ rewrite step then by Lemma A.12 there is a composition tree $c'$ such that both $c \to_Q c'$ and $(s, t) \in \langle c' \rangle$. Because $c > c'$, the claim follows by inductive hypothesis for $c'$. Now suppose that $c$ is in $Q$-normal form. If $c$ does not contain any $3'$ symbol then $(s, t) \in OC'$ by Lemma A.13, and we choose $s' = s$. Else, because $c$ is in $Q$-normal form, $c = 3'(1, c_2)$ for some $c_2$. Let $(s'', t) \in \langle c_2 \rangle$ and $s \to_R s''$. From the inductive hypothesis for $c_2$ we get $s'' \to_R^* s'$ and $(s', t) \in OC'$ for some $s'$. So $s \to_R s'' \to_R^* s'$ and the claim holds.

From Theorem A.3, we immediately get:

> **Corollary A.14.** $\text{rhs}(OC) = \text{rhs}(OC')$.

Because $OC'$ is left-recursive, we can derive a recursive characterization of the set of right hand sides of overlap closures:

> **Corollary A.15 (This is Corollary 7.1).** $\text{rhs}(OC)$ is the least set $S$ such that

1. $\text{rhs}(R) \subseteq S$,
2. if $tx \in S$ and $(xu, v) \in R$ for some $t, x, u \neq \epsilon$ then $tv \in S$;
3. if $xt \in S$ and $(ux, v) \in R$ for some $t, x, u \neq \epsilon$ then $vt \in S$;
4. if $tut' \in S$ and $(u, v) \in R$ then $tvt' \in S$;
5. if $tx \in S$ and $yv \in S$ and $(xwy, z) \in R$ for some $t, x, y, v \neq \epsilon$ then $tzv \in S$. 
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1 Introduction

Additive linear logic (ALL) is the logic of sum, product, and their canonical morphisms: projections, injections, and diagonals. Semantically, the logic represents parallel communication between two parties, with sum and product as respectively the sending and receiving of a binary choice [22, 3]. As such it is a core part of session types for process calculi [16, 2, 28].

A microcosm of parallelism, ALL already demonstrates the Blass problem of game semantics [1], that sequential strategies do not in general have associative composition. This is resolved by proof nets [7, 21], which are a canonical, true-concurrency presentation of ALL.

Here, we extend proof nets to first-order additive linear logic (ALL1). Beyond the solution to the proof-net problem, a main contribution is the (further) development of the two techniques we consider: explicit substitutions for witness assignment, and reconstruction of
witness information through *unification*, as pioneered for MLL by the second author [18]. We expect to apply these to first-order logics more generally.

Proofs have been relegated to the appendix – for a full version see the report [13].

### Additive proof nets

All proof nets [21, Section 4.10] represent a morphism \( A \to B \) by a sequent \( \vdash \overline{A}, \overline{B} \) plus a linking, a relation between the propositional atoms of \( \overline{A} \) (the dual of \( A \)) and those of \( B \). They are canonical: they factor out the permutations of sequent calculus, and correspond 1–1 to morphisms of the free category with binary sums and products. Composition, of proof nets over \( \vdash \overline{A}, \overline{B} \) and \( \vdash \overline{B}, \overline{C} \) to one over \( \vdash \overline{A}, \overline{C} \), is by the relational composition of their linkings along the dual formulas \( B \) and \( \overline{B} \) and captures sequent-calculus cut-elimination.

Below are examples of proof nets and their composition.

#### Diagonal:

\[
\begin{align*}
\overline{a} & \\
\overline{a} \times \overline{a} & \\
\end{align*}
\]

#### Injection:

\[
\begin{align*}
\overline{a} & \\
\overline{a} + \overline{b} & \\
\end{align*}
\]

#### Composition:

\[
\begin{align*}
\overline{a} \times (\overline{b} + \overline{c}) & \\
\overline{b} + \overline{a} & \\
\end{align*}
\]

We extend additive proof nets with first-order quantification. Our central challenge is to incorporate the essential content of first-order proof, the witness assignment to existential quantifiers. Commonly, as in the sequent calculus rule below left, a witness to \( \exists x.B \) is given by an immediate substitution \( B[t/x] \). To assign different witnesses in different branches of a proof, the subformula is duplicated first, giving \( B[s/x] \) and \( B[t/x] \), as below right.

\[
\begin{align*}
\vdash \overline{A}, B[t/x] & \\
\vdash \overline{A}, \exists x.B & \\
\end{align*}
\]

This is incompatible with a sequent + links proof net design, where the conclusion sequent remains intact, and a subformula \( B \) cannot be the subject of substitution or duplication. Instead, we propose two alternative treatments of witnessing terms, embodied in two notions of proof net: witness nets and unification nets. Our solutions are based on the second author’s recent unification nets for first-order multiplicative linear logic [18]. Their main feature is to omit existential witnesses altogether, and reconstruct them by unification.

*Witness nets* record witness assignment in substitution maps attached to each link. The example below left shows the proof net for the sequent proof earlier. (We will assume a different variable for each quantifier, and we attach links to predicate letters, as the root connective of an atomic proposition.) Witness nets are canonical for all sequent calculus permutations. Composition is direct, where the witness assignments of links are composed through a simple process of interaction + hiding similar to that of game semantics [26].

*Unification nets* omit any witness information, as illustrated below right. In addition to canonicity, they embody a notion of generality: where more than one witness could be assigned, unification nets do not require a definite choice, while witness nets do. Composition is direct, by relational composition. We compare further properties in Figure 11 in the conclusion, where we also discuss related work and Lambek’s notion of generality [23].
Background

Additive linear logic is combinatorially rich, yet well-behaved and tractable: proof search [6] and proof net correctness [12] for a net over $\vdash A, B$ are linear in $|A| \times |B|$ (with $|A|$ the size of the syntax tree of $A$). Proof nets remain canonical and equally tractable when extended with the two units [11, 12], and the first-order case is merely NP-complete [12].

All is of course part of $\textsf{MALL}$ (multiplicative-additive linear logic), and its lessons are clearly visible in the second author’s canonical $\textsf{MALL}$ proof nets [21], as well as the first and second author’s locally canonical conflict nets [20]. Its proof nets also appear in the third author’s study of the medial rule for classical logic [27], and as the skew fibrations in the second author’s combinatorial proofs for classical logic [17]. To prepare the ground for cut elimination in first-order combinatorial proofs [19] is further motivation for the present work.

Proof identity

At the heart of a theory of proof nets is the question of proof identity: when are two proofs equivalent? The answer determines which proofs should map onto the same proof net. The introduction of quantifiers creates an interesting issue: if two proofs differ by an immaterial choice of existential witness, should they be equivalent? For example, to prove the sequent $\vdash \exists x.P(x), \exists y.P(y)$ both quantifiers must receive the same witness, as in the following two proofs, but any witness will do.

$$\begin{align*}
\vdash P(s), P(s) & \iff \vdash P(t), P(t) \\
\vdash \exists x.P(x), \exists y.P(y) & \iff \vdash \exists x.P(x), \exists y.P(y)
\end{align*}$$

The issue is more pronounced where quantifiers are vacuous, $\exists x.A$ with $x$ not free in $A$. The proofs below left can only be distinguished even syntactically because the $\exists R$ rule makes the instantiating witness explicit. Below right is an interesting intermediate variant: the witness $s$ or $t$ can be observed without explicit annotation in the $\exists R$ rule, but the choice is equally immaterial to the content of the proof as when the quantifier were vacuous.

$$\begin{align*}
\vdash P(s), P(s) & \iff \vdash P(s), P(t) \\
\vdash \exists x.P(x), \exists y.P(y) & \iff \vdash \exists x.P(x), \exists y.P(y)
\end{align*}$$

In this paper we will not attempt to settle the question of proof identity. Rather, our two notions of proof net each represent a natural and coherent perspective, at either end of the spectrum. Witness nets make all existential witnesses explicit, including those to vacuous quantifiers, rejecting all three equivalences above. Unification nets leave all witnesses implicit, thus identifying all proofs modulo witness assignment, and validating all three equivalences.
Correctness: coalescence and slicing

Additive proof nets have two natural correctness criteria. Coalescence [12, 20], a counterpart to multiplicative contractibility [4, 9], provides efficient correctness and sequentialization via local rewriting: it asks that the steps below left result in a single link, connecting both formulas. Slicing [21] is a global, geometric criterion: it asks that each slice, a choice to remove one subformula of each product along with all connected links, retains a single link.

We extend coalescence to both witness nets and unification nets, and slicing to witness nets. Here, we illustrate the former, and leave a discussion of slicing to the conclusion of the paper.

We will distinguish strict coalescence (→) for witness nets and unifying coalescence (⇝) for unification nets. We first give an example of the former (abbreviating \(P(x, y)\) to \(Pxy\)). In the initial witness net, below left, each link corresponds to a sequent calculus axiom between both linked subformulas, with the substitutions applied.

The first two steps (above middle and right) move both links from the subformula \(x\) variables of those existential quantifiers that either linked subformula is (strictly) in scope of.

The next step, from above right to below left, combines both links, and corresponds to an additive conjunction rule. We require that both substitutions agree (their domains are the same by the above observation); hence this step could not have been performed before the previous two, corresponding to the non-permutability of the generated inference rules.

The final steps introduce an inference \(\exists R, x\) and one \(\forall R\). For the latter, we require that the eigenvariable \(x\) of the universal quantification does not occur in the range of the substitution of the link, as in \([x/z]\) in the net above left – hence the two steps could not be interchanged. It corresponds to the eigenvariable condition on the \(\forall R\) rule that \(x\) is not free in the context.
Unifying coalescence, for unification nets, is similar to strict coalescence; two differences allow it to reconstruct witnesses by unification, which we illustrate. To initialize coalescence, the links in the net below left are given, as a substitution map, the most general unifier of the two propositions connected by the link. Both links now correspond to sequent axioms.

\[
\begin{align*}
\Gamma_{xx} & \quad \text{\(\Rightarrow\)} \quad \Gamma_{xx} \\
\text{Pys} \times \text{Ptz} & \quad \text{\(\Rightarrow\)} \quad \text{Pys} \times \text{Ptz} \\
\end{align*}
\]

The second difference is the coalescence step for additive conjunction, above right. Where strict coalescence requires both links to carry identical substitution maps, here we require both maps to be unifiable, in the sense that both must have a common, more special (less general) substitution map. This is then applied to the new link. In the example, the terms \(s\) and \(t\) are unified to \(u\), i.e., \(u\) is a most general term that specializes both \(s\) and \(t\). Note that in the sequentialization, both subproofs also need to be specialized, from \(s\) and \(t\) to \(u\).

## 2 Proof nets for first-order additive linear logic

First-order terms and the formulas of first-order \textsc{all} are generated by the following grammars.

\[
\begin{align*}
t & \::= \, x \mid f(t_1, \ldots, t_n) \\
\text{a} & \::= \, P(t_1, \ldots, t_n) \mid \overline{P}(t_1, \ldots, t_n) \\
A & \::= \, a \mid A + A \mid A \times A \mid \exists x.A \mid \forall x.A
\end{align*}
\]

Negation (\(\neg\)) is applied to predicate symbols, \(\overline{P}\) as a matter of convenience. The dual \(\overline{A}\) of an arbitrary formula \(A\) is given by De Morgan. We use the following notational conventions:

- \(x, y, z \in \text{VAR}\) first-order variables
- \(f, g, h \in \Sigma_f\) \(n\)-ary \((n \geq 0)\) function symbols from a fixed alphabet \(\Sigma_f\)
- \(P, Q, R \in \Sigma_p\) \(n\)-ary \((n \geq 0)\) predicate symbols from a fixed alphabet \(\Sigma_p\)
- \(s, t, u \in \text{TERM}\) first-order terms over \(\text{VAR}\) and \(\Sigma_f\)
- \(a, b, c \in \text{ATOM}\) atomic propositions
- \(A, B, C \in \text{FORM}\) \textsc{all} formulas

A \textit{sequent} \(\vdash A, B\) is a pair of formulas \(A\) and \(B\). A sequent calculus for \textsc{all} is given in Figure 1, where each rule has a symmetric counterpart for the first formula in the sequent. We write \(\pi \vdash A, B\) for a proof \(\pi\) with conclusion sequent \(\vdash A, B\). Two proofs are \textit{equivalent} \(\pi \sim \pi'\) if one is obtained from the other by rule permutations, given in Figure 2.

By a \textit{subformula} we will mean a subformula \textit{occurrence}. For instance, a formula \(A \times A\) has two subformulas \(A\), one on the left and one on the right. The \textit{subformulas} \(\text{SUB}(A)\) of a formula are defined as follows; we write \(B \subseteq A\) if \(B\) is a subformula of \(A\), i.e. if \(B \in \text{SUB}(A)\).

\[
\text{SUB}(A) = \{ A \} \cup \begin{cases} 
\text{SUB}(B) \cup \text{SUB}(C) & \text{if } A = B + C \text{ or } A = B \times C \\
\text{SUB}(B) & \text{if } A = \exists x.B \text{ or } A = \forall x.B
\end{cases}
\]
Figure 1 A sequent calculus for ALL1.

Figure 2 Cut-free rule permutations.
Since we will be working with a graphical representation, we will adopt Barendregt’s convention, that bound variable names are globally unique identifiers, in the following form. In a sequent \( \vdash A, B \) we assume all quantifiers have a unique binding variable, distinct from any free variable. In a proof \( \sigma \) over \( \vdash A, B \), a variable \( x \) that is universally quantified as \( \forall x. C \) in \( \vdash A, B \) is an eigenvariable. A \( \forall R \) rule on \( \forall x. C \) is considered to bind all free occurrences of the eigenvariable \( x \) in its direct subproof. Accordingly, we assume that \( x \) does not occur free outside these subproofs (which can be guaranteed by globally renaming \( x \)). We take variable names to be persistent throughout a proof, in the sense that we don’t admit alpha-conversion (renaming of bound variables) between proof rules. We thus have unique bound variable names in \( \vdash A, B \), but in \( \pi \) all \( \forall R \) rules on the subformula \( \forall x. C \) share the same eigenvariable \( x \).

A link \((C, D)\) on a sequent \( \vdash A, B \) is a pair of subformulas \( C \leq A \) and \( D \leq B \). A linking \( \lambda \) on the sequent \( \vdash A, B \) is a set of links on \( \vdash A, B \).

**Definition 1.** A pre-net \( \lambda \triangleright A, B \) is a sequent \( \vdash A, B \) with a linking \( \lambda \) on it.

**Witness maps**

We will record the witnessing terms to existential quantifiers as (explicit) substitutions at each link. A witness map \( \sigma : \text{VAR} \rightarrow \text{TERM} \) is a substitution map which assigns terms to variables, given as a (finite) partial function \( \sigma = [t_1/x_1, \ldots, t_n/x_n] \). Its domain \( \text{DOM}(\sigma) \) is \( \{x_1, \ldots, x_n\} \). We abbreviate by \( y \in \sigma \) that a variable \( y \) occurs free in the range of \( \sigma \) (\( y \in \text{V}(t_i) \) for some \( i \leq n \)). The map \( \sigma - x \) is undefined on \( x \) and as \( \sigma \) otherwise; \( \sigma|_V \) is the restriction of \( \sigma \) to a set of variables \( V \), and \( \emptyset \) is the empty witness map. We write \( A\sigma \) for the application of the substitutions in \( \sigma \) to the formula \( A \), and \( \sigma\tau \) is the composition of two maps, where \( A(\sigma\tau) = (A\sigma)\tau \). We apply \( \sigma \) to a proof \( \pi \), written \( \pi\sigma \), by applying it to each formula in the proof and to each existential witness \( t \) recorded with a rule \( \exists R, t \).

A witness linking \( \lambda_\Sigma \) is a linking \( \lambda \) with a witness labelling \( \Sigma : \lambda \triangleright \text{VAR} \rightarrow \text{TERM} \) that assigns each link \((C, D)\) a witness map. We may use and define \( \lambda_\Sigma \) as a set of witness links \( (C, D)_\sigma \) where \((C, D) \in \lambda \) and \( \Sigma(C, D) = \sigma \). A witness link \((a, b)_\sigma \) on atomic formulas is an axiom link if \( \bar{\sigma}a = b\sigma \). An axiom witness linking is one comprising axiom links.

**Definition 2.** A witness pre-net \( \lambda_\Sigma \triangleright A, B \) is a sequent \( \vdash A, B \) with a witness linking \( \lambda_\Sigma \).

**Definition 3.** The de-sequentialization \([\pi]\) of a sequent proof \( \vdash A, B \) is the witness pre-net \( [\pi]_{\lambda_0}^{A,B} \triangleright A, B \) where the function \( [-]_{\lambda_0}^{A,B} \) is defined inductively in Figure 3 (symmetric cases are omitted).

A function call \([\pi \vdash A, B]_{\sigma}^{A', B'}\) expects that \( A = A'\sigma \) and \( B = B'\sigma \): the translation separates a sequent \( \vdash A, B \) into subformulas \( A', B' \) of the ultimate conclusion of the proof, and the accumulated existential witnesses \( \sigma \). For an example, we refer to the introduction.

**Correctness and sequentialization by coalescence**

For sequentialization, the links in a pre-net will be labelled with a sequent proof. An axiom link will carry an axiom, and each coalescence step will introduce one proof rule. Formalizing this, a proof linking \( \lambda_\Sigma^{B} \) is a witness linking \( \lambda_\Sigma \) with a proof labelling \( \Pi : \lambda \rightarrow \text{PROOF} \) assigning a sequent proof to each link. We will use and define \( \lambda_\Sigma^{B} \) as a set of proof links \( (C, D)^{\Sigma}_{\sigma} \), where we require that \( \pi \vdash C\sigma, D\sigma \), i.e. that \( \pi \) proves the conclusion \( \vdash C, D \). A labelled pre-net \( \lambda_\Sigma^{B} \triangleright A, B \) is a witness pre-net \( \lambda_\Sigma \triangleright A, B \) with a proof labelling \( \Pi \) on \( \lambda_\Sigma \).
\[
\begin{align*}
\text{if } \lambda_\Sigma \text{ is an axiom linking, we assign an initial proof labelling } \\lambda_\Sigma^\pi & \text{ as follows.} \\
\lambda_\Sigma^\pi &= \{(a, b)^\pi_{\sigma} \mid (a, b)_{\sigma} \in \lambda_\Sigma, \pi = \overline{a_{\sigma}, b_{\sigma}}\}
\end{align*}
\]

For correctness we may coalesce a pre-net directly, without constructing a proof. So far we have accumulated the following notational conventions:

- \(\pi, \phi, \psi \in \text{PROOF}\) ALL1 sequent proofs
- \(\kappa, \lambda \in \text{FORM \times FORM}\) linkings (sets of pairs of formulas)
- \(\rho, \sigma, \tau : \text{VAR} \rightarrow \text{TERM}\) witness maps
- \(\Sigma, \Theta : \lambda \rightarrow \text{VAR} \rightarrow \text{TERM}\) witness labellings on a linking \(\lambda\)
- \(\Pi, \Phi, \Psi : \lambda \rightarrow \text{PROOF}\) proof labellings on a linking \(\lambda\)

**Definition 4.** **Strict sequentialization** (\(\rightarrow\)) is the rewrite relation on labelled pre-nets generated by the rules in Figure 4, which replace one or two links by another in a pre-net \(\lambda_\Sigma^\Pi \triangleright A, B\) where \(B\) has a subformula \(D_1 \vdash D_2, D_1 \times D_2, \exists x. D, \text{ and } \forall x. D\) respectively. Symmetric cases are omitted. **Strict coalescence** is the same relation on witness pre-nets, ignoring proof labels, illustrated in Figure 5. A witness pre-net \(\lambda_\Sigma \triangleright A, B\) is **strict-coalesces** if it reduces to \(\{(A, B)^{\pi}_{\emptyset}\} \triangleright A, B\). It is **strongly** strict-coalesces if any coalescence path terminates at \(\{(A, B)^{\pi}_{\emptyset}\} \triangleright A, B\).

For an example of coalescence, see the introduction.

**Definition 5.** An **ALL1 witness proof net** or **witness net** is a witness pre-net \(\lambda_\Sigma \triangleright A, B\) with \(\lambda_\Sigma\) an axiom linking, that strict-coalesces. It **sequentializes** to a proof \(\pi\) if its initial labelling \(\lambda_\Sigma^\pi \triangleright A, B\) reduces in (\(\rightarrow\)) to \(\{(A, B)^{\pi}_{\emptyset}\} \triangleright A, B\).
We conclude this section by establishing that sequentialization and de-sequentialization for witness nets are inverses, and that witness nets are canonical.

▶ Theorem 6. For any ALL1 proof \( \pi \), the witness net \([\pi]\) sequentializes to \(\pi\).

▶ Theorem 7. If \(\lambda_\Sigma \triangleright A, B\) sequentializes to \(\pi\), then \([\pi]\) is \(\lambda_\Sigma \triangleright A, B\).

▶ Theorem 8. Witness nets are canonical: \([\pi] = [\phi]\) if and only if \(\pi \sim \phi\).

3 Geometric correctness

We will first identify two aspects of sequent proofs, arising from the local nature of the rules, which need to be enforced explicitly in a geometric correctness condition.

Local eigenvariables. The side-condition on the \(\forall R\)-rule, that the eigenvariable is not free in the context, means that eigenvariables are local to the subproof of the \(\forall R\)-rule. Correspondingly, a link \((C, D)_\sigma\) on \(\vdash A, B\) has local eigenvariables if for any variable \(x \in \sigma\), if \(x\) is an eigenvariable quantified as \(\forall x.X\) in \(\vdash A, B\), then \(C \leq X\) or \(D \leq X\). A witness linking or pre-net has local eigenvariables if all its links do.
Exact coverage. The local witness substitution \( [t/x] \) in a rule instance \( \exists \mathcal{R}, t \) will have been applied exactly to the axioms \( \vdash a, \exists \) in the subproof of that rule. Correspondingly, for a link \((C, D)_\sigma \) on \( \vdash A, B \) we expect the domain of \( \sigma \) to be exactly the existential variables in \( A \) and \( B \) that (could) occur free in \( C \) and \( D \). For a subformula \( C \) of \( A \), let the free existential variables of \( C \) be the set \( \text{EV}_A(C) = \{ x \mid C < \exists x X \leq A \} \). A link \((C, D)_\sigma \) on \( \vdash A, B \) then has exact coverage if \( \text{dom}(\sigma) = \text{EV}_A(C) \cup \text{EV}_B(D) \). If it does, \( \sigma \) consists of two components, \( \sigma|_{\text{EV}_A(C)} \) and \( \sigma|_{\text{EV}_B(D)} \), which we abbreviate as \( \sigma_C \) and \( \sigma_D \) respectively. A witness linking or pre-net has exact coverage if all its links do.

Both conditions are captured naturally by coalescence, as can be observed from the rules.

Slices

A slice is the fraction of a proof that depends on a given choice of one branch (or projection) on each product formula \( A \times B \). Important to additive proof theory is that many operations can be performed on a per-slice basis, such as normalization, or proof net correctness. We will here use slices for the latter purpose. As in the propositional case [21], we define a slice of a sequent \( \vdash A, B \) as a set of potential links, of which exactly one must be realized in a proof net \( \lambda \Sigma \triangleright A, B \). We extend the propositional criterion in two ways:

Expansion. When defining slices, we interpret an existential quantification \( \exists x.A \) as a sum over all witnesses \( t_i \) to \( x \) that occur in the pre-net, \( A[t_1/x] + \ldots + A[t_n/x] \). This captures the non-permutability of a product rule over distinct instantiations, as below left. (Technically, a slice of \( \exists x.A \) will correspond to an infinite sum over \( A[t/x] \) for every term \( t \), but only the actually occurring terms \( t_i \) will ever be relevant.)

Dependency. We define a dependency relation between a universal quantification \( \forall x.A \) and an instantiation \( B[t/y] \) of \( \exists y.B \) where the eigenvariable \( x \) occurs free in \( t \) (a standard approach to first-order quantification [25, 8, 10, 26]). For each link, we will require this dependency relation to be acyclic, which amounts to slice-wise first-order correctness. It captures the non-permutability of universal and existential sequent rules due to the eigenvariable condition of the former, as below right.

\[
\vdash \exists x.A, B \quad \exists x.A, C \quad A[t/y] \Rightarrow \vdash \exists x.A, B \times C \quad \exists x.A, \exists y.B
\]

Expansion covers the interaction between existential quantifiers and products, and dependency that between existential and universal quantifiers. Note that in proof nets that include the multiplicatives (e.g. [8, 18]), instead of a dependency as a partial order it is common to consider the underlying graph, created by adding a jump or leap edge when an existential instantiation \( B[t/y] \) of \( \exists y.B \) contains the eigenvariable \( x \) of \( \forall x.A \). These edges participate in the switching condition [5], to capture the interaction between quantifiers and tensors. Without the tensor, here, the dependency as a partial order suffices.

Definition 9 (Slice). A slice \( S \) of a formula \( A \) and a witness map \( \sigma \) is a set of pairs \( (A', \sigma') \), where \( A' \leq A \) and \( \sigma' \geq \sigma \), given by \( S = \{(A, \sigma)\} \cup S' \) where:

- If \( A = a \) then \( S' = \emptyset \).
- If \( A = B + C \) then \( S' = S_B \cup S_C \) with \( S_B \) a slice of \( B \) and \( \sigma \), and \( S_C \) one of \( C \) and \( \sigma \).
- If \( A = B \times C \) then \( S' \) is a slice of \( B \) and \( \sigma \) or a slice of \( C \) and \( \sigma \).
- If \( A = \exists x.B \) then \( S' = \cup_{x \in \text{TEAM}} S_t \) where each \( S_t \) is a slice of \( B \) and \( \sigma[t/x] \).
- If \( A = \forall x.B \) then \( S' \) is a slice of \( B \) and \( \sigma \).
A slice of a sequent $\vdash A, B$ is a set of links
\[
\{ (C, D)_{\sigma, \tau} \mid (C, \sigma) \in S_A, (D, \tau) \in S_B \}
\]
where $S_A$ is a slice of $A$ and $\emptyset$, and $S_B$ a slice of $B$ and $\emptyset$. A slice of a witness pre-net $\lambda_{\Sigma} \triangleright A, B$ is the intersection $\lambda_{\Sigma} \cap S$ of $\lambda_{\Sigma}$ with a slice $S$ of $\vdash A, B$.

As in the propositional case, for correctness we will require that each slice is a singleton. We will further define a dependency condition to ensure that the order in which quantifiers are instantiated is sound, corresponding to the eigenvariable condition on the $\forall R$-rule of sequent calculus. For simplicity, we define the condition on individual links rather than slices.

**Definition 10.** In a pre-net $\lambda_{\Sigma} \triangleright A, B$, let the column of a link $(C, D)_{\sigma}$ be the set of pairs
\[
\{ (X, \sigma|_{\text{Ev}(X)}) \mid C \leq X \leq A \} \cup \{ (Y, \sigma|_{\text{Ev}(Y)}) \mid D \leq Y \leq B \},
\]
with a dependency relation $(\preceq)$: $(X, \rho) \preceq (Y, \tau)$ if $X \leq Y$ or $Y$ occurs as $\forall x. Y$ and $x \in \rho$.

**Definition 11.** A witness pre-net is correct if:
- it has local eigenvariables and exact coverage,
- it is slice-correct: every slice is a singleton, and
- it is dependency-correct: every column is a partial order (i.e. is acyclic/antisymmetric).

To conclude this section we will establish that both correctness conditions, by coalescence and by slicing, are equivalent. Moreover, both are equivalent to strong coalescence.

**Theorem 12.** A witness pre-net that strict-coalesces is correct, and a correct witness pre-net strongly strict-coalesces.

**Corollary 13.** A correct witness pre-net with axiom linking is a witness proof net.

### 4 Composition

We will describe the composition of two witness nets by a global operation. It consists of the relational composition of both linkings, as in the propositional case, where for each pair of links that are being connected, their witness maps are composed. As links correspond to slices, the operation is effectively first-order composition [26] applied slice-wise.

Cut-elimination rules for $\forall \exists \text{L1}$ are given in Figure 6; the requisite permutations are in Figure 7.

We use the example above to illustrate the composition of links. To eliminate the central cut, on $\forall x. \exists y. \forall z. P$ and $\exists x. \forall y. \exists z. \overline{P}$, the explicit substitutions for both formulas must be effectuated. An inductive procedure, as in sequent calculus, could apply them from outside in: first $[t/z]$, then $[f(t)/y]$ (previously $[f(x)/y]$), then $[g(f(t))/z]$ (previously $[g(y)/z]$).

For a direct definition, to compose two links $(a, b)_{\sigma}$ and $(b, c)_{\tau}$, the substitutions into the cut-formula $\sigma_b$ and $\tau_c$ must be applied as often as needed, up to the depth of quantifiers.
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\[ \pi_1 \vdash A, B_1 \quad \pi_2 \vdash A, B_2 \quad \phi \vdash B_1, C \quad \phi_{\text{cut}} \vdash B_1 + B_2, C \quad \Rightarrow \quad \pi_i \vdash A, B_i \quad \phi \vdash B_i, C \quad \phi_{\text{cut}} \vdash A, C \]

\[ \pi \vdash A, B[f/x] \quad \phi \vdash B, C \quad \phi_{\text{cut}} \vdash A, C \]

\[ \vdash A, B[f/x] \quad \phi \vdash B, C \quad \phi_{\text{cut}} \vdash A, C \]

Figure 6 All 1 cut-elimination steps.

\[ \vdash A, B \quad \phi \vdash B, C \quad \phi_{\text{cut}} \vdash A, C \]

\[ \vdash A, B \quad \phi \vdash B, C \quad \phi_{\text{cut}} \vdash A, C \]

\[ \vdash A, B \quad \phi \vdash B, C \quad \phi_{\text{cut}} \vdash A, C \]

\[ \vdash A, B \quad \phi \vdash B, C \quad \phi_{\text{cut}} \vdash A, C \]

Figure 7 Cut-permutations.

above \( b \), to the terms in the range of the remaining substitutions, \( \sigma_a \) and \( \tau_c \). To formalize this, we will use the following notions:

- The \textbf{domain-preserving composition} of two witness maps \( \sigma \cdot \tau \) is the map \( (\sigma \tau)_{|\text{dom}()} \).
- The \textbf{least fixed point} \( \bar{\sigma} \) of a witness map \( \sigma \) is the least map \( \rho \) satisfying \( \rho = \rho \sigma \).

The latter is the shortest sequence \( \sigma = \sigma \sigma \ldots \sigma \) such that no variable is both in the domain and range of \( \sigma \). This is not necessarily finite; in our composition operations, finiteness is ensured by the correctness conditions on proof nets (see Theorem 15).

\[ \textbf{Definition 14.} \quad \text{The composition } (A, B)_{\pi}^{\phi}, (B, C)_{\psi}^{\phi} \text{ of two proof links is } (A, C)_{\psi}^{\phi} \text{ where} \]

\[ \rho = \sigma A \tau C \cdot \bar{B} \bar{B} \quad \text{and} \quad \psi = \frac{\pi}{A B, \rho} \frac{\sigma B \tau B}{A \sigma, B \rho} \frac{\phi_{\text{cut}}}{A \rho, C \rho} \frac{\phi_{\text{cut}}}{B \tau, C \tau} \frac{\sigma B \tau B}{A B, \rho} \frac{\phi_{\text{cut}}}{A B, \rho}. \]
The composition $\lambda^\Pi_U ; \kappa^\Phi_B$ of two linkings is the linking
\[
\{ (X,Y)_r^\gamma ; (Y,Z)_r^\gamma \mid (X,Y)_r^\gamma \in \lambda^\Pi_U , (Y,Z)_r^\gamma \in \kappa^\Phi_B \}
\]
The composition $(\lambda^\Pi_U \triangleright A,B) ; (\kappa^\Phi_B \triangleright B,C)$ of two pre-nets is the pre-net $(\lambda^\Pi_U ; \kappa^\Phi_B) \triangleright A,C$. These compositions may omit proof annotations and witness annotations.

The composition of two links is strongly related to composition of strategies in game semantics. There, two strategies on $\vdash A,B$ and $\vdash B,C$ are composed by interaction on the interface of $B$ and $B$, and subsequently hiding that interaction.

In the following we will demonstrate that composition gives the desired result: if a net $L$ sequentializes to $\pi$ and $R$ to $\phi$, then $L ; R$ sequentializes to a normal form of the composition of $\pi$ and $\phi$ with a cut. To this end we will explore how composition and sequentialization interact. We will consider the critical pairs of sequentialization ($\Rightarrow$) with composition ($\Rightarrow$) given in Figures 8–10, and demonstrate how they are resolved.

- $\vdash A,B_1 \times B_2 ; \vdash B_1 + \overline{B}_2,C$  (Figure 8)
  Since the free existential variables of $B$ and $B_1$ are the same, $\sigma_B \tau = \sigma_{B_1} \tau_{\overline{B}_2}$ and $\rho = \rho'$. It then follows that $\phi'$ cut-eliminates in one step to $\psi$.

- $\vdash A, x. \overline{B}, C$  (Figure 9)
  Since $x$ is not free in the range of $\tau$, nor in the range of $\sigma$ (by Barendregt’s convention), we have that $\overline{\sigma_B \tau}$ is $\overline{(\sigma_B - x)} \tau_{\overline{B}}$ plus the substitution $[\sigma(x)/x]$. Then $\rho = \rho'$ (as $x$ does not occur in the range of $\sigma_A \tau_C$) and $\psi'$ reduces to $\psi$ in a single cut-elimination step.

- $\vdash A,B ; \vdash \overline{B}, \exists x.C$  (Figure 10)
  Observe that since $x$ occurs in $C$ but not $B$, it is not in the domain of $\tau_B$, so that $\tau_B - x$ is just $\tau_B$. Then $\rho' = \rho - x$, and the diagram is closed by a sequentialization step (from left to right) which extends $\psi$ with an existential introduction rule, to a proof equivalent to $\psi'$:

$$
\begin{array}{c}
\vdash \pi, \exists x.C \rho' \\
\vdash \pi, \exists x.C \rho' \Rightarrow \pi, \exists x.C \rho' \\
\end{array}
$$

There are three further critical pairs, for a proof net on $\vdash A,B$ composed with one on $\vdash C_1 + C_2, \pi \vdash C_1 \times C_2$, and one on $\vdash \overline{B} \times A \times C$. These converge like the one above.

Resolving these critical pairs gives the soundness of the composition operation, per the following theorem. We abbreviate a cut on proofs $\pi \vdash A,B$ and $\phi \vdash C$ by $\pi ; \phi$.

**Theorem 15.** If proof nets $\lambda^\Sigma \succ A,B$ and $\kappa^\Theta \succ B,C$ sequentialize to $\pi$ and $\phi$ respectively, then their composition $(\lambda^\Sigma \succ A,B) ; (\kappa^\Theta \succ B,C)$ is well-defined (i.e. all fixed points are finite) and sequentializes to a normal form $\psi$ of $\pi ; \phi$.

## 5 Unification nets

In this final section we explore a second notion of ALL1 proof net: unification nets omit any witness information, which is then reconstructed by coalescence. This yields a natural notion of most general proof net, where every other proof net is obtained by introducing more witness information. Conversely, every witness net has an underlying unification net, that sequentializes to a most general proof.

We consider a proof $\pi \vdash A,B$ more general than $\pi' \vdash A,B$, written $\pi \leq \pi'$, if there is a substitution map $\rho$ such that $\pi \rho = \pi'$. Unlike for proof nets, this notion is not so natural for
\[ \pi, \sigma \xrightarrow{\pi', \sigma} \pi'' : \rho = \sigma_A \tau_C \cdot \overline{\sigma_B} \overline{\tau_B} \]
\[ B_1 \times B_2 \xrightarrow{\,} B_1 \times B_2 \]
\[ B_1 + B_2 \xrightarrow{\,} B_1 + B_2 \]
\[ \phi, \tau : C \xrightarrow{\,} \phi', \tau : C \]
\[ \psi, \rho : C \xrightarrow{\,} \psi', \rho' : C \]

Figure 8: The critical pair \( \vdash A, B_1 \times B_2 \vdash B_1 + B_2, C \).

\[ A \xrightarrow{\pi, \sigma} A \]
\[ \exists x.B \xrightarrow{\exists x.B - x} \]
\[ \forall x.B \xrightarrow{\forall x.B} \]
\[ \phi, \tau : x \xrightarrow{\tau} \phi', \tau : x \]
\[ \psi, \rho : x \xrightarrow{\rho} \psi', \rho' : x \]

Figure 9: The critical pair \( \vdash A, \exists x.B \vdash \forall x.B, C \).

\[ A \xrightarrow{\pi, \sigma} A \]
\[ B \xrightarrow{\pi, \sigma} B \]
\[ \overline{B} \xrightarrow{\overline{B}} \]
\[ \exists x.C \xrightarrow{\exists x.C} \]
\[ \psi, \rho : \exists x.C \xrightarrow{\rho} \psi', \rho' : \exists x.C \]

Figure 10: The critical pair \( \vdash A, B \vdash \overline{B}, \exists x.C \).
sequent proofs: in the permutation of existential and product rules below, from left to right $u$ must be generated as the least term more general than $s$ and $t$; from right to left, $s$ and $t$ cannot be reconstructed from $u$, and must be retrieved from their respective subproofs.

\[
\begin{align*}
\vdash A, C & \quad \vdash B, C \\
\vdash A, \exists x. C & \quad \vdash B, \exists x. C \\
\vdash A \times B, \exists x. C & \quad \vdash A \times B, C & \quad \vdash A, C \quad \vdash B, C \\
& \quad \vdash A, C \quad \vdash B, C & \quad \vdash A, C \quad \vdash B, C \\
& \quad \vdash A \times B, C & \quad \vdash A \times B, C & \quad \vdash A \times B, \exists x. C \quad \vdash A \times B, C
\end{align*}
\]

To reconstruct witnesses by unification, we define the following operations.

\( \sigma \leq \tau \): A witness map \( \sigma \) is more general than \( \tau \) if there is a map \( \rho \) such that \( \sigma \rho = \tau \).

\( \sigma \wedge \tau \): Two witness maps \( \sigma \) and \( \tau \) are coherent if there is a map \( \rho \) such that \( \sigma \rho = \tau \rho \).

\( \sigma \vee \tau \): The join of coherent witness maps is the least map \( \rho \) such that \( \sigma \leq \rho \) and \( \tau \leq \rho \).

A link \((a, b)\) on two atomic formulas is an axiom link if there exists a witness map \( \sigma \) such that \( \overline{a} \sigma = b \sigma \). To an axiom link \((a, b)\) over \( \vdash A, B \) we assign an initial witness map, which is the least witness map \( \sigma \) over the domain \( \text{EV}_A(a) \cup \text{EV}_B(b) \) such that \( \overline{a} \sigma = b \sigma \). In other words, \( \sigma \) is the most general unifier of \( \overline{a} \) and \( b \), over the given domain, written \( \text{mgu}(\overline{a}, b) \).

For an axiom linking \( \lambda \) over \( \vdash A, B \) the initial witness pre-net \( \lambda, \triangleright A, B \) is given by

\[
\lambda_* = \{ (a, b)_{\sigma'} \mid (a, b) \in \lambda, \sigma' = \text{mgu}(\overline{a}, b) \}
\]

An initial witness pre-net has exact coverage, while coalescence will give local eigenvariables. Note that eigenvariables are constants for the purpose of unification (they are not substituted into). For Barendregt’s convention, that free variables have distinct names from bound ones, we should assume that variables in the range of a witness map are fresh; for example, the most general unifier of existential variables \( x \) and \( y \) should be \([z/x, z/y]\) for a fresh variable \( z \), and not \([y/x]\) or \([x/y]\).

**Definition 16.** Unifying sequentialization \( \leadsto \) is the rewrite relation on labelled pre-nets generated by the rules \((+U, i), (\exists U), (\forall U)\), which are respectively as \((+S, i), (\exists S), \) and \((\forall S)\), and the rule

\[
\begin{align*}
(C, D_1)_{\sigma}^\overline{a} & \leadsto (C, D_1 \times D_2)_{\sigma \wedge \tau}^\overline{a} & (C, D_2)_{\sigma}^\overline{a} & \leadsto (C, D_1 \times D_2)_{\sigma \wedge \tau}^\overline{a} \\
& & (C, D_2)_{\sigma}^\overline{a}
\end{align*}
\]

Unifying coalescence is the relation \( \leadsto \) on witness pre-nets, ignoring proof labels. A witness pre-net \( \lambda_* \triangleright A, B \) unifying-coalesces if it reduces to \( \{(A, B)_{\sigma}\} \triangleright A, B \) and strongly unifying-coalesces if any coalescence path terminates at \( \{(A, B)_{\sigma}\} \triangleright A, B \).

**Definition 17.** An all 1 unification proof net or unification net is a pre-net \( \lambda \triangleright A, B \) with axiom linking \( \lambda \) such that the initial witness pre-net \( \lambda_* \triangleright A, B \) unifying-coalesces. It sequentializes to \( \pi \) if \( \lambda^* \triangleright A, B \) reduces in \( \leadsto \) to \( \{(A, B)_{\sigma}\} \triangleright A, B \).

In the above definition, note that \( \lambda^* = (\lambda_*)^* \) is the initial proof labelling of \( \lambda_* \), which assigns an axiom rule to each axiom link. For a minimal example, see the Introduction. Observe also that unifying coalescence includes strict coalescence, \((\triangleright) \subseteq (\leadsto)\). The following two lemmata relate sequentialization for witness nets and unification nets.

**Lemma 18.** In \( \leadsto \), if \( \lambda_* \triangleright A, B \) sequentializes to \( \pi \) then \( \lambda_* \triangleright A, B \) sequentializes to \( \pi' \leq \pi \).

**Lemma 19.** If \( \lambda, \triangleright A, B \) unifying-sequentializes to \( \pi \) then there exists a witness assignment \( \Sigma \) and substitution \( \rho \) such that \( \lambda_* \triangleright A, B \) strict-sequentializes to \( \pi \) and \( \lambda_* = \lambda_* \triangleright \pi \).
Figure 11 Comparison of different notions of proof nets for quantifiers and additive connectives.

We can then show that sequentialization and de-sequentialization for unification nets are inverses up to generality, and that composition is sound.

▶ Theorem 20. If $[\pi \vdash A, B]$ is $\lambda_\Sigma \triangleright A, B$ then $\lambda \triangleright A, B$ unifying-sequentializes to $\pi' \leq \pi$.

▶ Theorem 21. If $\lambda \triangleright A, B$ sequentializes to $[\pi] = \lambda_\Sigma \triangleright A, B$ for some $\Sigma$.

▶ Theorem 22. If $\lambda \triangleright A, B$ sequentializes to $\pi$ and $\kappa \triangleright B, C$ to $\phi$ then their composition $\lambda; \kappa \triangleright A, C$ sequentializes to a proof $\psi' \leq \psi$ where $\psi$ is a normal form of $\pi; \phi$.

6 Conclusion and related work

We have presented two notions of first-order additive proof net, witness nets and unification nets, to capture canonically two natural notions of proof identity for first-order additive linear logic. Figure 11 summarizes our results, along with some observations we make below.

Proof nets with additives and quantifiers existed before as monomial nets [8]. These are not generally canonical: they admit the permutation (and duplication) of proof rules past implicit contractions (that is, the shared context of the additive conjunction rule). However, it might be possible to restrict additive monomial nets to some notion of canonical form. Likewise, coalescence (or contractibility) has not been studied for first-order monomial nets, though it has been extended to a related form of MALL proof nets [24].

Our slicing condition is loosely related to a number of approaches to first-order classical logic. A formula $\exists x. A$ is interpreted as the sum (or classically, the disjunction) over a fixed number of instantiations $A[t_1/x] + \ldots + A[t_n/x]$. This can be traced to Herbrand’s Theorem [14]: $\exists x. A$ is equivalent to the infinite sum over $A[t/x]$ for all terms $t$ in the language, but for any given proof a finite set of terms suffices. Expansion tree proofs [25, 10] are a graphical proof formalism based on this idea. In our slicing condition, the interpretation of $\exists x. A$ as an infinite sum of which only a finite part $A[t_1/x] + \ldots + A[t_n/x]$ is relevant, over the witnesses $t_1, \ldots, t_n$ actually assigned to $x$ in the proof net. An interesting alternative approach to additive proof nets, which we may explore in future work, is to take the expansion of $\exists x. A$ to $A[t_1/x] + \ldots + A[t_n/x]$ as primary, and record it explicitly in the syntax, as expansion tree proofs do for classical logic. It is expected, however, that this would sacrifice generality and direct composition.


Lambek observed that the two canonical proofs of $\vdash A + A, \overline{A}$ can be distinguished by casting each as a specialization (by substituting into propositional variables) of the more general proofs of $\vdash a+b, \overline{A}$ and $\vdash a+b, \overline{B}$ (corresponding to the two injections of a sum). He proposed to use this idea of generality as the basis for a notion of proof identity: two proofs are equivalent if their most general forms are isomorphic [23]. How this extends to first order is not obvious. The natural first-order analogue of $\vdash A + A, \overline{A}$ would be $\vdash \exists x. A, \overline{A}$ where the quantifier is vacuous, as $\exists x. A$ represents the infinite sum over $A$ (for all terms $t$). Where
Lambek’s generality distinguishes the two proofs of $\vdash A + A, \overline{A}$: the sequent has one unification net, but infinitely many witness nets (one for each term $t$). If existential quantification is indeed analogous to a sum, Lambek’s notion of generality is more faithfully captured by witness nets than unification nets.

For future work, there are a few natural questions. First is that of a geometric criterion for unification nets. For this, it seems essential to reconstruct dependencies between products and existential quantifiers globally, as the expansion condition provides for witness nets. These interact in highly intricate ways, which the unifying coalescence algorithm resolves incrementally and locally. To do so globally, as would be necessary for a geometric criterion, is a major combinatorial challenge.

A second is whether coalescence (or contractibility [4]) applies to MLL1 unification nets [18]. We believe it would, straightforwardly (without requiring a dependency or leap edges).

A final question is whether the current approach can be extended to obtain proof nets for MALL1. We see two ways forward that could succeed: (i) combine witness nets with MALL slice nets [21] using a slicing criterion; (ii) combine witness nets or unification nets with MALL conflict nets [20] using a coalescence criterion. For both, there are still significant combinatorial challenges, for example because coalescence for MALL is not a straightforward extension of that for ALL. Other approaches are much less certain: MALL conflict nets do not yet have a slicing criterion (though this looks feasible), and MALL slice nets do not support coalescence (which seems fundamentally problematic).
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A Proofs

In this appendix we restate and prove all theorems, and add two supporting lemmata.

> **Theorem 6.** For any ALL1 proof π, the witness net $[\pi]$ sequentializes to $\pi$.

**Proof.** It follows by induction on $\pi$ that if $\lambda_\Sigma = [\pi \vdash A, B]^{A',B'}_\sigma$ where $A'\sigma = A$ and $B'\sigma = B$, then $\lambda_\Sigma \triangleright A, B$ reduces in $(\to)$ to $(A',B')^{\sigma}_{\omega} \triangleright A, B$. The statement is the case $\sigma = \emptyset$. ◀

> **Theorem 7.** If $\lambda_\Sigma \triangleright A, B$ sequentializes to $\pi$, then $[\pi]$ is $\lambda_\Sigma \triangleright A, B$.

**Proof.** By induction on the sequentialization path $\lambda_\Sigma \triangleright A, B \rightsquigarrow^* \{(A, B)^{\omega}_{\omega}\} \triangleright A, B$ it follows that in every pre-net $\kappa^{\omega}_{\omega} \triangleright A, B$ on this path, $\lambda_\Sigma$ is equal to the union over the de-sequentialization of all proof labels $\phi$ in $\Phi$:

$$\lambda_\Sigma = \bigcup \{ [\phi]^{C,D}_{\omega} \mid (C, D)^{\omega}_{\omega} \in \kappa^{\omega}_{\omega} \}.$$ 

The statement is then the case $\kappa^{\omega}_{\omega} = \{(A, B)^{\omega}_{\omega}\}$. ◀

> **Theorem 8.** Witness nets are canonical: $[\pi] = [\phi]$ if and only if $\pi \sim \phi$.
Proof. From left to right is by inspection of the critical pairs of sequentialization (→). From right to left is by inspection of the rule permutations in Figure 2.

Lemma 23. Strict coalescence preserves and reflects correctness.

Proof. For a strict coalescence step \( L \rightarrow R \), we will show that the witness pre-net \( L \) is correct if and only if \( R \) is. Let \( L = \lambda_\Sigma \triangleright A, B \) and \( R = \kappa_\emptyset \triangleright A, B \). In each case, exact coverage and local eigenvariables are immediately preserved and reflected. For slice-correctness, we will demonstrate that the left-hand side and right-hand side of each rule belong to the same slice if and only if \( \lambda_\Sigma \) is. Letting \( \lambda_\Sigma \) is slice-correct if and only if \( \lambda_\Sigma \) is. Since other slices are unaffected, \( L \) is slice-correct if and only if \( R \) is.

For dependency-correctness, the column of \( (C, D_1)_\sigma \) is that of \( (C, D_1 + D_2)_\sigma \) plus the pair \( (D_1, \sigma|_{\eta^D_1(D_1)}) \) itself, which is minimal in the order \( \preceq \).

\[
(C, D_1)_\sigma \rightarrow (C, D_1 + D_2)_\sigma
\]

A slice \( S_\Sigma \) of \( B \) and \( \emptyset \) containing one of \((D_1, \tau), (D_2, \tau), \) and \((D_1 + D_2, \tau)\) must also contain the other two. A slice \( S \) of \( \vdash A, B \) then contains all three of \((C, D_1)_\sigma, (C, D_2)_\sigma, \) and \((C, D_1 + D_2)_\sigma\), or none. It follows that \( S \cap \lambda_\Sigma \) is a singleton if and only if \( S \cap \kappa_\emptyset \) is.

For dependency-correctness, the column of \( (C, D_1)_\sigma \) is that of \( (C, D_1 + D_2)_\sigma \) plus the pair \((D_1, \sigma|_{\eta^D_1(D_1)})\) itself, which is minimum in the order \( \preceq \).

\[
(C, D_1)_\sigma \rightarrow (C, D_1 + D_2)_\sigma
\]

A slice \( S \) of \( \vdash A, B \) contains \((C, D_1)_\sigma \) if and only if it contains either of \((C, D_1)_\sigma \) or \((C, D_2)_\sigma \), and cannot contain both. Then \( S \cap \lambda_\Sigma \) is a singleton if and only if \( S \cap \kappa_\emptyset \) is.

For dependency-correctness, the column of \( (C, D)_\sigma \) is that of \( (C, \exists x.D)_\sigma \) plus a pair \((D, \tau)\), which is minimal in \( \preceq \).

\[
(C, D)_\sigma \rightarrow (C, \exists x.D)_{\sigma \rightarrow x}
\]

A slice \( S \) of \( \vdash A, B \) contains \((C, \exists x.D)_\sigma \) if and only if it contains all links \((C, D)_{\tau[t/x]}\) for any term \( t \). Letting \( \tau[t/x] = \sigma \), then \( S \cap \lambda_\Sigma \) is the singleton \((C, D)_\sigma\) if and only if \( S \cap \kappa_\emptyset \) is a singleton if and only if \( S \cap \kappa_\emptyset \) is.

For dependency-correctness, the column of \( (C, D)_\sigma \) is that of \( (C, \exists x.D)_{\sigma \rightarrow x} \) plus a pair \((D, \tau)\), which is minimal in \( \preceq \).

\[
(C, D)_\sigma \rightarrow (C, \forall x.D)_{\sigma}
\]

A slice \( S \) of \( \vdash A, B \) contains \((C, D)_\sigma \) if and only if it contains also \((C, \forall x.D)_\sigma \), and hence \( S \cap \lambda_\Sigma \) is a singleton if and only if \( S \cap \kappa_\emptyset \) is.

For dependency-correctness, the column of \( (C, D)_\sigma \) is that of \( (C, \forall x.D)_\sigma \) plus a pair \((D, \tau)\). The side-condition of the coalescence step is that \( x \notin \sigma \); then \( x \) does not occur free in any \( (X, \rho) \), and \((D, \tau)\) is minimal in \( \preceq \).

Lemma 24. To a correct witness pre-net \( \lambda_\Sigma \triangleright A, B \) a coalescence step applies, unless it is fully coalesced already, \( \lambda_\Sigma = \{(A, B)_\sigma\} \).

Proof. Let the depth of a link \((C, D)_\sigma\) be a pair of integers \((n, m)\), where \( n \) is the distance from \( C \) to the root of \( A \), and \( m \) that from \( D \) to \( B \). We order link depth in the product order: \((i, j) \leq (n, m)\) if and only if \( i \leq n \) and \( j \leq m \). We will demonstrate that a link at maximal depth may always be coalesced, unless it is the unique link \((A, B)_\sigma\) at \((0, 0)\).

To see that a maximally deep link coalesces, first note that a link \((C, D_1)_\sigma\) where \( D_1 \) occurs in \( D_0 + D_1 \) may always coalesce, as may a link \((C, D)_\sigma\) where \( D \) occurs in \( \exists x.D \). This leaves the following cases:

\[
(A, D_1)_\sigma \text{ with } D_1 \text{ occurring in } D = D_1 \times D_2.
\]

Without loss of generality, let \( i = 1 \). A slice \( S_1 \) of \( \vdash A, B \) containing \((A, D_1)_\sigma\) has a counterpart \( S_2 \) containing \((A, D_2)_\sigma\). The depth of \((A, D_2)_\sigma\) is the same as that of \((A, D_1)_\sigma\). By correctness \( S_2 \cap \lambda_\Sigma \) is a singleton; by the assumption of maximality it
may not contain a deeper link than \((A, D_2)_\sigma\); and it may not contain a shallower one since that would be shared with \(S_1 \cap \lambda_\Sigma\). Then \(\lambda_\Sigma \triangleright (A, B)_\sigma\), and \((A, D_2)_\sigma\), and these contract to \((A, D)_\sigma\).

\[ (A, D)_\sigma \text{ with } D \in \forall x.D. \]

The step \((A, D)_\sigma \rightarrow (A, \forall x.D)_\sigma\) applies if \(x \notin \sigma\). By way of contradiction, assume \(x \in \sigma\). The column of \((A, D)_\sigma\) contains \((D, \sigma_D)\) and \((\forall x.D, \tau)\) where \(\tau = \sigma|_{\forall x.(\forall x.D)}\). By the exact coverage condition, \(\sigma = \sigma_A \cup \sigma_D\), and since the free existential variables in \(D\) and \(\forall x.D\) are the same, \(\forall v_B(D) = \forall v_B(\forall x.D)\), so that \(\tau = \sigma_D\). (Note that since \(\sigma_A = \emptyset\), we get \(\sigma = \sigma_D = \tau\), but this is not essential to the argument.) Since \(x \in \sigma\) we have \(x \in \tau\), and in the column of \((A, D)_\sigma\) we have \((\forall x.D, \tau) \preceq (D, \tau)\) since \(D\) occurs as \(\forall x.D\). But we already have \((D, \tau) \preceq (\forall x.D, \tau)\) because \(D \subseteq \forall x.D\), contradicting antisymmetry of \(\preceq\).

Then \(x \notin \sigma\), and the step \((A, D)_\sigma \rightarrow (A, \forall x.D)_\sigma\) applies.

\[ (C_i, D_j)_\sigma \text{ in } C = C_1 \times C_2 \text{ and } D = D_1 \times D_2. \]

Without loss of generality, let \(i = j + 1\). By minimal depth and using similar reasoning to the first case above, the pre-net must contain one of the following three configurations.

1. \((C_1, D_1)_\sigma\), \((C_2, D_2)_\sigma\), \(C_1 \times C_2\)
2. \((C_1, D_1)_\sigma\), \((C_1, D_2)_\sigma\), \(C_1 \times C_2\)
3. \((C_1, D_1)_\sigma\), \((C_2, D_2)_\sigma\), \(C_1 \times C_2\)

In the second case, the step \((C_1, D_1)_\sigma \rightarrow (C_1, D)_\sigma\) applies; in the third case, \((C_1, D_1)_\sigma \rightarrow (C_1, D_1)_\sigma\); and in the first case, both.

\[ (C, D)_\sigma \text{ in } C = C_1 \times C_2 \text{ and } \forall x.D. \]

Without loss of generality let \(i = 1\). If \(x \notin \sigma\) the rewrite step \((C_1, D)_\sigma \rightarrow (C_1, \forall x.D)_\sigma\) applies. Otherwise, let \(x \in \sigma\). The slice \(S_2\) of \(\forall \cdot A, B\) containing \((C_1, D)_\sigma\) has a counterpart \(S_2\) containing \((C_2, D)_\sigma\), which must include exactly one link of \(\lambda_\Sigma\). By the assumption of minimal depth, it cannot have greater depth than \((C_2, D)_\sigma\). It cannot be \((C, D)_\sigma\) or any shallower link, since that would be shared with the slice \(S_1\) which already contains \((C_1, D)_\sigma\). It cannot be \((C_2, \forall x.D)_\sigma\) or any shallower link \((C_2, X)_\sigma\) (i.e. with \(\forall x.D \subseteq X\)) because \(x \in \sigma\). This would mean \(x \in \tau\) which contradicts the eigenvariables not free convention, or \(x \in \forall y(\sigma(y))\) where \(\forall x.D \not< \exists y.Y \leq X\) which creates a cyclic column, as in the second case above. It follows that \(S_2 \cap \lambda_\Sigma = \{(C_2, D)_\sigma\}\), so that the rewrite step \((C_1, D)_\sigma \rightarrow (C_1, D)_\sigma\) applies.

A rewrite step \((C, D)_\sigma \rightarrow (\forall x.C, D)_\sigma\) or \((C, D)_\sigma \rightarrow (C, \forall y.D)_\sigma\) applies unless \(x, y \notin \sigma\). But that would generate a cycle in the column of \((C, D)_\sigma\), in one of three ways. If \(x \in \sigma_C\) or \(y \in \sigma_D\) then, since \(\sigma_C = \sigma_{\forall x.C}\) and \(\sigma_D = \sigma_{\forall y.D}\), respectively:

\[ (C, \sigma_C) \not< (\forall x.C, \sigma_C) \not< (C, \sigma_C) \quad (D, \sigma_D) \not< (\forall y.D, \sigma_D) \not< (D, \sigma_D). \]

Otherwise, if \(x \in \sigma_D\) and \(y \in \sigma_C\) then

\[ (C, \sigma_C) \not< (\forall x.C, \sigma_C) \not< (D, \sigma_D) \not< (\forall y.D, \sigma_D) \not< (C, \sigma_C). \]

\[\Box\]

**Theorem 12.** A witness pre-net that strict-coalesces is correct, and a correct witness pre-net strongly strict-coalesces.

**Proof.** For the first statement, we proceed by induction on the coalescence path from \(\lambda_\Sigma \triangleright (A, B)_\sigma\) to \(\{(A, B)_\sigma\} \triangleright A, B\), with the end result as the base case. It is slice-correct: every slice of \(\forall \cdot A, B\) contains \((A, B)_\sigma\), so every slice of \(\{(A, B)_\sigma\} \triangleright A, B\) is the singleton \(\{(A, B)_\sigma\}\). It is also dependency-correct: the column of \((A, B)_\sigma\) is the set \(\{(A, \emptyset), (B, \emptyset)\}\), where \(A\) and \(B\) are unrelated in \(\preceq\). For the inductive step, by Lemma 23 coalescence
reflects correctness, so that any pre-net along the coalescence path is correct, in particular \( \lambda_\Sigma \triangleright A, B \).

For the second statement, let \( \lambda_\Sigma \triangleright A, B \) be correct. By Lemma 24 either the net has coalesced, or a coalescence step applies. By Lemma 23 the result of any coalescence step is again correct. Since links strictly move towards the roots of both formula trees, it follows that this process terminates, and the pre-net \( \lambda_\Sigma \triangleright A, B \) strongly strict-coalesces.

\( \blacktriangleright \) Theorem 15. If proof nets \( \lambda_\Sigma \triangleright A, B \) and \( \kappa_\Theta \triangleright \overline{B}, C \) sequentialize to \( \pi \) and \( \phi \) respectively, then their composition \( \left( \lambda_\Sigma \triangleright A, B \right) ; \left( \kappa_\Theta \triangleright \overline{B}, C \right) \) is well-defined (i.e. all fixed points are finite) and sequentializes to a normal form \( \psi \) of \( \pi ; \phi \).

Proof. By Theorem 12 the proof nets \( L = \lambda_\Sigma \triangleright A, B \) and \( R = \kappa_\Theta \triangleright \overline{B}, C \) strongly coalesce. We may then interleave their coalescence sequences as follows: if a synchronized step in \( \Sigma \) and \( \overline{R} \) on the interface \( B \) and \( \overline{B} \) is available, apply it; otherwise perform steps in \( L \) on \( A \) and in \( R \) on \( C \) until it is. This gives the following combined sequence.

\[
\begin{align*}
L &= L_1 \rightarrow^? \ldots \rightarrow^? L_n \\
R &= R_1 \rightarrow^? \ldots \rightarrow^? R_n \\
\downarrow & \downarrow \downarrow \ldots \downarrow \\
L; R &= L_1; R_1 \rightarrow L_2; R_2 \rightarrow \ldots \rightarrow L_n; R_n
\end{align*}
\]

(Here, \( \rightarrow^? \) is the relation \( \rightarrow \) \( \cup \) \( = \), but we assume that at least \( L_i \rightarrow L_{i+1} \) or \( R_i \rightarrow R_{i+1} \).)

The path along the top and right of this diagram sequentializes \( L \) to \( \pi' \) and \( R \) to \( \phi' \) (equivalent to \( \pi \) and \( \phi \) respectively), and then composes to \( L_n; R_n \). By Lemma 18, \( \psi \) sequentializes to \( \psi_1 \), so that \( \psi_n = \psi_1 \). By the way each square converges, we have that \( \psi_1 \) is reached from \( \psi_{i+1} \) by a cut-elimination or permutation step.

Finally, in \( L \) and \( R \) every link is an axiom link. Any link in \( L; R \) is composed from two links \( (a,b)_\tau \) in \( L \) and \( (\overline{b},c)_\rho \) in \( R \), which yields \( (a,c)_\phi \) where \( \rho = \sigma_\tau \cdot \overline{\sigma}_\rho \cdot \sigma_\tau \). This sequentializes to the axiom \( \overline{\varphi} \cdot a \rho \cdot c \rho \), which is in normal form. Then \( L; R \) is a proof net (it has an axiom linking and it coalesces), and it sequentializes to a normal form of \( \psi \).

\( \blacktriangleright \) Lemma 18. In \( \rightarrow^? \), if \( \lambda_\Sigma \triangleright A, B \) sequentializes to \( \pi \) then \( \lambda_\Sigma \triangleright A, B \) sequentializes to \( \pi' \leq \pi \).

Proof. The sequentialization path \( \lambda_\Sigma \triangleright A, B \) produces \( L = (A,B)_\rho \triangleright A,B \) on the left of the diagram sequentializes \( L \) to \( \pi' \) and \( R \) to \( \phi' \) (equivalent to \( \pi \) and \( \phi \) respectively), and then composes to \( L_n; R_n \). By the way each square converges, we have that \( \psi_1 \) is reached from \( \psi_{i+1} \) by a cut-elimination or permutation step.

\( \blacktriangleright \) Lemma 19. If \( \lambda_\Sigma \triangleright A, B \) and \( \lambda_\Sigma \triangleright A, B \) sequentializes to \( \pi \) then there exists a witness assignment \( \Sigma \) and substitution \( \rho \) such that \( \lambda_\Sigma \triangleright A, B \) sequentializes to \( \pi \) and \( \lambda_\Sigma = \lambda, \rho \).

Proof. By induction on the sequentialization path \( \lambda \triangleright A, B \) sequentializes to \( (A,B)_\sigma \triangleright A, B \). For the end result, the statement holds with \( \rho = \emptyset \). For the inductive step, consider a step \( L \rightarrow R \). We show the case \( \triangleright U \); the other cases are immediate.
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\[(C, D_1)_{\sigma}, (C, D_2)_{\tau} \rightsquigarrow (C, D_1 \times D_2)_{\sigma \vee \tau}\]

By the inductive hypothesis, \(R\rho'\) strict-sequentializes to \(\pi\). Let \(\sigma \vee \tau = \sigma \rho'' = \tau \rho''\) and let \(\rho = \rho'' \rho'\). Then \(L\rho\) strict-sequentializes to \(\pi\) by

\[(C, D_1)_{\sigma \rho'}, (C, D_2)_{\tau \rho} \rightarrow (C, D_1 \times D_2)_{(\sigma \vee \tau) \rho'}\].

\[\triangleleft\]

Theorem 20. If \([\pi \vdash A, B]\) is \(\lambda_\Sigma \triangleright A, B\) then \(\lambda \triangleright A, B\) unifying-sequentializes to \(\pi' \leq \pi\).

Proof. By Theorem 6, \(\lambda_\Sigma \triangleright A, B\) sequentializes to \(\pi\) in \((\rightarrow)\), and hence also in \((\sim)\). Then by Lemma 18 \(\lambda, \triangleright A, B\) sequentializes to \(\pi' \leq \pi\).

\[\triangleleft\]

Theorem 21. If \(\lambda \triangleright A, B\) sequentializes to \(\pi\), then \([\pi]\) = \(\lambda_\Sigma \triangleright A, B\) for some \(\Sigma\).

Proof. By Lemma 19, since \(\lambda \triangleright A, B\) sequentializes to \(\pi\) there is a net \(\lambda_\Sigma \triangleright A, B\) that sequentializes to \(\pi\). By Theorem 7, \([\pi]\) = \(\lambda_\Sigma \triangleright A, B\).

\[\triangleleft\]

Theorem 22. If \(\lambda \triangleright A, B\) sequentializes to \(\pi\) and \(\kappa \triangleright B, C\) to \(\phi\) then their composition \(\lambda ; \kappa \triangleright A, C\) sequentializes to a proof \(\psi' \leq \psi\) where \(\psi\) is a normal form of \(\pi ; \phi\).

Proof. By Lemma 19 there are witness labellings \(\Sigma\) and \(\Theta\) such that \(\lambda_\Sigma \triangleright A, B\) strict-sequentializes to \(\pi\) and \(\kappa_\Theta \triangleright B, C\) to \(\phi\). By Theorem 15 their composition \((\lambda_\Sigma ; \kappa_\Theta) \triangleright A, C\) strict-sequentializes to a normal form \(\psi\) of \(\pi ; \phi\). By Lemma 18 the net \((\lambda ; \kappa), \triangleright A, C\) unifying-sequentializes to \(\psi' \leq \psi\).

\[\triangleleft\]
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1 Introduction

This paper lays down a novel foundation for a proof theory of formulae modelling concurrent processes with mixed probabilistic and non-deterministic choice. Probabilistic choices refine non-deterministic choices by indicating the probability with which one action or another occurs, and have been introduced in game theory and process calculi to model measurable uncertainty in the environment, such as a decision made by tossing a coin.

It is already well known that, in various processes-as-formulae approaches to modelling processes using extensions of linear logic [15], the additive operators can be used to model non-deterministic choices. The key novelty of this work is the observation that probabilistic choices can also be handled using additive operators, of a more restrictive kind, which we call the \textit{sub-additives}.

In what follows we clarify the processes-as-formulae approach to modelling processes directly as formulae in extensions of linear logic. We highlight key observations leading to probabilistic sub-additive operators, and explain why their proof theory is non-trivial. Furthermore, for readers for whom the discovery of a novel proof theory is insufficient motivation, we highlight that, unlike most semantics previously proposed for probabilistic concurrent processes, our model is exceptionally compositional, admitting action refinement.
1.1 The processes-as-formulae paradigm

Various approaches to modelling processes by directly embedding them as formulae in an extension of linear logic have been floated since the discovery of linear logic (see [22] for a comparison). Progress in this processes-as-formulae approach has been accelerated by an advance in proof theory – the calculus of structures [17] – a generalisation of the sequent calculus. Process models not limited to CCS [3], session types [5], attack trees [21] and the π-calculus [23, 24] have been tackled using the processes-as-formulae approach.

An advantage of the processes-as-formulae paradigm is that formulae modelling processes can be directly compared using implication in the logical system. Furthermore, there are no design decisions, since the semantics are determined by the principles of cut elimination. In every process model this approach always leads us to a preorder over processes with appealing properties. The preorder obtained enjoys the following properties: it is a congruence; is sound with respect to most commonly-used process preorders, including weak simulation [22], and pomset ideals [21]; and respects action refinement – the ability to refine atomic actions with larger sub-processes. This makes implication highly compositional.

In this work, by introducing an operator modelling probabilistic choice, the above properties can also be achieved in the probabilistic setting, where preorders are defined with respect to probability distributions. To emphasise this point we prove that implication in this work is sound with respect to a notion of refinement called weak probabilistic simulation [37, 2]. A famous result in the theory of probabilistic processes [10], means that, equivalently, implication is sound with respect to probabilistic may testing [27, 30]. An advantage implication has over simulation/testing semantics is that, as mentioned above, implication guarantees a greater degree of compositionality.

1.2 Motivation: uncovering the probabilistic sub-additive operators

We explain key observations that uncover the probabilistic sub-additive operators. Sub-additive operators are restricted forms of additive conjunction or disjunction, found in linear logic. Sub-additives forbid projection and injection, while permitting other properties of the additives, notably idempotency.

Firstly, consider how the standard additives can be used to model non-deterministic choice. To be specific, in linear logic, we have $\langle P \& Q \rangle$, which enjoys the following projection laws, where $\to$ is linear implication: $P \& Q \to P$ and $P \& Q \to Q$. For example, $\text{heads} \& \text{tails}$ can be used to model a process that does not toss a coin but instead chooses on which side to lay the coin. This can be refined by process heads that always chooses to lay down heads. This does not model tossing a coin, instead modelling a decision the process can make.

The key observation is, by restricting additives such that projection and injection are forbidden, we are able to model probabilistic choice. For example, $\text{heads} \oplus_{1/2} \text{tails}$ models a fair coin, where heads or tails occurs with probability 1/2. Notice the process cannot influence the outcome of the coin toss, therefore such a fair coin cannot be refined to heads. The absence of this refinement corresponds to forbidding projection. Furthermore, it is standard for probabilistic processes, that a fair coin cannot be refined to an unfair coin where the balance of probabilities are different from 1/2 each. Notions of probabilistic refinement preserve the balance of probabilities.

Although projection/injection are forbidden, non-deterministic choice and probabilistic choice are related. For example, non-deterministic choice $\text{heads} \& \text{tails}$ can be refined to probabilistic choice $\text{heads} \oplus_{1/2} \text{tails}$. This refinement can be established by proving the following using the logical system in the body of this work.

$$\text{heads} \& \text{tails} \to \text{heads} \oplus_{1/2} \text{tails}$$
Such a refinement, introducing probabilities, is standard for probabilistic simulation or, equivalently, probabilistic may testing [27, 30, 9].

Note, there are many other modelling capabilities of the logic in this work. For example, we can capture probabilistic choice with margins of error, and probabilistic model checking, within a bound of probability. Application wise, such models have been used for a wide range of problems, e.g., quantifying the degree of anonymity offered by privacy protocols, or quantifying risk in attacker models. This work focuses on introducing our new logical system $\Delta$ MAV and providing clear and simple examples.

The interplay between the sub-additives and both sequential and parallel composition can be non-trivial. For example, we discover, for subtle reasons explained later, in the presence of parallel composition, operator $\oplus_p$ cannot be self-dual. Thereby we obtain also a de Morgan dual operator $\&_p$, essential for completing the symmetry demanded by a logic satisfying cut elimination. The central result of this paper, cut elimination (Theorem 2), ensures these new sub-additive operators co-exist happily with other operators of linear logic – a prerequisite for using implication with confidence. Furthermore, the soundness of linear implication as a notion of probabilistic refinement (Theorem 4) is verified and the merits of this notion of refinement discussed. In particular, we claim that this logical approach to modelling processes helps us discover the coarsest notion of refinement, in the literature, that can: firstly, handle probabilistic processes; secondly, accommodate parallel composition; and, thirdly, permit action refinement [41].

### Outline of the paper

Section 2, provides established background material on probabilistic processes. Section 3, recalls MALL in the calculus of structures, and introduces the extended system $\Delta$ MAV featuring a pair of sub-additive operators. Section 4 provides a series of examples illustrating how we can construct, more traditional, probabilistic simulations from proofs in $\Delta$ MAV. Section 5, outlines the proof of cut elimination, necessary to justify the logical system proposed. Section 6 highlights the existence of further sub-additive operators between the standard operators of linear logic.

## 2 Background: an established notion of probabilistic simulation

We begin with background on probabilistic simulation. We select a minimal probabilistic process calculus and standard notion of probabilistic simulation.

Note there are numerous probabilistic calculi in the literature mixing non-deterministic and probabilistic choice, not limited to probabilistic extensions of CCS [28], CSP [11], and the $\pi$-calculus [33]. Due to the rich proof calculi developed [23], expressive process models can be handled by techniques in this work. For scientific clarity, we select here a minimal calculus in order to make a clear comparison with the new logical approach to probabilistic refinement introduced in subsequent sections.

The syntax of our minimal process calculus is drawn from terms in the following grammar, where ‘a’ represents actions.

\[
t ::= \text{ok (successful completion)} \mid a.t \text{ (action prefix)} \mid t \parallel t \text{ (parallel composition)} \\
     \mid t \cap t \text{ (non-deterministic choice)} \mid t + pt \text{ (probabilistic choice)}
\]

Discrete probability distributions are uniquely determined by a probability mass function $\Delta : S \to [0,1]$ over a set $S$ of process terms such that $\sum_{t \in S} \Delta(t) = 1$. A Dirac distribution for process term $s$, written $1_s$, is defined by the probability mass function such that $\Delta(s) = 1$. For probability $p$ and distributions, $\Delta_1$ and $\Delta_2$ linear combination $p\Delta_1 + (1-p)\Delta_2$, defined as $(p\Delta_1 + (1-p)\Delta_2)(t) = p\Delta_1(t) + (1-p)\Delta_2(t)$, is a distribution and dot product $\Delta_1 \cdot \Delta_2$ is defined such that $(\Delta_1 \cdot \Delta_2)(t \parallel u) = \Delta_1(t)\Delta_2(u)$ and 0 elsewhere.
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Process terms are mapped to distributions using the following function $\delta$:

$$
\delta(\text{ok}) = 1_{\text{ok}} \\
\delta(a.t) = 1_{a.t} \\
\delta(t \sqcap t) = 1_{t \sqcap t} \\
\delta(t + p \cdot t) = p\delta(t) + (1-p)\delta(t) \\
\delta(t \parallel t) = \delta(t) \cdot \delta(t)
$$

Labelled transitions from process terms to distributions are defined by the following rules, where label $\alpha$ ranges over any action $a$ or $\tau$.

$$
\begin{align*}
&a.t \xrightarrow{\alpha} \delta(t) \\
&t_1 \sqcap t_2 \xrightarrow{\alpha} \delta(t_1) \\
&t_1 \parallel t_2 \xrightarrow{\alpha} \Delta \cdot \delta(t_2) \\
&t_1 \parallel t_2 \xrightarrow{\alpha} \delta(t_1) \cdot \Delta
\end{align*}
$$

Labelled transitions lift to weak transitions over distributions, as according to the following four clauses, which allow zero or more $\tau$-transitions. Firstly, $\Delta \xrightarrow{\tau} \Delta$; secondly, if for all $i$, $s_i \xrightarrow{\alpha} \Delta_i$ and $\sum_{i \in I} p_i = 1$ then $\sum_{i \in I} p_i1_{t_i} \xrightarrow{\alpha} \sum_{i \in I} p_i \Delta_i$; thirdly, if $\Delta_1 \xrightarrow{\tau} \Delta_2$ then $p\Delta_1 + (1-p)\Delta_2 \xrightarrow{\alpha} p\Delta_2 + (1-p)\Delta$, fourthly, if $\Delta_1 \xrightarrow{\tau} \Delta_2$ and $\Delta_2 \xrightarrow{\alpha} \Delta_3$, then $\Delta_1 \xrightarrow{\tau} \Delta_3$.

For tighter results, we also employ the predicate $\checkmark$ indicating successful termination, defined such that $\text{ok}\checkmark$ and if $t_1\checkmark$ and $t_2\checkmark$ then $(t_1 \parallel t_2)\checkmark$. Termination extends to distributions in the obvious way such that if $t\checkmark$ then $1_t\checkmark$ and if $\Delta\checkmark$ and $\checkmark$ then $(p\Delta + (1-p)\checkmark)\checkmark$.

The above labelled transitions and termination predicate are employed in the following definition of a weak probabilistic simulation. The definition also employs a standard lifting of relations from processes to distributions.

**Definition 1.** For a relation $\mathcal{R}$ between processes and distributions, its lifting $\hat{\mathcal{R}}$ is such that: if, for all $i$, $t_i \mathcal{R} \Delta_i$, and $\sum_{i \in I} p_i = 1$ then $\sum_{i \in I} p_i1_{t_i} \xrightarrow{\alpha} \sum_{i \in I} p_i \Delta_i$. A relation between processes and distributions $\mathcal{R}$ is a weak complete probabilistic simulation whenever:

- If $s \mathcal{R} \Delta$ and $s \xrightarrow{\alpha} \mathcal{E}$, there exists $\mathcal{E}'$ such that $\Delta \xrightarrow{\alpha} \mathcal{E}'$ and $\mathcal{E} \mathcal{R} \mathcal{E}'$.
- If $t \mathcal{R} \Delta$ and $t\checkmark$ then there exists $\mathcal{E}$ such that $\Delta \xrightarrow{\tau} \mathcal{E}$ and $\checkmark$.

If there exists weak complete probabilistic simulation $\mathcal{R}$ such that $\delta(t_1) \hat{\mathcal{R}} \delta(t_2)$, then we say $t_2$ simulates $t_1$.

We refer to the above notion simply as probabilistic simulation throughout this work. Recall this definition is used only as a reference to show the logic we develop is sound with respect to such a standard notion of probabilistic refinement, and contains no new concepts. We provide examples later in subsequent sections when making such a comparison.

### 3 Extending linear logic with probabilistic sub-additive operators

In this section, we introduce a proof system featuring the probabilistic sub-additives. The system is a conservative extension of multiplicative-additive linear logic (MALL). Therefore, first we recall a presentation of MALL in the calculus of structures, a generalisation of the sequent calculus. We employ the calculus of structures, since it provides additional expressive power demanded by our target logic $\Delta\text{MAV}$.

#### 3.1 An established presentation of MALL in the calculus of structures

The fragment of linear logic MALL was one of the first proof systems studied in the calculus of structures [38]. Fig 1 recalls a proof system for multiplicative-additive linear logic MALL in the calculus of structures. Inference rules apply in any context. We assume formulae are always in negation-normal-form, where negation is always pushed to atoms, $a$, by the following function, inducing De Morgan dualities.

$$
\begin{align*}
\langle \text{P}_{\sqcup} Q \rangle &= \langle \text{P} \rangle \sqcup \langle Q \rangle \\
\langle \text{P}_{\sqcap} Q \rangle &= \langle \text{P} \rangle \sqcap \langle Q \rangle \\
\langle \overline{a} \rangle &= a \\
\langle \text{P}_{\vdash} Q \rangle &= \langle \text{P} \rangle \vdash \langle Q \rangle \\
\langle \text{P}_{\preceq} Q \rangle &= \langle \text{P} \rangle \preceq \langle Q \rangle \\
\langle \tau \rangle &= \circ
\end{align*}
$$
The formulation of MALL in Fig. 1 was employed to prove cut elimination for a non-commutative extension of MALL called MAV [20]. The rules are also similar to a version used to study focussing in the calculus of structures [4].

structural congruence:
\[
P \boxplus Q \equiv Q \boxplus P \qquad (P \boxplus Q) \boxplus R \equiv P \boxplus (Q \boxplus R) \qquad \circ \boxplus P \equiv P
\]
\[
P \otimes Q \equiv Q \otimes P \qquad (P \otimes Q) \otimes R \equiv P \otimes (Q \otimes R) \qquad \circ \otimes P \equiv P
\]

inference rules:
\[
\text{C}\{\circ\} \quad \text{interact} \quad \text{C}\{(P \boxplus Q) \otimes R\} \quad \text{switch} \quad \text{C}\{\circ\} \quad \text{tidy}
\]
\[
\text{C}\{P_1\} \quad \text{choose left} \quad \text{C}\{P_2\} \quad \text{choose right} \quad \text{C}\{(P \otimes R) \circ (Q \otimes R)\} \quad \text{external}
\]

\textbf{Figure 1} Structural congruence and inference rules for MALL in the calculus of structures.

The structural congruence ensures the multiplicatives \textit{par} \boxplus and \textit{times} \otimes are commutative monoids with a common unit. The \textit{switch} rule and \textit{interact} rule form multiplicative linear logic. Regarding the inference rules, there is one rule, \textit{choose}, for additive \textit{plus} \circ, which chooses either the left or right branch during proof search. The rule \textit{external} distributes the additive \textit{with} \& over \textit{par}, forcing both branches to be explored. The \textit{tidy} rule ensures proof search is successful only if both branches are successful.

A \textit{derivation} is a sequence of zero or more rule instances, where the structural congruence can be applied at any step. The bottommost formula is the \textit{conclusion} and the topmost is the \textit{premise}. A proposition \( P \) is \textit{provable}, written \( \vdash P \), whenever there exists a derivation with conclusion \( P \) and premise \( \circ \). \textit{Linear implication} \( P \rightarrow Q \) is defined as \( \overline{P} \boxplus Q \); hence a provable linear implication is written \( \vdash P \rightarrow Q \).

This presentation of MALL has a common unit for the multiplicatives, consequently implication \( \vdash P \otimes Q \rightarrow P \boxplus Q \) holds. The reader familiar with linear logic will observe this means the \textit{mix} rule is admissible. Note the results in this paper also hold for a formulation of MALL that does not admit \textit{mix}, but \textit{mix} is included so as the logic extends immediately to non-commutative logic.

3.2 Extending with the probabilistic sub-additives (and sequentiality)

The calculus of structures provides a setting in which the sub-additives can be expressed and evaluated. We explain briefly the new rules of the structural congruence and the inference rules in Fig. 2. Note we assume a probability \( p \) is always such that \( 0 < p < 1 \), thus any sub-formula that appears in a probabilistic choice occurs with non-zero probability.

The rule of the structural congruence for the probabilistic sub-additives, Fig. 2, ensures the balance of probabilities is maintained when applying idempotency, associativity and commutativity. By maintaining the balance of probabilities, structural congruence preserves underlying probability distributions. For example \( p\Delta + (1-p)\Delta = \Delta \), hence we have a weighted form of idempotency \( P \circ_{p} P = P \).

For associativity, observe if \( \Delta_0, \Delta_1 \) and \( \Delta_2 \) are distributions corresponding to \( P, Q \) and \( R \) respectively, then \( q(p\Delta_0 + (1-p)\Delta_1) + (1-q)\Delta_2 = r\Delta_0 + (1-r) s\Delta_1 + (1-s)\Delta_2 \) only if \( r = pq \) and \( (1-r)s = q(1-p) \). Furthermore, commuting formulae inverts probabilities \( p\Delta_1 + (1-p)\Delta_2 = (1-p)\Delta_2 + p\Delta_1 \).
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structural congruence:

\[
\begin{align*}
&P \&_r Q \equiv Q \&_{1-r} P \\
&P \oplus_r Q \equiv Q \oplus_{1-r} P \\
\circ \prec P \equiv P
\end{align*}
\]

inference rules:

\[
\begin{array}{l}
&\frac{C\{ (P \&_R R) \&_p (Q \&_S S) \}}{C\{ (P \&_p Q) \&_S (R \&_p S) \}} \text{ medial} \\
&\frac{C\{ (P \&_R R) \&_q (Q \&_S S) \}}{C\{ (P \&_q Q) \&_p (R \&_S S) \}} \text{ medial} \\
&\frac{C\{ (P \&_R R) \prec (Q \&_S S) \}}{C\{ (P \&_S S) \prec (R \&_R R) \}} \text{ medial} \\
&\frac{C\{ (P \&_R R) \prec (Q \&_S S) \}}{C\{ (P \&_S S) \prec (R \&_R R) \}} \text{ medial} \\
&\frac{C\{ (P \&_R R) \&_p (Q \&_S S) \}}{C\{ (P \&_p Q) \&_S (R \&_p S) \}} \text{ medial} \\
&\frac{C\{ (P \&_R R) \&_q (Q \&_S S) \}}{C\{ (P \&_q Q) \&_p (R \&_S S) \}} \text{ medial}
\end{array}
\]

linear negation:

\[
\begin{align*}
\overline{P \& Q} &\equiv \overline{P} \& \overline{Q} \\
\overline{P \&_p Q} &\equiv \overline{P \&_p Q} \\
\overline{P \&_p Q} &\equiv \overline{P \&_p Q}
\end{align*}
\]

Figure 2 Rules for the probabilistic sub-additive operators and seq in ΔMAV, extending Fig. 1.

A self-dual non-commutative operator seq, notated \(\circ\), is introduced in order to model processes with action prefixes or sequential composition. Seq was first introduced in system BV [17], which was subsequently extended with the additives to obtain system MAV [20]. The operator seq lies between multiplicative operators \(\otimes\) and \(\&\) from linear logic [15].

Inference rule confine and the medial rules are best explained in the context of examples throughout the remainder of this paper. Notice all medials have a standard form.

\[
\begin{align*}
&(P \&_R R) \& (Q \&_S S) \\
&(P \&_S S) \& (R \&_R R)
\end{align*}
\]

where \((\pi, \omega) \in \{(\&, \&_q), (\&, \&_q), (\&, \&_q), (\&, \&_p),
\{(\&, \&), (\&, \&), (\&, \&), (\&, \&)\}\}

Cut elimination in the calculus of structures is equivalent to the following statement.

Theorem 2 (cut elimination). In ΔMAV, if \(\vdash C\{ P \& T \}\), then \(\vdash C\{ \circ \}\).

The above theorem is the main technical justification for the correctness of ΔMAV. A proof sketch is delayed until Section 5. As with MALL, linear implication \(P \to_0 Q\) is defined in terms of negation and par such that \(P \& Q\). A useful but straightforward property is linear implication is reflexive. Amongst the immediate consequences of cut elimination is linear...
implication in $\Delta_{MAV}$ is transitive. Furthermore, also as a corollary of cut elimination, linear implication holds in every context (note negation and implication are derived operators, hence are not part of the syntax of contexts).

**Corollary 3.** Linear implication is a preorder that holds in every context (a precongruence).

This corollary establishes a key criteria for using linear implication as a notion of refinement.

Note, in this paper, operator $\&_p$ is treated as a synthetic dual to $\oplus_p$ necessary for completing the proof system, and used when proving linear implications. This operator likely has applications, for modelling probabilistic communicating systems; but we avoid controversy by sticking to the indisputable established probabilistic choice modelled by $\oplus_p$.

### 3.3 Embedding of Probabilistic Processes in $\Delta_{MAV}$

While cut elimination proves we have made the correct choices of rules for the logic to work, it says little about its relationship to probabilistic refinement. Here we state the main result showing that implication is sound with respect to the key established notions of refinement for probabilistic processes.

We employ the following embedding, mapping processes to formulae.\(^1\)

<table>
<thead>
<tr>
<th>Name of operator</th>
<th>Process term</th>
<th>Logical operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>success</td>
<td>$[ok]$</td>
<td>$\circ$</td>
</tr>
<tr>
<td>prefix</td>
<td>$[\alpha.t]$</td>
<td>$\alpha \triangleright [t]$</td>
</tr>
<tr>
<td>parallel composition</td>
<td>$[t_1</td>
<td>t_2]$</td>
</tr>
<tr>
<td>external choice</td>
<td>$[t_1 \cap t_2]$</td>
<td>$[t_1] \triangleright [t_2]$</td>
</tr>
<tr>
<td>probabilistic choice</td>
<td>$[t_1 +_p t_2]$</td>
<td>$[t_1] &amp;_p [t_2]$</td>
</tr>
</tbody>
</table>

The mapping extends to discrete probability distributions over process terms such that $[[1]] = [[t]]$ and if $\Delta = p\Delta_1 + (1 - p)\Delta_2$, where $0 < p < 1$ then $[[\Delta]] = [[\Delta_1]] \&_p [[\Delta_2]]$.

Using the above embedding of processes as formulae we can compare processes using linear implication. All linear implications between processes can also be established using weak complete probabilistic simulation. Each approach is quite different, since the former involves unfolding logical rules while the latter involves defining a simulation relation witnessing the refinement. Here these two approaches to probabilistic refinement are formally connected as follows.

**Theorem 4.** If $[t_1] \leadsto [t_2]$, in $\Delta_{MAV}$, then $t_1$ simulates $t_2$ (Def. 1).

The proof provides a procedure that constructs a weak complete probabilistic simulation from any linear implications between embeddings of processes. It adapts proof techniques devised for establishing a similar results for the $\pi$-calculus $[22]$ (without probabilities).

The converse of Theorem 4 does not hold. As reinforced by related work $[21]$, linear implication has non-interleaving properties. For example $a \triangleright a \leadsto a \triangleleft a$ does not hold, but these processes are equivalent in any interleaving semantics, including probabilistic simulation in Def. 1. This can be regarded as a strength of linear implication, since such non-interleaving semantics are preserved under action refinement $[41]$ – the substitution of an atomic action with any process. For the minimal process language in this this work, we consider only refinement of an action with a sequence of actions.

\(^1\) Note the system is completely symmetric so the dual operators could be used, inverting implication.
Corollary 5. For process terms $t_1$ and $t_2$, and substitution $\sigma$ mapping actions, say $a$, to a sequence of actions, say $b_1 \ldots b_n$, if \( \llbracket t_1 \rrbracket \vdash \bot \llbracket t_2 \rrbracket \) then \( \llbracket t_1 \sigma \rrbracket \vdash \bot \llbracket t_2 \sigma \rrbracket \).

For example, since \( \llbracket a \parallel a \rrbracket \vdash \bot \llbracket a.a \rrbracket \) holds, by applying the action refinement $\sigma = \{ b \parallel c \}$, the following holds: \( \llbracket b.c \parallel b.c \rrbracket \vdash \bot \llbracket b.c.b.c \rrbracket \).

Action refinement is not respected by any interleaving semantics, including weak complete probabilistic simulation (previous work on action refinement in the probabilistic setting [8] avoids parallel composition). Furthermore, although there is work on probabilistic event structures [1, 42], linear implication in $\Delta MAV$ appears to be the first non-interleaving notion of refinement accommodating probabilistic choice.

4 Examples of properties established using linear implication

Having introduced definitions and stated the main results, we illustrate the theory with examples. This section covers examples of refinements that are permitted or forbidden between processes. There are also some examples justifying the medial rules.

4.1 Refinements also provable using probabilistic simulation

As noted in the introduction, projection and injection are forbidden for probabilistic simulation, hence should be forbidden for the sub-additives. Indeed, the following processes are unrelated by linear implication.

\[ \text{heads +1/2 tails} \text{ is unrelated to heads and also is unrelated to tails} \]

Hence, as a consequence of Theorem 4, none of the following hold in general: $P \vdash P \oplus_P P$, $P \oplus_P Q \vdash P, Q \vdash P \oplus_P P$ and $P \oplus_P Q \vdash Q$.

Now, using the rules of $\Delta MAV$, we can verify the following chain of implications, proving that the probabilistic sub-additives lie between the standard additives.

\[ P \& Q \vdash P \&_P Q \quad P \&_P Q \vdash P \oplus_P Q \quad P \oplus_P Q \vdash P \oplus Q \]

The first implication has a proof of the following form.

- \[ \text{idempotency} \]
- \[ \text{Proposition 3} \]
- \[ \text{choose} \]
- \[ \text{confine} \]
- \[ \text{idempotency} \]

Also, due to de Morgan dualities, the third implication in the chain above has a proof of the same form (by setting $P$ as $\overline{P}$ and $Q$ as $\overline{Q}$). The second implication in the chain of implications above has the following proof.

- \[ \text{idempotency} \]
- \[ \text{Proposition 3} \]
- \[ \text{confine} \]
- \[ \text{confine} \]
- \[ \text{idempotency} \]
Notice, by instantiating the above with process embeddings, \( \vdash [t_1 \sqcap t_2] \rightarrow [t_1] \land_p [t_2] \) and \( \vdash [t_1] \land_p [t_2] \rightarrow [t_1 + p, t_2] \) hold. Hence, by Theorem 2, there is also a proof of the following.

\[ \vdash [t_1 \sqcap t_2] \rightarrow [t_1 + p, t_2] \]

As guaranteed by Theorem 4, the above linear implication can also be established by probabilistic simulation. For example, process \( a \sqcap b \) simulates \( a + p, b \). This holds since \( R \) such that \( a \sqcap R_1 \) simulates \( a + p, b \), and \( \alpha \sqcap R_1 \) defines a weak probabilistic simulation such that \([a \land_p b] \sqsubseteq [a \land b]\). The converse does not hold since \( a \sqcap b \not\sqsubseteq 1_{\alpha \sqcap b} \), which is a transition that cannot be matched by distribution \( p_1 + (1 - p)_1 \).

Hence, by Theorem 4, the converse implication \( P \land_p Q \rightarrow P \land Q \) also does not hold in general.

### 4.2 Distributivity properties, some forbidden others permitted

We highlight, quite subtly, that we must also forbid certain distributivity properties over parallel composition. Operator \( \land_p \) forbids refinements that undesirably leak information. For example, processes \( (a \parallel c) + p, (b \parallel d) \) and \( (a + p, b) \parallel (c + p, d) \) are unrelated by probabilistic simulation. Therefore, by Theorem 4, the following are unrelated by linear implication.

\[ (a \land c) \land_p (b \land d) \quad \text{is unrelated to} \quad (a \land_p b) \land (c \land_p d) \]

However we should allow other refinements. For example, the semantics of \( \Delta \text{MAV} \), does admit the following partial distributivity property, preserving all four possible combinations of parallel actions.

\[ \vdash (a \land_p b) \land (c \land_q d) \rightarrow ((a \land c) \land_q (a \land d)) \land_p ((b \land c) \land_q (b \land d)) \]

The above distributivity property is also respected by probabilistic simulation introduced in Sec. 2. Observe, both \( \delta \left( (a \parallel c) + q (a \parallel d) \right) \land_p ((b \parallel c) + q (b \parallel d)) \) and \( \delta \left( (a + p, b) \parallel (c + q, d) \right) \) map to the same underlying probability distribution, hence have the same behaviours.

\[ pq_1_{a\parallel c} + p(1-q)_1_{a\parallel d} + (1-p)q_1_{b\parallel c} + (1-q)(1-p)_1_{b\parallel d} \]

Indeed, in general, the following implication holds in \( \Delta \text{MAV} \), establishing how probabilistic choice distributes over parallel composition.

\[ \vdash P \land (Q \land_p R) \rightarrow (P \land Q) \land_p (P \land R) \]

There are also distributivity properties relating non-deterministic and probabilistic choice [43]. For example we have that \( \vdash (P \land Q) \land_p (P \land R) \rightarrow P \land (Q \land_p R) \) holds, as established by the following proof.

\[
\begin{array}{c}
\frac{
\text{idempotency}
}{
\text{tidy}
}
\end{array}
\]

\[
\begin{array}{c}
\frac{
\vdash (Q \land_p R) \land (Q \land_p R) \land q_p (P \land R) \\
\vdash (Q \land_p R) \land (Q \land_p R) \land q_p (P \land R) \\
\vdash (P \land R) \land q_p (Q \land_p R)
}{
\vdash (P \land R) \land q_p (Q \land_p R)
}\end{array}
\]
By Theorem 4, we have that \( (t_1 \triangledown t_2) +_p (t_1 \triangledown t_3) \) simulates \( t_1 \triangledown (t_2 +_p t_3) \), for any process. For example, \( a \triangledown (b +_p c) \) is simulated by \( (a \triangledown b) +_p (a \triangledown c) \). To see why, observe relation \( S \) defined such that \( a \triangledown (b +_p c) S p1_{a \triangledown c} + (1 - p)1_{a \triangledown c} \) and \( s S 1_s \), for any \( s \), is a simulation; for which \( [a \triangledown (b +_p c)] S [(a \triangledown b) +_p (a \triangledown c)]. \)

The converse of the above simulation does not hold. Hence, as a consequence of Theorem 4, the converse of the above implication does not hold in \( \Delta MAV \). I.e., in general, the following is not provable: \( P \triangleleft (Q \triangledown_p R) \triangleleft (P \triangleleft Q) \triangledown_p (P \triangleleft R) \).

### 4.3 But are the medial rules necessary in \( \Delta MAV \)?

The most mysterious rules of \( \Delta MAV \) are the medial rules. The justification we provide here is purely logical, although these rules are likely to play a more significant role when considering more expressive process calculi with full sequential composition and mixing suitable notions of internal and external choice (sometimes known as angelic/daemonic choices [31]).

Here we show the medial rules are necessary in order for cut-elimination to hold. Medial rules capture a pattern where a weaker additive distributes over a stronger additive, where \( \triangleleft < \triangleleft_p < \triangleleft_p < \triangleleft \). This is a derived property of the standard additives in linear logic; namely the implication \( (P \triangleleft Q) \triangleleft_p (R \triangleleft S) \dashv \lor (P \triangleleft R) \triangleleft_p (Q \triangleleft S) \) is provable, while its converse does not hold. The corresponding property for the sub-additive is not derivable without the medials. Only by including an explicit medial rule in Fig. 2 can we prove the following property.

\[
(P \triangleleft_p Q) \triangledown_q (R \triangleleft_p S) \triangleleft (P \triangledown_q R) \triangleleft_p (Q \triangledown_q S)
\]

We are forced to include several further medial rules, induced by associativity and commutativity. This is more surprising since all other medial rules correspond to implications provable without including any medial rules. For example, we have the following proof of implication \( (P \triangleleft Q) \triangledown_q (R \triangleleft S) \triangleleft (P \triangleleft R) \triangledown_q (Q \triangledown S) \).

\[
(P \triangleleft Q) \triangledown_q (R \triangleleft S) \triangleleft (P \triangledown_q R) \triangledown_q (Q \triangledown S)
\]

The above implication does not mean rule \( (P \triangleleft Q) \triangledown_q (R \triangleleft S) \) is admissible (redundant in \( \Delta MAV \)). To see why, consider the following observations. Firstly, observe the following is provable without using any medial rules.

\[
(a_1 \triangledown a_2) \triangleleft_p ((b_1 \triangleleft_p (c \triangleleft d)) \triangledown_p (b_2 \triangledown_q (c \triangleleft d))) \triangleleft (a_1 \triangleleft_p (b_1 \triangleleft_p (c \triangleleft d))) \triangledown_p (a_2 \triangledown_q (b_2 \triangledown_q (c \triangleleft d)))
\]

Now, assuming \( r = (1 - p)q \) and \( p = s(1 - r) \), observe the following are equivalent by associativity and commutativity of the sub-additives.

\[
(a_1 \triangleleft_p (b_1 \triangleleft_p (c \triangleleft d))) \triangledown_p (a_2 \triangledown_q (b_2 \triangledown_q (c \triangleleft d))) \triangleq (b_1 \triangleleft_r (a_1 \triangleleft_s (c \triangleleft d))) \triangledown_r (b_2 \triangledown_r (a_2 \triangledown_s (c \triangleleft d)))
\]

Thirdly, observe the following implication is provable, without any medial rules.

\[
(b_1 \triangleleft_r (a_1 \triangleleft_s (c \triangleleft d))) \triangledown_r (b_2 \triangledown_r (a_2 \triangledown_s (c \triangleleft d))) \triangleleft (b_1 \triangleleft_r ((a_1 \triangleleft_s c) \triangleleft_p (a_1 \triangleleft_s d))) \triangledown_r (b_2 \triangledown_r ((a_2 \triangledown_s c) \triangleleft_p (a_2 \triangledown_s d)))
\]
Now, assuming cut elimination holds, combining the above three observations, necessarily, we can construct a cut-free proof of the following implication.

\[(a_1 \equiv a_2) \&_p ((b_1 \&_q (c \& d)) \equiv (b_2 \&_q (c \& d))) \rightarrow ((b_1 \&_p ((a_1 \&_s c) \& (a_1 \&_s d))) \equiv (b_2 \&_p ((a_2 \&_s c) \& (a_2 \&_s d))))\]

Unfortunately, the above implication is not provable without medial rules. Specifically, we require medial rules commuting the sub-additives over with in order to establish the proof of the above implication. This example is extracted from exactly where the cut elimination would fail if the medial rules are omitted. Thus the medial rules are not a design decision, but necessary in order for cut-elimination to hold.

## 5 On the proof of cut-elimination (Theorem 2)

Proving proof normalisation results involves extensive case analysis; hence we provide only a sketch proof of cut elimination for $\Delta MAV$. The interesting point is that the idempotency of sub-additives is problematic, giving rise to infinite derivations. For example, formula $a \oplus b$ has infinitely many premises, including those of the form $a \&_1^{1/2} b \&_1^{1/2} (a \& b)$. To handle such problems caused by idempotency in the cut elimination proof we move to a semantically equivalent but more controlled version of $\Delta MAV$, turning idempotency, from an equivalence into the following inference rules.

\[
\begin{align*}
\text{contract} & : \quad C \{ R \oplus R \} \\
\text{tidy distribution} & : \quad C \{ R \} \\
\text{special case of confine} & : \quad C \{ P \&_q Q \} \\
\text{co-contract} & : \quad C \{ P \oplus P \} \\
\text{co-interact} & : \quad C \{ P \} \\
\text{co-contract} & : \quad C \{ P \&_q P \} \\
\text{medial} & : \quad (\cap, \cup) \in \{(\&_q, \&_q), (\&_q, \&), (\&_p, \&), (\cap, \cap)\}
\end{align*}
\]

We then proceed by the following strategy to show all such co-rules can be eliminated. We firstly apply a technique called decomposition [18, 39, 40], showing instances of the problematic contract rule can be pushed to the bottom of a proof. This involves introducing further co-rules, notably the rule co-contract, which is pushed to the top of the proof. The technical challenge with decomposition is devising a measure controlling explosions in the size of the proof, based on the topology of the proof, caused by permuting contractions with co-contractions.

▶ **Lemma 6** (decomposition). For any derivation $S \quad P$, including co-rules, there exists $Q$ and $R$ such that there is a derivation: $S \quad Q \quad P$ using co-contract only

We first apply a technique called decomposition [18, 39, 40], showing instances of the problematic contract rule can be pushed to the bottom of a proof. This involves introducing further co-rules, notably the rule co-contract, which is pushed to the top of the proof. The technical challenge with decomposition is devising a measure controlling explosions in the size of the proof, based on the topology of the proof, caused by permuting contractions with co-contractions.
Notice, when decomposition is applied to a proof, which must have premise \( \vdash \), the co-contract rules disappear, becoming instances of tidy distribution. This way, we transform a proof of \( P \) into a proof of some formula \( Q \) which does not use contract or co-contract rules, such that \( Q \) is reachable from \( P \) using only the contract rule. For the proof of \( Q \), that does not use contract or co-contract rules, we can apply a technique called splitting [19]. Splitting generalises the effect of applying rules in sequent-like contexts.

**Lemma 7** (splitting). In the following, killing contexts are multi-hole contexts defined by grammar \( T( ) :: = ( \cdot ) \cup T( ) \cup T( ) \& T( ) \). The following hold in \( \Delta \text{MADV} \) without contract, but with tidy distribution and the special case of confine:

- If \( \vdash (P \& Q) \nvdash R \) then \( \vdash W \& R \) and \( \vdash Q \nvdash R \).
- If \( \vdash (P \& Q) \nvdash R \), there exist \( U, V \) such that \( \overrightarrow{R} U \& V \) and both \( \vdash U \nvdash R \) and \( \vdash V \nvdash R \).
- If \( \vdash (P \& Q) \nvdash R \), there exist \( U, V \) such that \( \overrightarrow{R} U \& V \) and both \( \vdash U \nvdash R \) and \( \vdash V \nvdash R \).
- If \( \vdash (P \& Q) \nvdash R \), there exist \( T( ) \& U, V \) such that \( \overrightarrow{R} T( ) \& U, V \) and, for all \( i \), both \( \vdash U \nvdash R \) and \( \vdash V \nvdash R \).
- If \( \vdash (P \& Q) \nvdash R \), there exist \( T( ) \& U, V \) such that \( \overrightarrow{R} T( ) \& U, V \) and, for all \( i \), \( \vdash U \nvdash R \) or \( \vdash V \nvdash R \).

Splitting is then used to extended sequent-like contexts to any context.

**Lemma 8** (context reduction). If, for all \( R \), \( \vdash W \nvdash R \) yields \( \vdash W \nvdash R \) then, for all contexts \( C( ) \cup C( ) \& C( ) \) yields \( \vdash C( ) \).

By using splitting and context reduction, the co-rules previously introduced in this section are shown to be admissible, which together show cut is admissible in the fragment without contraction. The first three co-rule elimination lemmas concern only connectives of MALL [20].

**Lemma 9.** If \( \vdash C( ) \& \vdash C( ) \) then \( \vdash C( ) \).

**Lemma 10.** If \( \vdash C( ) \cup (P \& R) \& Q \cup (R \& S) \) holds, then it holds that \( \vdash C( ) \cup (P \& R) \& Q \cup (R \& S) \).

**Lemma 11.** If \( \vdash C( ) \& C( ) \& a \& \vdash C( ) \& C( ) \), for any atom \( a \).

The following co-rule elimination lemma involves the probabilistic sub-additives.

**Lemma 12.** If \( \vdash C( ) \& C( ) \& (P \& R) \& Q \cup (R \& S) \) holds, \( \vdash C( ) \cup (P \& R) \& Q \cup (R \& S) \) holds.

The four extra medial rules can also be eliminated.

**Lemma 13.** For any \( (\& \& a) \in \{(\& \& a), (a \& a), (\& \& a), (a \& a)\} \), if \( \vdash C( ) \cup (P \& R) \& Q \cup (R \& S) \) then \( \vdash C( ) \cup (P \& R) \& Q \cup (R \& S) \).
We can now establish cut elimination for the proof system described at the beginning of this section, without idempotency, but with three inference rules: contract, tidy distribution and the special case of confine. Having applied decomposition (Lemma 6) to push contract to the bottom of the proof, the proof combines the above lemmas to remove each co-rule. This leaves a system without co-rules.

Finally, we obtain our main result (Theorem 2): cut elimination in the more controlled system implies cut elimination in $\Delta_{MAV}$, simply be substituting contract, tidy distribution and the special case of confine with instances of idempotency and confine.

### 6 Related work on Sub-Additive Operators and Nominal Quantifiers

Between the standard additives of multiplicative linear logic, with and plus, there are further sub-additive operators. Roversi [35] proposed a sub-additive operator, say $\boxplus$, also forbidding projection and injection, that is self-dual. Note a self-dual operator is such that the linear negation of $P \boxplus Q$ is $\overline{P} \cup \overline{Q}$, i.e., the operator is de Morgan dual to itself.

Such a self-dual sub-additive operator cannot be used to model probabilistic choice in the processes-as-formulae paradigm. The problem is the following implication is provable $\left((a \boxplus b) \oplus (c \boxplus d) \rightarrow (a \boxplus c) \oplus (b \boxplus d)\right)$. Consequently, self-dual sub-additives are unsound with respect to probabilistic simulation (notice the possibility of $a \boxplus d$ or $b \boxplus c$ occurring has been excluded in the formula on the right). The pair of probabilistic sub-additives $\kappa_p$ and $\oplus_p$, were discovered by seeking more controlled variants of $\boxplus$ such that the above unsound distributivity property is forbidden.

![Figure 3](image)

Figure 3 Relationships between various operators in extensions of linear logic: (a) the additives and sub-additives, (b) the first-order quantifiers and nominal quantifiers, (c) the multiplicatives.

Figure 3(a) compares additives $\kappa$, $\kappa_p$, $\oplus_p$, $\oplus$ and $\boxplus$. Notice similarities with Fig 3(b) depicting de Morgan dual pair of nominal quantifiers, $\forall x.P$ and $\exists x.P$, located between for all and exists [23]. Similarly, to the sub-additives, the justification for the pair of nominal quantifiers, rather than a self-dual nominal quantifier [14, 34, 35], say $\forall x.P$, was to soundly model private names in direct logical embeddings of $\pi$-calculus processes [32].

Related work at the intersection of linear logic and probabilistic programs is typically denotational (of a model theoretic flavour). For example, probabilistic coherence spaces [16, 12] provide a probabilistic denotational semantics [26, 7] for linear logic but with standard additives with and plus only. Probabilistic coherence spaces and related models are typically used directly to provide a semantics for functional probabilistic programming languages, such as PCF with random number generators [13, 6] or a probabilistic $\lambda$-calculus [29]. However, probabilistic extensions of linear logic itself, giving rise to probabilistic sub-additives sound with respect the probabilistic choice in process calculi, have not previously been investigated.
7 Conclusion

This paper exposes an extended syntax and proof system for linear logic with explicit probabilistic choice operators. The rules for these sub-additives are determined by studying a generalisation of cut elimination (Theorem 2), leaving no room for design decisions. When designing process preorders, we are confronted by a vast design space. Thus ΔMAV (Fig. 2) can assist objectively with resolving language design decisions. I argue linear implication is a compelling notion of probabilistic refinement, being sound with respect to weak (complete) probabilistic simulation (Theorem 4), hence also probabilistic may testing. Furthermore, linear implication has the advantage that it is the coarsest notion of refinement for probabilistic concurrent processes in the literature respecting action refinement (Corollary 5).

Interestingly, the proof of cut elimination demands a technique called decomposition, Lemma 6, to handle idempotency of choice, which, previously, has only been necessary for handling modalities in non-commutative logic NEL [39, 19]. Details of the proof theory are reserved for an extended version.

Future work includes explaining the connections between the quantitative modal logics, such as the quantitative modal μ-calculus [25], and ΔMAV. Future work may also consider richer process models in ΔMAV and its extensions [24]. For example, by using positive and negative atoms to model inputs and outputs [3, 22], we can model probabilistic calculi with communication. A related question is whether the operator κ_p is useful when modelling processes. Recall κ_p was discovered, synthetically, as the operator de Morgan dual to probabilistic choice φ_p. To help understand the nature of κ_p, observe that it is related to φ_p in a similar fashion that, in the internal π-calculus [36], fresh name binding μ is related to internal input (which receives a name, but only if it is fresh). By using this analogy, κ_p can model branches of an input that preserves a probability distribution by using knowledge of the probability distribution over branches with which it interacts (perhaps by measuring previous interactions with a controller, for example), and only interacts if the distribution matches the criteria specified by the internal choice (as suggested by rule confine). Such constraints could be useful for preventing systems from being composed whenever the random behaviour of one component falls out of expected bounds of another component (possibly causing a component that receives messages on a random channel to fail to meet its specification). Considering possible connections between κ_p/φ_p and angelic/daemonic probabilistic choices [31] is also future work. To help the reader digest this novel theory, initially, only simple and indisputable core process models are discussed in the current paper.
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Abstract

It is well-known that some equational theories such as groups or boolean algebras can be defined by fewer equational axioms than the original axioms. However, it is not easy to determine if a given set of axioms is the smallest or not. Malbos and Mimram investigated a general method to find a lower bound of the cardinality of the set of equational axioms (or rewrite rules) that is equivalent to a given equational theory (or term rewriting systems), using homological algebra. Their method is an analog of Squier’s homology theory on string rewriting systems. In this paper, we develop the homology theory for term rewriting systems more and provide a better lower bound under a stronger notion of equivalence than their equivalence. The author also implemented a program to compute the lower bounds.

1 Introduction

The purpose of this paper is to find a lower bound of the number of axioms that are equivalent to a given equational theory. For example, the theory of groups is given by the following axioms:

\[ G_1, \ m(m(x_1, x_2), x_3) = m(x_1, m(x_2, x_3)), \quad G_2, \ m(x_1, e) = x_1, \quad G_3 \ m(e, x_1) = x_1, \]
\[ G_4, \ m(i(x_1), x_1) = e, \quad G_5. \ m(x_1, i(x_1)) = e. \]  (1)

It is well-known that \( G_2 \) and \( G_5 \) can be derived from only \( \{G_1, G_3, G_4\} \). Moreover, the theory of groups can be given by two axioms: the axiom

\[ m(x_1, i(m(i(m(i(x_2), m(i(x_1), x_3)), x_4), i(m(x_2, x_4)))))) = x_3 \]

together with \( G_4 \) is equivalent to the group axioms [4]. If we use the new symbol \( n \) which corresponds to the “multiplication of inverses” \( m(i(x_1), i(x_2)) \), a single axiom,

\[ n(x_1, n(n(e, x_2), n(n(e, x_3), x_4), x_4), n(n(e, x_1), x_2))) = x_4, \]

is equivalent to the group axioms [5]. However, no single axiom written in symbols \( m, i, e \) is equivalent to the group axioms. This is stated without proof by Tarski [9] and published proofs are given by Neumann [4] and Kunen [2]. Malbos and Mimram developed a general method to calculate a lower bound of the number of axioms that are “Tietze-equivalent” to a given complete term rewriting system (TRS) [3, Proposition 23]. We omit the definition of Tietze equivalence here, but roughly speaking, it is an equivalence between equational theories (or TRSs) \((\Sigma_1, R_1), (\Sigma_2, R_2)\) where signatures \(\Sigma_1\) and \(\Sigma_2\) are not necessarily equal to each other, while the usual equivalence between TRSs is defined for two TRSs \((\Sigma, R_1), (\Sigma, R_2)\) over the same signature (specifically, by \( \not\rightarrow_{R_1} = \not\rightarrow_{R_2} \)).
In this paper, we will develop Malbos and Mimram’s theory more, and show an inequality which gives a better lower bound of the number of axioms with respect to the usual equivalence between TRSs over the same signature. For the theory of groups, our inequality gives that the number of axioms equivalent to the group axioms is greater than or equal to 2, so we have another proof of Tarski’s theorem above as a special case. Our lower bound is algorithmically computable if a complete TRS is given.

We will first give the statement of our main theorem and some examples in Section 2. Then, we will see Malbos-Mimram’s work briefly. The idea of their work is to provide an algebraic structure to TRSs and extract information of the TRSs, called homology groups, which are invariant under Tietze equivalence. The basics of such algebraic tools are given in Section 3, and we will see the idea of the construction of the homology groups of TRSs in Section 4. Finally, in Section 5, we will prove our main theorem.

2 Main Theorem

In this section, we will see our main theorem and some examples. Throughout this paper, we assume that any terms are over the set of variables \( \{x_1, x_2, \ldots \} \) and all signatures we consider are unsorted. For a signature \( \Sigma \), let \( T(\Sigma) \) denote the set of terms over the signature \( \Sigma \) and the set of variables \( \{x_1, x_2, \ldots \} \).

- **Definition 1.** Let \( (\Sigma, R) \) be a TRS. The degree of \( R \), denoted by \( \text{deg}(R) \), is defined by

\[
\text{deg}(R) = \gcd\{#i - #r \mid l \to r \in R, i = 1, 2, \ldots \}
\]

where \( #i, #r \) is the number of occurrences of \( x_i \) in \( t \) for \( t \in T(\Sigma) \) and we define \( \gcd\{0\} = 0 \) for convenience. For example, \( \text{deg}(\{f(x_1, x_2, x_2) \to x_1, g(x_1, x_1, x_1) \to e\}) = \gcd\{0, 2, 3\} = 1 \).

Let \( (\Sigma, R) = \{l_1 \to r_1, \ldots, l_n \to r_n\} \) be a TRS and \( \text{CP}(R) = \{(t_1, s_1), \ldots, (t_m, s_m)\} \) be the set of the critical pairs of \( R \). For any \( i \in \{1, \ldots, m\} \), let \( a_i, b_i \) be the numbers in \( \{1, \ldots, n\} \) such that the critical pair \( (t_i, s_i) \) is obtained by \( l_{a_i} \to r_{a_i} \) and \( l_{b_i} \to r_{b_i} \), that is, \( t_i = r_{a_i}, \sigma \leftarrow l_{a_i}, \sigma = C[l_{b_i}, \sigma] \to C[r_{b_i}, \sigma] = s_i \) for some substitution \( \sigma \) and single-hole context \( C \).

Suppose \( R \) is complete. We fix an arbitrary rewriting strategy and for a term \( t \), let \( \text{nr}_j(t) \) be the number of times \( l_j \to r_j \) is used to reduce \( t \) into its \( R \)-normal form with respect to the strategy. To state our main theorem, we introduce a matrix \( D(R) \) and a number \( e(R) \):

- **Definition 2.** Suppose \( d = \text{deg}(R) \) is prime or 0. If \( d = 0 \), let \( \mathfrak{A} = \mathbb{Z} \), and if \( d \) is prime, let \( \mathfrak{A} = \mathbb{Z}/d\mathbb{Z} \) (integers modulo \( d \)). For \( 1 \leq i \leq m, 1 \leq j \leq n, \) let \( D(R)_{ij} \) be the integer \( \text{nr}_j(s_i) - \text{nr}_j(t_i) + \delta(b_i, j) - \delta(a_i, j) \) where \( \delta(x, y) \) is the Kronecker delta. The matrix \( D(R) \) is defined by \( D(R) = (D(R)_{ij})_{i=1, \ldots, m, j=1, \ldots, n} \).

- **Definition 3.** Let \( \mathfrak{A} = \mathbb{Z} \) or \( \mathbb{Z}/p\mathbb{Z} \) for any prime \( p \). If an \( m \times n \) matrix \( M \) over \( \mathfrak{A} \) is of the form

\[
\begin{pmatrix}
 e_1 & 0 & \ldots & \ldots & \ldots & \ldots & \ldots & 0 \\
 0 & e_2 & 0 & \ldots & \ldots & \ldots & \ldots & 0 \\
 \vdots & \vdots & 0 & \ldots & \ldots & \ldots & \ldots & \vdots \\
 \vdots & \vdots & \vdots & 0 & e_r & 0 & \ldots & \ldots \\
 \vdots & \vdots & \vdots & \vdots & 0 & 0 & \ldots & \ldots \\
 \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
 0 & 0 & \ldots & \ldots & \ldots & \ldots & \ldots & 0
\end{pmatrix}
\]

and \( e_i \) divides \( e_{i+1} \) for every \( 1 \leq i < r \), we say \( M \) is in Smith normal form. We call \( e_i \)s the elementary divisors.
It is known that every matrix over \( \mathbb{R} \) can be transformed into Smith normal form by elementary row/column operations, that is, (1) switching a row/column with another row/column, (2) multiplying each entry in a row/column by an invertible element in \( \mathbb{R} \), and (3) adding a multiple of a row/column to another row/column \([7, 9.4]\). (If \( d = 0 \), the invertible elements in \( \mathbb{R} \cong \mathbb{Z} \) are 1 and -1, and if \( d \) is prime, any nonzero elements in \( \mathbb{R} = \mathbb{Z}/d\mathbb{Z} \) are invertible.) In general, the same fact holds for any principal ideal domain \( \mathbb{R} \).

**Definition 4.** We define \( e(R) \) as the number of invertible elements in the Smith normal form of the matrix \( D(R) \) over \( \mathbb{R} \).

Note that if \( \mathbb{R} = \mathbb{Z}/d\mathbb{Z} \) for a prime \( d \), \( e(R) \) is equal to the rank of \( D(R) \) since every nonzero elements in \( \mathbb{Z}/d\mathbb{Z} \) is invertible.

We state the main theorem.

**Theorem 5.** Let \((\Sigma, R)\) be a complete TRS and suppose \( d = \deg(R) \) is 0 or prime. For any set of rules \( R' \) equivalent to \( R \), i.e., \( \overset{\sim}{\to}_R = \overset{\sim}{\to}_{R'} \), we have
\[
\#R' \geq \#R - e(R).
\]

We shall see some examples.

**Example 6.** Consider the signature \( \Sigma = \{0, s^{(1)}, \text{ave}^{(2)}\} \) and the set of rules
\[
\begin{align*}
A_1. \text{ave}(0,0) &\to 0, &A_2. \text{ave}(x_1, s(x_2)) &\to \text{ave}(s(x_1), x_2), &A_3. \text{ave}(s(0),0) &\to 0, \\
A_4. \text{ave}(s(s(0)),0) &\to s(0), &A_5. \text{ave}(s(s(x_1))), x_2) &\to s(\text{ave}(s(x_1), x_2)).
\end{align*}
\]

\( R \) satisfies \( \deg(R) = 0 \) and has one critical pair \( C \):

\[
\begin{array}{c}
\text{ave}(s(s(s(x_1))), s(x_2)) \\
\text{ave}(s(s(s(x_1))), x_2) \\
\text{ave}(s(s(x_1)), s(x_2)) \\
\text{ave}(s(s(x_1)), x_2)
\end{array}
\]

We can see the matrix \( D(R) \) is the \( 5 \times 1 \) zero matrix. The zero matrix is already in Smith normal form and \( e(R) = 0 \). Thus, for any \( R' \) equivalent to \( R \), \( \#R' \geq \#R = 5 \). This means there is no smaller TRS equivalent to \( R \). Also, Malbos-Mimram’s lower bound, denoted by \( s(H_2(\Sigma, R)) \), is equal to 3, though we do not explain how to compute it in this paper. (We will briefly see the meaning of \( s(H_2(\Sigma, R)) \) in Section 4.)

**Example 7.** We compute the lower bound for the theory of groups, (1). A complete TRS \( R \) for the theory of groups is given by
\[
\begin{align*}
G_1. m(m(x_1, x_2), x_3) &\to m(x_1, m(x_2, x_3)) &G_2. m(e, x_1) &\to x_1 \\
G_3. m(x_1, e) &\to x_1 &G_4. m(x_1, i(x_1)) &\to e \\
G_5. m(i(x_1), x_1) &\to e &G_6. m(i(x_1), m(x_1, x_2)) &\to x_2 \\
G_7. i(e) &\to e &G_8. i(i(x_1)) &\to x_1 \\
G_9. m(x_1, m(i(x_1), x_2)) &\to x_2 &G_{10}. i(m(x_1, x_2)) &\to m(i(x_2), i(x_1)).
\end{align*}
\]

Since \( \deg(R) = 2 \), we set \( \mathbb{R} = \mathbb{Z}/2\mathbb{Z} \). \( R \) has 48 critical pairs and we get the \( 10 \times 48 \) matrix \( D(R) \) given in the appendix. The author implemented a program which takes a complete TRS as input and computes its critical pairs, the matrix \( D(R) \), and \( e(R) \). The program is available at https://github.com/mir-ikbch/homtrs. The author checked \( e(R) = \text{rank}(D(R)) = 8 \) by the program, and also by MATLAB’s gfrank function (https://www.mathworks.com/help/comm/ref/gfrank.html). Therefore we have \( \#R - e(R) = 2 \). This provides a new proof that there is no single axiom equivalent to the theory of groups.

Malbos-Mimram’s lower bound is given by \( s(H_2(\Sigma, R)) = 0 \).
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Figure 1 The critical pairs of $R$.

Example 8. Let $\Sigma = \{-^{(1)}, f^{(1)}, +(^{(2)}, \cdot^{(2)}\}$ and $R = \{A_1, A_2, A_3, A_4\}$

$A_1. \ - (x_1) \to x_1, \quad A_2. \ - f(x_1) \to f(-x_1), \quad A_3. \ - (x_1 + x_2) \to (-x_1) \cdot (-x_2), \quad A_4. \ - (x_1 \cdot x_2) \to (-x_1) + (-x_2).$

We have $\deg(R) = 0$ and $R$ has four critical pairs (Figure 1). The corresponding matrix $D(R)$ and its Smith normal form are computed as

$$D(R) = \begin{pmatrix} 0 & 0 & 1 & 1 \\ 2 & 0 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix} \sim \begin{pmatrix} 0 & 0 & 1 & 1 \\ 2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \end{pmatrix} \sim \begin{pmatrix} 0 & 0 & 1 & 0 \\ 2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \sim \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$

Thus, $\#R - e(R) = 3$. This tells $R$ does not have any equivalent TRS with 2 or fewer rules, and it is not difficult to see $R$ has an equivalent TRS with 3 rules, $\{A_1, A_2, A_3\}$.

Malbos-Mimram’s lower bound for this TRS is given by $s(H_3(\Sigma, R)) = 1$.

Although the equality of (2) is attained for the above three examples, it is not guaranteed the equality is attained by some TRS $R'$ in general.

3 Preliminaries on Algebra

In this section, we give a brief introduction to module theory, homological algebra, and Squier’s theory of homological algebra for string rewriting systems (SRSs) [8]. Even though Squier’s theory is not directly needed to prove our theorem, it is helpful to understand the homology theory for TRSs, which is more complicated than SRSs’ case.

3.1 Modules and Homological Algebra

We give basic definitions and theorems on module theory and homological algebra without proofs. For more details, readers are referred to [7, 6] for example.

Modules are the generalization of vector spaces in which the set of scalars form a ring, not necessarily a field.

Definition 9. Let $\mathfrak{R}$ be a ring and $(M, +)$ be an abelian group. For a map $\cdot : R \times M \to M$, $(M, +, \cdot)$ is a left $\mathfrak{R}$-module if for all $r, s \in R$ and $x, y \in M$, we have

$$r \cdot (x + y) = r \cdot x + r \cdot y, \quad (r + s) \cdot x = r \cdot x + s \cdot x, \quad (rs) \cdot x = r \cdot (s \cdot x)$$
where \(rs\) denotes the multiplication of \(r\) and \(s\) in \(\mathcal{A}\). We call the map \(\cdot\) scalar multiplication.

For a map \(\cdot : M \times R \to M\), \((M, +, \cdot)\) is a right \(\mathcal{A}\)-module if for any \(r, s \in \mathcal{A}\) and \(x, y \in M\),

\[(x + y) \cdot r = x \cdot r + y \cdot r, \quad x \cdot (r + s) = x \cdot r + x \cdot s, \quad x \cdot (sr) = (x \cdot s) \cdot r.\]

If ring \(\mathcal{A}\) is commutative, we do not distinguish between left \(\mathcal{A}\)-modules and right \(\mathcal{A}\)-modules and simply call them \(\mathcal{A}\)-modules.

Linear maps and isomorphisms of modules are also defined in the same way as for vector spaces.

\textbf{Definition 10.} For two left \(\mathcal{A}\)-modules \((M_1, +_1, \cdot_1), (M_2, +_2, \cdot_2)\), a group homomorphism \(f : (M_1, +_1) \to (M_2, +_2)\) is an \(\mathcal{A}\)-linear map if it satisfies \(f(r \cdot_1 x) = r \cdot_2 f(x)\) for any \(r \in \mathcal{A}\) and \(x \in M_1\). An \(\mathcal{A}\)-linear map \(f\) is an isomorphism if it is bijective, and two modules are called isomorphic if there exists an isomorphism between them.

\textbf{Example 11.} Any abelian group \((M, +)\) is a \(\mathbb{Z}\)-module under the scalar multiplication \(n \cdot x = x + \cdots + x\).

\textbf{Example 12.} For any ring \(\mathcal{A}\), the direct product \(\mathcal{A}^n = \mathcal{A} \times \cdots \times \mathcal{A}\) forms a left \(\mathcal{A}\)-module under the scalar multiplication \(r \cdot (r_1, \ldots, r_n) = (rr_1, \ldots, rr_n)\).

\textbf{Example 13.} Let \(\mathcal{A}\) be a ring and \(X\) be a set. \(\mathcal{A}X\) denotes the set of formal linear combinations

\[\sum_{x \in X} r_x x \quad (r_x \in \mathcal{A})\]

where \(r_x = 0\) except for finitely many \(x\). The underline is added to emphasize a distinction between \(r \in \mathcal{A}\) and \(x \in X\). \(\mathcal{A}X\) forms a left \(\mathcal{A}\)-module under the addition and the scalar multiplication defined by

\[\left(\sum_{x \in X} r_x x\right) + \left(\sum_{x \in X} s_x x\right) = \sum_{x \in X} (r_x + s_x) x, \quad s \cdot \left(\sum_{x \in X} r_x x\right) = \sum_{x \in X} (sr_x) x.\]

If \(X\) is the empty set, \(\mathcal{A}X\) is the left \(\mathcal{A}\)-module \(\{0\}\) consisting of only the identity element. We simply write \(0\) for \(\{0\}\). \(\mathcal{A}X\) is called the \textit{free left} \(\mathcal{A}\)-module \textit{generated} by \(X\). If \(\#X = n \in \mathbb{N}\), \(\mathcal{A}X\) can be identified with \(\mathcal{A}^n\).

A left \(\mathcal{A}\)-module \(M\) is said \textit{free} if \(M\) is isomorphic to \(\mathcal{A}X\) for some \(X\). Free modules have some similar properties to vector spaces. If a left \(\mathcal{A}\)-module \(F\) is free, there exists a basis (i.e., a subset that is linearly independent and generating) of \(F\). If a free left \(\mathcal{A}\)-module \(F\) has a basis \((v_1, \ldots, v_n)\), any \(\mathcal{A}\)-linear map \(f : F \to M\) is uniquely determined if the values \(f(v_1), \ldots, f(v_n)\) are specified. Suppose \(F_1, F_2\) are free left \(\mathcal{A}\)-modules and \(f : F_1 \to F_2\) is an \(\mathcal{A}\)-linear map. If \(F_1\) has a basis \((v_1, \ldots, v_n)\) and \(F_2\) has a basis \((w_1, \ldots, w_m)\), the matrix \((a_{ij})_{i=1,\ldots,n,j=1,\ldots,m}\) where \(a_{ij}\)s satisfy \(f(v_i) = a_{i1}w_1 + \cdots + a_{im}w_m\) for any \(i = 1, \ldots, n\) is called a \textit{matrix representation} of \(f\).

We define submodules and quotient modules, as in linear algebra.

\textbf{Definition 14.} Let \((M, +, \cdot)\) be a left (resp. right) \(\mathcal{A}\)-module. A subgroup \(N\) of \((M, +)\) is a submodule if for any \(x \in N\) and \(r \in \mathcal{A}\), the scalar multiplication \(r \cdot x\) (resp. \(x \cdot r\)) is in \(N\).

For any submodule \(N\), the quotient group \(M/N\) is also an \(\mathcal{A}\)-module. \(M/N\) is called the \textit{quotient module} of \(M\) by \(N\).
For submodules and quotient modules, the following basic theorems are known:

**Theorem 15** (First isomorphism theorem). [7, Theorem 7.8] Let $(M, +, \cdot), (M', +', \cdot')$ be left (or right) $\mathcal{R}$-modules, and $f : M \to M'$ be an $\mathcal{R}$-linear map.
1. The inverse image of 0 by $f$, $\ker f = \{x \in M \mid f(x) = 0\}$, is a submodule of $M$.
2. The image of $M$ by $f$, $\operatorname{im} f = \{f(x) \mid x \in M\}$, is a submodule of $M'$.
3. The image of $f$ is isomorphic to $M/\ker f$.

**Theorem 16** (Third isomorphism theorem). [7, Theorem 7.10] Let $M$ be a left (or right) $\mathcal{R}$-module, $N$ be a submodule of $M$, and $L$ be a submodule of $N$. Then $(M/L)/(N/L)$ is isomorphic to $M/N$.

**Theorem 17.** [7, Theorem 9.8] Let $\mathcal{R}$ be $\mathbb{Z}$ or $\mathbb{Z}/p\mathbb{Z}$ for some prime $p$. Every submodule of a free $\mathcal{R}$-module is free. Moreover, if an $\mathcal{R}$-module $M$ is isomorphic to $\mathcal{R}^n$, then every submodule $N$ of $M$ is isomorphic to $\mathcal{R}^m$ for some $m \leq n$. (In general, this holds for any principal ideal domain $\mathcal{R}$.)

Let $M$ be a left $\mathcal{R}$-module. For $S \subseteq M$, the set $\mathcal{RS}$ of all elements in $M$ of the form $\sum_{i=1}^{k} x_i s_i$ ($k \in \mathbb{Z}_{\geq 0}, x_i \in \mathcal{R}, s_i \in S$) is a submodule of $M$. If $\mathcal{RS} = M$, $S$ is called a generating set of $M$ and the elements of $S$ are called generators of $M$. Let $S = \{s_i\}_{i \in I}$ be a generating set of $M$ for some indexing set $I$. For a set $X = \{x_i\}_{i \in I}$, the linear map $\varepsilon : \mathcal{RX} \ni x_i \mapsto s_i \in M$ is a surjection from the free module $\mathcal{RX}$. The elements of $\ker \varepsilon$, that is, elements $\sum_{x_i \in X} r_i x_i$ satisfying $\varepsilon(\sum_{x_i \in X} r_i x_i) = \sum r_i s_i = 0$, are called relations of $M$.

Now, we introduce one of the most important notions to develop the homology theory of rewriting systems, free resolutions. We first start from the following example.

**Example 18.** Let $M$ be the $\mathbb{Z}$-module defined by

$$\mathbb{Z}\{a, b, c, d, e\}/\mathbb{Z}\{a + b + c - d - e, 2b - c, a + 2c - b - d - e\}.$$  

We consider the $\mathbb{Z}$-linear map between free $\mathbb{Z}$-modules $f_0 : \mathbb{Z}^3 \to \mathbb{Z}\{a, b, c, d, e\}$ defined by

$$f_0(1, 0, 0) = a + b + c - d - e, \quad f_0(0, 1, 0) = 2b - c, \quad f_0(0, 0, 1) = a + 2c - b - d - e.$$  

We can see that the image of $f_0$ is the set of relations of $M$. In other words, $\operatorname{im} f_0 = \ker \varepsilon$ for the linear map $\varepsilon : \mathbb{Z}\{a, b, c, d, e\} \to M$ which maps each element to its equivalence class. Then, we consider the “relations between relations”, that is, triples $(n_1, n_2, n_3)$ which satisfy $f_0(n_1, n_2, n_3) = n_1(a + b + c - d - e) + n_2(2b - c) + n_3(a + 2c - b - d - e) = 0$, or equivalently, elements of $\ker f_0$. We can check $\ker f_0 = \{m(-1, 1, 1) \mid m \in \mathbb{Z}\}$.

This fact can be explained in terms of rewriting systems. If we write relations in the form of rewrite rules

$$A_1. \quad a + b + c \rightarrow d + e; \quad A_2. \quad 2b \rightarrow c; \quad A_3. \quad a + 2c \rightarrow b + d + e,$$

we see $\{A_1, A_2, A_3\}$ is a complete rewriting system with two joinable critical pairs

$$A_3 \quad a + b + 2c \quad A_1 \quad a + 2b + c \quad A_2 \quad a + 2c + d \quad A_3 \quad b + d + e.$$

We associate these critical pairs with an equality between formal sums $A_2 + A_3 = A_1$, and it corresponds to

$$f_0(-1, 1, 1) = -(a + b + c - d - e) + (2b - c) + (a + 2c - b - d - e) = 0.$$
In fact, this correspondence between critical pairs and “relations between relations” is a key to the homology theory of TRSs.

We define a linear map \( f_1 : \mathbb{Z} \to \mathbb{Z}^3 \) by \( f_1(1) = (-1,1,1) \) and then \( f_1 \) satisfies \( \text{im} f_1 = \ker f_0 \). We can go further, that is, we can consider \( \ker f_1 \), but it clearly turns out that \( \ker f_1 = 0 \).

We encode the above information in the following diagram:

\[
\begin{array}{c}
\mathbb{Z} \xrightarrow{f_1} \mathbb{Z}^3 \xrightarrow{f_0} \mathbb{Z}\{a,b,c,d,e\} \xrightarrow{\epsilon} M \\
\end{array}
\]  

(3)

where \( \text{im} f_1 = \ker f_0 \), \( \text{im} f_0 = \ker \epsilon \) and \( \epsilon \) is surjective. Sequences of modules and linear maps with these conditions are called free resolutions:

**Definition 19.** A sequence of left \( \mathcal{R} \)-modules and \( \mathcal{R} \)-linear maps

\[
\ldots \xrightarrow{f_{i+1}} M_{i+1} \xrightarrow{f_i} M_i \xrightarrow{f_{i-1}} \ldots
\]

is called an exact sequence if \( \text{im} f_i = \ker f_{i-1} \) holds for any \( i \).

Let \( M \) be a left \( \mathcal{R} \)-module. For infinite sequence of free modules \( F_i \) and linear maps \( f_i : F_{i+1} \to F_i \), \( \epsilon : F_0 \to M \), if the sequence

\[
\ldots \xrightarrow{f_1} F_1 \xrightarrow{f_0} F_0 \xrightarrow{\epsilon} M
\]

is exact and \( \epsilon \) is surjective, the sequence above is called a free resolution of \( M \). If the sequence is finite, it is called a partial free resolution.

(Exact sequences and free resolutions are defined for right \( \mathcal{R} \)-modules in the same way.)

Notice that the exact sequence (3) can be extended to the infinite exact sequence

\[
\ldots \to 0 \to \ldots \to 0 \xrightarrow{f_1} \mathbb{Z}^3 \xrightarrow{f_0} \mathbb{Z}\{a,b,c,d,e\} \xrightarrow{\epsilon} M
\]

since \( \ker f_1 = 0 \). Thus, the sequence (3) is a free resolution of \( M \).

As there are generally several rewriting systems equivalent to a given equational theory, free resolutions of \( M \) are not unique. However, we can construct some information of \( M \) from a (partial) free resolution which does not depend on the choice of the free resolution. The information is called homology groups. To define the homology groups, we introduce the tensor product of modules.

**Definition 20.** Let \( N \) be a right \( \mathcal{R} \)-module and \( M \) be a left \( \mathcal{R} \)-module. Let \( F(N \times M) \) be the free abelian group generated by \( N \times M \). The tensor product of \( N \) and \( M \), denoted by \( N \otimes_{\mathcal{R}} M \), is the quotient group of \( F(N \times M) \) by the subgroup generated by the elements of the form

\[
(x,y) + (x,y') - (x,y+y'), \quad (x,y) + (x',y) - (x+x',y), \quad (x \cdot r,y) - (x,r \cdot y)
\]

where \( x,x' \in N \), \( y,y' \in M \), \( r \in \mathcal{R} \). The equivalence class of \( (x,y) \) in \( N \otimes_{\mathcal{R}} M \) is written as \( x \otimes y \).

For a right \( \mathcal{R} \)-module \( N \) and a \( \mathcal{R} \)-linear map \( f : M \to M' \) between left \( \mathcal{R} \)-modules \( M, M' \), we write \( N \otimes f : N \otimes_{\mathcal{R}} M \to N \otimes_{\mathcal{R}} M' \) for the map \( (N \otimes f)(a \otimes x) = a \otimes f(x) \). \( N \otimes f \) is known to be well-defined and be a group homomorphism.

Let \( \ldots \xrightarrow{f_1} F_1 \xrightarrow{f_0} F_0 \xrightarrow{\epsilon} M \) be a free resolution of a left \( \mathcal{R} \)-module \( M \). For a right \( \mathcal{R} \)-module \( N \), we consider the sequence

\[
\ldots \xrightarrow{N \otimes f_1} N \otimes_{\mathcal{R}} F_1 \xrightarrow{N \otimes f_0} N \otimes_{\mathcal{R}} F_0.
\]  

(4)
Then, it can be shown that \( \text{im}(N \otimes f_i) \subseteq \ker(N \otimes f_{i-1}) \) for any \( i = 1, 2, \ldots \). In general, a sequence \( \cdots \xrightarrow{f_{i+1}} M_{i+1} \xrightarrow{f_i} M_i \xrightarrow{f_{i-1}} \cdots \) of left/right \( \mathcal{R} \)-modules satisfying \( \text{im} f_i \subseteq \ker f_{i-1} \) for any \( i \) is called a chain complex. The homology groups of a chain complex are defined to be the quotient group of \( \ker f_{i-1} \) by \( \text{im} f_i \):

\[
\text{Definition 21.} \text{ Let } (C_\bullet, f_\bullet) \text{ denote the pair } \{(C_i)_{i=0,1,\ldots}, \{f_i : C_{i+1} \to C_i\}_{i=0,1,\ldots}\}. \text{ For a chain complex } \cdots \xrightarrow{f_{i+1}} C_{i+1} \xrightarrow{f_i} C_i \xrightarrow{f_{i-1}} \cdots, \text{ the abelian group } H_j(C_\bullet, f_\bullet) \text{ defined by }
\]

\[
H_j(C_\bullet, f_\bullet) = \ker f_{j-1} / \text{im} f_j
\]

is called the \( j \)-th homology groups of the chain complex \((C_\bullet, f_\bullet)\).

The homology groups of the chain complex \((4)\) depend only on \( M, N, \) and \( \mathcal{R} \):

\[
\text{Theorem 22.} \text{ [6, Corollary 6.21] Let } M \text{ be a left } \mathcal{R} \text{-module and } N \text{ be a right } \mathcal{R} \text{-module. For any two resolutions } \cdots \xrightarrow{f_{i+1}} F_{i+1} \xrightarrow{f_i} F_i \xrightarrow{f_{i-1}} \cdots, \text{ the group } H_j(N \otimes \mathcal{R} F_\bullet, N \otimes f_\bullet) \text{ is isomorphic to } H_j(N \otimes \mathcal{R} F_\bullet, N \otimes f_\bullet).
\]

We end this subsection by giving some basic facts on exact sequences.

\[
\text{Proposition 23.} \text{ [7, Proposition 7.20 and 7.21]}
\]

1. If \( M_1 \xrightarrow{f} M_2 \to 0 \) is exact if and only if \( \ker f = 0 \).
2. If \( 0 \to M_1 \xrightarrow{f} M_2 \) is exact if and only if \( \text{im} f = M_2 \).
3. If \( M_1 \) is a submodule of \( M_2 \), the sequence \( 0 \to M_2 \xrightarrow{\iota} M_1 \xrightarrow{\pi} M_1/M_2 \to 0 \) is exact where \( \iota \) is the inclusion map and \( \pi \) is the projection \( \pi(x) = [x] \).

\[
\text{Proposition 24.} \text{ Suppose we have an exact sequence of } \mathcal{R} \text{-modules } 0 \to M_1 \to M_2 \to M_3 \to 0. \text{ If } M_3 \text{ is free, then } M_2 \text{ is isomorphic to } M_1 \times M_3.
\]

The proof is given by using [7, Proposition 7.22].

### 3.2 String Rewriting Systems and Homology Groups of Monoids

For an alphabet \( \Sigma, \Sigma^* \) denotes the set of all strings of symbols over \( \Sigma \). \( \Sigma^* \) forms a monoid under the operation of concatenation with the empty string serving as the identity, and we call \( \Sigma^* \) the free monoid generated by \( \Sigma \). For a string rewriting system (SRS) \((\Sigma, R)\), we write \( \mathcal{M}(\Sigma, R) \) for the set defined by \( \mathcal{M}(\Sigma, R) = \Sigma^*/\Longleftrightarrow_R \). We can see \( \mathcal{M}(\Sigma, R) \) is a monoid under the operations \([u] \cdot [v] = [uv]\) where \([w] \) denotes the equivalence class of \( w \in \Sigma^* \) with respect to \( \Longleftrightarrow_R \).

We say that two SRSs \((\Sigma_1, R_1), (\Sigma_2, R_2)\) are isomorphic if the monoids \( \mathcal{M}(\Sigma_1, R_1), \mathcal{M}(\Sigma_2, R_2) \) are isomorphic. It is not difficult to show that for any two SRSs \((\Sigma, R_1), (\Sigma, R_2)\) with the same signature, if \( R_1 \) and \( R_2 \) are equivalent (i.e., \( \Longleftrightarrow_{R_1} = \Longleftrightarrow_{R_2} \)), then \((\Sigma, R_1)\) and \((\Sigma, R_2)\) are isomorphic. Roughly speaking, the notion that two SRSs are isomorphic means that the SRSs are equivalent but their alphabets can be different. For example, let \( \Sigma_1 \) be \( \{a, b, c\} \) and \( R_1 \) be \( \{abb \to ab, ba \to c\} \). Then, \((\Sigma_1, R_1)\) is isomorphic to \((\Sigma_2, R_2)\) where \( \Sigma_2 = \{a, b\} \) and \( R_2 = \{abb \to ab\} \). Intuitively, since \( c \) is equivalent to \( ba \) with respect to the congruence \( \Longleftrightarrow_{R_1} \), \( c \) is redundant as long as we consider strings modulo \( \Longleftrightarrow_{R_1} \) and \((\Sigma_2, R_2)\) is the SRS made by removing \( c \) from \((\Sigma_1, R_1)\).

If a monoid \( S \) is isomorphic to \( \mathcal{M}(\Sigma, R) \) for an SRS \((\Sigma, R)\), we call \((\Sigma, R)\) a presentation of the monoid \( S \).
Let $S$ be a monoid and consider the free $\mathbb{Z}$-module $\mathbb{Z}S$. $\mathbb{Z}S$ can be equipped with a ring structure under the multiplication $(\sum_{w \in S} n_w w)(\sum_{w \in S} m_w w) = \sum_{w \in S} n_w m_w w$ where $n_w m_w$ is the usual multiplication of integers and $w$ is the multiplication of the monoid $S$. $\mathbb{Z}S$ as a ring is called the \textit{integral monoid ring} of $S$. When we think of $\mathbb{Z}S$ as a ring, we write $\mathbb{Z}(S)$ instead of $\mathbb{Z}S$.

We consider $\mathbb{Z}(S)$-modules. The group of integers $\mathbb{Z}$ forms a left (resp. right) $\mathbb{Z}(S)$-module under the scalar multiplication $(\sum_{w \in S} n_w w) \cdot m = \sum_{w \in S} n_w m w$ (resp. $m \cdot (\sum_{w \in S} n_w w) = \sum_{w \in S} m n_w w$). Let $\partial_0 : F_1 \xrightarrow{\partial_1} F_0 \xrightarrow{i} \mathbb{Z}$ be a free resolution of $\mathbb{Z}$ over the ring $\mathbb{Z}(S)$. The $i$-th monoid homology $H_i(S)$ is defined as the $i$-th homology group of the chain complex $(\mathbb{Z} \otimes_{\mathbb{Z}(S)} F_*, \mathbb{Z} \otimes \partial_*)$, i.e.,

$$H_i(S) = H_i(\mathbb{Z} \otimes_{\mathbb{Z}(S)} F_*, \mathbb{Z} \otimes \partial_*) = \ker \mathbb{Z} \otimes \partial_{i-1} / \mathrm{im} \mathbb{Z} \otimes \partial_i.$$

If $S$ is isomorphic to $\mathcal{M}(\Sigma, R)$ for some SRS $(\Sigma, R)$, it is known that there is a free resolution in the form of

$$\cdots \xrightarrow{} (\mathbb{Z}(S))P \xrightarrow{\partial_2} (\mathbb{Z}(S))R \xrightarrow{\partial_1} (\mathbb{Z}(S))\sum \xrightarrow{\partial_0} (\mathbb{Z}(S))\{s\} \xrightarrow{i} \mathbb{Z}$$

for some set $P$. Squier [8] showed that if the SRS $(\Sigma, R)$ is complete and reduced\(^1\), there is $\partial_2 : (\mathbb{Z}(S))P \xrightarrow{} (\mathbb{Z}(S))R$ for $P =$ (the critical pairs of $R$) so that we can compute $H_2(S) = \ker \partial_1 / \mathrm{im} \partial_2$ explicitly. This is an analog of Example 18, but we omit the details here. For an abelian group $G$, let $s(G)$ denote the minimum number of generators of $G$ (i.e., the minimum cardinality of the subset $A \subset G$ such that any element $x \in G$ can be written by $x = a_1 + \cdots + a_k - a_{k+1} - \cdots - a_m$ for $a_1, \ldots, a_m \in A$). Then, we have the following theorem:

\textbf{Theorem 25.} Let $(\Sigma, R)$ be an SRS and $S = \mathcal{M}(\Sigma, R)$. Then $\# \Sigma \geq s(H_1(S))$, $\# R \geq s(H_2(S))$.

To prove this theorem, we use the following lemma:

\textbf{Lemma 26.} Let $X$ be a set. The group homomorphism $\mathbb{Z} \otimes_{\mathbb{Z}(S)} (\mathbb{Z}(S))X \rightarrow \mathbb{Z}X$, $n(w) \mapsto n \overline{x}$ is an isomorphism.

This lemma is proved in a straightforward way.

\textbf{Proof of Theorem 25.} Since $\mathbb{Z} \otimes_{\mathbb{Z}(S)} (\mathbb{Z}(S))X \cong \mathbb{Z}X$ by the above lemma, $s(\mathbb{Z} \otimes_{\mathbb{Z}(S)} (\mathbb{Z}(S))X) = s(\mathbb{Z}X) = \# X$. For any set $Y$ and group homomorphism $f : \mathbb{Z}X \rightarrow \mathbb{Z}Y$, since $\ker f$ is a subgroup of $\mathbb{Z}X$, we have $\# Y \geq s(\ker f)$. For any subgroup $H$ of $\ker f$, $\ker f / H$ is generated by $[x_1], \ldots, [x_k]$ if $\ker f$ is generated by $x_1, \ldots, x_k$. Thus $\# \Sigma \geq s(\ker \partial_1 / \mathrm{im} \partial_1) = s(H_1(S))$, $\# R \geq s(\ker \partial_2 / \mathrm{im} \partial_2) = s(H_2(S))$. \hfill \blacksquare

Note that $H_i(S)$ does not depend on the choice of presentation $(\Sigma, R)$ by Theorem 22. Therefore, Theorem 25 can be restated as follows: Let $(\Sigma, R)$ be an SRS. For any SRS $(\Sigma', R')$ isomorphic to $(\Sigma, R)$, the number of symbols $\# \Sigma'$ is bounded below by $s(H_1(\mathcal{M}(\Sigma, R)))$ and the number of rules $\# R'$ is bounded below by $s(H_2(\mathcal{M}(\Sigma, R)))$.

\(^1\) An SRS $(\Sigma, R)$ is reduced if for each $l \rightarrow r \in R$, $r$ is normal w.r.t. $\rightarrow_R$ and there does not exist $l' \rightarrow r' \in R$ such that $l' = ulv \not\equiv l$ for some $u, v \in \Sigma^*$.\hfill \fscd
4 An Overview of the Homology Theory of TRSs

In this section, we will briefly see the homology theory of TRSs, which is the main tool to obtain our lower bounds.

We fix a signature $\Sigma$. Let $t = \langle t_1, \ldots, t_n \rangle$ be a $n$-uple of terms and suppose that for each $t_i$, the set of variables in $t_i$ is included in $\{x_1, \ldots, x_m\}$. For an $m$-uple of term $s = \langle s_1, \ldots, s_m \rangle$, we define the composition of $t$ and $s$ by

$$t \circ s = \langle t_1[s_1/x_1, \ldots, s_m/x_m], \ldots, t_n[s_1/x_1, \ldots, s_m/x_m] \rangle$$

where $t_i[s_1/x_1, \ldots, s_m/x_m]$ denotes the term obtained by substituting $s_j$ for $x_j$ in $t_i$ for each $j = 1, \ldots, m$ in parallel. (For example, $f(x_1, x_2)[g(x_2)/x_1, g(x_1)/x_2] = f(g(x_2), g(x_1))$.) By this definition, we can think of any $m$-uple $\langle s_1, \ldots, s_m \rangle$ of terms as a (parallel) substitution $\{x_1 \mapsto s_1, \ldots, x_m \mapsto s_m\}$. Recall that, for a TRS $R$, the reduction relation $\rightarrow_R$ between terms is defined as $t_1 \rightarrow_R t_2 \iff t_1 = C[l \circ s], t_2 = C[r \circ s]$ for some single-hole context $C$, $m$-uple $s$ of terms, and rewrite rule $l \rightarrow r \in R$ whose variables are included in $\{x_1, \ldots, x_m\}$.

This definition suggests that the pair of a context $C$ and an $m$-uple of terms (or equivalently, substitution) $s$ is useful to think about rewrite relations. Malbos and Mimram [3] called the pair of a context and an $m$-uple of terms a bicontext. For a bicontext $(C, t)$ and a rewrite rule $A$, we call the triple $(C, A, t)$ a rewriting step. The pair of two rewriting steps $(\square, l_1 \rightarrow r_1, s), (C, l_2 \rightarrow r_2, t)$ is called a critical pair if the pair $(r_1 \circ s, C[r_2 \circ t])$ of terms is a critical pair in the usual sense given by $l_1 \rightarrow r_1, l_2 \rightarrow r_2$.

The composition of two bicontexts $(C, t), (D, s) (t = \langle t_1, \ldots, t_n \rangle, s = \langle s_1, \ldots, s_m \rangle)$ is defined by

$$(C, t) \circ (D, s) = (C[D[t], s[t])$$

where $D \circ t = D[t_1/x_1, \ldots, t_n/x_n]$ and note that the order of composition is reversed in the second component. With this composition, we can define the small category of bicontexts $\mathbb{K}$ as

- Objects: natural numbers,
- Morphisms $\mathbb{K}(n, m) (n, m \in \mathbb{N})$: bicontexts $(C, t)$ where $t = \langle t_1, \ldots, t_n \rangle$ and each $t_i$ and $C$ have variables in $\{x_1, \ldots, x_m\}$ (except $\square$ in $C$).
- Identity $\text{id}_n = (\square, (x_1, \ldots, x_n))$.
- Composition $\circ: \mathbb{K}(n, m) \times \mathbb{K}(k, n) \rightarrow \mathbb{K}(k, m)$: defined above.

To apply homological algebra to TRSs, we construct an algebraic structure from $\mathbb{K}$. We write $\mathbb{Z}[\mathbb{K}]$ for the (small) category whose objects are natural numbers, set of morphisms $(\mathbb{Z}[\mathbb{K}])$ is the free abelian group generated by $\mathbb{K}(n, m)$ (i.e., any element in $(\mathbb{Z}[\mathbb{K}])$ is written in the form of formal sum $\sum_{(C, t) \in \mathbb{K}(n, m)} \lambda(C, t)(C, t)$ where each $\lambda(C, t)$ is in $\mathbb{Z}$ and is equal to 0 except for finitely many $(C, t)s$. The composition on $\mathbb{Z}[\mathbb{K}]$ is defined by

$$\left(\sum_{(C, t) \in \mathbb{K}(n, m)} \lambda(C, t)(C, t)\right) \circ \left(\sum_{(D, s) \in \mathbb{K}(k, n)} \mu(D, s)(D, s)\right) = \sum_{(C, t) \in \mathbb{K}(n, m)} \sum_{(D, s) \in \mathbb{K}(k, n)} \lambda(C, t)\mu(D, s)((C, t) \circ (D, s)).$$

By this definition, we can see that this composition $\circ$ is bilinear, that is,

$$a \circ (b_1 + b_2) = a \circ b_1 + a \circ b_2,$$

$$\tag{5} (a_1 + a_2) \circ b = a_1 \circ b + a_2 \circ b$$

$$\tag{6}$$
for any \(a, a_1, a_2 \in (\mathbb{Z}[K])(n, m)\), \(b, b_1, b_2 \in (\mathbb{Z}[K])(k, n)\). Also, we have
\[
a \circ 0 = 0 \circ b = 0.
\] (7)

One may notice that this looks something similar to the ring structure. Indeed, \(\mathbb{Z}[K]\) forms the structure called ringoid, which is defined as follows:

**Definition 27.** A ringoid \(R\) is a small category in which each hom-set \(R(X, Y)\) is equipped with a structure of abelian group \((R(X, Y), +)\) and satisfies (5, 6, 7).

Intuitively, a ringoid \(R\) is a “multi-sorted” ring where sorts are the hom-sets \(R(X, Y)\) for any objects \(X, Y\) of \(R\) and it has an addition \(+ : R(X, Y) \times R(X, Y) \rightarrow R(X, Y)\) for each pair \((X, Y)\) of objects, and a multiplication \(\circ : R(Y, Z) \times R(X, Y) \rightarrow R(X, Z)\) for each triple \((X, Y, Z)\) of objects. If \(R\) has exactly one object *, the ringoid \(R\) can be identified with the ring \((R(\ast, \ast), +, \circ)\). (Note that the morphisms correspond to the elements of the ring, not objects.) We can also define modules over a ringoid. For a ringoid \(R\), a left \(R\)-module \(M\) associates each object \(X\) of \(R\) with an abelian group \(M(X)\) and has a “multi-sorted” scalar multiplication \(\cdot : R(X, Y) \times M(X) \rightarrow M(Y)\) for each pair of objects \(X, Y\) of \(R\). This notion is interpreted as a functor from the category \(R\) to the category of abelian groups:

**Definition 28.** Let \(R\) be a ringoid. A left \(R\)-module is a functor \(M : R \rightarrow \text{Ab}\) satisfying
\[
M(a + b) = M(a) + M(b), \ M(0) = 0 \quad (a, b \in R(X, Y), X, Y \in \text{Obj}(R))
\]
where \(\text{Ab}\) is the category of abelian groups. We define the scalar multiplication \(\cdot : R(X, Y) \times M(X) \rightarrow M(Y)\) by \(a \cdot m = M(a)(m)\).

A right \(R\)-module is defined as a left \(R^{\text{op}}\) module.

For two left \(R\)-modules \(M_1, M_2\), an \(R\)-linear map \(f : M_1 \rightarrow M_2\) is a natural transformation such that each component \(f_X : M_1(X) \rightarrow M_2(X)\) is a group homomorphism.

If \(R\) has exactly one object *, \(M\) can be identified with the left \(R(\ast, \ast)\)-module \((M(\ast), +, -)\). A free \(R\)-module is defined as follows.

**Definition 29.** Let \(R\) be a ringoid and \(P\) be a family of sets \(P_X (X \in \text{Obj}(R))\). The free left \(R\)-module generated by \(P\), denoted by \(R(\bigoplus P)(X)\) is the abelian group of formal finite sums
\[
\sum_{x, y \in P_Y, \ y \in \text{Obj}(R)} a_{xy} x_Y, \quad (a_{xy} \in R(Y, X))
\]
and for each morphism \(r \in R(X, Z)\),
\[
r \left( \sum_{x, y \in P_Y, \ y \in \text{Obj}(R)} a_{xy} x_Y \right) = \sum_{x, y \in P_Y, \ y \in \text{Obj}(R)} (r \circ a_{xy}) x_Y.
\]
For \(\mathbb{Z}(K)\), we write \(C_{\mathbb{Z}(K)}\) for elements of \((\mathbb{Z}(K)[X])^P(X)\) instead of \((C, 1)_{\mathbb{Z}(K)}\) and \((D + C)_{\mathbb{Z}(K)}\) for \(D_{\mathbb{Z}(K)} + C_{\mathbb{Z}(K)}\).

The tensor product of two modules over a ringoid is also defined.

**Definition 30.** Let \(R\) be a ringoid, \(M_1\) be a right \(R\)-module, and \(M_2\) be a left \(R\)-module. For a family of groups \(\{G_X | X \in P\}\) for some indexing set \(P\), its direct sum, denoted by \(\bigoplus_{X \in P} G_X\), is the subset of the direct product defined by \(\{(g_X)_{X \in P} \in \prod_{X \in P} G_X | g_X = 0\text{ except for finite }X\}\). The direct sum of groups also forms a group.

The tensor product \(M_1 \otimes_R M_2\) is the quotient abelian group of \(\bigoplus_{X \in P} M_1(X) \otimes_{R(X, X)} M_2(X)\) by relations \((a \cdot y) \otimes y = x \otimes (a \cdot y)\) for all \(a \in R(Y, X), x \in M(X), y \in M(Y)\).
Now, we outline Malbos-Minram’s construction of the homology groups of TRSs.

1. We begin by defining the quotient ringoid $\mathbb{Z}(\mathbb{K})^{(\Sigma,R)}$ of $\mathbb{Z}(\mathbb{K})$ by some relations so that $\mathbb{Z}(\mathbb{K})^{(\Sigma,R)}$ depends only on the Tietze equivalence class of $(\Sigma,R)$. $\mathbb{Z}(\mathbb{K})^{(\Sigma,R)}$ corresponds to $\mathcal{M}_{\Sigma,R}$ in the case $(\Sigma,R)$ is an SRS.

2. From this step, we write $\mathcal{R}$ for $\mathbb{Z}(\mathbb{K})^{(\Sigma,R)}$. It can be shown that we have a partial free resolution

$$\mathbb{Z} \otimes_{\mathcal{R}} \mathcal{R}(\mathcal{P}_1) \xrightarrow{\partial_2} \mathcal{R}(\mathcal{P}_2) \xrightarrow{\partial_1} \mathcal{R}(\mathcal{P}_1) \xrightarrow{\partial_0} \mathcal{R}(\mathcal{P}_0) \xrightarrow{i} \mathcal{Z}$$

where every $\mathcal{P}_i$ is a family of sets $(\mathcal{P}_i)_j$ given by $(\mathcal{P}_0)_1 = \{1\}$, $(\mathcal{P}_0)_j = \emptyset$ ($j \neq 1$), $(\mathcal{P}_1)_j = \Sigma^{(j)} = \{f \in \Sigma \mid f \text{ is of arity } j\}$, $(\mathcal{P}_2)_j = \{l \rightarrow r \in R \mid l \rightarrow r \text{ is of arity } j\}$, $(\mathcal{P}_3)_j = \{(\square,A,s),(C,B,t)\}$: critical pair $|A,B \in (\mathcal{P}_2)_j\}$. $\mathcal{Z}$ is a left $\mathcal{R}$-module defined as the quotient of $\mathcal{R}(\mathcal{P}_3)$ by all relations of the form $\sum_j(\kappa_i(u \circ t))\mathcal{Z}(t_j) - \square\mathcal{Z}(u \circ t)$ for every term $u \circ t$ where $\mathcal{P}_1 = \{\star\}$, $\mathcal{P}_2 = \emptyset$ ($j \neq 1$) and $\kappa_i$ is defined later.

3. By taking the tensor product $\mathbb{Z} \otimes_{\mathcal{R}}$, we have the chain complex

$$\mathbb{Z} \otimes_{\mathcal{R}} \mathcal{R}(\mathcal{P}_1) \xrightarrow{\otimes \partial_2} \mathbb{Z} \otimes_{\mathcal{R}} \mathcal{R}(\mathcal{P}_2) \xrightarrow{\otimes \partial_1} \mathcal{R}(\mathcal{P}_1) \xrightarrow{\otimes \partial_0} \mathcal{R}(\mathcal{P}_0) \xrightarrow{\otimes i} \mathcal{Z}$$

where $\mathcal{Z}$ above is the $\mathcal{R}$-module defined by $\mathbb{Z}(i) = \mathbb{Z}$ (the abelian group of integers) for each object $i$, and the scalar multiplication is given by $(C,t) \cdot k = k$.

4. The homology groups can be defined by

$$H_i(\Sigma,R) = \ker(\mathcal{Z} \otimes \partial_{i-1})/\text{im}(\mathcal{Z} \otimes \partial_i)$$

It is shown that the homology groups of TRS depend only on the “Tietze equivalence” class of $(\Sigma,R)$. Tietze equivalence is an analog of isomorphism between SRSs; it is an equivalence between two TRSs $(\Sigma_1,R_1)$, $(\Sigma_2,R_2)$ where the signatures $\Sigma_1$ and $\Sigma_2$ can be different, while the usual equivalence is defined for TRSs with the same signature by $\leftrightarrow_{R_1} = \leftrightarrow_{R_2}$. Especially, any two TRSs $(\Sigma,R_1),(\Sigma,R_2)$ are Tietze equivalent if they are equivalent in the usual sense, $\leftrightarrow_{R_1} = \leftrightarrow_{R_2}$. Thus, we have the following:

$$\leftrightarrow_{R_1} = \leftrightarrow_{R_2} \implies H_i(\Sigma,R_1) \cong H_i(\Sigma,R_2).$$

For the step 1, we define the relations of $\mathbb{Z}(\mathbb{K})^{(\Sigma,R)}$. We identify elements in $\mathbb{Z}(\mathbb{K})$ as follows.

(a) For two $m$-uples $t = (t_1, \ldots, t_m)$, $s = (s_1, \ldots, s_m)$ of terms, we identify $t$ and $s$ if $t \leftrightarrow_{\mathcal{R}} s$.

(b) Similarly, for two single-hole contexts $C,D$, we identify $C$ and $D$ if $C \leftrightarrow_{\mathcal{R}} D$. For the last identification, we introduce operator $\kappa_i$ which takes a term $t$ and returns the formal sum of single-hole contexts $C_1 + \cdots + C_m$ where $C_j$ ($j = 1, \ldots, m$) is obtained by replacing the $j$-th occurrence of $x_i$ with $\square$ in $t$, and $m$ is the number of the occurrences of $x_i$ in $t$. For example, we have

$$\kappa_1(f(g(x_1,x_2),x_1)) = f(g(\square,x_2),x_1) + f(g(x_1,x_2),\square),$$

$$\kappa_2(f(g(x_1,x_2),x_1)) = f(g(x_1,\square),x_1),$$

$$\kappa_2(h(x_1)) = 1.$$}

The definition of $\kappa_i$ can be stated inductively as follows:

$$\kappa_i(x_i) = \square, \quad \kappa_i(x_j) = 0 \quad (j \neq i),$$

$$\kappa_i(f(t_1,\ldots,t_n)) = \sum_{k=1}^n f(t_1,\ldots,t_{k-1},\kappa_i(t_k),t_{k+1},\ldots,t_n).$$
Then, (c) we identify formal sums of bicontexts \((C_1, t) + \cdots + (C_k, t)\) and \((D_1, t) + \cdots + (D_l, t)\) if \(\kappa_i(u) = C_1 + \cdots + C_k, \kappa_i(v) = D_1 + \cdots + D_l\) for some positive integer \(i\) and terms \(u, v\) such that \(u \rightarrow_R v, Z(K)\) is defined by the equivalence class generated by the identifications (a), (b), and (c).

We omit the definitions of the \(R\)-linear maps \(\epsilon, \partial_i (i = 0, 1, 2)\) in the step 2, but we describe the group homomorphisms \(Z \otimes R \rightarrow \mathbb{Z}\) where \(d\) and \(\partial\) for simplicity. For the step 2, we define the \(R\)-linear maps \(\epsilon, \partial_i (i = 0, 1, 2)\). For \(f(n) \in \Sigma\), the homomorphism \(\tilde{\partial}_i : \mathbb{Z} \otimes R \rightarrow \mathbb{Z} \otimes R\) is given by

\[
\tilde{\partial}_i(f) = (n-1)l.
\]

For a term \(t\), we define \(\varphi(t)\) as the linear combinaton of symbols \(\sum_{f \in \Sigma} n_f \epsilon\) where \(n_f\) is the number of occurrences of \(f\) in \(t\). Using this, for \(l \rightarrow r \in R\), the homomorphism \(\tilde{\partial}_i : \mathbb{Z} \otimes R \rightarrow \mathbb{Z} \otimes R\) is given by

\[
\tilde{\partial}_i(l \rightarrow r) = \varphi(r) - \varphi(l).
\]

For a critical pair \((\square, l \rightarrow r, s), (C, u \rightarrow v, t))\), let \((D_i, l_i \rightarrow r_i, s_i), (C_j, u_j \rightarrow v_j, t_j)\) \((i = 1, \ldots, k, j = 1, \ldots, l)\) be rewriting steps such that \(r \circ s = D_1[l_1 \circ s_1], D_1[r_1 \circ s_1] = D_2[l_2 \circ s_2], \ldots, D_k[l_k \circ s_k], C[v \circ t] = C_1[n_1 \circ t_1], C_1[v_1 \circ t_1] = C_2[w_2 \circ t_2], \ldots, C_i[v_i \circ t_i], D_k[r_k \circ s_k] = C_i[v_i \circ t_i]\). Then the map \(\tilde{\partial}_2((\square, l \rightarrow r, s), (C, u \rightarrow v, t))\) is defined by

\[
u \rightarrow v - l \rightarrow v - \sum_{i=1}^k u_i \rightarrow v_i - \sum_{j=1}^l l_j \rightarrow r_j.
\]

Malbos-Minram’s lower bound for the number of rewrite rules is given by \(s(H_2(S, R))\). (Recall that \(s(G)\) denotes the minimum number of generators of an abelian group \(G\).) More precisely, \(#\Sigma' \geq s(H_1(S, R))\) and \(#\Sigma' \geq s(H_2(S, R))\) hold for any TRS \((\Sigma', R')\) that is Tietze equivalent to \((S, R)\). These inequalities are shown in a similar way to the proof of Theorem 25.

## 5 Proof of Main Theorem

Let \((\Sigma, R)\) be a complete TRS. We first simplify the tensor product \(\mathbb{Z} \otimes R \rightarrow \mathbb{Z}\) in (8).

**Lemma 31.** Let \(d = \log(R)\) and \(P\) be a family of sets \(P_0, P_1, \ldots\). Then, we have \(\mathbb{Z} \otimes R \otimes P \cong (\mathbb{Z}/d\mathbb{Z})[a] P_i\). Especially, if \(d = 0\), \(\mathbb{Z} \otimes R \rightarrow \mathbb{Z} \rightarrow \mathbb{Z}\).

**Proof.** We define a group homomorphism \(f : \mathbb{Z} \otimes R \rightarrow (\mathbb{Z}/d\mathbb{Z})[a] P_i\) by \(f((w_n)_{n \geq 0}) = \sum_{n \geq 0} f_n(w_n)\) where \(f_n : \mathbb{Z} \otimes R(n, n) \rightarrow (\mathbb{Z}/d\mathbb{Z})P_n\) is defined by \(f_n(k \otimes C) = |k|_a\) for \(a \in P_n\). It is enough to show each \(f_n\) is an isomorphism. If \(#i - #j, r - m\) for \(l \rightarrow r \in R\), we have a relation of \(R\)

\[
0 = 1 \otimes (\kappa_i(l) a^t - \kappa_i(r) a^t) = 1 \otimes \kappa_i(l) a^t - 1 \otimes \kappa_i(r) a^t = \#i \otimes a - \#j \otimes a = m \otimes a.
\]

Since \(d\) divides \(m\), \(f_n(m \otimes a) = |m|_a = 0\). Therefore \(f_n\) is well-defined. To prove \(f_n\) is injective, it suffices to show \(qd \otimes a = 0\) for any \(q \in \mathbb{Z}\). Since \(d = \gcd\{\#i - #j, r \mid l \rightarrow r \in R, i = 0, 1, 2, \ldots\}\), there exist integers \(c_{i,l-r}\) such that \(d = \sum_{i=1}^n c_{i,l-r} \#i \otimes #j\). Since \((#i - #j, r, a) = 1 \otimes (\kappa_i(l) - \kappa_i(r)) a\) for each \(i \in \{0, 1, 2, \ldots\}\), \(l \rightarrow r \in R\), we have \(qd \otimes a = q \sum_{i=1}^n c_{i,l-r} \#i \otimes #j = 0\). The surjectivity of \(f_n\) is trivial. ▶
As special cases of this lemma, we have $\mathbb{Z} \otimes_R \mathbb{R} \mathcal{P}_0 \cong (\mathbb{Z}/d\mathbb{Z})\Sigma$, $\mathbb{Z} \otimes_R \mathcal{P}_1 \cong (\mathbb{Z}/d\mathbb{Z})R$, and $\mathbb{Z} \otimes_R \mathcal{P}_2 \cong (\mathbb{Z}/d\mathbb{Z})C(P(R))$. Additionally, we can see each group homomorphism $\partial_i$ $(i = 0, 1, 2)$ is a $\mathbb{Z}/d\mathbb{Z}$-linear map.

To prove Theorem 5, we show the following lemma.

**Lemma 32.** Let $d = \text{deg}(R)$. If $d = 0$ or $d$ is prime, $\#R - e(R) = s(H_2(\Sigma, R)) + s(\text{im} \partial_1)$.

**Proof.** By definition, $D(R)$ defined in Section 2 is a matrix representation of $\partial_2$. Suppose $d$ is prime. In this case, $s(H_2(\Sigma, R))$ is equal to the dimension of $H_2(\Sigma, R)$ as a $\mathbb{Z}/d\mathbb{Z}$-vector space. By the rank-nullity theorem, we have

$$\dim(H_2(\Sigma, R)) = \dim(\ker \partial_1) - \dim(\text{im} \partial_2) = \dim(\mathbb{Z} \otimes \mathcal{P}_1) - \dim(\text{im} \partial_1) - \dim(\text{im} \partial_2) = \#R - \dim(\text{im} \partial_1) - e(R).$$

Suppose $d = 0$. We show $H_2(\Sigma, R) \cong \mathbb{Z}^{#R-r-k} \times (\mathbb{Z}/e_1 \mathbb{Z}) \times \cdots \times (\mathbb{Z}/e_r \mathbb{Z})$ where $r = \text{rank}(D(R))$, $k = s(\text{im} \partial_1)$, and $e_1, \ldots, e_r$ are the elementary divisors of $D(R)$. Let

$$\overline{\partial}_1 : \mathbb{Z} \otimes \mathcal{P}_1 / \text{im} \partial_2 \rightarrow \mathbb{Z} \otimes \mathcal{P}_0$$

be the group homomorphism defined by $[x] \mapsto \overline{\partial}_1(x)$. $\overline{\partial}_1$ is well-defined since $\text{im} \partial_2 \subset \ker \partial_1$, and $\ker \overline{\partial}_1$ is isomorphic to $\ker \partial_1 / \text{im} \partial_2 = H_2(\Sigma, R)$. By taking the basis $v_1, \ldots, v_{#R}$ of $\mathbb{Z} \otimes \mathcal{P}_1 \cong \mathbb{Z}R$ such that $D(R)$ is the matrix representation of $\partial_2$ under the basis $v_1, \ldots, v_{#R}$ and some basis of $\mathbb{Z} \otimes \mathcal{P}_2$, we can see $\mathbb{Z} \otimes \mathcal{P}_1 / \text{im} \partial_2 \cong \mathbb{Z}^{#R-r} \times \mathbb{Z}/e_1 \mathbb{Z} \times \cdots \times \mathbb{Z}/e_r \mathbb{Z}$. Suppose $\overline{\partial}_1(v_i(x)) = 0$ for some $x$ and $i = 1, \ldots, r$. Since $\overline{\partial}_1$ is a homomorphism, $\overline{\partial}_1(v_i(x)) = e_i \overline{\partial}_1([x]) \in \mathbb{Z} \otimes \mathcal{P}_0 \cong \mathbb{Z}^\Sigma$. Since $\mathbb{Z}^\Sigma$ is free, we have $[x] = 0$. Therefore, $\ker \overline{\partial}_1$ is included in the subset of $\mathbb{Z} \otimes \mathcal{P}_1 / \text{im} \partial_2$ isomorphic to $\mathbb{Z}^{#R-r} \times \{0\} \times \cdots \times \{0\}$. Thus, $\ker \overline{\partial}_1 \cong \mathbb{Z}^{#R-r-k} \times \mathbb{Z}/e_1 \mathbb{Z} \times \cdots \times \mathbb{Z}/e_r \mathbb{Z} =: G$. $G$ is generated by $(1, 0, \ldots, 0, [0], \ldots, [0]), (0, \ldots, 0, 1, [0], \ldots, [0]), (0, \ldots, 0, [0], \ldots, [0], [1])$, so we have $s(G) \leq #R - r - k + r - e(R) = #R - e(R)$. Let $p$ be a prime number which divides $e_i(x) + 1$. We can see $G/pG \cong (\mathbb{Z}/p\mathbb{Z})^{#R-k-e(R)}$. It is not hard to see $s(G) \geq s(G/pG)$, and since $G/pG$ is a $\mathbb{Z}/p\mathbb{Z}$-vector space, $s(G/pG) = \dim(G/pG) = #R - k - e(R)$. Thus, $s(H_2(\Sigma, R)) = s(G) = #R - s(\text{im} \partial_1) - e(R)$.

By Lemma 32, Theorem 5 is implied by the following theorem:

**Theorem 33.** Let $(\Sigma, R)$ be a complete TRS and $d = \text{deg}(R)$. If $d = 0$ or $d$ is prime,

$$\#R \geq s(H_2(\Sigma, R)) + s(\text{im} \partial_1). \tag{9}$$

**Proof.** By the first isomorphism theorem, we have an isomorphism between $\mathbb{Z}/d\mathbb{Z}$-modules

$$\text{im} \partial_1 \cong \mathbb{Z} \otimes \mathcal{P}_2 / \ker \partial_1$$

and by the third isomorphism theorem, the right hand side is isomorphic to

$$\mathbb{Z} \otimes \mathcal{P}_2 / \ker \partial_1 \cong (\mathbb{Z} \otimes \mathcal{P}_2 / \text{im} \partial_2) / (\ker \partial_1 / \text{im} \partial_2) \cong (\mathbb{Z} \otimes \mathcal{P}_2 / \text{im} \partial_2) / H_2(\Sigma, R).$$
Thus, we obtain the following exact sequence by Proposition 23:

$$0 \rightarrow H_2(\Sigma, R) \rightarrow \mathbb{Z} \otimes_{\mathbb{R}} \mathbb{R} \mathbb{P}_2 / \text{im} \partial_2 \rightarrow \text{im} \partial_1 \rightarrow 0.$$  

By Theorem 17, since $\text{im} \partial_1 \subset \mathbb{Z} \otimes_{\mathbb{R}} \mathbb{R} \mathbb{P}_2 \cong (\mathbb{Z}/d\mathbb{Z})[R]$ and $(\mathbb{Z}/d\mathbb{Z})[R]$ is a free $\mathbb{Z}/d\mathbb{Z}$-module, $\text{im} \partial_1$ is also free and by Proposition 24, we have $\mathbb{Z} \otimes_{\mathbb{R}} \mathbb{R} \mathbb{P}_2 / \text{im} \partial_2 \cong H_2(\Sigma, R) \times \text{im} \partial_1$.

Therefore, $s(\mathbb{Z} \otimes_{\mathbb{R}} \mathbb{R} \mathbb{P}_2 / \text{im} \partial_2) = s(H_2(\Sigma, R)) + s(\text{im} \partial_1)$. Since $\mathbb{Z} \otimes_{\mathbb{R}} \mathbb{R} \mathbb{P}_2 / \text{im} \partial_2$ is generated by $[l_1 \rightarrow r_1], \ldots, [l_k \rightarrow r_k]$ if $R = \{l_1 \rightarrow r_1, \ldots, l_k \rightarrow r_k\}$, we obtain

$$k = \#R \geq s(\mathbb{Z} \otimes_{\mathbb{R}} \mathbb{R} \mathbb{P}_2 / \text{im} \partial_2) = s(H_2(\Sigma, R)) + s(\text{im} \partial_1).$$

Thus, we get (9).

**Proof of Theorem 5.** As we stated, $H_2(\Sigma, R)$ depends only on the Tietze equivalence class of $(\Sigma, R)$. Let us show $s(\text{im} \partial_1)$ also depends only on the Tietze equivalence class of $(\Sigma, R)$.

For a left $\mathbb{R}$-module $M$, $\text{rank}(M)$ denotes the cardinality of a minimal linearly independent generating set of $M$, that is, a minimal generating set $S$ of $G$ such that any element $s_1, \ldots, s_k \in \Gamma$, and $r_1 s_1 + \cdots + r_k s_k = 0 \implies r_1 = \cdots = r_k = 0$ for any $r_1, \ldots, r_k \in \mathbb{R}$, $s_1, \ldots, s_k \in S$.

It can be shown that $\text{rank}(M) = s(M)$ if $M$ is free. Especially, $s(\text{im} \partial_1) = \text{rank}(\text{im} \partial_1)$ since $\text{im} \partial_1 \subset \mathbb{Z} \mathbb{R}$ if $\text{deg}(R) = 0$. Also, $\text{rank}(\text{im} \partial_1) = \text{rank}(\ker \partial_0) - \text{rank}(\ker \partial_0 / \text{im} \partial_1)$ is obtained by a general theorem [7, Ch 10, Lemma 10.1]. By definition, $\partial_0$ does not depend on $R$. Since $\ker \partial_0 / \text{im} \partial_1 = H_1(\Sigma, R)$ depends only on the Tietze equivalence class of $(\Sigma, R)$, so does $\text{rank}(\text{im} \partial_1)$.

In conclusion, for any TRS $R'$ equivalent to $R$, we obtain $\#R' \geq s(H_2(\Sigma, R)) + s(\text{im} \partial_1) = \#R - e(R)$.  

We consider the case where every symbol in $\Sigma$ is of arity 1. Notice that any TRS $(\Sigma, R)$ can be seen as an SRS and $\text{deg}(R) = 0$ in this case. We have $\text{rank}(\ker \partial_0) = \#\Sigma$ since $\partial_0(f) = 0$ for any $f \in \Sigma$. Therefore, (9) can be rewritten to

$$\#R - \#\Sigma \geq s(H_2(\Sigma, R)) - \text{rank}(H_1(\Sigma, R)).$$

So, for SRSs, we have a lower bound of the number of the rewrite rules minus the number of the symbols. For groups, in fact, this inequality is proved in terms of group homology [1].
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The matrix D(R) for The Theory of Groups

For the TRS R defined in Example 7, D(R) is given by the transpose of
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where the i-th column corresponds to the rule Gi , and the j-th row corresponds to the
critical pair Cj shown in the next pages.


\(C_1: m(m(x_1, x_2), x_3) \rightarrow m(x_1, m(x_2, x_3)), m(m(x_4, x_5), x_6) \rightarrow m(x_4, m(x_5, x_6)), m(\square, x_3),\{x_6 \mapsto x_2, x_1 \mapsto m(x_4, x_5)\}\)

\(C_2: i(m(x_1, x_2)) \rightarrow m(i(x_2), i(x_1)), m(m(x_3, x_4), x_5) \rightarrow m(x_3, m(x_4, x_5)), i(\square),\{x_5 \mapsto x_2, x_1 \mapsto m(x_3, x_4)\}\)

\(C_3: m(m(x_1, x_2), x_3) \rightarrow m(x_1, m(x_2, x_3)), m(x_4, m(i(x_3), x_5)) \rightarrow x_5, m(\square, x_3),\{x_2 \mapsto m(i(x_1), x_5), x_4 \mapsto x_1\}\)

\(C_4: m(x_1, m(i(x_1), x_2)) \rightarrow x_2, m(m(x_3, x_4), x_5) \rightarrow m(x_3, m(x_4, x_5)), \square,\{x_5 \mapsto m(i(m(x_3, x_4)_1), x_2), x_1 \mapsto m(x_3, x_4)\}\)

\(C_5: m(m(x_1, x_2), x_3) \rightarrow m(x_1, m(x_2, x_3)), m(i(x_4), m(x_4, x_5)) \rightarrow x_5, m(\square, x_3),\{x_2 \mapsto m(x_4, x_5), x_1 \mapsto i(x_4)\}\)

\(C_6: m(i(x_1), m(x_1, x_2)) \rightarrow x_2, m(m(x_3, x_4), x_5) \rightarrow m(x_3, m(x_4, x_5)), m(i(x_1), \square),\{x_5 \mapsto x_2, x_1 \mapsto m(x_3, x_4)\}\)

\(C_7: m(m(x_1, x_2), x_3) \rightarrow m(x_1, m(x_2, x_3)), m(i(x_4), x_4) \rightarrow e, m(\square, x_3),\{x_4 \mapsto x_2, x_1 \mapsto i(x_2)\}\)

\(C_8: m(m(x_1, x_2), x_3) \rightarrow m(x_1, m(x_2, x_3)), m(x_4, i(x_4)) \rightarrow e, m(\square, x_3),\{x_2 \mapsto m(i(x_1), x_4), x_4 \mapsto x_1\}\)

\(C_9: m(x_1, i(x_1)) \rightarrow e, m(m(x_2, x_3), x_4) \rightarrow m(x_2, m(x_3, x_4)), \square,\{x_4 \mapsto i(m(x_2, x_3), x_1 \mapsto m(x_2, x_3)\}\)

\(C_{10}: m(m(x_1, x_2), x_3) \rightarrow m(x_1, m(x_2, x_3)), m(x_4, e) \rightarrow x_4, m(\square, x_3),\{x_2 \mapsto e, x_4 \mapsto x_1\}\)

\(C_{11}: m(x_1, e) \rightarrow x_1, m(m(x_2, x_3), x_4) \rightarrow m(x_2, m(x_3, x_4)), \square,\{x_4 \mapsto e, x_1 \mapsto m(x_2, x_3)\}\)

\(C_{12}: m(m(x_1, x_2), x_3) \rightarrow m(x_1, m(x_2, x_3)), m(e, x_4) \rightarrow x_4, m(\square, x_3),\{x_4 \mapsto x_2, x_1 \mapsto e\}\)

\(C_{13}: i(m(x_1, x_2)) \rightarrow m(i(x_2), i(x_1)), m(e, x_3) \rightarrow x_3, i(\square),\{x_3 \mapsto x_2, x_1 \mapsto e\}\)

\(C_{14}: m(x_1, m(i(x_1), x_2)) \rightarrow x_2, m(e, x_3) \rightarrow x_3, \square,\{x_3 \mapsto m(i(e), x_2), x_1 \mapsto e\}\)

\(C_{15}: m(i(x_1), m(x_1, x_2)) \rightarrow x_2, m(e, x_3) \rightarrow x_3, m(i(x_1), \square),\{x_3 \mapsto x_2, x_2 \mapsto e\}\)

\(C_{16}: m(x_1, i(x_1)) \rightarrow e, m(e, x_2) \rightarrow x_2, \square,\{x_2 \mapsto i(e), x_1 \mapsto e\}\)

\(C_{17}: m(x_1, e) \rightarrow x_1, m(e, x_2) \rightarrow x_2, \square,\{x_2 \mapsto e, x_1 \mapsto e\}\)

\(C_{18}: i(m(x_1, x_2)) \rightarrow i(m(x_2), i(x_1)), m(x_3, e) \rightarrow x_3, i(\square),\{x_2 \mapsto e, x_3 \mapsto i(x_1)\}\)

\(C_{19}: m(x_1, m(i(x_1), x_2)) \rightarrow x_2, m(x_3, e) \rightarrow x_3, m(x_1, \square),\{x_2 \mapsto e, x_3 \mapsto i(x_1)\}\)

\(C_{20}: m(i(x_1), m(x_1, x_2)) \rightarrow x_2, m(x_3, e) \rightarrow x_3, m(i(x_1), \square),\{x_2 \mapsto e, x_3 \mapsto i(x_1)\}\)

\(C_{21}: m(i(x_1), x_1) \rightarrow e, m(x_2, e) \rightarrow x_2, \square,\{x_1 \mapsto e, x_2 \mapsto i(e)\}\)

\(C_{22}: m(x_1, i(x_1)) \rightarrow e, i(m(x_2, x_3)) \rightarrow m(i(x_3), i(x_2)), m(x_1, \square),\{x_1 \mapsto m(x_2, x_3)\}\)

\(C_{23}: i(m(x_1, x_2)) \rightarrow m(i(x_2), i(x_1)), m(x_3, i(x_3)) \rightarrow e, i(\square),\{x_2 \mapsto i(x_1), x_3 \mapsto x_1\}\)

\(C_{24}: m(x_1, m(i(x_1), x_2)) \rightarrow x_2, m(x_3, i(x_3)) \rightarrow e, m(x_1, \square),\{x_2 \mapsto i(i(x_1)), x_3 \mapsto i(x_1)\}\)

Figure 2: The critical pairs of the complete TRS R

\((C_j : l \rightarrow r, l' \rightarrow r'), C, \sigma \) means \(C_j\) is the critical pair \((r\sigma, C[r'\sigma]\)). – Part 1.
Figure 3 The critical pairs of the complete TRS $R$

$(C_j : l \rightarrow r, l' \rightarrow r', C, \sigma)$ means $C_j$ is the critical pair $(r\sigma, C[r'\sigma])$. – Part 2.
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Abstract

The relationship between categorical gluing and proofs using the logical relation technique is folklore. In this paper we work out this relationship for Martin-Löf type theory and show that parametricity and canonicity arise as special cases of gluing. The input of gluing is two models of type theory and a pseudomorphism between them and the output is a displayed model over the first model. A pseudomorphism preserves the categorical structure strictly, the empty context and context extension up to isomorphism, and there are no conditions on preservation of type formers. We look at three examples of pseudomorphisms: the identity on the syntax, the interpretation into the set model and the global section functor. Gluing along these result in syntactic parametricity, semantic parametricity and canonicity, respectively.
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1 Introduction

Categorical gluing [11, Section 4.10] is a method to form a new category from two categories and a functor between them. This goes back to the Artin gluing of Grothendieck toposes [5, Exposé IV, Section 9.5]. Given a functor $F$ from category $S$ to $M$, an object in the glued category is a triple $\Gamma : |S|$, $\Delta : |M|$ and a morphism $M(\Delta, F \Gamma)$. Models of logics and type theories can be given as categories with extra structure and gluing can be extended to these models. Gluing was used to prove properties of closed proofs in intuitionistic higher-order logic [21] and normalisation for simple type theory [14, 26] and System F [2]. In programming language semantics, similar results are proved more syntactically using the technique of logical relations [22, 24], see [15] for an introduction and [13, 1] for more recent proofs using this technique. It is folklore that logical relations correspond to gluing. Logical relations scale to real-world systems [27, 19] while gluing is a more abstract construction which can be applied to systems with well-understood categorical semantics.
In this paper we develop the correspondence between proof-relevant logical predicates and gluing for Martin-Löf type theory. Logical relations were defined for type theory to prove free theorems in syntactic [7] and semantic (Reynolds-style) [6] ways. Proof-relevant logical predicates were employed to prove normalisation and canonicity for type theory [4, 10, 20]. We unify these approaches by defining gluing in an abstract way, for any pseudomorphism between two models of type theory. An important characteristic of our approach is using an algebraic syntax of type theory. By this we mean the well-typed syntax of type theory given as a quotient inductive-inductive type (QIIT, [18]). A model of this syntax is just an algebra of the QIIT which turns out to be the same as a category with families (CwF, [12]) with extra structure. A pseudomorphism of models is a map from sorts in one model to sorts in the other model which preserves the categorical structure strictly and the empty context and context extension up to isomorphism. We show that gluing can be performed along any pseudomorphism and gluing preserves $\Pi$, $\Sigma$, $\text{Bool}$ and an infinite hierarchy of universes.

Our motivational guideline for this paper is the following.

1. Gluing over identity is syntactic parametricity.
2. Gluing over the interpretation into the set model is semantic parametricity.
3. Gluing over the global section functor is canonicity.
4. Gluing over Yoneda is normalisation.
5. Gluing over Yoneda composed with the set interpretation is definability/completeness.

In this paper we only generalise steps 1–3. The Yoneda embedding (from the syntax to the presheaf model over a wide subcategory of contexts and substitutions) is also a pseudomorphism, so our paper applies to steps 4–5 as well. However, Yoneda has extra structure that we do not employ in this paper. This extra structure is needed to obtain full normalisation or completeness.

Structure of the paper

After summarizing related work and the metatheory, we define our object type theory in Section 2 and as an example we define its set model (Section 3). Then we define the notion of pseudomorphism (Section 4) and gluing for any pseudomorphism (Section 5). Afterwards, in Section 6 we define a non-trivial pseudomorphism: the global section functor which goes from the syntax to the set model and maps types to terms of the type in the empty context. We put together the pieces in Section 7 by obtaining parametricity and canonicity for our object theory using gluing. We conclude and summarize further work in Section 8.

Contribution

The contribution of this paper is showing that gluing can be defined for any pseudomorphism for Martin-Löf type theory. To our knowledge, this is the first general construction from which both parametricity and canonicity arise.

Related work

Sterling and Spitters [26] developed gluing for simple type theory and show how it relates to syntactic proofs of normalisation by logical relations and semantic proofs based on normalisation by evaluation. Altenkirch, Hofmann and Streicher developed gluing for System F and prove normalisation in their unpublished note [2]. Rabe and Sojakova [23] defined a syntactic framework for logical relations which applies to theories formulated in the Edinburgh
Logical Framework (LF). Shulman [25] developed gluing for type theory in the context of type-theoretic fibration categories and proves homotopy canonicity for a 1-truncated version of homotopy type theory. Compared to Shulman, we work with a notion of model closer to the syntax of type theory: categories with families. In previous work [4] we proved normalisation for type theory with $\Pi$, a base type and a base family. The logical predicate used in that proof is an instance of the abstract gluing technique presented in this paper. Coquand [10] proves canonicity and normalisation for a richer type theory with $\text{Bool}$ and a hierarchy of universes. His canonicity proof is an unfolding of the canonicity proof given in this paper.

## Metatheory and notation

Our metatheory is Martin-Löf’s extensional type theory. We have a cumulative hierarchy of universes $\text{Set}_0$, $\text{Set}_1$, $\ldots$ with $\text{Set}_\omega$ on top. Sometimes we omit the universe indices. Function space is denoted by $\to$ with constructor $\lambda$ and application written as juxtaposition. We use implicit arguments extensively, e.g. we would write the type of function composition as $(B \to C) \to (A \to B) \to (A \to C)$ instead of $(A : \text{Set}) \to (B : \text{Set}) \to (C : \text{Set}) \to (B \to C) \to (A \to B) \to (A \to C)$. When a metavariable is not quantified explicitly (such as $A$, $B$, $C$), we assume implicit quantification and implicit application as well. Sometimes we omit explicit arguments for readability, in this case we write underscore_ instead of the argument. Pairs are denoted by $\times$ with constructor $\cdot$, $\cdot$ and destructors $\cdot$, $\cdot$. Both $\to$ and $\times$ come with $\eta$ laws. The one-element type is denoted $\cdot$ with constructor $\ast$, the two-element type is denoted $\cdot$, its constructors being $\ast$ and $\ast\ast$ and its eliminator $\text{case}$. Equality is denoted $\equiv$ and we use equational reasoning to write equality proofs. We use equality reflection in the metatheory (not in our object theory described in Section 2). Following Hofmann [16], our arguments can be translated to an intensional type theory with function extensionality and uniqueness of identity proofs.

## 2 Type theory

By type theory we mean the (generalised) algebraic structure in Figure 1 with four sorts, 26 operators, and 34 equations. The four sorts are those of contexts, types, substitutions, and terms. Contexts and types are indexed by a universe level which is a metatheoretic natural number. Furthermore, types are indexed by contexts and terms by a context and a type in that context so that we can only mention well-typed terms. Substitutions are indexed by their domain and codomain, both contexts.

We explain the operators and laws for the substitution calculus (first column, operators $\text{id}$ to $\circ$) as follows: $\text{Con}$ and $\text{Sub}$ form a category ($\text{id}$ to $\text{idr}$); there is a contravariant, functorial action of substitutions on types and terms ($\cdot$ to $[o]$), thus types (of fixed level) form a presheaf on the category and terms form a presheaf on its category of elements; there is an empty context $\cdot$ with a unique ($\eta$) empty substitution $\varepsilon$ into it, thus $\cdot$ is the terminal object of the category; extended contexts can be formed using $\cdot$ and there is a natural isomorphism between substitutions into $\Delta \triangleright A$ and a pair of a substitution $\sigma$ into $\Delta$ and a term of type $A[\sigma]$ ($\cdot$ to $\circ$). The substitution calculus is the same as the structure of a category with families (CwF, [12]) with contexts and types indexed over natural numbers representing universe levels. In the CwF language, context extension is called comprehension. We denote $n$-fold iteration of the weakening substitution $p$ by $p^n$ (where $p^n = \text{id}$), and we denote De Bruijn indices by natural numbers, i.e. $0 := q$, $1 := q[p]$, $\ldots$, $n := q[p^n]$. We define
Figure 1 Type theory as a generalised algebraic structure. $\sigma^2$ abbreviates $(\sigma \circ p, q)$.
lifting of a substitution $\sigma : \text{Sub} \Gamma \Delta$ by $\sigma^1 : \text{Sub} (\Gamma \triangleright A[\sigma]) (\Delta \triangleright A) := (\sigma \circ p, q)$. We observe that it has the property $\Gamma[\sigma^1] : (\sigma^1)[\delta, t] = (\sigma \circ \delta, t)$.

$\Pi$-types are characterized by a natural isomorphism between $\text{Tm} \Gamma (\Pi A B)$ and $\text{Tm} (\Gamma \triangleright A) B$ (lam and app). We define the usual application as $t \gamma := (\text{app} t)[\text{id}, u]$. $A \rightarrow B$ abbreviates $\Pi A (B[p])$. $\Sigma$-types are given by the constructor $\exists$, $\wedge$ and projections projr and and they support an $\eta$-law. There is a unit type $\top$ with one constructor $\text{tt}$ and an $\eta$-law and there is a hierarchy of Tarski-universes, given by natural isomorphisms between $\text{Tm} \Gamma \Gamma \Gamma (U i)$ for every $i$. As terms of $\Pi\Sigma\top$-types are characterized by natural isomorphisms, we stated the substitution law for only one of the two directions, the other can be derived. We illustrate how to do this for app and state the other laws.

$$\begin{align*}
\text{app} : (\text{app} t)[\sigma] & \xrightarrow{\Pi \gamma} \text{app} (\text{lam} ((\text{app} t)[\sigma])) \xrightarrow{\text{lam}} \text{app} ((\text{lam} (\text{app} t))[\sigma]) \xrightarrow{\Pi \eta} \text{app} (t[\sigma]) \\
\text{lam} & : (t \gamma)[\sigma] = t[\sigma] \gamma u[\sigma] \\
\text{projr} & : (\text{projr} t)[\sigma] = \text{proj} (t[\sigma]) \\
\text{projl} & : (\text{projl} t)[\sigma] = \text{proj} (t[\sigma]) \\
c & : (c A)[\sigma] = c (A[\sigma])
\end{align*}$$

Finally, we have booleans with a dependent eliminator if into any universe. Sometimes for readability we omit the first argument ($C$) of if and write _ instead.

Note that the well-typedness of some of the equations depends on previous equations. For example, the left-hand side of $\triangleright \beta$ has type $\text{Tm} \Gamma (A[p][\sigma, t])$, while the right-hand side has $\text{Tm} \Gamma (A[\sigma])$, and these types are equal by $[\sigma]$ and $\triangleright \beta$. In an intensional metatheory, we would need to transport the left-hand side over these equations. We use an extensional metatheory, so we do not write such dependencies.

As an example we write the polymorphic identity function as $\text{lam} (\text{lam} q)$. Note that $\text{lam}$ and $q$ have several implicit arguments that we did not write down. However, when we write a term, these implicit arguments should be clear from the context. In this example, saying that it has type $\text{Tm} \cdot (\Pi (U 0)) (\text{El} q \rightarrow \text{El} q)$ fixes all its implicit arguments. We don’t have raw terms with a type assignment or type inference system, we only work with fully annotated well-typed terms where lots of information is implicit (as usual in mathematics). This is sometimes called intrinsic or well-typed syntax, see [3] for an introduction.

We call algebras of the algebraic structure presented in Figure 1 models of type theory. When referring to different models, we put the model as a subscript, i.e. Con$_M$ refers to contexts in model $M$, id$_M : \text{Sub} M \Gamma_M \Gamma_M$ refers to the identity substitution in this model. For metavariables, we usually use the same subscript as for the two occurrences of $\Gamma_M$ in the type of id$_M$.

We introduce some basic notions for working with models. These notions are obtained mechanically by viewing Figure 1 as a scheme for a quotient inductive-inductive type (QITT, [18]).

---

1 We learned this representation of universes from Thierry Coquand. Note that Russell universes could be represented by replacing El and c by the sort equation Ty i $\Gamma = \text{Tm} \Gamma (U i)$ and the equation $A[\sigma]_{\text{Tm}} = A[\sigma]_{\text{Tm}}$, relating type and term substitutions. The latter equation is well-typed because of the former.
A (strict) morphism $H$ between models $\mathcal{M}$ and $\mathcal{N}$ consists of four functions between the sorts which preserve all the 26 operators (up to equality). We use subscripts to mark which component we mean, e.g. some of the components are the following.

$$
\begin{align*}
H_{\text{Con}} : & \text{Con}_{\mathcal{M}} i \rightarrow \text{Con}_{\mathcal{N}} i \\
H_{\text{Ty}} : & \text{Ty}_{\mathcal{M}} j \Gamma \rightarrow \text{Ty}_{\mathcal{N}} j (H \Gamma) \\
H_{\text{Sub}} : & \text{Sub}_{\mathcal{M}} \Gamma \Delta \rightarrow \text{Sub}_{\mathcal{N}} (H \Gamma) (H \Delta) \\
H_{\text{Tm}} : & \text{Tm}_{\mathcal{M}} \Gamma A \rightarrow \text{Tm}_{\mathcal{N}} (H \Gamma) (H A)
\end{align*}
$$

Sometimes we omit subscripts for readability, e.g. above we wrote $H \Gamma$ instead of $H_{\text{Con}} \Gamma$ and we also did not decorate metavariables with subscripts, all $\Gamma$ above live in $\text{Con}_{\mathcal{M}}$, all $\sigma$ in $\text{Sub}_{\mathcal{M}}$ etc. We will follow this convention later.

A displayed model $\mathcal{Q}$ over a model $\mathcal{M}$ encodes a model with a strict morphism to $\mathcal{M}$. It is given by four families, 26 operations, and 34 equalities, all of which are over those of $\mathcal{M}$, e.g.

$$
\begin{align*}
\text{Con}_{\mathcal{Q}} : & (i : N) \rightarrow \text{Con}_{\mathcal{M}} i \rightarrow \text{Set} \\
\text{Ty}_{\mathcal{Q}} : & (j : N) \rightarrow \text{Con}_{\mathcal{Q}} i \Gamma \rightarrow \text{Ty}_{\mathcal{M}} j \Gamma \rightarrow \text{Set} \\
\text{Sub}_{\mathcal{Q}} : & \text{Con}_{\mathcal{Q}} i \Gamma \rightarrow \text{Con}_{\mathcal{Q}} j \Delta \rightarrow \text{Sub}_{\mathcal{M}} \Gamma \Delta \rightarrow \text{Set} \\
\text{Tm}_{\mathcal{Q}} : & (\Gamma_{\mathcal{Q}} : \text{Con}_{\mathcal{Q}} i \Gamma) \rightarrow \text{Ty}_{\mathcal{Q}} j \Gamma_{\mathcal{Q}} A \rightarrow \text{Tm}_{\mathcal{M}} \Gamma_{\mathcal{Q}} A \rightarrow \text{Set} \\
-[-]_{\mathcal{Q}} : & \text{Ty}_{\mathcal{Q}} j \Delta_{\mathcal{Q}} A \rightarrow \text{Sub}_{\mathcal{Q}} \Gamma_{\mathcal{Q}} \Delta_{\mathcal{Q}} \sigma \rightarrow \text{Ty}_{\mathcal{Q}} j \Gamma_{\mathcal{Q}} (A[\sigma]_{\mathcal{M}}) \\
-\triangleright_{\mathcal{Q}} : & (\Gamma_{\mathcal{Q}} : \text{Con}_{\mathcal{Q}} i \Gamma) \rightarrow \text{Ty}_{\mathcal{Q}} j \Gamma_{\mathcal{Q}} A \rightarrow \text{Con}_{\mathcal{Q}} (i \uplus j) (\Gamma_{\mathcal{Q}} A) \\
\Pi_{\mathcal{Q}} : & (A_{\mathcal{Q}} : \text{Ty}_{\mathcal{Q}} i \Gamma_{\mathcal{Q}} A) \rightarrow \text{Ty}_{\mathcal{Q}} j (\Gamma_{\mathcal{Q}} \triangleright_{\mathcal{Q}} A_{\mathcal{Q}}) B \rightarrow \text{Ty}_{\mathcal{Q}} (i \uplus j) \Gamma_{\mathcal{Q}} (\Pi_{\mathcal{M}} A B) \\
\text{lam}_{\mathcal{Q}} : & \text{Tm}_{\mathcal{Q}} (\Gamma_{\mathcal{Q}} \triangleright_{\mathcal{Q}} A_{\mathcal{Q}}) B_{\mathcal{Q}} t \rightarrow \text{Tm}_{\mathcal{Q}} \Gamma_{\mathcal{Q}} (\Pi_{\mathcal{Q}} A_{\mathcal{Q}} B_{\mathcal{Q}}) (\text{lam}_{\mathcal{M}} t) \\
\text{app}_{\mathcal{Q}} : & \text{Tm}_{\mathcal{Q}} \Gamma_{\mathcal{Q}} (\Pi_{\mathcal{Q}} A_{\mathcal{Q}} B_{\mathcal{Q}}) t \rightarrow \text{Tm}_{\mathcal{Q}} (\Gamma_{\mathcal{Q}} \triangleright_{\mathcal{Q}} A_{\mathcal{Q}}) B_{\mathcal{Q}} (\text{app}_{\mathcal{M}} t) \\
\Pi_{\mathcal{Q}}^\lambda : & \text{app}_{\mathcal{Q}} (\text{lam}_{\mathcal{Q}} t_{\mathcal{Q}}) = t_{\mathcal{Q}}
\end{align*}
$$

A section $I$ of a displayed model $\mathcal{Q}$ over $\mathcal{M}$ is like a dependent morphism, encoding a section to the strict morphism to $\mathcal{M}$ encoded by $\mathcal{Q}$. It contains, among others, the following components.

$$
\begin{align*}
I_{\text{Con}} : & (\Gamma : \text{Con}_{\mathcal{M}} i) \rightarrow \text{Con}_{\mathcal{Q}} i \Gamma \\
I_{\text{Ty}} : & (A : \text{Ty}_{\mathcal{M}} j \Gamma) \rightarrow \text{Ty}_{\mathcal{Q}} j (I \Gamma) A \\
I_{\text{Sub}} : & (\sigma : \text{Sub}_{\mathcal{M}} \Gamma \Delta) \rightarrow \text{Sub}_{\mathcal{Q}} (I \Gamma) (I \Delta) \sigma \\
I_{A[\sigma]} : & I (A[\sigma]_{\mathcal{M}}) = (I A)[I \sigma]_{\mathcal{Q}} \\
I_\sigma : & I (\Gamma \triangleright_{\mathcal{M}} A) = I \Gamma \triangleright_{\mathcal{Q}} I A \\
I_{\Pi} : & I (\Pi_{\mathcal{M}} A B) = \Pi_{\mathcal{Q}} (I A) (I B) \\
I_{\text{lam}} : & I (\text{lam}_{\mathcal{M}} t) = \text{lam}_{\mathcal{Q}} (I t) \\
I_{\text{app}} : & I (\text{app}_{\mathcal{M}} t) = \text{app}_{\mathcal{Q}} (I t)
\end{align*}
$$
We assume the existence of the quotient inductive-inductive type (QIIT, [18]) specified by Figure 1. We thus have an initial model $S$, called the syntax. For every model $M$, the recursor $\text{rec}^M$ is the unique morphism from $S$ to $M$. For every displayed model $Q$ over $S$, the eliminator $\text{elim}^Q$ is the unique section of $Q$.

2.1 The identity type
In our construction of gluing we will assume that the target model has identity types. Identity types extend type theory as given in Figure 1 with the following operators and equations.

\[
\text{Id} : (A : \text{Ty} \Gamma) \rightarrow \text{Tm} \Gamma A \rightarrow \text{Tm} \Gamma A \rightarrow \text{Tm} \Gamma A
\]

\[
\text{refl} : (u : \text{Tm} \Gamma A) \rightarrow \text{Tm} \Gamma (\text{Id} A u u)
\]

\[
\text{J} : (C : \text{Ty} \Gamma (\Gamma \triangleright A \triangleright \text{Id} (A[p]) (u[p]) 0)) \rightarrow \text{Tm} \Gamma (C[\text{id}, u, \text{refl} u]) \rightarrow (e : \text{Tm} \Gamma (\text{Id} A u v)) \rightarrow \text{Tm} \Gamma (C[\text{id}, v, e[p]])
\]

\[
\text{Id} \beta : \text{J} C w (\text{refl} u) = w
\]

\[
\text{Id}[] : (\text{Id} A u v)[\sigma] = \text{Id} (A[\sigma]) (u[\sigma]) (v[\sigma])
\]

\[
\text{refl}[] : (\text{refl} u)[\sigma] = \text{refl} (u[\sigma])
\]

\[
\text{J}[] : (\text{J} C w e)[\sigma] = \text{J} (C[\sigma^{++}]) (w[\sigma]) (e[\sigma])
\]

\[
\text{Id} A u v \text{ expresses that } u \text{ is equal to } v, \text{ there is one constructor refl expressing reflexivity and there is the eliminator } \text{J which says that given a family over identities and a witness of that family for refl we get that there is an element of that family for every identity proof.}
\]

3 The Set model
As an example of a simple model, we define the set model (standard model, metacircular model). In this model, contexts are sets, types are families over their contexts, substitutions are functions, and terms are dependent functions. Context extension is metatheoretic $\Sigma$, otherwise everything is modelled by its metatheoretic counterparts, e.g. $\Pi$-types are dependent functions, $\text{lam}$ is $\lambda$, $\text{app}$ is metatheoretic application. We list a few components for illustration.

\[
\text{Con i} := \text{Set}_i
\]

\[
\text{Ty} j \Gamma := \Gamma \rightarrow \text{Set}_j
\]

\[
\text{Sub} \Gamma \Delta := \Gamma \rightarrow \Delta
\]

\[
\text{Tm} \Gamma A := (\gamma : \Gamma) \rightarrow A \gamma
\]

\[
A[\sigma] := \lambda_\gamma. A (\sigma \gamma)
\]

\[
\cdot := \text{I}
\]

\[
\epsilon := \lambda_. *
\]

\[
\Gamma \triangleright A := (\gamma : \Gamma) \times A \gamma
\]

\[
(\sigma, t) := (\sigma, t)
\]

\[
p := \text{projl}
\]

\[
q := \text{projr}
\]

\[
\Pi A B := \lambda_\gamma. (\alpha : A \gamma) \rightarrow B (\gamma, \alpha)
\]
The \( \beta \)-law for \( \Pi \) uses the metatheoretic \( \beta \)- and \( \eta \)-laws for the functions and \( \eta \) for pairs.

Using the recursor we can define an interpreter for our syntax which maps syntactic terms to metatheoretic objects.

\[
\begin{align*}
\text{lam } t & := \lambda \gamma.\lambda \alpha. t (\gamma, \alpha) \\
\text{app } t & := \lambda \gamma. t \gamma_1 \gamma_2 \\
\Pi \beta & : \text{app (lam } t) = \lambda \gamma'.(\lambda \gamma.\lambda \alpha. t (\gamma, \alpha))(\gamma'_1 \gamma'_2) \xrightarrow{\beta} \lambda \gamma'. t (\gamma'_1, \gamma'_2) \xrightarrow{\beta} \lambda \gamma'. t \gamma' \xrightarrow{\beta} t \\
U i & := \lambda \_ . \text{Set}_i \\
\text{El } a & := a \\
c a & := a \\
\text{Bool } & := 2 \\
\text{true } & := * \\
\text{false } & := ** \\
\text{if } C t u v & := \text{case } t u v \\
\text{Id } A u v & := (u = v)
\end{align*}
\]

The \( \beta \)-law for \( \Pi \) uses the metatheoretic \( \beta \)- and \( \eta \)-laws for the functions and \( \eta \) for pairs.

In this section we define morphisms of models of type theory which are strict on the category structure and weak on \( - \cdot - \) and \( - \triangleright - \). We call such a morphism a \emph{pseudomorphism}, its components are listed in Figure 2. In terms of using comprehension categories [17] to describe models of type theory, this corresponds to the notion of morphism that relates the Grothendieck fibrations strictly, but the comprehension maps only up to natural isomorphism.

Just as a strict morphism (described in Section 2), a pseudomorphism \( F \) maps contexts in \( \mathcal{S} \) to contexts in \( \mathcal{M} \), types in \( \mathcal{S} \) to types in \( \mathcal{M} \), etc. Identity, composition and action on substitution are preserved strictly \( (F \iota, F_\circ, F_1) \) and \( F_0 \). The empty context and context extension are preserved up to definitional isomorphism. Definitional isomorphism between two contexts \( \Gamma : \text{Con } i, \Delta : \text{Con } j \) is defined as follows.

\[
(f : \Gamma \cong \Delta) := (f_1 : \text{Sub } \Gamma \Delta) \times (f_2 : \text{Sub } \Delta \Gamma) \times (f_{12} : f_1 \circ f_2 = \text{id}) \times (f_{21} : f_2 \circ f_1 = \text{id})
\]

\( F_{\circ}, F_1 \) denotes a naturality condition that \( F_\circ \) has to satisfy. The empty substitution \( \epsilon \) and the comprehension operators \( (-, -) \), \( p, q \) are preserved strictly, but this is up to the weakness of \( - \cdot - \) and \( - \triangleright - \).

Categorically, a pseudomorphism is a functor on categories of contexts with natural transformations on types and terms with the following properties: it preserves terminal objects; given \( A : \text{Ty}_\mathcal{S} j \Delta \), if a pair of \( \sigma : \text{Sub}_\mathcal{S} \Gamma \Delta \) and \( t : \text{Ty}_\mathcal{S} (A[\sigma]_\mathcal{S}) \) has the universal property of the context extension of \( \Delta \) with \( A \) in \( \mathcal{S} \), then the pair of \( F \sigma \) and \( F t \) has the universal property of the context extension of \( F \Delta \) with \( FA \) in \( \mathcal{M} \).
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We define a similar map for $\Sigma$ and $\top$. To express the latter we introduce the following abbreviation for a definitional isomorphism between types $A, B : \text{Ty} \Gamma$:

$$(g : A \cong_{\Gamma} B) := (g_1 : \text{Trm}(\Gamma \triangleright A) (B[p])) \times (g_2 : \text{Trm}(\Gamma \triangleright B) (A[p])) \times (g_{12} : g_1[p, g_2] = q) \times (g_{21} : g_2[p, g_1] = q)$$

For a pseudomorphism $F$ the following comparison maps can be given.

$$F_{\Pi,1} : \text{Trm}(\Pi \triangleright F (\Pi A B)) (\Pi (F A) (F B[F_p, 2])[p])$$

$$F_{U,1} : \text{Trm}(\Pi \triangleright F (U i)) (U i)$$

$$F_{\text{Bool},2} : \text{Trm}(\Pi \triangleright \text{Bool}) (F \text{Bool}[p])$$

$$F_{\Sigma} : F (\Sigma_S A B) \cong_{F \Gamma} \Sigma_M (F A) (F B[F_p, 2])$$

$$F_{\top} : F \top \cong_{F \Gamma} \top$$

The definition of $F_{U,1}$ is similar to that of $F_{\Pi,1}$: we first use the eliminator $\text{El}$ on a variable, then apply $F$, then adjust the context using $F_{\text{Bool},2}$, finally use the constructor $c$. For $\text{Bool}$, we go in the other direction and use the eliminator in $\mathcal{M}$ on a variable and return the corresponding constructors in $S$ with $F$ applied to them. For $\Sigma$ we combine these methods to obtain maps in both directions. The maps for $\top$ are trivial.

$$F_{\Pi,1} := \text{lam} (F (\text{app} q)[F_{\text{Bool}, 2} \circ (F_{\text{Bool}, 2}^\top)])$$

$$F_{U,1} := c (F (\text{El} q)[F_{\text{Bool}, 2}])$$

$$F_{\text{Bool},2} := \text{id} \_ q (F \text{true}[p]) (F \text{false}[p])$$

$$F_{\Sigma,1} := (F (\text{proj} q), F (\text{proj} q))[F_{\text{Bool}, 2}]$$

$$F_{\Sigma,2} := F (1, 0)[F_{\text{Bool}, 2} \circ (p, \text{proj} q), \text{proj} q]$$

$$F_{\Sigma,21} := F_{\Sigma,2}[p, F_{\Sigma,1}] = F (1, 0)[F (p, \text{proj} q, \text{proj} q) \circ F_{\text{Bool}, 2}] = F (\text{proj} q, \text{proj} q)[F_{\text{Bool}, 2}] \Sigma_{\text{M}} \cong F q[F_{\text{Bool}, 2}] \Sigma_{\text{M}} \cong q$$

$$F_{\top,1} := \text{tt}$$

$$F_{\top,2} := F \text{tt}[p]$$

$$F_{\top,12} := F_{\top,1}[p, F_{\top,2}] = \text{tt}[p, F \text{tt}[p]] = \text{tt} \cong q$$

$$F_{\top,21} := F_{\top,2}[p, F_{\top,1}] = F \text{tt}[p] = F (\text{tt}[p])[F_{\text{Bool}, 2}] \Sigma_{\text{M}} \cong F q[F_{\text{Bool}, 2}] = q$$

At the end of Section 6 we remark on the (im)possibility of comparison maps in the other direction such as $F_{\Pi,2}$.

## 5 Gluing

In this section, given a pseudomorphism $F$ from model $S$ to model $\mathcal{M}$, we define a displayed model $P^F$ ($P$ for short) over $S$. We call this model $\text{gluing}$ along $F$ and its components are given in Figure 3. We omit some $S$ and all $\mathcal{M}$ subscripts for readability.
\[ \text{Con}_{\mathcal{P}} i \Gamma := Ty_{i} (F \Gamma) \]
\[ \text{Ty}_{\mathcal{P}} j \Gamma_{\mathcal{P}} A := Ty_{j} (F \Gamma \triangleright F \Gamma \triangleright FA[p]) \]
\[ \text{Sub}_{\mathcal{P}} \Gamma_{\mathcal{P}} A \sigma := \text{Tm} (F \Gamma \triangleright F \Gamma \triangleright (F \sigma \circ p)) \]
\[ \text{Tmp}_{\mathcal{P}} \Gamma_{\mathcal{P}} A \mathcal{P} t := \text{Tm} (F \Gamma \triangleright F \Gamma \triangleright (A \mathcal{P}[id, F \mathcal{P}[p]])) \]
\[ \text{id}_{\mathcal{P}} := q \]
\[ \sigma_{p} \circ \delta_{p} := \sigma_{p}[F \delta \circ p, \delta_{p}] \]
\[ A_{\mathcal{P}}[\sigma_{p}]_{p} := A_{\mathcal{P}}[F \sigma \circ p^{2}, \sigma_{p}[p], q] \]
\[ t_{\mathcal{P}}[\sigma_{p}]_{p} := t_{\mathcal{P}}[F \sigma \circ p, \sigma_{p}] \]
\[ \text{proj}_{l} q := \text{proj}_{l} q \]
\[ \text{proj}_{r} q := \text{proj}_{r} q \]
\[ \Pi_{\mathcal{P}} A_{\mathcal{P}} B_{\mathcal{P}} := \Pi \left( F A[p^{2}] \right) \left( \Pi \left( A_{\mathcal{P}}[p^{2}, q] \right) \left( B_{\mathcal{P}}[F_{\mathcal{P}}[p^{2}, 1], (3, 0), F_{\mathcal{P}}[p^{2}, 2] \right) \right) \]
\[ \text{lam} t_{\mathcal{P}} := \text{lam} \left( \text{lam} \left( t_{\mathcal{P}}[F_{\mathcal{P}}[p^{2}, 1], (2, 0)] \right) \right) \]
\[ \text{app} t_{\mathcal{P}} := \text{app} \left( \text{app} t_{\mathcal{P}} \right) \left[ p \circ F_{\mathcal{P}}[p^{2}, 1], \text{proj}_{0}, \text{proj}_{0} \right] \]
\[ (u_{\mathcal{P}}, v_{\mathcal{P}}) := (u_{\mathcal{P}}, v_{\mathcal{P}}) \]
\[ \text{proj}_{l} t_{\mathcal{P}} := \text{proj}_{l} t_{\mathcal{P}} \]
\[ \text{proj}_{r} t_{\mathcal{P}} := \text{proj}_{r} t_{\mathcal{P}} \]
\[ \text{tt}_{\mathcal{P}} := \text{tt} \]
\[ \text{U}_{\mathcal{P}} i := \text{El} \left( F_{\mathcal{U}_{1}[p^{2}, q]} \right) \Rightarrow U i \]
\[ \text{El}_{\mathcal{P}} A_{\mathcal{P}} := \text{El} \left( \text{app} A_{\mathcal{P}} \right) \]
\[ \text{cp} A_{\mathcal{P}} := \text{lam} \left( c A_{\mathcal{P}} \right) \]
\[ \text{Bool}_{\mathcal{P}} := \Sigma \text{Bool} \left( \text{Id} \left( F \text{Bool}_{\mathcal{S}}[p^{3}] \right) \left( F_{\text{Bool}_{\mathcal{S}}}[p^{3}, q] \right) \right) \]
\[ \text{true}_{\mathcal{P}} := \text{true, refl} \left( F \text{true}_{\mathcal{S}}[p] \right) \]
\[ \text{false}_{\mathcal{P}} := \text{false, refl} \left( F \text{false}_{\mathcal{S}}[p] \right) \]
\[ \text{if}_{\mathcal{P}} C_{\mathcal{P}} t_{\mathcal{P}} u_{\mathcal{P}} v_{\mathcal{P}} := J \left( \text{if}_{\mathcal{P}} \right) \left( \text{proj}_{l} t_{\mathcal{P}} \right) \left( u_{\mathcal{P}}, v_{\mathcal{P}} \right) \left( \text{proj}_{r} t_{\mathcal{P}} \right) \]

**Figure 3** The displayed model \( \mathcal{P} \) obtained by gluing along \( F \). We write \( \mathcal{P} \) instead of \( \mathcal{P}^{F} \), we omit some \( \mathcal{S} \) and all \( \mathcal{M} \) subscripts for readability. The full version of \( \text{if}_{\mathcal{P}} \) (with the \( _{\mathcal{S}} \)s filled in) is given in Appendix B.
In the introduction we remarked that in categorical gluing an object in the glued model consists of a triple \( \Gamma : [S], \Delta : [M] \) and a morphism \( M(\Delta, F \Gamma) \). We could follow this line and define the glueing as a model with contexts such triples that comes with a strict “projection” morphism to \( S \). This could be called the fibrational or display map approach. Instead our definition is more type theoretic, it uses indexed families, doubly (for the correspondence between fibrations and families see e.g. \([8, \text{p. 221}]\)). Firstly, the glued model is given as a displayed model, that is, for each \( \Gamma : \text{Con}_\Sigma i \) we have a set \( \text{Con}_p i \Gamma \). Secondly, instead of setting \( \text{Con}_p i \Gamma \) to \( (\Delta : \text{Con}_M i) \times \text{Sub}_M \Delta (F \Gamma) \), we use the built-in notion of indexed families in \( M \), that is: types. Hence a context over \( \Gamma \) is an \( M \)-type in context \( F \Gamma \). We remark that the glueing construction also works with the former choice of contexts.

Types in type theory can be thought of as proof-relevant predicates over their context and this is the intuition we adopt for describing the glued model. This is in line with the logical predicate view of gluing. We start with \( \text{Con}_p i \Gamma \): a predicate at \( \Gamma \) is indexed over the \( F \)-image of \( \Gamma \). A predicate at a type \( A \) is indexed over the image of \( \Gamma \) for which the predicate holds and the image of \( A \). For a substitution \( \sigma : \text{Sub}_\Gamma \Delta \), we state the fundamental lemma: if the predicate holds at \( \Gamma \), the predicate holds at \( \Delta \) for the \( F \)-image of the substitution. In short, images of substitutions respect the predicate. For terms, we similarly state that the image of a term respects the predicate.

We continue by explaining what the logical predicate says at different contexts and types. The predicate at the empty context \( \varnothing \) is always true. At extended contexts the predicate is given pointwise by a \( \Sigma \)-type. \( \Gamma \varnothing A \) is in context \( \Sigma (\Gamma \varnothing A) \), but \( \Gamma p \) only needs the component \( F \Gamma \), which we obtain using the isomorphism \( F_{\varnothing,1} \) from \( F (\Gamma \varnothing S A) \) to \( F \Gamma \varnothing F A \) followed by first projection. \( A \) is first indexed over \( F \Gamma \), which is given by \( p \circ F_{\varnothing,1} \circ p \), then over \( \Gamma p \), which is the first component of the \( \Sigma \)-type referenced by \( q \), then over \( F A \), which is provided by the \( F_{\varnothing,1} \) part of the isomorphism.

The predicate at a \( \Pi \)-type holds for a function of type \( F (\Pi A B) \) if whenever it holds for an input, it holds for the output. Let’s look at how we express that the predicate holds at \( B \) for the output! We are in context

\[
\Theta := F \Gamma \triangleright \Gamma p \triangleright (\Pi_S A B) \triangleright F A[p^2] \triangleright A[p^2, q]
\]

where we wrote the de Bruijn indices referring to each component underneath. \( Bp \) is a predicate indexed over \( F (\Gamma \varnothing S A) \), \( \Gamma p \triangleright A \) and \( F B[p] \). The first index is given by \( F_{\varnothing,2} \), which puts together the \( F \Gamma \) (forgetting the last four elements in \( \Theta \) by \( p^4 \)) and the \( F A \) components (last but one element in \( \Theta \), i.e. 1). The second index is given by de Bruijn indices 3 and 0. The last index is the result of applying the function given by \( \text{De Bruijn index} \). We have to use the comparison map \( F_{\Pi,1} \) defined in Section 4 which turns an \( F (\Pi A B) \) into a \( \Pi (F A) (F B[F_{\varnothing,2}]) \). We supply its dependencies \( F \Gamma \) by \( p^4 \) and \( F (\Pi A B) \) by 2 and we use old-style application \$ \) with input 1 to get the result.

The predicate at a \( \Sigma \)-type holds if it holds pointwise. Here we use the comparison map \( F_{\Sigma,1} \) combined with \( \text{projl} \) and \( \text{projr} \) to obtain \( F A \) and \( F B \) from \( F (\Sigma_S A B) \). The predicate at \( \top \) is trivial. The predicate at the universe is the space of predicates expressed as functions into \( U i \). The domain of this function space is again obtained by applying the comparison map \( F_{U,1} \). The predicate at \( \text{Bool} \) for \( b \) in \( F \text{Bool} \) says that there is an \( M \)-boolean to which we apply the comparison map \( F_{\text{Bool},2} \) (which turns it into \( F \text{Bool} \)), the result is equal to \( b \).

The substitution and term part of the gluing model is fairly straightforward. The most interesting component is \( \text{ifp} \) where we use \( J \) to eliminate the right projection of \( t \) (which is the equality in the second component of \( \text{Bool p} \)), then we case split on the first projection.
by if $\mathcal{M}$ and return $u_p$ and $v_p$ in the true and false cases, respectively. We omitted some arguments of $J$ and if for readability, the full version is given in Appendix B. There we also verify that all equalities of the displayed model of type theory hold.

# 6 Global section functor

In this section we define the global section functor and show that it is a pseudomorphism. In the next section we will use this property to derive canonicity for type theory.

A model $\mathcal{S}$ supports a global section functor if it has the following two properties:

- $\text{Sub}_{\mathcal{S}} \cdot \mathcal{S} \Gamma : \text{Set}$ whenever $\Gamma : \text{Con}_{\mathcal{S}} i$
- $\text{Tm}_{\mathcal{S}} \cdot \mathcal{S} (A \rho \mid \mathcal{S}) : \text{Set}$ whenever $A : \text{Ty} \cdot \mathcal{S} \Gamma$, $\rho : \text{Sub}_{\mathcal{S}} \cdot \mathcal{S} \Gamma$.

For example, the syntax $\mathcal{S}$ (defined at the end of Section 2) supports a global section functor because syntactic substitutions and terms are in the lowest metatheoretic universe and this universe hierarchy is cumulative. The $\text{Set}$ model (defined in Section 3) also supports a global section functor because $\Gamma : \text{Con}_{\mathcal{S}} i$ means $\Gamma : \text{Set}$, and $\text{Sub}_{\mathcal{S}} \cdot \mathcal{S} \Gamma = \emptyset \rightarrow \Gamma : \text{Set}$, and similarly for the second condition.

The global section functor $G^\mathcal{S}$ is a pseudomorphism from such an $\mathcal{S}$ to the set model $\text{Set}$ of Section 3. It maps a context to the set of closed substitutions into that context. It maps a type to the function sending a closed substitution to the set of closed terms of the type substituted by the input substitution. Substitutions and terms are mapped to postcomposition and substitution by the closed substitution, respectively. We write $G$ instead of $G^\mathcal{S}$ for readability.

$$
G_{\text{Con}} \Gamma : \text{Con}_{\mathcal{S}} i \quad := \text{Sub}_{\mathcal{S}} \cdot \mathcal{S} \Gamma
$$

$$
G_{\text{Tm}} A = \text{Tm}_{\mathcal{S}} \cdot \mathcal{S} (A \rho \mid \mathcal{S}) \quad := \lambda \rho. \text{Tm}_{\mathcal{S}} \cdot \mathcal{S} (A \rho \mid \mathcal{S})
$$

$$
G_{\text{Sub}} \sigma = \text{Sub}_{\mathcal{S}} \cdot \mathcal{S} (A \rho \mid \mathcal{S}) \quad := \lambda \rho. \sigma \circ \rho
$$

$$
G_{\text{Tm}} t = \text{Tm}_{\mathcal{S}} \cdot \mathcal{S} (A \rho \mid \mathcal{S}) \quad := \lambda \rho. t \rho \mid \mathcal{S}
$$

Note that this pseudomorphism is indeed weak on the empty context: $\text{Sub}_{\mathcal{S}} \cdot \mathcal{S}$ is isomorphic to $\emptyset$ (the empty context in $\text{Set}$) by $\eta_\mathcal{S}$, but not necessarily equal. Similarly, $\text{Sub}_{\mathcal{S}} \cdot \mathcal{S} (\Gamma \rho \mid \mathcal{S} A)$ is isomorphic to $(\rho : \text{Sub}_{\mathcal{S}} \cdot \mathcal{S} \Gamma) \times \text{Tm}_{\mathcal{S}} \cdot \mathcal{S} (A \rho \mid \mathcal{S})$ by comprehension $(\beta_1 \mathcal{S}, \beta_2 \mathcal{S}, \eta_\mathcal{S})$, but not necessarily equal. In Appendix A we show that $G$ is indeed a pseudomorphism satisfying the conditions in Figure 2.

**Remark on comparison maps.** In Section 4 we showed that pseudomorphisms support certain comparison maps, for example

$$
F_{\Pi.1} : \text{Tm} (F \Gamma \rho \boxtimes \Pi (A B)) (\Pi (F A) (F B \rho_1 [\rho_2] [\rho]))
$$

can be defined for any pseudomorphism $F$. The global section functor gives a good way to show that this comparison map is not an isomorphism in general (as opposed to $F_{\Sigma.1}$). The other direction would be a

$$
G_{\Pi.2} : \text{Tm}_{\mathcal{S}} \cdot \mathcal{S} (G \Gamma \rho \boxtimes \Pi \cdot \mathcal{S} (G A) (G B \rho_1 [\rho_2] [\rho])) (G (\Pi \mathcal{S} A B) [\rho])
$$
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providing a way to turn a metatheoretic function between terms into a term of a function type in \( \mathcal{S} \). However if e.g., \( S = S \), \( A = \text{Nat} \) and \( B = \text{Bool} \), then following Cantor there are more metatheoretic functions from natural numbers to booleans than terms. Similarly, if \( G_{\text{Bool}} \) was an isomorphism, it would have an inverse
\[
G_{\text{Bool}}^{-1} : \text{Term}(\mathcal{G} \times \{\text{Set}\} \times \text{Bool}) \rightarrow \text{Set}_{\text{Bool}}.
\]
but if \( \mathcal{S} \) is a model without equality reflection where booleans are defined by a quotient then there are more than two terms of type \( \text{Bool} \) (while internally to \( \mathcal{S} \) there are only two elements).

### 7 Reaping the fruits

Let \( I \) be the identity morphism from \( S \) to \( S \), which is obviously a strict morphism, hence pseudo. Elimination into gluing along \( I \) produces a function whose input is a term \( t \) in context \( \Gamma \) and whose output is a term in context \( \Gamma \) extended by \( \text{elim}_{\text{Con}}^P \) which expresses that the predicate holds at \( \Gamma \). The type of the output term says that the predicate holds at \( A \) for \( t \). This is the fundamental lemma or parametricity theorem.

\[
\text{elim}_{\Gamma}^P : (t : \text{Term}(\Gamma \vdash A \rightarrow B)) \rightarrow \text{Term}(\Gamma \vdash \text{Con}^P) ((\text{elim}_{\text{Con}}^P \Gamma)[\text{id}, t])
\]

Let us look at the “hello world” example of parametricity, the case where \( A = \Pi U \) and \( A = \Pi (U i) (\text{El} q \Rightarrow \text{El} q) \). Now using the fact that \( \text{elim}^P \) is a section, the type of \( \text{elim}_{\text{Ty}}^P t \) computes to
\[
\text{Term}(\Gamma \vdash \text{Ty}) \left( \Pi (U i) \left( \Pi (\text{El} q \Rightarrow U i) \left( \Pi (\text{El} 1 \rightarrow \text{El} (1 \times 1)) \right) \right) \right),
\]
where the type is the object theoretic syntax for
\[
(A : \text{Set})(C : A \rightarrow \text{Set}, a : A) \rightarrow C a \rightarrow C (t A a).
\]

Given a fixed type \( A : \text{Ty} \cdot i \) and an element \( u : \text{Term} \cdot A \) we have
\[
(\text{elim}_{\text{Ty}}^P t)|c, tt| \xi A \xi \lambda (\text{Id} A[c]) \xi u[c]) \xi u \xi \text{refl} u : \text{Term} \cdot (\text{Id} A \rightarrow \text{Ty} \cdot (t \xi c A \xi u) u),
\]
that is, we get that for any \( A \) and \( u \), \( t \xi c A \xi u = u \) is equal to \( u \).

Eliminating into gluing along \( \text{rec}_{\text{Set}} \) (the interpretation into the set model, see end of Section 3) produces Reynolds-style parametricity. It says that if there is an interpretation of the context \( \Gamma \) for which the predicate holds at \( \Gamma \), the predicate holds at \( A \) for the interpretation of \( t \).

\[
\text{elim}_{\text{Ty}}^P t : (t : \text{Term}(\Gamma \vdash A)) \rightarrow (\gamma : [\Gamma]) \times (\tilde{\gamma} : \text{elim}_{\text{Set}}(\Gamma \gamma) \rightarrow \text{elim}_{\text{Ty}}^P A(\gamma, \tilde{\gamma}, [t \xi \gamma])
\]

Eliminating into gluing along the global section functor \( G^S \) from the syntax to the set model gives the following.

\[
\text{elim}_{\text{Ty}}^P : (t : \text{Term}(\Gamma \vdash A)) \rightarrow (\rho : \text{Sub} \cdot \Gamma) \times (\tilde{\rho} : \text{elim}_{\text{Con}}(\Gamma, \rho) \rightarrow \text{elim}_{\text{Ty}}^P A(\rho, \tilde{\rho}, t[\rho])
\]

If \( t \) is a boolean in the empty context, the type of \( \text{elim}_{\text{Ty}}^P t (\text{id}, \ast) \) is \( \text{elim}_{\text{Ty}}^P \text{Bool}(\rho, \ast, t) \) which is equal to \( (b : 2) \times (\text{case } b \text{ true } \text{false}_{\text{S}} = t) \), i.e. canonicity.

\[^2\text{Note that the target of the pseudomorphism needs to have identity types, so technically \( I \) is the embedding of the syntax without identity types into the syntax with identity types. Alternatively, we can extend gluing for identity types.}\]


8 Conclusions and further work

In this paper we defined gluing for pseudomorphisms of models of type theory thus generalising parametricity and canonicity. We did not try to derive the most general notion of gluing, e.g. we require that the target model supports $\top$, $\Sigma$, $\text{Id}$-types in addition to what we have in the domain model. It would have been possible to give a less indexed variant of gluing where $\top$ and $\Sigma$ are not needed, but $\text{Id}$ types (or $(F \text{Bool})$-indexed inductive families) would be still required to support gluing for $\text{Bool}$. A less indexed variant however would be more tedious to work with because the glued model would involve some metatheoretic equalities.

In the future we would like to generalise our construction to richer type theories having an identity type, inductive and coinductive types. We believe that this is possible without any extra conditions.

Normalisation by evaluation (NBE) for type theory is also defined using a proof-relevant logical predicate [4]. This logical predicate is given by gluing along the Yoneda embedding from the syntax to the presheaf model over the category of contexts and renamings. This is a pseudomorphism, so we obtain a glued model using our method. However, the universe in this model is not what we want. As a second step after gluing, NBE requires the definition of quote and unquote (sometimes called reify and reflect) functions from terms for which the predicate holds to normal forms and from neutral terms to witnesses of the predicate, respectively. We need to include these as part of the universe in the glued model to make the construction work. The predicate for $\text{Bool}$ also needs to be adjusted.

We would also like to investigate examples of non-strict pseudomorphisms apart from global section and Yoneda for which the construction in this paper could be useful; for example, to derive canonicity proofs for type theories justified by models other than the set model.
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A. The global section functor is a pseudomorphism

Here we verify the equalities of a pseudomorphism (see Section 4) for the global section functor from a model $\mathcal{S}$ to $\text{Set}$ (see Section 3). The definition of the global section functor is given in Section 6, here we repeat it to save turning pages.

$$G_{\text{Con}} \Gamma := \text{Sub}_S \cdot \mathcal{S} \cdot \Gamma$$
$$G_{\text{Ty}} A := \lambda \rho. \mathcal{Tm}_S \cdot \mathcal{S} \cdot (A[\rho])_S$$
$$G_{\text{Sub}} \sigma := \lambda \rho. \sigma \circ_S \rho$$
$$G_{\text{TM}} t := \lambda \rho. t[\rho]_S$$

$$G_{\text{id}} := G_{\text{id}}_S = \lambda \rho. \text{id}_S \circ_S \rho \overset{\text{id}_S}{=} \lambda \rho. \rho = \text{id}_{\text{Set}}$$
$$G_{\sigma} := G(\sigma \circ_S \delta) = \lambda \rho. (\sigma \circ_S \delta) \circ_S \rho \overset{\text{ass}}{=} \lambda \rho. \sigma \circ_S (\delta \circ_S \rho) = G \sigma \circ_{\text{Set}} G \delta$$
$$G_{\mathcal{S}} := G(\mathcal{S}[\delta]) = \lambda \rho. \mathcal{Tm}_S \cdot (\mathcal{S}[\delta]\rho) \overset{\text{G}}{=} \lambda \rho. \mathcal{Tm}_S \cdot (A[\rho]) = (G \mathcal{A})[G \sigma]_{\text{Set}}$$
$$G \sigma := G \sigma \overset{\text{G\sigma}}{=} \text{Set} := (\lambda \rho. \sigma, \lambda_{\rho, \epsilon}, \text{trivial, trivial})$$
$$G \varepsilon := G \varepsilon_S = \lambda \rho. \epsilon \circ_S \rho \overset{\text{G\varepsilon}}{=} \lambda \rho. \epsilon = G \varepsilon_{\text{Set}}$$

B. Full version of if\_p and equalities in gluing

if\_p is part of the glued displayed model P, see Section 5, Figure 3. Its definition is the following including the omitted \_ arguments.

$$\text{if}_p \text{C}_p \text{t}_p \text{u}_p \text{v}_p :=$$

$$J(\text{C}_p[F_{p,2} \circ (p^2, 1), (2, (\text{proj}_t \text{C}_p[p^2], 0))], F \text{if}_S (\text{C}[p^2, q]) q (w[p]) (v[p])][F_{p,2} \circ (p^3, 1)])$$

$$\text{if} (\text{C}_p[F_{p,2} \circ (p^2, w), (1, (0, \text{refl} w))], F \text{if}_S (\text{C}[p^2, q]) q (w[p]) (v[p])][F_{p,2} \circ (p^2, w)])$$

$$(\text{proj}_t \text{C}_p \text{t}_p \text{u}_p \text{v}_p \text{proj}_t \text{C}_p)$$

where w abbreviates if $F \text{Bool}_S[p^2]) 0 (F \text{true}_S[p^2]) (F \text{false}_S[p^2]).$

Here we check that the P satisfies all the equalities of displayed models. We note that $\sigma_{p}^t = (\sigma_p[p \circ F_{p,1} \circ p, \text{proj}_t q], \text{proj}_t q).$
\[
idp_p : \idp_p \circ (\beta \circ \idp_p) = 0[F \circ \sigma, \sigma_p] = \sigma_p
\]
\[
\idrp_p : (\beta \circ \idp_p) \circ \idp_p = 0[F \circ \sigma, \sigma_p] = \sigma_p
\]
\[
\assp : (\beta \circ \idp_p) \circ \beta = 0[F \circ \sigma, \sigma_p] = \sigma_p
\]
\[
[\idp_p] : \idp_p \circ \idp_p = \sigma_p
\]
\[
\app : \app \circ \sigma = \sigma_p
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
\app \circ \app \circ \sigma : \app \circ \sigma \circ \app \circ \sigma
\]
\[
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lam[p] : (\lambda \text{tp}) [\sigma p] & = \lambda (\lambda (\text{tp}[F_{\sigma} \circ (F \sigma \circ p^3, 1), (\sigma p[p^2], 0)])) = \\
& \text{lam} (\text{tp}[\sigma p^\top]) \\\n\Sigma_{\beta p} : \text{proj}_p (up, vp) & = \text{projl} (up, vp) = up \\\n\Sigma_{\beta p} : \text{projr}_p (up, vp) & = \text{projr} (up, vp) = vp \\\n\Sigma_{\eta p} : (\text{projr}_p \text{tp}, \text{projr}_p \text{tp}) & = (\text{projr}_p \text{tp}, \text{projr}_p \text{tp}) = \text{tp} \\\n\Sigma_{[\sigma p]} : (\Sigma \text{ap} Bp) [\sigma p] & = \\
& \Sigma (Ap [F \sigma \circ p^2, \sigma p[p], F (\text{projr} q)[F_{\sigma} \circ (F \sigma \circ p^2, q)]) \\
& (Bp[F_{\sigma} \circ (F \sigma \circ p^3, F (\text{projr} q)[F_{\sigma} \circ (F \sigma \circ p^3, 1)]], (\sigma p[p^2], 0), \\
& F (\text{projr} q)[F_{\sigma} \circ (F \sigma \circ p^3, 1)]) = \\
& \Sigma (Ap [F \sigma \circ p^2, \sigma p[p], F (\text{projr} q)[F_{\sigma} \circ (p^2, q)]) \\
& (Bp[F_{\sigma} \circ (F \sigma \circ p^3, F (\text{projr} q)[F_{\sigma} \circ (p^3, 1)]], (\sigma p[p^2], 0), \\
& F (\text{projr} q)[F_{\sigma} \circ (p^3, 1)]) = \\
& \Sigma p (Ap[\sigma p[p]] (Bp[\sigma p^\top]) \\\n\text{U}[\sigma p] : Elp (cp Ap) & = El (\text{app} (\lambda c Ap)) \overset{\eta\beta}{=} El (c Ap) \overset{U}{=} Ap \\
U_p : \text{cp} (\text{El p}) & = \lambda c (El (\text{app} ap)) \overset{\eta\beta}{=} \lambda c \text{app} \overset{U}{=} ap \\\nU[p] : (Up i) [\sigma p] & = F (El_S q)[F_{\sigma} \circ (F \sigma \circ p^2, q)] \Rightarrow u i = \\
& F (El_S q)[F_{\sigma} \circ (F \sigma \circ p^3, q)] \Rightarrow u i = \\
& F (El_S q)[F \sigma \circ (p^2, q)] \Rightarrow u i = F (El_S q)[F_{\sigma} \circ (p^3, q)] \Rightarrow u i = up i \\
El[p] : (Elp ap)[\sigma p] & = (El (\text{app} ap))[F \sigma \circ p^2, \sigma p[p, q]] \overset{\text{El}}{=} \\
El ((\text{app} ap)[F \sigma \circ p^2, \sigma p[p, q]]) & \overset{\text{app}}{=} El (\text{app} ap[F \sigma \circ p, \sigma p]) = El (ap[\sigma p[p]] \\
\text{Bool}[\sigma p] & = \\
& \Sigma \text{Bool} (Id (F \text{Bool} [F \sigma \circ p^3])) \\
& \left(\text{if} (F \text{Bool} [F \sigma \circ p^4]) 0 (F \text{true} [F \sigma \circ p^5]) (F \text{false} [F \sigma \circ p^6]) \right) 1 = \\
& \Sigma \text{Bool} (Id (F \text{Bool} [p^4])) \left(\text{if} (F \text{Bool}[p^5]) 0 (F \text{true}[p^6]) (F \text{false}[p^7]) \right) 1 = \text{Bool}\_p \\
\text{true}_p : \text{true}_p [\sigma p] & = \left(\text{true}, \text{refl} (F \text{true}_s [\sigma][p])\right) \overset{\text{true}_s}{=} \left(\text{true}, \text{refl} (F \text{true}_s [p])\right) = \text{true}_p \\
\text{false}_p : \text{false}_p [\sigma p] & = \left(\text{false}, \text{refl} (F \text{false}_s [\sigma][p])\right) \overset{\text{false}_s}{=} \left(\text{false}, \text{refl} (F \text{false}_s [p])\right) = \text{false}_p \\
\text{if}_p : (\text{if}_p \_ \_ tp up vp) [\sigma p] & = \\
& \left(\text{J} \_ (\text{if}_p \_ \_ (\text{projr} tp) up vp) \left(\text{projr} tp\right)[F \sigma \circ p, \sigma p]\right) [\sigma, if, proj\_]; proj\_]; proj\_]; proj\_]; proj\_]; proj\_]: \text{if}_p \_ \_ (tp[\sigma p]) (up[\sigma p]) (vp[\sigma p]) (\text{projr} (tp[\sigma p])) =
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Abstract
We consider the notion of probabilistic applicative bisimilarity (PAB), recently introduced as a behavioural equivalence over a probabilistic extension of the untyped λ-calculus. Alberti, Dal Lago and Sangiorgi have shown that PAB is not fully abstract with respect to the context equivalence induced by the lazy call-by-name evaluation strategy. We prove that extending this calculus with a let-in operator allows for achieving the full abstraction. In particular, we recall Larsen and Skou's testing language, which is known to correspond with PAB, and we prove that every test is representable by a context of our calculus.
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1 Introduction
We consider the probabilistic extension Λ⊕ of the untyped λ-calculus, obtained by adding a probabilistic choice primitive M ⊕ N representing a term evaluating to M or N with equal probability. This calculus provides a useful although quite simple framework for importing tools and results from the standard theory of the λ-calculus to probabilistic programming.

As well-known, the choice of an evaluation strategy for Λ⊕ plays a crucial role, even for strongly normalising terms. Consider a function λx.F applied to a probabilistic term M ⊕ N: if we adopt a call-by-name policy, cbn by short, the whole term M ⊕ N would be passed to the calling parameter x before actually performing the choice between M and N, while in a call-by-value strategy, cbv by short, we first chose between M and N and then pass the value associated with this choice to x. If the evaluation of F calls n times the parameter x, then the cbn strategy performs n independent choices between M and N, while the cbv strategy copies n times the result of one single choice. In linear logic semantics [11], this phenomenon can be described by precisely that the application is a bilinear function in cbv (so (λx.F)(M ⊕ N) is equivalent to (((λx.F)M) ⊕ (((λx.F)N)), while it is not linear in the argument position in cbn (see discussion at Example 3).

In probabilistic programming it is worthwhile to have a cbv operator even in a cbn language, as the most of the randomised algorithms need to sample from a distribution and passing to a sub-procedure the value of this sample rather than the whole distribution.
Consider for example the randomised quicksort: this algorithm takes a pivot randomly from an array and it passes it to the partitioning procedure, which uses this pivot several times. The algorithm would be unsound if we allow to make different choices each time the partitioning procedure calls for the same pivot. In [10] the authors enrich the cbn probabilistic PCF with a let-in operator, restricted to the ground values, so that let $x = M \oplus N$ in $F$ behaves like a cbv application of $\lambda x. F$ to $M \oplus N$. In a continuous framework this kind of operator is usually called sampling (e.g. [15]), but this is just a different terminology for the same computation mechanism: sampling a value from a distribution before passing it to a parameter.

Both calling policies (cbn and cbv) can be declined with a further attribute which is Abramsky’s lazyness [1]: a reduction strategy is lazy (sometimes called also weak) whenever it does not evaluate the body of a function, i.e. it does not reduce a $\beta$-redex under the scope of a $\lambda$-abstraction. This notion has been presented in order to provide a formal model of the evaluation mechanism of the lazy functional programming languages.

Two probabilistic programs are context equivalent if they have the same probability of converging to a value in all contexts. Of course, this notion depends on which reduction strategy has been chosen. The prototypical example of diverging term $\Omega = (\lambda x.xx)(\lambda x.xx)$ is context equivalent with $\lambda x. \Omega$ for a non-lazy strategy, while the two terms can be trivially distinguished by a lazy strategy as $\lambda x. \Omega$ is a value for such a reduction. Similarly, the term $(\lambda xy.y)\Omega$ is equivalent to $\Omega$ for cbv, but it is converging for the cbn policy (lazy or not), because the reduction step $(\lambda xy.y)\Omega \rightarrow \lambda y.y$ is admitted.

One of the major contribution of the already mentioned [1] has been to use the notion of bisimilarity in order to study the context equivalence of the lazy cbn $\lambda$-calculus. The idea is to consider a reduction strategy as a labelled transition system where the states and labels of the system are the $\lambda$-terms and a transition labelled by a term $P$ goes from a term $M$ to a value $M'$ whenever $M'$ is the result of evaluating the application $MP$. The benefit of this setting is to be able to transport into $\lambda$-calculus the whole theory of bisimilarity (called in [1] applicative bisimilarity) and its associated coinduction reasoning, which is one of the main tools for comparing processes in concurrency theory. Basically, two terms $M$ and $N$ are applicative bisimilar whenever their applications $MP$ and $NP$ are applicative bisimilar for any argument $P$. Abramsky proved that applicative bisimilarity is sound with respect to lazy cbn context equivalence (i.e. the former implies the latter), but it is not fully abstract (there are context equivalent terms that are not bisimilar).

Abramsky’s applicative bisimilarity has been recently lifted to $\Lambda_\oplus$ by Dal Lago and his co-authors [3, 7]. The transition system becomes now a Markov Chain (here Definition 14) on the top of it one can define a notion of probabilistic applicative bisimilarity (PAB). The paper [7] considers a lazy cbn reduction strategy, while [3] focuses on the (lazy) cbv strategy. In both settings, PAB is proven sound with respect to the associated context equivalence, but, surprisingly, the cbv bisimilarity is also fully abstract, while the lazy cbn is not. Our paper shows that adding the let-in operator mentioned before is enough for recovering the full abstraction even for the lazy cbn.

Let us discuss more in detail the problem with the lazy cbn operation semantics. The two terms $\lambda xy.(x \oplus y)$ and $(\lambda xy.x) \oplus (\lambda xy.y)$ are context equivalent but not bisimilar (Example 7). The difference is between a process giving a value allowing two choices and a process giving two values after a choice (see Figure 4 to have a pictorial representation of the two processes). The cbn contexts are not able to discriminate such a subtle difference while bisimilarity does (Examples 16 and 23). In [3] the authors show a cbv context discriminating a variant of these two terms and they conjecture that a kind of sequencing operator can recover the full abstraction for the lazy cbn: our paper proves this conjecture.
The result is not surprising if compared to [3], however let us stress the contrast with the non-lazy cbn reduction strategy (i.e. the full head-reduction). We have already mentioned that [10] considers the cbn probabilistic PCF endowed with the let-in operator. The full abstraction result of probabilistic coherence spaces proved in [10] shows that the let-in operator does not change the context equivalence of probabilistic PCF, as this latter corresponds with the equality in probabilistic coherence spaces, regardless of the presence of the let-in in the language. Also, [2, 14] achieve a similar probabilistic coherence spaces full abstraction result for the untyped non-lazy cbn probabilistic λ-calculus without the let-in operator. These considerations show that the need of let-in operator for getting the full abstraction is due to the notion of lazy normal form rather than the call-by-name policy.

Structure of the paper. Section 2 defines Λ⊕let, the lazy call-by-name probabilistic λ-calculus extended with the let-in operator. The operational semantics is given by a notion of big-step approximation, following [8]. An equivalent notion based on Markov chains could be given as in e.g. [9]. The context equivalence is defined by Equation (5) where what we observe is the probability of getting a value. Notice that the notion of lazyness plays a crucial role here, since a value is a variable or just an abstraction and not a head-normal form, as it is the case instead in the non-lazy cbn considered in e.g. [2, 9, 13, 14].

Section 3 defines the probabilistic applicative bisimulation and the corresponding bisimilarity by considering Λ⊕let as a labelled Markov chain. The definitions and results of this section are an adaptation of the ones in [7]. The main result is the soundness of bisimilarity with respect to the context equivalence (Theorem 20), whose proof is based on Lemma 19 stating that the bisimilarity is a congruence. The proof of this lemma is quite technical but follows the same lines of [3, 4, 7], using Howe’s lifting: we postpone the details in the Appendix. The last Section 4 achieves the converse of Theorem 20 by considering Larsen and Skou’s testing language (Definition 21) which is well-known to induce an equivalence corresponding with probabilistic bisimilarity (Theorem 24). Lemma 25 states that any test can be represented by a context of Λ⊕let (here we are using in an essential way the presence of the let-in operator), so giving Theorem 27 and closing the circle (Corollary 28). Figure 1 sketches the main reasoning of the paper.
2 Preliminaries

In this section we introduce the syntax and operational semantics of $\Lambda_{\oplus,\text{let}}$.

2.1 Probabilistic Lambda Calculus $\Lambda_{\oplus,\text{let}}$

We present the probabilistic lambda calculus $\Lambda_{\oplus,\text{let}}$, that is the pure, untyped lambda calculus endowed with two new operators: a probabilistic binary sum operator $\oplus$, representing a fair choice and a let-in operator, simulating the call-by-value evaluation in a call-by-name calculus. The operational semantics of $\Lambda_{\oplus,\text{let}}$ is defined by a big-step approximation relation as in [8], we refer to this paper for more details. Given a countable set $X = \{x, y, z, \ldots\}$ of variables, term expressions (terms) and values are generated by the following grammar:

\[
\begin{align*}
\text{(values)} & \quad V, W ::= x \mid \lambda x. M, \\
\text{(terms)} & \quad M, N ::= V \mid MN \mid M \oplus N \mid \text{let } x = M \text{ in } N,
\end{align*}
\]

where $x \in X$. The set of all terms (resp. values) is denoted by $\Lambda_{\oplus,\text{let}}$ (resp. $V_{\oplus,\text{let}}$) and is ranged over by capital Latin letters $M, N, \ldots$, the letters $V, W$ being reserved for values.

The set of free variables of a term $M$ is indicated as $FV(M)$ and is defined in the usual way. Given a finite set of variables $\Gamma = \{x_1, \ldots, x_n\} \subseteq X$, $\Lambda^\Gamma_{\oplus,\text{let}}$ (resp. $V^\Gamma_{\oplus,\text{let}}$) denotes the set of terms (resp. values) whose free variables are within $\Gamma$. A term $M$ is closed if $FV(M) = \emptyset$, or equivalently if $M \in \Lambda^\emptyset_{\oplus,\text{let}}$. The capture-avoiding substitution of $N$ for the free occurrences of $x$ in $M$ is denoted by $M[N/x]$.

Example 1. Let us define some terms useful in the sequel. The identity $1 \defeq \lambda x. x$, the boolean projections $T \defeq \lambda xy. x$ and $F \defeq \lambda xy. y$ and the duplicator $\Delta \defeq \lambda xx$, this latter giving the ever looping term $\Omega \defeq \Delta\Delta$. The let-in operator allows for a call-by-value duplicator $\Delta^\ell \defeq \lambda x. \text{let } x = x \text{ in } xx$ that will distribute over the probabilistic choice (see Example 3).

Because of the probabilistic operator $\oplus$, a closed term does not evaluate to a single value, but to a discrete distribution of possible outcomes, i.e. to a function assigning a probability to any value. More formally, a (value) distribution is a map $\mathcal{D} : V_{\oplus,\text{let}}^\emptyset \rightarrow \mathbb{R}_{[0,1]}$ such that $\sum_{V \in V_{\oplus,\text{let}}^\emptyset} \mathcal{D}(V) \leq 1$. The set of all value distributions is denoted by $\mathcal{P}$. Given a value distribution $\mathcal{D}$, the set of all values to which $\mathcal{D}$ attributes a positive probability is denoted by $\mathcal{S}(\mathcal{D})$ and we will call it the support of $\mathcal{D}$. Note that value distributions do not necessarily sum to 1, this allowing to model the possibility of divergence (Example 5). We will use the abbreviation $\sum \mathcal{D}$ to stand for $\sum_{V \in V_{\oplus,\text{let}}^\emptyset} \mathcal{D}(V)$. The expression $p_1V_1 + \cdots + p_nV_n$ denotes the distribution $\mathcal{D}$ with finite support $\{V_1, \ldots, V_n\}$ such that $\mathcal{D}(V_i) = p_i$, for every $i \in \{1, \ldots, n\}$. Note that $\sum \mathcal{D} = \sum_{i=1}^n p_i$. In particular, 0 denotes the empty distribution and $V$ can denote both a value and the distribution having all of its mass on $V$.

The operational semantics of $\Lambda_{\oplus,\text{let}}$ is given in two steps. First, the derivation rules in Figure 2 inductively define a notion of big-step approximation relation $M \Downarrow \mathcal{D}$ between a closed term $M$ and a finite value distribution $\mathcal{D}$. Then, the semantics $\llbracket M \rrbracket$ of $M$ is given as:

\[
\llbracket M \rrbracket = \sup \{\mathcal{D} : M \Downarrow \mathcal{D}\},
\]

according to the point-wise order over value distributions ($\mathcal{D} \leq \mathcal{E}$ if and only if $\forall V, \mathcal{D}(V) \leq \mathcal{E}(V)$). The lub in Equation (2) is well-defined since $\leq$ is a directed-complete partial order and the set $\{\mathcal{D} : M \Downarrow \mathcal{D}\}$ is countable and directed (for every $M \Downarrow \mathcal{D}$ and $M \Downarrow \mathcal{E}$, there exists a distribution $\mathcal{F} \geq \mathcal{D}, \mathcal{E}$ such that $M \Downarrow \mathcal{F}$).
\[
\begin{align*}
M \Downarrow 0 & \quad V \Downarrow V & M \Downarrow D \quad N \Downarrow \mathcal{E} & \quad M \oplus N \Downarrow \frac{1}{2} \cdot D + \frac{1}{2} \cdot \mathcal{E} \\
MN \Downarrow \{P/N\} & \Downarrow \mathcal{E}_{P,N} & M \Downarrow \mathcal{N} \quad \{M\{V/x\} \Downarrow \mathcal{B}(V)\} & \Downarrow \mathcal{N} \quad \text{let } x = N \text{ in } M \Downarrow \sum_{V \in \mathcal{N}} \mathcal{B}(V) \cdot \mathcal{B}(V)
\end{align*}
\]

\[\text{Figure 2} \quad \text{Rules for the approximation relation } M \Downarrow D, \text{ with } M \in \Lambda_{\\text{\Tiny \mathcal{B}, \text{le}}}^{3} \text{ and } D \text{ a value distribution.}\]

\[
\begin{align*}
I & \Downarrow I \\
\overset{V \Downarrow V}{I \oplus VV \Downarrow \frac{1}{2}I} & \quad \overset{V \Downarrow V}{V V \Downarrow \sum_{i=1}^{n-1} \frac{1}{2}I} & \quad \overset{V \Downarrow V}{VV \Downarrow \sum_{i=1}^{n} \frac{1}{2}I}
\end{align*}
\]

\[\text{Figure 3} \quad \text{A derivation of the big-step approximation } VV \Downarrow \sum_{i=1}^{n} \frac{1}{2}I \text{ for } V = \lambda x.(I \oplus xx).\]

Notice that the rules in Figure 2 implement a lazy call-by-name evaluation: they do not reduce within the body of an abstraction, and an application \((\lambda x.M)N\) is evaluated as \(M\{N/x\}\) for any term \(N\). However, the let-in operator follows a call-by-value policy: let \(x = N \in M\) has the same semantics as \(M\{N/x\}\) only when \(N\) is a value.

\[\text{Example 2.} \] Consider the term \(M \overset{\text{def}}{=} \Delta(T \op F)\). One can easily check that the rules of Figure 2 allow to derive \(M \Downarrow D\) for any \(D \in \{0, \frac{1}{2} \lambda y.(T \op F), \frac{1}{2} I, \frac{1}{2} \lambda y.(T \op F) + \frac{1}{2} I\}\). The latter distribution is the lub of this set and so it defines the semantics of \(M\).

\[\text{Example 3.} \] Let us replace in Example 2 the duplicator \(\Delta\) with its call-by-value variant \(\Delta^\ell\) (Example 1). We have \(\Delta^\ell(T \op F) \Downarrow D\) for any \(D \in \{0, \frac{1}{2} \lambda y.T, \frac{1}{2} I, \frac{1}{2} \lambda y.T + \frac{1}{2} I\}\), so \([\Delta^\ell(T \op F)] = \frac{1}{2} \lambda y.T + \frac{1}{2} I\). Notice that \([\Delta(T \op F)] = [\Delta^\ell(T \op F)] = [\Delta T \op \Delta F],\) while \([\Delta(T \op F)] \neq [\Delta T \op \Delta F]\), as calculated in Example 2. Let us mention that this phenomenon is well enlightened by the linear logic encoding of the call-by-name application and the call-by-value one, the latter resulting in an operator linear both in the function and the argument position, while the former is linear only in the functional position [11].

\[\text{Remark 4.} \] In general, notice that the presence of the let-in operator allows for an encoding (\(\ast\)) of the call-by-value \(\lambda\)-calculus into our language, commuting with abstraction and variables and mapping the call-by-value application to \((MN)^{\ast} = \lambda x.(M^{\ast} \triangleright y.N^{\ast})\) in let \(y = N^{\ast}\) in xy. However, our language contains much more terms than the image of this mapping, so the computational behaviour of the terms might not be preserved by (\(\ast\)).

\[\text{Example 5.} \] The previous examples are about normalizing terms, in this framework meaning terms \(M\) with semantics of total mass \(\sum |M| = 1\) and such that there exists a unique finite derivation giving \(M \Downarrow \{M\}\). Standard non-converging \(\lambda\)-terms give partiality, as for example \(\{\Omega\} = 0, \{\Omega \op I\} = \frac{1}{2} I\). However, probabilistic \(\lambda\)-calculi allow for almost sure terminating terms, that is terms \(M\) such that \(\sum |M| = 1\) but there exists no finite derivation giving \(M \Downarrow \{M\}\). For example, consider the term \(M \overset{\text{def}}{=} \lambda x.VV\), with \(V \overset{\text{def}}{=} \lambda x.(I \op xx)\): any finite approximation of \(M\) gives a distribution bounded by \(\sum_{i=1}^{n} \frac{1}{2} I\) for some \(n \geq 0\), as Figure 3 shows, but only the limit sum \(\limsup \sum_{i=1}^{n} \frac{1}{2} I\) is equal to \(|M| = I|\).
The following lemma states simple properties of the semantics that can be easily proved by continuity of $\llbracket \cdot \rrbracket$ and induction over finite approximations (see e.g. [8] for details).

**Lemma 6 ([8]).** For any terms $M$ and $N$,
1. $\llbracket (\lambda x. M) N \rrbracket = [M[N/x]]$.
2. $\llbracket M \oplus N \rrbracket = \frac{1}{2} [M] + \frac{1}{2} [N]$.

### 2.2 Context Equivalence

One standard way of comparing term expressions is by observing their behaviours within programming contexts. A context of $\Lambda_{\oplus, \text{let}}$ is a term containing a unique hole $[\cdot]$, generated by the following grammar:

$$C, D ::= [\cdot] | \lambda x. C | CM | MC | C \oplus M | M \oplus C | \text{let } x = C \text{ in } M | \text{let } x = M \text{ in } C \quad (3)$$

If $C$ is a context and $M$ is a $\Lambda_{\oplus, \text{let}}$-term, then $C[M]$ denotes a $\Lambda_{\oplus, \text{let}}$-term obtained by substituting the unique hole in $C$ with $M$ allowing the possible capture of free variables of $M$. We will work with closing contexts, that is contexts $C$ such that $C[M]$ is a closed term (where $M$ can be an open term). Thus, we want to keep track of the possible variables captured by filling a context hole. Given two finite sets of variables $\Gamma, \Delta$, we denote by $\mathcal{C}_{\Lambda_{\oplus, \text{let}}}^{(\Gamma; \Delta)}$ the set of contexts capturing the variables in $\Gamma$ of a term filling the hole but keeping free the variables in $\Delta$. So for example the context $\lambda x. \text{let } y = x \oplus z \text{ in } x[\cdot]$ belongs to $\mathcal{C}_{\Lambda_{\oplus, \text{let}}}^{(\{x,y\}; \Delta)}$ for any $\Delta$ containing $z$.

In a probabilistic setting, the typical observation is the probability to converge to a value, so giving the following standard definition, for every $M, N \in \Lambda_{\oplus, \text{let}}^{\mathbf{T}}$:

$$M \leq N \text{ iff } \forall C \in \mathcal{C}_{\Lambda_{\oplus, \text{let}}}^{(\Gamma; \emptyset)}, \sum [C[M]] \leq \sum [C[N]], \quad \text{(context preorder)} \quad (4)$$

$$M \simeq N \text{ iff } \forall C \in \mathcal{C}_{\Lambda_{\oplus, \text{let}}}^{(\Gamma; \emptyset)}, \sum [C[M]] = \sum [C[N]], \quad \text{(context equivalence)} \quad (5)$$

Notice that $M \simeq N$ is equivalent to $M \leq N$ and $N \leq M$.

**Example 7.** As mentioned in the Introduction, the terms $M \overset{\text{def}}{=} \lambda xy. (x \oplus y)$ and $N \overset{\text{def}}{=} (\lambda xy. x) \oplus (\lambda xy. y)$ are context equivalent in the call-by-name probabilistic $\lambda$-calculus without the let-in operator [7]. However, they can be discriminated in $\Lambda_{\oplus, \text{let}}$ by, e.g. the context $C \overset{\text{def}}{=} (\text{let } z_1 = y \Omega \text{ in } (\text{let } z_2 = y \Omega \text{ in } I))$. In fact, by applying the rules of Figure 2, one gets: $\sum [C[M]] = \frac{1}{4}$ and $\sum [C[N]] = \frac{1}{2}$.

**Example 8.** The two duplicators $\Delta$ and $\Delta^c$ (Example 1) are not context equivalent, for example $C \overset{\text{def}}{=} [\cdot](I \oplus \Omega)$ gives $\sum [C[\Delta]] = \frac{1}{4}$ while $\sum [C[\Delta^c]] = \frac{1}{2}$.

**Proposition 9.** Let $M, N \in \Lambda_{\oplus, \text{let}}^{\mathbf{0}}$, if $[M] \leq [N]$ then $M \leq N$. So, $[M] = [N]$ implies $M \simeq N$.

**Proof.** First, notice that $[M] \leq [N]$ is equivalent to $\forall D, M \Downarrow D, \exists E \geq D, N \Downarrow E$. Then one proves, by structural induction on a context $C$ that $[C(M)] \leq [C(N)]$, whenever $[M] \leq [N]$. The delicate points are in the cases $C$ is an application or a let-in operator.

**Example 10.** Thanks to Proposition 9, one can prove that quite different terms are indeed context equivalent, e.g. the term $VV$ in Example 5 is context equivalent to $I$. However, not all context equivalent terms have the same semantics, as for example $\lambda x.(x \oplus x)$ and $I$.

Proving in general that two terms are context equivalent is rather difficult because of the universal quantifier in Equation (5). For example, proving that $\lambda x.(x \oplus x)$ and $I$ are context equivalent is not immediate. Various other tools are then used to prove context equivalence, as the bisimilarity and testing introduced in the next sections.
3 Probabilistic Applicative Bisimulation

We briefly recall and adapt to $\Lambda_{\oplus,\let}$ the definitions of [7] about probabilistic applicative (bi)simulation. This notion mixes Larsen and Skou’s definition of (bi)simulation for labelled Markov chains [12] with Abramsky’s applicative (bi)simulation for the lazy call-by-name $\lambda$-calculus [1]. The core idea is to look at a closed term $M$ as a state of a transition system, a Markov chain in our setting, having two kinds of transitions. A “solipsistic” transition consisting in evaluating $\lambda x. P$ (this transition being weighted by the probability $[M](\lambda x. P)$ of getting $\lambda x. P$ out of $M$) and an “interactive” transition consisting in feeding a value $\lambda x. P$ by a new term $N$ representing an input from the environment, so getting the term $P(N/x)$. We can then consider the notions of similarity and bisimilarity (resp. (6), (7)) over such probabilistic transition system. The benefit of this approach is to check program equivalence via an existential quantifier (see Equation (7)) rather than a universal one as in context equivalence (Equation (5)). The main result of this section is Theorem 20 stating that similarity implies context preorder. As a consequence we have that bisimilarity implies context equivalence. The key ingredient for achieving this result is to show that the similarity is a precongruence relation (Definition 18 and Lemma 19). The proof of Lemma 19 is quite technical but standard, see the Appendix and [7] for more details.

We start with the definition of a generic labelled Markov chain and following Larsen and Skou [12] we introduce the notions of a probabilistic simulation and bisimulation.

Definition 11. A labelled Markov chain is a triple $M = (S, L, P)$ where $S$ is a countable set of states, $L$ is a set of labels (actions) and $P$ is a transition probability matrix, i.e. a function $P : S \times L \times S \rightarrow [0,1]$ satisfying the following condition: $\forall s \in S, \forall l \in L, \sum_{t \in S} P(s,l,t) \leq 1$.

Given a relation $R$, $R(X)$ denotes the image of the set $X$ under $R$, namely the set $\{y \mid \exists x \in X \text{ such that } x R y \}$. If $R$ is an equivalence relation, then $S/R$ stands for the set of all equivalence classes of $S$ modulo $R$. The expression $P(s,l,X)$ stands for $\sum_{t \in X} P(s,l,t)$.

Definition 12. Let $(S, L, P)$ be a labelled Markov chain and $R$ be a relation over $S$:

- $R$ is a probabilistic simulation if it is a preorder and $\forall (s,t) \in R, \forall X \subseteq S, \forall l \in L, P(s,l,X) \leq P(t,l,R(X))$.
- $R$ is a probabilistic bisimulation if it is an equivalence and $\forall (s,t) \in R, \forall E \in S/R, \forall l \in L, P(s,l,E) = P(t,l,E)$.

We define the probabilistic (bi)similarity, denoted respectively by $\preccurlyeq$ and $\sim$, as the union of all probabilistic (bi)simulations which can be proven to be still a (bi)simulation:

$M \preccurlyeq N$ iff $\exists R$ probabilistic simulation s.t. $M R N$, (probabilistic similarity) (6)

$M \sim N$ iff $\exists R$ probabilistic bisimulation s.t. $M R N$ (probabilistic bisimilarity) (7)

One can prove that $M \sim N$ is equivalent to $M \preccurlyeq N$ and $N \preccurlyeq M$, i.e. $\sim = \preccurlyeq \cap \preccurlyeq^{op}$.

Definition 13. For every closed value $V = \lambda x. N \in \Lambda_{\oplus,\let}^0$, a distinguished value is indicated as $\bar{V} = \nu x. N$ and belongs to the set $\nu \Lambda_{\oplus,\let}^0$.

As an example, value $\lambda x. y. x$ belongs to the set $\Lambda_{\oplus,\let}^0$, while the distinguished value $\nu x. \lambda y. x$ is the element of $\nu \Lambda_{\oplus,\let}^0$. As previously stated, we want to see the operational semantics of $\Lambda_{\oplus,\let}$ as a labelled Markov chain defined as follows:
Definition 14. The $\Lambda_{\oplus,\text{let}}$-Markov chain is defined as the triple $(\Lambda_{\oplus,\text{let}}^0, \bigcup V\Lambda_{\oplus,\text{let}}^0, \Lambda_{\oplus,\text{let}}^0 \cup \{\tau\}, P)$, where the set of states is the disjoint union of the set of closed terms and the set of closed distinguished values, labels (actions) are either closed terms or $\tau$ action and the transition probability matrix $P$ is defined in the following way:

- for every closed term $M$ and distinguished value $\nu x.N$,
  $$P(M, \tau, \nu x.N) = \lambda x.N,$$
- for every closed term $M$ and distinguished value $\nu x.N$,
  $$P(\nu x.N, M, N\{M/x\}) = 1,$$
- in all other cases, $P$ returns 0.

For technical reasons the set of states is represented as a disjoint union $\Lambda_{\oplus,\text{let}}^0 \cup V\Lambda_{\oplus,\text{let}}^0$.

Since $\Lambda_{\oplus,\text{let}}$ can be seen as a labelled Markov chain, the simulation and bisimulation can be defined as for any labelled Markov chain. A probabilistic applicative simulation is a probabilistic simulation on $\Lambda_{\oplus,\text{let}}$ and a probabilistic applicative bisimulation is a probabilistic bisimulation on $\Lambda_{\oplus,\text{let}}$. Then, the probabilistic applicative similarity, PAS for short, and the probabilistic applicative bisimilarity, PAB for short, are defined in the usual way applying Equation (6) and (7). From now on, the symbol $\equiv$ (resp. $\sim$) will denote the probabilistic applicative similarity (resp. bisimilarity).

The notions of PAS and PAB are defined on closed terms, and we extend these definitions to open terms by requiring the usual closure under substitutions. Let $M, N \in \Lambda_{\oplus,\text{let}}^0$ where $\Gamma = \{x_1, \ldots, x_n\}$. We say $M$ and $N$ are similar, (denoted $M \equiv N$), if for all $L_1 \in \Lambda_{\oplus,\text{let}}^0, \ldots, L_n \in \Lambda_{\oplus,\text{let}}^0$, $M \{L_1/x_1, \ldots, L_n/x_n\} \equiv N \{L_1/x_1, \ldots, L_n/x_n\}$. The analogous terminology is introduced for bisimilarity.

Example 15. Let us recall the terms $\lambda x.(x \oplus x)$ and $\lambda x.x$ from Example 10 having different semantics but context equivalent. As mentioned, the proof of their context equivalence is not immediate, because of the universal quantifier in Equation (5). However, we can check easily that they are bisimilar, because we need just to exhibit a bisimulation relation between the two terms. By Theorem 20 we then infer context equivalence from bisimilarity. Let us define the relation $R = \{(\lambda x.(x \oplus x), x.x)\} \cup \{x.x, \lambda x.(x \oplus x)\} \cup \{(\nu x.(x \oplus x), \nu x.x)\} \cup \{(\nu x.x, x.x)\} \cup \{(N \oplus N, N) \mid N \in \Lambda_{\oplus,\text{let}}^0\} \cup \{(N, N) \mid N \in \Lambda_{\oplus,\text{let}}^0\} \cup \{(M, M) \mid M \in \Lambda_{\oplus,\text{let}}^0\} \cup \{(V, \tilde{V}) \mid \tilde{V} \in V\Lambda_{\oplus,\text{let}}^0\}$. We prove that $R$ is a bisimulation containing $(\lambda x.(x \oplus x), x.x)$. The relation is trivially an equivalence, so we have to show that $\forall (M, N) \in R, \forall E \in (\Lambda_{\oplus,\text{let}}^0 \cup V\Lambda_{\oplus,\text{let}}^0)/R, \forall \ell \in \Lambda_{\oplus,\text{let}}^0 \cup \{\tau\}, P(M, \ell, E) = P(N, \ell, E)$ (Definition 12). We prove only for $(\lambda x.(x \oplus x), \lambda x.x) \in R$, $(x.x, \nu x.x) \in R$ and $(N \oplus N, N) \in R$. First we have that $(\lambda x.(x \oplus x), \lambda x.x) \in R$ and for all closed terms $F \in \Lambda_{\oplus,\text{let}}^0$ and all equivalence classes $E \in (\Lambda_{\oplus,\text{let}}^0 \cup V\Lambda_{\oplus,\text{let}}^0)/R, P(\lambda x.(x \oplus x), F, E) = 0 = P(\lambda x.x, F, E)$ holds by Definition 14. If the equivalence class $E$ contains $x.x$ then $P(\lambda x.(x \oplus x), E) = 1$, otherwise $P(\lambda x.(x \oplus x), E) = 0$. Since $(x.x, \nu x.x) \in R$, we have that $x.x \in E$ if and only if $\nu x.x \in E$. Hence, $P(\lambda x.(x \oplus x), E) = P(\nu x.x, E)$ for all $E \in (\Lambda_{\oplus,\text{let}}^0 \cup V\Lambda_{\oplus,\text{let}}^0)/R$. For all equivalence classes $E \in (\Lambda_{\oplus,\text{let}}^0 \cup V\Lambda_{\oplus,\text{let}}^0)/R, P(\nu x.(x \oplus x), E) = 0 = P(\nu x.x, x.x) \equiv \tau, E)$ holds by Definition 14. Further, $P(\nu x.(x \oplus x), F, E) = 1$ for some $F \in \Lambda_{\oplus,\text{let}}^0$ if $F \oplus F \in E$, otherwise $P(\nu x.(x \oplus x), F, E) = 0$. We have that $\tau \equiv E$ if and only if $E \in \Lambda_{\oplus,\text{let}}^0$. Hence, $P(\nu x.(x \oplus x), E) = P(\nu x.x, F, E)$ for all $E \in (\Lambda_{\oplus,\text{let}}^0 \cup V\Lambda_{\oplus,\text{let}}^0)/R$. Finally, let us consider $(N \oplus N, N) \in R$, for an arbitrary $N \in \Lambda_{\oplus,\text{let}}^0$.
\(E \in (\Lambda^\theta_{\text{let}} \uplus \text{VA}^\theta_{\text{let}})/R\), \(P(N \oplus N, F, E) = 0 = P(N, F, E)\) holds by Definition 14. By Lemma 6 and Definition 14 we have that the following holds for all equivalence classes \(E \in (\Lambda^\theta_{\text{let}} \uplus \text{VA}^\theta_{\text{let}})/R\).

\[
P(N \oplus N, \tau, E) = \sum_{\nu x. M \in E} P(N \oplus N, \tau, \nu x. M) = \sum_{\lambda x. M | \nu x. M \in E} [N \oplus N](\lambda x. M) = \sum_{\lambda x. M | \nu x. M \in E} \left(\frac{1}{2}[N] + \frac{1}{2}[N]\right)(\lambda x. M) = \sum_{\lambda x. M | \nu x. M \in E} [N](\lambda x. M) = \sum_{\nu x. M \in E} P(N, \tau, \nu x. M) = P(N, \tau, E)
\]

The proof for the other elements of \(R\) is analogous to the cases we considered.

**Example 16.** The terms \(M = \lambda xy. (x \oplus y)\) and \(N = (\lambda xy. x) \oplus (\lambda xy. y)\) are not bisimilar. Let us suppose the opposite. Then, there exists a bisimulation \(\mathcal{R}\) such that \((M, N) \in \mathcal{R}\). By definition \(\mathcal{R}\) is an equivalence relation. Let \(E\) be an equivalence class of \(\Lambda^\theta_{\text{let}} \uplus \text{VA}^\theta_{\text{let}}\) with respect to \(\mathcal{R}\) which contains \(\nu x. \lambda y. (x \oplus y)\). Then, we should have that \(1 = P(M, \tau, E) = P(N, \tau, E)\). We know that \(P(N, \nu x. \lambda y. x) = \frac{1}{2}\) and \(P(N, \nu x. \lambda y. y) = \frac{1}{2}\). Thus, we can conclude \(\nu x. \lambda y. x \in E\) and \(\nu x. \lambda y. y \in E\). If \(\nu x. \lambda y. x \in E\), then \((\nu x. \lambda y. (x \oplus y)), \nu x. \lambda y. x) \in \mathcal{R}\). Hence we have that \(1 = P(\nu x. \lambda y. (x \oplus y), \Omega, E_1) = P(\nu x. \lambda y. x, \Omega, E_1)\), where \(E_1\) is an equivalence class which contains \(\lambda y. (\Omega \oplus y)\). Using the fact that \(P(\nu x. \lambda y. x, \lambda y. \Omega, \Omega) = 1\) we obtain \(\lambda y. \Omega \in E_1\). Since \(\lambda y. (\Omega \oplus y)\) and \(\lambda y. \Omega\) belong to the same equivalence class we conclude \((\lambda y. (\Omega \oplus y), \lambda y. \Omega) \in \mathcal{R}\). If \(E_2\) is an equivalence class such that \(\nu y. (\Omega \oplus y) \in E_2\), then we have that \(1 = P(\nu y. (\Omega \oplus y), \tau, E_2) = P(\lambda y. \Omega, \tau, E_2)\). By a similar reasoning as before we obtain that \((\nu y. (\Omega \oplus y), \nu y. \Omega) \in \mathcal{R}\). Let \(E_3\) be an equivalence class which contains \(\lambda y. (\Omega \oplus I)\). From \(1 = P(\nu y. (\Omega \oplus y), I, E_3) = P(\nu y. \Omega, I, E_3)\) it follows that \(\Omega \in E_3\), i.e. \((\Omega \oplus I, \Omega) \in \mathcal{R}\). Finally, if \(E_4\) is an equivalence class such that \(\nu x. \in E_4\), then \(\frac{1}{2} = P(\Omega \oplus I, \tau, E_4)\). This is in contradiction with \(P(\Omega, \tau, E_4) = 0\) which is a consequence of the definition of a transition probability matrix. Thus, terms \(M\) and \(N\) are not bisimilar.

The following proposition is the analogous to Proposition 9, stating the soundness of (bi)simulation with respect to the operational semantics.

**Proposition 17.** Let \(M, N \in \Lambda^\theta_{\text{let}}\), if \([M] \leq [N]\) then \(M \preceq N\). So, \([M] = [N]\) implies \(M \sim N\).

**Proof.** By checking that the relation \(\mathcal{R} = \{(M, N) \in \Lambda^\theta_{\text{let}} \times \Lambda^\theta_{\text{let}} | [M] \leq [N]\} \cup \{\tilde{V}, \tilde{V}\} \in \text{VA}^\theta_{\text{let}} \times \text{VA}^\theta_{\text{let}}\}\) is a probabilistic applicative simulation. The second part of the statement follows from \(\sim \preceq \cap (\preceq)^{op}\).

We introduce a new notion of relations called \(\Lambda_{\text{let}}\)-relations, which are sets of triples in the form \((\Gamma, M, N)\) where \(M, N \in \Lambda^\theta_{\text{let}}\). Any relation \(R\) on the set of \(\Lambda_{\text{let}}\)-terms can be extended to a \(\Lambda_{\text{let}}\)-relation \(\mathcal{R}\), such that whenever \((M, N) \in R\) and \(M, N \in \Lambda^\theta_{\text{let}}\), we have that \((\Gamma, M, N) \in \mathcal{R}\). We will write \(\Gamma \vdash M\{N\}\) instead of \((\Gamma, M, N) \in \mathcal{R}\).

**Definition 18.** A \(\Lambda_{\text{let}}\)-relation \(\mathcal{R}\) is a congruence (respectively, a preorder) if it is an equivalence (respectively, a preorder) and for every \(\Gamma \cup \Delta \vdash M\{N\}\) and every context \(C \in \text{CA}_{\text{let}}(\Gamma; \Delta)\), we have that \(\Delta \vdash C[M\{N\}]\).

It is immediate to check that the context preorder \(\preceq\) (resp. equivalence \(\sim\)) is a preorder (resp. congruence) (Appendix A.1). Also similarity is a preorder, but its proof is more involved (Appendix A.2). As a consequence we have that bisimilarity is a congruence.
Lemma 19. The similarity $\subseteq$ (resp. bisimilarity $\sim$) is a precongruence (resp. congruence) relation for $\Lambda_{\oplus,\text{let}}$-terms.

Proof (Sketch). As standard [3, 4, 7], we use Howe’s technique to prove that probabilistic similarity is a precongruence, this implying that the probabilistic bisimilarity is also a congruence. The proof is technical and follows the same reasoning as [7], the only difference being in the cases needed to handle the compatibility associated with the let-in operator.

We start with defining Howe’s lifting for $\Lambda_{\oplus,\text{let}}$, which turns an arbitrary relation $R$ to another one $R^H$. The relation $R^H$ enjoys some properties with respect to the relation $R$. In particular, if $R$ is reflexive, transitive and closed under term-substitution, then it is included in $R^H$ and the relation $R^H$ is context closed and also closed under term-substitution. These properties allow to prove that the transitive closure $(\subseteq^H)^+$ of the Howe’s lifting $\subseteq^H$ is a precongruence including $\subseteq$. One can conclude then easily that $\subseteq$ is also a precongruence. Finally, from $\sim=\subseteq \cup (\subseteq)^{op}$ we conclude that $\sim$ is a congruence.

Now we can prove that simulation preorder (similarity) is sound with respect to the context preorder. As a consequence we have that bisimulation equivalence (bisimilarity) is included in the context equivalence.

Theorem 20 (Soundness). For every $M, N \in \Lambda_{\oplus,\text{let}}$, $\Gamma \vdash M \subseteq N$ implies $\Gamma \vdash M \leq N$. Therefore, $M \sim N$ implies $\Gamma \vdash M \equiv N$.

Proof. Suppose that $\Gamma \vdash M \subseteq N$. We have that for every context $C \in \text{CA}_{\oplus,\text{let}}(\Gamma; \emptyset)$, $\emptyset \vdash C[M] \subseteq C[N]$ holds as a consequence of Lemma 19. Then by definition there exists a simulation between $C[M]$ and $C[N]$, which implies by Definition 12 that $\sum[C[M]] \leq \sum[C[N]]$ holds. We conclude $\Gamma \vdash M \leq N$. The second part of the statement follows from the definitions $\sim=\subseteq \cap \subseteq^{op}$ and $\equiv=\subseteq \cap \subseteq^{op}$.

4 Full Abstraction

The goal of this section is to prove the converse of Theorem 20, showing that context equivalence and bisimilarity coincide. In order to get this result, it is more convenient to use the notion of testing equivalence, which has been proven to coincide with Markov processes bisimilarity in [16] (here Theorem 24). In this framework we need to consider only Markov chains, which are the discrete-time version of Markov processes, so we simplify the definitions and results of [16] to this discrete setting, following [3]. Notice that Theorem 24 is independent from the particular Markov chain considered, so we recall the general definitions and then we applied them to the $\Lambda_{\oplus,\text{let}}$-Markov chain.

Definition 21 ([3]). Let $(S, L, P)$ be a labelled Markov chain. The testing language $\mathcal{T}_{(S, L, P)}$ for $(S, L, P)$ is given by the grammar

$$t ::= \omega \mid a.t \mid (t, t),$$

where $\omega$ is a symbol for termination and $a \in L$ is an action (label).

It is easy to see that tests are finite objects. A test is an algorithm for doing an experiment on a program. During the execution of a test on a particular program, one can observe the success or the failure of the experiment with a given probability. The symbol $\omega$ represents a test which does not require an experiment at all (it always succeed). The test $a.t$ describes an experiment consisting of performing the action $a$ and in the case of success performing the test $t$, and the test $(t, s)$ makes two copies of the current state and allows both tests $t$ and $s$ to be performed independently on the same state. The success probability of a test is defined as follows:
Theorem 20 this achieves the diagram in Figure 1, so Corollary 28.

Example 23. The terms \( \lambda xy.(x \oplus y) \) and \( (\lambda xy.x) \oplus (\lambda xy.y) \) of Example 7 can be discriminated by the test \( t = \tau. (I.\tau.\Omega.\tau.\omega, I.\tau.\Omega.\tau.\omega) \). Figure 4 sketches the computation of \( P_t(\lambda xy.(x \oplus y)) = \frac{1}{2} \) and \( P_t((\lambda xy.x) \oplus (\lambda xy.y)) = \frac{1}{2} \).

The following theorem states the equivalence between the notion of bisimilarity over \((S, \mathcal{L}, \mathcal{P})\) and testing equivalence. The theorem has been proven in [16] for a labelled Markov processes. For lack of space, we have omitted a detailed proof of the adaptation of the results from labelled Markov processes to labelled Markov chains.

Theorem 24 ([3],[16]). Let \((S, \mathcal{L}, \mathcal{P})\) be a labelled Markov chain. Then \( s, s' \in S \) are bisimilar if and only if \( P_t(s) = P_t(s') \) for every test \( t \in T(S, \mathcal{L}, \mathcal{P}) \).

It is known that this theorem does not hold for inequalities [16]. More precisely, it is not true that \( s \preceq s' \) just in case \( P_t(s) \leq P_t(s') \) for every test \( t \in T(S, \mathcal{L}, \mathcal{P}) \).

4.1 Every Test has an Equivalent Context

Here is the main contribution of our paper, showing that for every test \( t \) associated with the \( \Lambda_{\oplus, \text{let}} \)-Markov chain there exists a context \( C_t \) expressing \( t \) in the syntax of \( \Lambda_{\oplus, \text{let}} \), i.e. \( P_t(M) = \sum [C_t[M]] \) for every term \( M \) (Lemma 25). So context equivalence implies testing equivalence (Theorem 27) and hence bisimilarity by Theorem 24. Together with Theorem 20 this achieves the diagram in Figure 1, so Corollary 28.

Lemma 25. For every test \( t \in T_{\Lambda_{\oplus, \text{let}}} \), there are contexts \( C_t \in \mathcal{C}_{\Lambda_{\oplus, \text{let}}}^{(0,\emptyset)} \) and \( D_t \in \mathcal{C}_{\Lambda_{\oplus, \text{let}}}^{(0,\emptyset)} \) such that for every term \( M \in \Lambda_0^{\emptyset, \text{let}} \), and value \( V = \lambda x.\tilde{M} \in \mathcal{V}_0^{\emptyset, \text{let}} \) it holds that:

\[
P_t(M) = \sum [C_t[M]] \quad \text{and} \quad P_t(\tilde{V}) = \sum [D_t[\tilde{V}]].
\]

where we recall that \( \tilde{V} \) denotes the distinguished value \( \nu x.\tilde{M} \in \mathcal{V}_0^{\emptyset, \text{let}} \).
Proof. We prove it by induction on the structure of a test \( t \).

First we consider the case where \( t = \omega \). Then, by the definition of \( P_t(\cdot) \), we have that for every \( M \in \Lambda_\oplus^{0,\text{let}} \) and \( V \in V_\Lambda^{0,\text{let}} \), \( P_\omega(M) = 1 \) and \( P_\omega(V) = 1 \). Thus, we can define \( C_\omega = (\lambda x y x)[] \) and \( D_\omega = (\lambda x y x)[] \) and we obtain, for every \( M \in \Lambda_\oplus^{0,\text{let}} \)

\[
\sum [C_\omega[M]] = \sum [(\lambda x y x)M] = \sum [\lambda y.M] = 1 = P_\omega(M),
\]

and for every value \( V \in V_\Lambda^{0,\text{let}} \)

\[
\sum [D_\omega[V]] = \sum [(\lambda x y x)V] = \sum [\lambda y.V] = 1 = P_\omega(V).
\]

Next, let us consider the case where \( t = a.t' \) for some action (label) \( a \). By induction hypothesis there are contexts \( C_{t'} \in \text{CA}_{\oplus,\text{let}}(\emptyset,\emptyset,\emptyset) \) and \( D_{t'} \in \text{CA}_{\oplus,\text{let}}(\emptyset,\emptyset,\emptyset) \) such that for every \( M \in \Lambda_\oplus^{0,\text{let}} \) and \( V \in V_\Lambda^{0,\text{let}} \) we have that \( P_t(M) = \sum[C_{t'}[M]] \) and \( P_t(V) = \sum[D_{t'}[V]] \). An action \( a \) can be either a closed term or a \( \tau \) action, thus depending on it we differ two cases.

1. If \( a = \tau \), then a test \( t \) is of the form \( \tau.t' \). From Definition 14 and Definition 22 we have \( P_{\tau.t'}(V) = 0 \) for any value \( V \in V_\Lambda^{0,\text{let}} \). Hence, we define \( D_{\tau.t'} = \Omega[\cdot] \) and the statement holds. Let \( M \) be a closed term. From the definition of a transition probability matrix \( P(M, \tau, V) = [M](V) \) and induction hypothesis \( P_{\tau.t'}(V) = \sum[D_{t'}[V]] \) it follows that

\[
P_{\tau.t'}(M) = \sum_{V \in V_\Lambda^{0,\text{let}}} P(M, \tau, V) P_{\tau.t'}(V) = \sum_{V \in V_\Lambda^{0,\text{let}}} [M](V) \cdot \sum[D_{t'}[V]].
\]

We define \( C_{\tau.t'} = (\text{let } y = [\cdot] \text{ in } D_{t'}[y]) \). Then, by the definition of operational semantics we get

\[
\sum[C_{\tau.t'}[M]] = \sum[\text{let } y = M \text{ in } D_{t'}[y]] = \sum_{V \in V_\Lambda^{0,\text{let}}} [M](V) \cdot \sum[D_{t'}[V]],
\]

for any closed term \( M \in \Lambda_\oplus^{0,\text{let}} \). Thus, \( P_{\tau.t'}(M) = \sum[C_{\tau.t'}[M]] \).

2. If \( a = F \) for some closed term \( F \), then a test \( t \) is of the form \( F.t' \). From Definition 14 and Definition 22 we have \( P_{F.t'}(M) = 0 \) for any term \( M \in \Lambda_\oplus^{0,\text{let}} \). Hence, we define \( C_{F.t'} = \Omega[\cdot] \) and the statement holds. Let \( V \) be a value \( \lambda x.N \) (\( V = \nu x.N \)). From the definition of a transition probability matrix \( P(\nu x.N, F, N(F/x)) = 1 \) and induction hypothesis, \( P_{t'}(M) = \sum[C_{t'}[M]] \) for every \( M \in \Lambda_\oplus^{0,\text{let}} \), it follows that

\[
P_{F.t'}(V) = \sum_{N' \in \Lambda_\oplus^{0,\text{let}}} P(V, F, N') P_{t'}(N') = P(\nu x.N, F, N(F/x)) \cdot P_{t'}(N(F/x)) = 1 \cdot P_{t'}(N(F/x)) = \sum[C_{t'}[N(F/x)]]
\]

By Lemma 6 terms \( N(F/x) \) and \( (\lambda x.N)F \) have the same semantics. Hence, they are bisimilar (Proposition 17). Due to the fact that bisimilarity is included in context equivalence (Theorem 20) we have that terms \( N(F/x) \) and \( (\lambda x.N)F \) are context equivalent. More precisely, for any context \( C \), \( \sum[C[N(F/x)]] = \sum[C[(\lambda x.N)F]] \). Finally, we obtain that

\[
P_{F.t'}(V) = \sum[C_{t'}[N(F/x)]] = \sum[C_{t'}[(\lambda x.N)F]] = \sum[C_{t'}[VF]].
\]

We define \( D_{F.t'} = C_{t'}[\cdot]F \). Then, we have that \( \sum[D_{F.t'}[V]] = \sum[C_{t'}[VF]] \), holds for any value \( V \in V_\Lambda^{0,\text{let}} \). Thus, \( P_{F.t'}(V) = \sum[D_{F.t'}[V]] \).
Finally, let \( t = (t_1, t_2) \). By induction hypothesis there exist contexts \( C_{t_1}, D_{t_1}, C_{t_2}, D_{t_2} \in \mathcal{CA}_{\mathord{\letin}}^{\emptyset,0} \) such that for any closed term \( M \) and a value \( V \) the following holds:

\[
P_{t_1}(M) = \sum [C_{t_1}[M]], \quad P_{t_1}(\bar{V}) = \sum [D_{t_1}[V]],
\]

\[
P_{t_2}(M) = \sum [C_{t_2}[M]] \quad \text{and} \quad P_{t_2}(\bar{V}) = \sum [D_{t_2}[V]].
\]

From Definition 22 we have

\[
P_{(t_1, t_2)}(M) = P_{t_1}(M) \cdot P_{t_2}(M) = \sum [C_{t_1}[M]] \cdot \sum [C_{t_2}[M]],
\]

for any closed term \( M \in \mathcal{A}_{\mathord{\letin}}^{0} \). We define:

\[
C_{(t_1, t_2)} = (\lambda y. (\text{let } z_1 = C_{t_1}[y] \text{ in } (\text{let } z_2 = C_{t_2}[y] \text{ in } I)))[_{\mathord{\letin}}]\]

and by the definition of operational semantics we have

\[
\sum [C_{(t_1, t_2)}[M]] = \sum [C_{t_1}[M]] \cdot \sum [C_{t_2}[M]].
\]

Since, for a value \( V \in \mathcal{V}_{\mathord{\letin}}^{0} \), it holds that

\[
P_{(t_1, t_2)}(\bar{V}) = P_{t_1}(\bar{V}) \cdot P_{t_2}(\bar{V}) = \sum [D_{t_1}[V]] \cdot \sum [D_{t_2}[V]],
\]

we define \( D_{(t_1, t_2)} = (\lambda y. (\text{let } z_1 = D_{t_1}[y] \text{ in } (\text{let } z_2 = D_{t_2}[y] \text{ in } I)))[_{\mathord{\letin}}] \) and the statement holds.

This concludes the proof.

Lemma 26. Let \( M, N \in \mathcal{A}_{\mathord{\letin}}^{0} \), \( M \leq N \) implies that \( P_t(M) \leq P_t(N) \), for every test \( t \).

Proof. It is a straightforward consequence of Lemma 25. Let us assume that terms \( M \) and \( N \) are in the context preorder, \( \emptyset \vdash M \leq N \). Then, for every context \( C \in \mathcal{CA}_{\mathord{\letin}}^{\emptyset,0} \), we have \( \sum [C[M]] \leq \sum [C[N]] \). By Lemma 25, we have that for each test \( t \in \mathcal{T}_{\mathord{\letin}} \), there exists context \( C_t \) such that for every term \( M \), \( P_t(M) = \sum [C_t[M]] \). Then, for every test \( t \in \mathcal{T}_{\mathord{\letin}} \), it holds that \( P_t(M) = \sum [C_t[M]] \leq \sum [C_t[N]] = P_t(N) \). Hence, for every test \( t \in \mathcal{T}_{\mathord{\letin}} \) it holds that \( P_t(M) \leq P_t(N) \).

Theorem 27. Let \( M, N \in \mathcal{A}_{\mathord{\letin}}^{0} \), \( M \approx N \) implies that \( P_t(M) = P_t(N) \), for every test \( t \).

Proof. It is a straightforward consequence of Lemma 26 and the fact that \( M \approx N \) is equivalent to \( M \leq N \) and \( N \leq M \).

Notice that the let-in operator is crucial in defining the context \( C_{(t_1, t_2)} \) associated with the product \( (t_1, t_2) \) of tests (Equation (8)) in the proof of Lemma 25. For example, if we consider the call-by-name version of \( C_{(t_1, t_2)} \), i.e., the context \( C = (\lambda y. (\text{let } z_1 = z_2 \text{ in } D_{t_1}[y] D_{t_2}[y]))[_{\mathord{\letin}}] \), then the semantics of \( C[M] \) is independent from the contexts \( D_{t_1}[\cdot] \) and \( D_{t_2}[\cdot] \), and the term \( M \), being \( [C[M]] = I \). Hence, we cannot have \( P_{(t_1, t_2)}(M) = \sum [C[M]] \) for every \( M \). Another possibility is to try to use a context not erasing \( D_{t_1}[\cdot] \) and \( D_{t_2}[\cdot] \) during the evaluation, as for example in \( C = (\lambda y. D_{t_1}[y] D_{t_2}[y])[_{\mathord{\letin}}] \). However, this would imply to be able to control the result of \( D_{t_1}[M] \) for every term \( M \), for example supposing \( [D_{t_1}[M]] = P_{t_1}(M)I \), which increases considerably the difficulty of the proof. Anyway, the fact that there are examples of terms distinguished by tests (Example 23) but not by contexts without the let-in operator (Example 7) shows the necessity of this latter.
The following resumes all results in the paper, as sketched in Figure 1:

**Corollary 28 (Full Abstraction).** For any $M, N \in \Lambda_{\oplus,\text{let}}^0$, the following items are equivalent:

- (context equivalence) $M \simeq N$,
- (bisimilarity) $M \sim N$,
- (testing equivalence) $P_t(M) = P_t(N)$ for all tests $t$.

Concerning inequalities, the equivalence of similarity and testing preorder, i.e. a relation which contains $(s, s')$ if and only if $P_t(s) \leq P_t(s')$ for every test $t \in T(S, L, P)$, does not hold as we stated below Theorem 24. So, we have no clue for proving that similarity is fully abstract with respect to the context preorder. A possible way to achieve this inequality full abstraction is to look for the converse of Lemma 25, by representing all contexts by tests. However, such a representation is far to be obvious, and even it might not exists.

5 Conclusion

In this paper we have considered the $\Lambda_{\oplus,\text{let}}$-calculus, a pure untyped $\lambda$-calculus extended with two operators: a probabilistic choice operator $\oplus$ and a let-in operator. The calculus implements a lazy call-by-name evaluation strategy, following [1, 7], however the let-in operator allows for a call-by-value passing policy. We prove that context equivalence, bisimilarity and testing equivalence all coincide in $\Lambda_{\oplus,\text{let}}$ (Corollary 28).

Concerning the inequalities associated with these equivalences: it is known that that the probabilistic similarity does not imply the testing approximation [16]. We prove that similarity implies context preorder (Theorem 20), but it remains open whether also the converse holds.

This paper confirms a conjecture stated in [3], showing that the calculus introduced in [7] can be endowed with a fully abstract bisimilarity by adding a let-in operator. As discussed in the Introduction, our feeling is that the need of this operator is due to the lazyness rather than to the cbn policy of the calculus. In order to precise this intuition we plan to investigate the definition of bisimilarity for the non-lazy cbn probabilistic $\lambda$-calculus, which has already fully abstract denotational models [2, 14] as well as infinitary normal forms [13] but not a theory of bisimulations.

In a more general perspective, one can study the let-in operator in call-by-name languages with different effects than the probabilistic one, as for example the non-determinism. Let us also mention [5], which considers a kind of applicative bisimulation for lazy call-by-name lambda-calculi endowed with various algebraic effects. However, the setting seems different, as in [5] the notion of (bi)simulation is not defined over terms but over their semantics.

Finally, one should address similar questions in typed languages. We have already mentioned in the Introduction that [10] shows that adding a let-in operator at ground types does not alter the observational equality of the cbn probabilistic PCF, but what about allowing a let-in at higher-order types? and what in presence of recursive types?
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Appendix - Proofs

A.1 Context Equivalence is a Congruence

We consider $\Lambda_{\oplus,\text{let}}$-relations defined in Section 3. The set $FIN(X)$ denotes the set of all finite subsets of $X$.

*Definition 29.* A $\Lambda_{\oplus,\text{let}}$-relation $R$ is compatible if and only if the five conditions below hold:

- $(\text{Com}1)$ $\forall \Gamma \in FIN(X), x \in \Gamma : \Gamma \vdash x R x$;
- $(\text{Com}2)$ $\forall \Gamma \in FIN(X), \forall x \in X - \Gamma, \forall M, N \in \Lambda^{\Gamma/x}_{\oplus,\text{let}} : \Gamma \cup \{ x \} \vdash M R N \Rightarrow \Gamma \vdash \lambda x.M R \lambda x.N$;
- $(\text{Com}3)$ $\forall \Gamma \in FIN(X), \forall M, N, L, P \in \Lambda^{\Gamma}_{\oplus,\text{let}} : \Gamma \vdash M R N \land \Gamma \vdash L R P \Rightarrow \Gamma \vdash ML R NP$;
- $(\text{Com}4)$ $\forall \Gamma \in FIN(X), \forall M, N, L, P \in \Lambda^{\Gamma}_{\oplus,\text{let}} : \Gamma \vdash M R N \land \Gamma \vdash L R P \Rightarrow \Gamma \vdash M \oplus L R N \oplus P$;
- $(\text{Com}5)$ $\forall \Gamma \in FIN(X), \forall x \in X, \forall M, N \in \Lambda^{\Gamma/x}_{\oplus,\text{let}} : \forall L, P \in \Lambda^{\Gamma/x}_{\oplus,\text{let}} : \Gamma \vdash M R N \land \Gamma \cup \{ x \} \vdash L R P \Rightarrow \Gamma \vdash (\text{let } x = M \text{ in } L) R (\text{let } x = N \text{ in } P)$.

*Definition 30.* A $\Lambda_{\oplus,\text{let}}$-relation is a congruence (respectively, precongruence) if it is an equivalence relation (respectively, preorder) and compatible.

This definition of a (pre)congruence is equivalent to Definition 18.

*Lemma 31.* The context preorder $\preceq$ is a precongruence relation.

**Proof.** The proof follows the same basic outline as the proof of Lemma 3.33 in [6].

*Lemma 32.* The context equivalence $\simeq$ is a congruence relation.

**Proof.** This statement follows directly from Lemma 31 and the definition of context equivalence, i.e. $\simeq = \preceq \cap (\preceq)^{op}$.

A.2 Bisimulation Equivalence is a Congruence

We use Howe’s technique to prove that probabilistic similarity is a precongruence and as a consequence probabilistic bisimilarity is a congruence. Howe’s technique is a commonly used technique for proving precongruence of similarity. The proof is very technical. It is the adaptation of the technique used in [3, 4, 6] and it has the same structure as the proof in [6]. Contrary to the proof in [6], our proof introduces a new notion of compatibility with the let-in operator.

The property $\simeq \subseteq \preceq \cap \preceq^{op}$ ensures it is enough to show that probabilistic similarity ($\preceq$) is a precongruence in order to prove that probabilistic bisimilarity ($\simeq$) is a congruence. The key part is proving that $\preceq$ is a compatible relation and it is done by Howe’s technique.

We call an $\Lambda_{\oplus,\text{let}}$-relation $R$ (term) substitutive if for all $\Gamma \in FIN(X), x \in X - \Gamma, M, N \in \Lambda^{\Gamma/x}_{\oplus,\text{let}}, L, P \in \Lambda^{\Gamma/x}_{\oplus,\text{let}}$, the following holds

$$\Gamma \cup \{ x \} \vdash M R N \land \Gamma \vdash L R P \Rightarrow \Gamma \vdash M \{ L / x \} R N \{ P / x \}.$$  

If a relation $R$ satisfies

$$\Gamma \cup \{ x \} \vdash M R N \land L \in \Lambda^{\Gamma/x}_{\oplus,\text{let}} \Rightarrow \Gamma \vdash M \{ L / x \} R N \{ L / x \},$$

we say it is closed under term-substitution.
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\[
\frac{\Gamma \vdash x \mathrel{R} M}{\Gamma \vdash x \mathrel{R^H} M} \quad \text{(How1)}
\]

\[
\frac{\Gamma \cup \{x\} \vdash M \mathrel{R^H} L \quad \Gamma \vdash \lambda x. L \mathrel{R} N \quad x \notin \Gamma}{\Gamma \vdash \lambda x. M \mathrel{R^H} N} \quad \text{(How2)}
\]

\[
\frac{\Gamma \vdash M \mathrel{R^H} P \quad \Gamma \vdash N \mathrel{R^H} Q \quad \Gamma \vdash PQ \mathrel{R} L}{\Gamma \vdash MN \mathrel{R^H} L} \quad \text{(How3)}
\]

\[
\frac{\Gamma \vdash M \mathrel{R^H} P \quad \Gamma \vdash N \mathrel{R^H} Q \quad \Gamma \vdash P \mathrel{R} Q \mathrel{R} L}{\Gamma \vdash M \mathrel{R^H} N \mathrel{R^H} L} \quad \text{(How4)}
\]

\[
\frac{\Gamma \vdash M \mathrel{R^H} P \quad \Gamma \cup \{x\} \vdash N \mathrel{R^H} Q \quad \Gamma \vdash \text{(let } x = P \text{ in } Q) \mathrel{R} L}{\Gamma \vdash (\text{let } x = M \text{ in } N) \mathrel{R^H} L} \quad \text{(How5)}
\]

**Figure 5** Howe’s lifting for $\Lambda_{\oplus,\text{let}}$.

\[
\frac{\Gamma \vdash M \mathrel{R} N}{\Gamma \vdash M \mathrel{R^+} N} \quad \text{(TC1)}
\]

\[
\frac{\Gamma \vdash M \mathrel{R^+} N}{\Gamma \vdash M \mathrel{R^+} L} \quad \text{(TC2)}
\]

**Figure 6** Transitive closure for $\Lambda_{\oplus,\text{let}}$.

Please notice that if $\mathcal{R}$ is substitutive and reflexive then it is closed under term-substitution. As stated in the paper, open extensions of $\lesssim$ and $\sim$ are closed under term-substitution by definition.

For an arbitrary $\Lambda_{\oplus,\text{let}}$-relation $\mathcal{R}$, Howe’s lifting $\mathcal{R}^H$ is defined by the rules in Figure 5. We start with some auxiliary statements.

► **Lemma 33.** If $\mathcal{R}$ is reflexive, then $\mathcal{R}^H$ is compatible.

**Proof.** The proof follows the same basic outline as the proof of Lemma 3.10 in [6].

► **Lemma 34.** If $\mathcal{R}$ is transitive, then $\Gamma \vdash M \mathrel{R^H} N$ and $\Gamma \vdash N \mathrel{R} L$ imply $\Gamma \vdash M \mathrel{R^H} L$.

**Proof.** By induction on the derivation of $\Gamma \vdash M \mathrel{R^H} N$, looking at the last rule used, thus on the structure of $M$.

► **Lemma 35.** If $\mathcal{R}$ is reflexive, then $\Gamma \vdash M \mathrel{R} N$ implies $\Gamma \vdash M \mathrel{R^H} N$.

**Proof.** By induction on the structure of $M$.

► **Lemma 36.** If $\mathcal{R}$ is reflexive, transitive and closed under term-substitution, then $\mathcal{R}^H$ is (term) substitutive and hence also closed under term-substitution.

**Proof.** We need to show that: $\forall \Gamma \in \mathcal{P}_{\text{FIN}}(X), \forall x \in X - \Gamma, \forall M, N \in \Lambda_{\oplus,\text{let}}^{\Gamma \cup \{x\}}, \forall L, P \in \Lambda_{\oplus,\text{let}}^{\Gamma}$,

\[
\Gamma \cup \{x\} \vdash M \mathrel{R^H} N \land \Gamma \vdash L \mathrel{R^H} P \Rightarrow \Gamma \vdash M \{L/x\} \mathrel{R^H} N \{L/x\}.
\]

Proof proceeds by induction on the derivation of $\Gamma \cup \{x\} \vdash M \mathrel{R^H} N$.

The goal is to prove that $\lesssim^H$ is a precongruence, but in order to do that some properties are missing. Hence, following Howe’s approach we build a transitive closure of a $\Lambda_{\oplus,\text{let}}$-relation $\mathcal{R}$ as a relation $\mathcal{R}^+$ defined by the rules in Figure 6.
Lemma 37. If \( \mathcal{R} \) is compatible, then so is \( \mathcal{R}^+ \).

Proof. The proof follows the same basic outline as the proof of Lemma 3.14 in [6].

Lemma 38. If \( \mathcal{R} \) is closed under term-substitution, then so is \( \mathcal{R}^+ \).

Proof. Proving that \( \mathcal{R}^+ \) is closed under term-substitution means to show: \( \forall \Gamma \in \text{Prm}(X), \forall x \in X - \Gamma, \forall M, N \in \Lambda_{\oplus, \text{let}}^{I, \cup(x)}, \forall L \in \Lambda_{\oplus, \text{let}}^{\Gamma}, \Gamma \cup \{ x \} \vdash M \mathcal{R}^+ N \Rightarrow M[L/x] \mathcal{R}^+ N \{ L/x \} \). Proof proceeds by induction on the derivation of \( \Gamma \cup \{ x \} \vdash M \mathcal{R}^+ N \).

Lemma 39. If a \( \Lambda_{\oplus, \text{let}} \)-relation \( \mathcal{R} \) is a preorder, then so is \( (\mathcal{R}^H)^+ \).

Proof. A relation is a preorder if it is reflexive and transitive. We assume that \( \mathcal{R} \) is reflexive and transitive. Then, by Lemma 33 and Lemma 37 we conclude \( (\mathcal{R}^H)^+ \) is compatible and hence reflexive. Relation \( (\mathcal{R}^H)^+ \) is transitive by its construction, since it is a transitive closure of relation \( \mathcal{R}^H \). Thus, we conclude relation \( (\mathcal{R}^H)^+ \) is a preorder.

The crucial part in proving that probabilistic similarity is a precongruence is Key Lemma (Lemma 44). First, we need the definition of a probability assignment and an auxiliary lemma about it.

Definition 40. \( \mathbb{P} = (\{ p_i \}_{1 \leq i \leq n}, \{ r_I \}_{I \subseteq \{ 1, \ldots, n \}}) \) is a probability assignment if for each \( I \subseteq \{ 1, \ldots, n \} \) it holds that \( \sum_{i \in I} p_i \leq \sum_{J:\emptyset \neq I} r_J \).

Lemma 41. Let \( \mathbb{P} = (\{ p_i \}_{1 \leq i \leq n}, \{ r_I \}_{I \subseteq \{ 1, \ldots, n \}}) \) be a probability assignment. Then for every nonempty \( I \subseteq \{ 1, \ldots, n \} \) and for every \( k \in I \) there is \( s_{k,I} \in [0,1] \) which satisfies the following conditions:
1. for every \( I \), it holds that \( \sum_{k \in I} s_{k,I} \leq 1 \);
2. for every \( k \in \{ 1, \ldots, n \} \), it holds that \( p_k \leq \sum_{k \in I} s_{k,I} \cdot r_I \).

The proof of Lemma 41 is omitted, but it can be found in [6]. Besides Lemma 41, in the proof of Key Lemma we use the following technical Lemmas.

Lemma 42. For every \( X \subseteq \Lambda_{\oplus, \text{let}}^{[x]} \), it holds that \( \subseteq (\lambda x.X) = \lambda x.(\subseteq (X)) \) and \( \subseteq (\nu x.X) = \nu x.(\subseteq (X)) \), \( \lambda x.(\subseteq (X)) \) stands for the set \( \{ \lambda x.M \mid \exists N \in X, N \subseteq M \} \).

Proof. Straightforward consequence of the definition of similarity.

Lemma 43. If \( M \subseteq N \), then for every \( X \subseteq \Lambda_{\oplus, \text{let}}^{[x]} \), \( [M](\lambda x.X) \leq [N](\lambda x.X) \).

Proof. It is a straightforward consequence of Lemma 42.

Lemma 44 (Key Lemma). If \( M \subseteq^H N \), then for every \( X \subseteq \Lambda_{\oplus, \text{let}}^{[x]} \) it holds that \( [M](\lambda x.X) \leq [N](\lambda x.(\subseteq^H (X))) \).

Proof. Since \( [M] = \sup\{ D \mid M \downarrow D \} \), it is enough to prove the following statement: if \( M \subseteq^H N \) and \( M \downarrow D \) then for every \( X \subseteq \Lambda_{\oplus, \text{let}}^{[x]} \) it holds that \( D(\lambda x.X) \leq [N](\lambda x.(\subseteq^H (X))) \). Proof proceeds by induction on the derivation of \( M \downarrow D \), looking at the last rule used. We only consider the case where \( M \) is of the form \( \text{let } x = L \text{ in } P \), while the proofs of other cases follow the same basic outline as the proof of Lemma 3.17 in [6].
Let $M = \{\text{let } \lambda x. Q \in P\}$. Then, we have $D = \sum_{x} F(\lambda x. Q) \cdot H_{Q,P}$ and for any $\lambda x. Q \in S(\mathcal{F})$, $\{P(\lambda x. Q/x) \downarrow H_{Q,P}\}$. The last rule used in the derivation of $\emptyset \vdash M \preceq H N$ has to be (How5), thus we get $\emptyset \vdash L \preceq H R$, $x \vdash P \preceq H S$ and $\emptyset \vdash \lambda x = R$ in $S$ as additional hypothesis. By applying the induction hypothesis on $L \downarrow \mathcal{F}$ and $\emptyset \vdash L \preceq H R$, we obtain that
\[
\mathcal{F}(\lambda x. Y) \leq [R](\lambda x. \preceq H (Y)),
\]
holds for any $Y \subseteq \Lambda^{\{x\}_{x \in F}}$. $\mathcal{F}$ is a finite distribution, hence the distribution $D = \sum_{x} F(\lambda x. Q) \cdot H_{Q,P}$ is a sum of finitely many summands. Let the support of $\mathcal{F}$ be the set $S(\mathcal{F}) = \{\lambda x. Q_1, \ldots, \lambda x. Q_n\}$. Equation (9) implies that for every $I \subseteq \{1, \ldots, n\}$ the following holds
\[
\mathcal{F}(\bigcup_{i \in I} \lambda x. Q_i) \leq [R](\bigcup_{i \in I} \lambda x. \preceq H (Q_i)).
\]
This allows us to apply Lemma 41. Thus, for every $U \in \bigcup_{i=1}^{n} \lambda x. \preceq H (Q_i)$ there exist numbers $r_{1}^{U,R}, \ldots, r_{n}^{U,R}$ such that:
\[
[R](\lambda x. U) \geq \sum_{i=1}^{n} r_{i}^{U,R}, \quad \forall U \in \bigcup_{i=1}^{n} \lambda x. \preceq H (Q_i);
\]
\[
\mathcal{F}(\lambda x. Q_i) \leq \sum_{U \in \lambda x. \preceq H (Q_i)} r_{i}^{U,R}, \quad \forall i \in \{1, \ldots, n\}.
\]
Now, we can conclude the following
\[
D \leq \sum_{i=1}^{n} \left( \sum_{U \in \lambda x. \preceq H (Q_i)} r_{i}^{U,R} \right) \cdot H_{Q_i,P} = \sum_{i=1}^{n} \sum_{U \in \lambda x. \preceq H (Q_i)} r_{i}^{U,R} \cdot \mathcal{H}_{Q_i,P}.
\]

Since $Q_i \preceq H U$ holds and $\preceq H$ is compatible by Lemma 33, $\lambda x. Q_i \preceq H \lambda x. U$ holds. By applying Lemma 36 on $P \preceq H S$ and the latter we get $P(\lambda x. Q_i/x) \preceq H S(\lambda x. U/x)$. If we apply the induction hypothesis on the derivations $P(\lambda x. Q_i/x) \downarrow \mathcal{H}_{Q_i,P}$, $i \in \{1, \ldots, n\}$, we obtain that for every $X \subseteq \Lambda^{\{x\}_{x \in F}}$ it holds that
\[
D(\lambda x. X) \leq [N](\lambda x. \preceq H (X)).
\]
This concludes the proof.

Proof of Lemma 19. The proof that similarity is a precongruence consists of two steps: the first step is to show that the relation $(\preceq H)^+$ is a precongruence and the second one is to show that it coincide with relation $\preceq$. Since $\preceq$ is a preorder, then by Lemma 39, relation $(\preceq H)^+$ is also a preorder. Relation $\preceq$ is reflexive, hence by Lemma 33 we have $\preceq H$ is compatible. Furthermore, Lemma 37 ensures that $(\preceq H)^+$ is also compatible. So, we can conclude that $(\preceq H)^+$ is a preorder. Next, we want to show that $\preceq = (\preceq H)^+$. From the construction of Howe’s lifting $\preceq H$ and its transitive closure $(\preceq H)^+$ it follows that $\preceq H \subseteq (\preceq H)^+$. It remains to show the inclusion $(\preceq H)^+ \subseteq \preceq H$. We show that $(\preceq H)^+$ is included in some probabilistic simulation $\mathcal{R}$, thus it is also included in the largest one, $\preceq H$. The relation we consider is $\mathcal{R} = \{(M, N) : M (\preceq H)^+ N\} \cup \{(\nu x. M, \nu x. N) : M (\preceq H)^+ N\}$. It is obvious that $(\preceq H)^+ \subseteq \mathcal{R}$, so it only remains to show that $\mathcal{R}$ is a probabilistic simulation. Relation $(\preceq H)^+$ is closed under term-substitution (by Lemma 36 and Lemma 38), hence it is enough to consider only closed terms and distinguished values. Since $(\preceq H)^+$ is a preorder relation (reflexive and transitive), it is easy to see $\mathcal{R}$ is also a preorder. We show the following two points:
1. If \( M (\triangleleft_{H}^{+}) N \), then for every \( X \subseteq \Lambda^{(x)}_{let} \) it holds that
   \[ P(M, \tau, \nu x. X) \leq P(N, \tau, R(\nu x. X)). \]

2. If \( M (\triangleleft_{H}^{+}) N \), then for every \( L \in \Lambda^{a}_{let} \) and for every \( X \subseteq \Lambda^{(x)}_{let} \),
   \[ P(\nu x. M, L, X) \leq P(\nu x. N, L, R(X)). \]

The first point we prove by induction on the derivation of \( M (\triangleleft_{H}^{+}) N \). We look at the last rule used. Let us start with the base case where (TC1) is the last rule used. Then, we have \( M \triangleleft_{H} N \) holds by hypothesis. By Key Lemma we conclude the following:

\[
P(M, \tau, \nu x. X) = [M](\lambda x. X) \\
\leq [N](\lambda x. \triangleleft_{H}^{+} (X)) \\
\leq [N](\lambda x. (\triangleleft_{H}^{+})^{+}(X)) \\
\leq [N](R(\nu x. X)) \\
= P(N, \tau, R(\nu x. X)).
\]

Next, we consider the case where (TC2) is the last rule used and we have that for some \( P \in \Lambda^{a}_{let} \), \( M (\triangleleft_{H}^{+}) P \) and \( P (\triangleleft_{H}^{+}) N \) hold. By induction hypothesis on both of them, we obtain:

\[
P(M, \tau, X) \leq P(P, \tau, R(X)), \\
P(P, \tau, R(X)) \leq P(N, \tau, R(R(X)))).
\]

It is easy to show that \( R(R(X)) \subseteq R(X) \), thus we can conclude

\[ P(M, \tau, X) \leq P(N, \tau, R(X)). \]

This concludes the proof of the first point.

If \( M (\triangleleft_{H}^{+}) N \) and \( L \in \Lambda^{a}_{let} \), then because of the fact that \( (\triangleleft_{H}^{+}) \) closed under term-substitution, we have that \( M\{L/x\} (\triangleleft_{H}^{+}) N\{L/x\} \) holds. As a consequence, we have that whenever \( M\{L/x\} \in X \), then \( N\{L/x\} \in (\triangleleft_{H}^{+})(X) \) and it holds that

\[
P(\nu x. M, L, X) = 1 \\
= P(\nu x. N, L, (\triangleleft_{H}^{+})(X)) \\
= P(\nu x. N, L, R(X)).
\]

On the other hand, if \( M \{L/x\} \notin X \), then \( P(\nu x. M, L, X) = 0 \leq P(\nu x. N, L, R(X)) \).

To prove that bisimilarity is a congruence we need to prove that \( \sim \) is an equivalence relation, which is compatible. Relation \( \sim \) is an equivalence relation by its definition. Since we know that \( \sim = \triangleleft \cap \triangleleft_{op} \) holds, from the fact that similarity is a precongruence it follows that \( \sim \) is also compatible. This concludes the proof. \( \blacksquare \)
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1 Introduction

Hilbert’s tenth problem (H10) was posed by David Hilbert in 1900 as part of his famous 23 problems [15] and asked for the “determination of the solvability of a Diophantine equation.” A Diophantine equation\(^1\) is a polynomial equation over natural numbers (or, equivalently, integers) with constant exponents, e.g. \(x^2 + 3z = yz + 2\). When Hilbert asked for “determination,” he meant, in modern terms, a decision procedure, but computability theory was yet several decades short of being developed.

The first undecidable problems found by Church, Post and Turing were either native to mathematical logic or dependent on a fixed model of computation. H10, to the contrary, can be stated to every mathematician and its formulation is independent from a model of computation. Emil Post stated in 1944 that H10 “begs for an unsolvability proof” [26]. From a computational perspective, it is clear that H10 is recursively enumerable (or recognisable), meaning there is an algorithm that halts on a Diophantine equation iff it is solvable.

\(^1\) Named after the Greek mathematician Diophantus of Alexandria, who started the study of polynomial equations in the third century.
Post’s student Martin Davis conjectured that even the converse is true, i.e. that every recognisable set is also Diophantine. More precisely, he conjectured that if $A \subseteq \mathbb{N}^k$ is recognisable then $(a_1, \ldots, a_k) \in A \iff \exists x_1 \ldots x_n, P(a_1, \ldots, a_k, x_1, \ldots, x_n) = 0$ holds for some polynomial $P$ in $k + n$ variables. He soon improved on a result by Gödel [13] and gave a proof of his conjecture, however requiring up to one bounded universal quantification [3]: $(a_1, \ldots, a_k) \in A \iff \exists z, \forall y < z, \exists x_1 \ldots x_n, P(a_1, \ldots, a_k, x_1, \ldots, x_n, y, z) = 0$. Davis and Putnam [5] further improved on this, and showed that, provided a certain number-theoretic assumption holds, every recognisable set is exponentially Diophantine, meaning variables are also allowed to appear in exponents. Julia Robinson then in 1961 modified the original proof to circumvent the need for the assumption, resulting in the DPR theorem [6], namely that every recognisable set is exponentially Diophantine. Due to another result from Robinson [27], the gap now only consisted of proving that there is a Diophantine equation exhibiting exponential growth. In 1970, Yuri Matiyasevich showed that the Fibonacci sequence grows exponentially while being Diophantine, closing the gap and finishing the proof of the theorem nowadays called DPRM theorem, ultimately establishing that exponentiation is Diophantine itself [19] (known as “Matiyasevich’s theorem”).

Even the most modern and simpler proofs of the DPRM theorem still require many preliminaries and complicated number-theoretic ideas, for an overview see [22]. We formalise one such proof as part of our ongoing work on a library of undecidable problems [10], in the proof assistant Coq [29]. Since H10 is widely used as a seed [7, 14] for showing the undecidability of problems using many-one reductions, this will open further ways of extending the library. Given that our library already contains a formalisation of Minsky machines [11], we follow the approach of Jones and Matijasevič [16], who use register machines, being very well-suited since they already work on numbers. They encode full computations of register machines as Diophantine equations in one single, monolithic step. To make the proof more tractable for both mechanisation and explanation, we factor out an intermediate language, John Conway’s FRACTRAN [2], which can simulate Minsky machines.

We first introduce three characterisations of Diophantine equations over natural numbers, namely Diophantine logic DIO_FORM (allowing to connect Diophantine equations with conjunction, disjunction and existential quantification), elementary Diophantine constraints DIO_ELEM (a finite set of constraints on variables, oftentimes used for reductions [7, 14]) and single Diophantine equations DIO_SINGLE, including parameters, as described above. H10 then asks about the solvability of single Diophantine equations with no parameters.

Technically, the reduction chain to establish the undecidability of H10 starts at the halting problem for single-tape Turing machines Halt, reduced to the Post correspondence problem PCP in [8]. In previous work [11] we have reduced PCP to a specialised halting problem for Minsky machines, which we use here in a slightly generalised form as MM. We then reduce Minsky machine halting to FRACTRAN termination. FRACTRAN is very natural to describe using polynomials, and the encoding does not rely on any complicated construction. The technical difficulty then only lies in the Diophantine encoding of the reflexive-transitive closure of a relation which follows from the direct elimination of bounded universal quantification, given that the proof in [20] involves no detour via models of computation. In total, we obtain the following chain of reductions to establish the undecidability of H10:

$$\text{Halt} \preceq \text{PCP} \preceq \text{MM} \preceq \text{FRACTRAN} \preceq \text{DIO\_FORM} \preceq \text{DIO\_ELEM} \preceq \text{DIO\_SINGLE} \preceq \text{H10}$$

In the present paper, we focus on explaining this factorisation of the proof and give some details for the different stages. While we contribute Coq mechanisations of Matiyasevich’s theorem and the elimination of bounded universal quantification, we treat them mainly as black-boxes and only elaborate on their challenging formalisation rather than the proofs themselves, a good explanation of which would anyways not fit in the given page limit.
To the best of our knowledge, we are the first to give a full verification of the DPRM theorem and the undecidability of Hilbert’s tenth problem in a proof assistant. We base the notion of recognisability in the DPRM theorem on Minsky machines.

When giving undecidability proofs via many-one reductions, it is critical to show that all reduction functions are actually computable. We could in theory verify the computability of all functions involved using an explicit model of computation. In pen-and-paper proofs, this approach is however almost never used, because implementing high-level mathematical transformations as provably correct low-level programs is a daunting task. Instead, we rely on a synthetic approach [8, 9, 11] based on the computability of all functions definable in Coq’s constructive type theory, which is closer to the practice of pen-and-paper proofs. In this approach, a problem $P$ is considered undecidable if there is a reduction from an obviously undecidable problem, e.g. $\text{Halt} \preceq P$.

The axiom-free Coq formalisation of all the results in this paper is available online and the main lemmas and theorems in the pdf version of the paper are hyper-linked with the html version of the source code at https://uds-psl.github.io/H10. Starting from our already existing library which included most of the Minsky machine code [11], the additional code for proving the undecidability of H10 and the DPRM theorem consists of about 8k loc including 3k loc for Matiyasevich’s results alone, together with a 4k loc addition to our shared libraries; see Appendix A for more details. The paper itself can be read without in-depth knowledge of Coq or type theory.

**Contribution.** Apart from the full formalisation, we consider the novel refactoring of the proof via FRACTRAN a contribution to the explainability of the DPRM theorem.

**Preliminaries.** Regarding notation, we may write $x \cdot y$ for multiplication of natural numbers $x, y : \mathbb{N}$ and we will leave out the symbol where convenient. We write $\mathbb{L} X$ for the type of lists over $X$ and $l \cdot l'$ for the concatenation of two lists. We write $X^n$ for vectors $\vec{v}$ over type $X$ with length $n$, and $F_n$ for the finite type with exactly $n$ elements. For $p : F_n$, we write $\vec{v}[p]$ for the $p$-th component of $\vec{v} : X^n$. Notations for lists are overloaded for vectors. If $P : X \to \mathcal{P}$ is a predicate (on $X$) and $Q : Y \to \mathcal{P}$ is a predicate, we write $P \preceq Q$ if there is a function $f : X \to Y$ s.t. $\forall x : X, P x \leftrightarrow Q(f x)$, i.e. a many-one reduction from $P$ to $Q$.

## 2 Diophantine Relations

Diophantine relations are composed of polynomials over natural numbers. There are several equivalent approaches to characterise these relations and oftentimes, the precise definition is omitted from papers. Basically, one can form equations between polynomial expressions and then combine these with conjunctions, disjunctions, and existential quantification. For instance, these operations are assumed as Diophantine producing operators in e.g. [16, 19, 20, 21]. Sometimes, Diophantine relations are restricted to a single polynomial equation. Sometimes, the exponentiation function $x, y \mapsto x^y$ is assumed as Diophantine [16]. To complicate the picture, Diophantine relations might equivalently range over $\mathbb{Z}$ (instead of $\mathbb{N}$) but expressions like $x^y$ implicitly assume that $y$ never gets a negative value.

Although seemingly diverging, these approaches are not contradictory because in the end, they characterise the same class of relations on natural numbers. However, mechanisation does not allow for such implicit assumptions. To give some mechanisable structure to some

---

2 Universal quantification or negation are not accepted as is.
of these approaches, we propose three increasingly restricted characterisations of Diophantine relations: Diophantine logic, elementary Diophantine constraints and single Diophantine equations, between which we provide computable transformations in Sections 3 and 4.

## 2.1 Diophantine Logic

We define the types $\mathbb{D}_{\text{expr}}$ of Diophantine expressions and $\mathbb{D}_{\text{form}}$ of Diophantine formulæ for the abstract syntax of Diophantine logic. Diophantine expressions are polynomials built from natural number constants and variables. An atomic Diophantine logic formula is just expressing the identity between two Diophantine expressions and we combine those with binary disjunction, binary conjunction, and existential quantification.

$$p, q : \mathbb{D}_{\text{expr}} ::= x_i \mid n : \mathbb{N} \mid p + q \mid p \times q \quad A, B : \mathbb{D}_{\text{form}} ::= p = q \mid A \land B \mid A \lor B \mid \exists A$$

The letters $p, q$ ranges over expressions and the letters $A, B$ range over formulæ. We use standard De Bruijn syntax with variables $x_0, x_1, \ldots$ of type $\mathbb{V} ::= \mathbb{N}$ for better readability. If we have $x_1 : \mathbb{V}$, we write $x_{1+i}$ for the next variable in $\mathbb{V}$. As an example, the meta-level formula $\exists y, \{y = 0 \land \exists x, y = z + 1\}$ would be represented as $\exists(x_0 \equiv 0 \land \exists(x_1 \equiv x_0 + 1))$, i.e. the variable $x_i$ refers to the $i$-th binder in the context.

We provide a semantics for Diophantine logic. Given a valuation for variables $\nu : \mathbb{V} \rightarrow \mathbb{N}$, we define the interpretation $\llbracket p \rrbracket_\nu$ of the expression $p : \mathbb{D}_{\text{expr}}$ by recursion:

$$\llbracket x_i \rrbracket_\nu := \nu x_i \quad \llbracket n \rrbracket_\nu := n \quad \llbracket p + q \rrbracket_\nu := \llbracket p \rrbracket_\nu + \llbracket q \rrbracket_\nu \quad \llbracket p \times q \rrbracket_\nu := \llbracket p \rrbracket_\nu \times \llbracket q \rrbracket_\nu$$

The interpretation of formulæ cannot be done with a constant valuation $\nu : \mathbb{V} \rightarrow \mathbb{N}$ because of existential quantifiers. The interpretation $\llbracket A \rrbracket_\nu$ of the formula $A : \mathbb{D}_{\text{form}}$ is given by the following recursive rules:

$$\llbracket A \land B \rrbracket_\nu := \llbracket A \rrbracket_\nu \land \llbracket B \rrbracket_\nu \quad \llbracket p = q \rrbracket_\nu := \llbracket p \rrbracket_\nu = \llbracket q \rrbracket_\nu$$

$$\llbracket A \lor B \rrbracket_\nu := \llbracket A \rrbracket_\nu \lor \llbracket B \rrbracket_\nu \quad \llbracket \exists A \rrbracket_\nu := \exists n : \mathbb{N} \llbracket A \rrbracket_\nu \quad \llbracket \forall A \rrbracket_\nu := \forall \nu, \llbracket A \rrbracket_\nu \quad \llbracket \nu x_i \rrbracket_\nu := \nu x_i$$

where $\forall \nu : \mathbb{V} \rightarrow \mathbb{N}$ is the standard De Bruijn extension of a valuation $\nu$ by $\nu$.

We give a first formal characterisation of Diophantine polynomial expressions $\mathbb{D}_P$ and Diophantine relations $\mathbb{D}_R$. Diophantine polynomials are represented by some members of sub-types of $\mathbb{D}_{\text{expr}}$, for some $p : \mathbb{D}_{\text{expr}}$ and Diophantine relations are members of sub-types of $\mathbb{D}_{\text{expr}}$, for some $R : \mathbb{D}_{\text{expr}} \rightarrow \mathbb{P}$ arising as instances of $\lambda \nu. \llbracket A \rrbracket_\nu$. We give an informative content to these sub-types of $\mathbb{D}_{\text{expr}}$ and $\mathbb{D}_{\text{form}}$ to be able to do some computations with the witness (either $p$ or $A$) of Diophantineness, typically when moving to another formal representation like elementary Diophantine constraints in Section 3.

### Definition 1

We define the class of Diophantine polynomials and Diophantine relations as informative sub-types of $\mathbb{D}_{\text{expr}}$ and $\mathbb{D}_{\text{form}}$, respectively:

$$\mathbb{D}_{\text{expr}}^{\mathbb{P}} := \sum \{ p : \mathbb{D}_{\text{expr}}, \forall \nu, \llbracket p \rrbracket_\nu = f_\nu \} \quad \mathbb{D}_{\text{form}}^{\mathbb{R}} := \sum \{ A : \mathbb{D}_{\text{form}}, \forall \nu, \llbracket A \rrbracket_\nu \leftrightarrow R \nu \}$$

Note that $\Sigma$ denotes type-theoretic dependent pairs. Hence an inhabitant $w$ of $\mathbb{D}_R$ is a (dependent) pair $(A, H_A)$ where $A = \pi_1(w)$ is a Diophantine formulæ and $H_A = \pi_2(w)$ a proof that $\llbracket A \rrbracket_\nu$ and $R$ are extensionally equivalent. With these definitions, we will show that the sub-types $\mathbb{D}_P$ and $\mathbb{D}_R$ have the desired closure properties: $\mathbb{D}_P$ contains variables, constants and is closed under the $+$ and $\times$ pointwise operators over $(\mathbb{V} \rightarrow \mathbb{N}) \rightarrow \mathbb{N}$; $\mathbb{D}_R$ contains polynomial equations and is closed under conjunction, disjunction and existential quantification.
Proposition 2. Let \( x_i : \mathbb{V}, n : \mathbb{N} \), and \( f, g : (\mathbb{V} \to \mathbb{N}) \to \mathbb{N} \) be s.t. \( \mathbb{D}_F \) and \( \mathbb{D}_G \) hold. Then \( \mathbb{D}_F (\lambda \nu. x_i), \mathbb{D}_F (\lambda \nu. n), \mathbb{D}_F (\lambda \nu. f + g), \mathbb{D}_F (\lambda \nu. f \times g) \) and \( \mathbb{D}_F (\lambda \nu. f \times g) \) hold.

Proposition 3. Let \( f, g \) be s.t. \( \mathbb{D}_F \) and \( \mathbb{D}_G \) hold. Then \( \mathbb{D}_F (\lambda \nu. \text{True}), \mathbb{D}_G (\lambda \nu. \text{False}) \), \( \mathbb{D}_F (\lambda \nu. f_0 = g_0), \mathbb{D}_F (\lambda \nu. f < g), \mathbb{D}_F (\lambda \nu. f_0 < g_0) \), and \( \mathbb{D}_G (\lambda \nu. f_0 \neq g_0) \) hold.

Proof. For e.g. \( \lambda \nu. f_0 < g_0 \), we first get the witnesses for \( w_f : \mathbb{D}_F \) and \( w_g : \mathbb{D}_G \) by the projections \( p_f := \pi_1(w_f) \) and \( p_g := \pi_1(w_g) \). If we denote by \( \rho \) the “lift by one renaming” \( \rho := \lambda x_i.x_{i+1} \) and then the witness \( \exists (1 + x_0 + \rho(p_f) = \rho(p_g)) \) can be used for \( \lambda \nu. f_0 < g_0 \). ▷

From a mechanisation point of view, having to provide explicit witnesses is a painful task and we now describe how it can be almost entirely automated. We use the Coq unification mechanism to analyse a meta-level expression of Diophantine shape and reflect it into the corresponding object-level witness of types either \( \mathbb{D}_{\text{expr}} \) or \( \mathbb{D}_{\text{form}} \) together with the proof that it is an appropriate witness. The following lemma provides a way to process a goal such as \( \mathbb{D}_R \) depending on the meta-level syntax of \( R \).

Lemma 4. Let \( R, S : (\mathbb{V} \to \mathbb{N}) \to \mathbb{P} \) and \( T : \mathbb{N} \to (\mathbb{V} \to \mathbb{N}) \to \mathbb{P} \). We have the maps:

1. \( \mathbb{D}_R R \to \mathbb{D}_R S \to \mathbb{D}_R (\lambda \nu. R \lor S) \)
2. \( \mathbb{D}_R R \to \mathbb{D}_R S \to \mathbb{D}_R (\lambda \nu. R \land S) \)
3. \( \mathbb{D}_R (\lambda \nu.T (\lambda \nu.v (\lambda x_i.v x_{i+1}))) \to \mathbb{D}_R (\lambda \nu.\exists \nu.T u \nu) \)
4. \( \mathbb{D}_R R \to \mathbb{D}_R S \to \mathbb{D}_R R \to \mathbb{D}_R S \)

With maps 1–3, we cope with conjunction, disjunction, existential quantification. Atomic or already established Diophantine relations are captured by Propositions 2 and 3 or later established results which are declared as hints for Coq proof-search tactics. The map number 4 provides a way to replace \( \mathbb{D}_R S \) with \( \mathbb{D}_R R \) once a proof that they are logically equivalent is established. Hence, if \( S \) cannot be analysed because it does not currently have a Diophantine shape, it can still be replaced by an equivalent relation \( R \), hopefully better behaved.

2.2 Example of a Mechanised Diophantiness Proof

With the example of the “does not divide” relation \( u \vdash v := \neg(\exists k, v = k \times u) \), we describe how to use those results to automate the production of the object-level \( \mathbb{D}_R \) witness \( A \) of Definition 1 from the meta-level representation of a relation of Diophantine shape.

Proposition 5. \( \forall f, g : (\mathbb{V} \to \mathbb{N}) \to \mathbb{N}, \mathbb{D}_P f \to \mathbb{D}_P g \to \mathbb{D}_R (\lambda \nu. f \lor g) \).

Proof. \( u \vdash v := \neg(\exists k, v = k \times u) \) obviously is not in Diophantine shape. We thus first prove the equivalence \( u \vdash v \iff (u = 0 \land v \neq 0 \lor 3 a b, v = a \times u + b \land 0 < b < u) \) and this new expression now has a Diophantine shape, relying on the Diophantine shape of Euclidean division. Using this equivalence in combination with map 4 of Lemma 4, we replace the goal \( \mathbb{D}_R (\lambda \nu. f \lor g) \) with \( \mathbb{D}_R (\lambda \nu. f = 0 \lor g, f \neq 0 \lor 3 a b, g = a \times f + b \land 0 < b \land b < f) \) and then apply maps 1–3 of Lemma 4 until a shape such as those of Proposition 3 appears. ▷

Once established, we can add the map \( \mathbb{D}_P f \to \mathbb{D}_P g \to \mathbb{D}_R (\lambda \nu. f \lor g) \) in the Diophantine hint database so that later encountered proof goals \( \mathbb{D}_R (\lambda \nu. f \lor g) \) can be immediately solved. We implemented the Coq tactic \texttt{dio_rel_auto} to automate all this work. Apart from the equivalence for \( u \vdash v \) and its proof, which cannot be guessed, the rest is effortless.

The recovery of witnesses of Definition 1 from meta-level syntax is automatic and hidden by the use of the \texttt{dio_rel_auto} tactic associated with the ever growing hint database. This
way, we can proceed as in e.g. Matiyasevich papers where he just transforms a relation into an equivalent Diophantine shape, accumulating more and more Diophantine shapes on the way. This is a very welcome simplification over having to program witnesses by hand.

2.3 Exponentiation and Bounded Universal Quantification

For now, we introduce the elimination of the exponential relation and then of bounded universal quantification as black boxes expressed in the theory of Diophantine relations. However we do contribute implementations for both of these hard results. It is not possible for these two mechanised proofs to be described in detail given the page limit. Nonetheless we postpone some remarks and discussions about these proofs in Section 5.

\[ \text{Theorem 6} \] (Exponential). \( \forall f, g, h. \) \( D_R f \rightarrow D_R g \rightarrow D_R h \rightarrow D_R (\lambda \nu. f_{\nu} = g_{\nu}^h) \).

To prove it, one needs a meta-level Diophantine shape for the exponential relation, the proof of which is nothing short of extraordinary. This landmark result is due to Matiyasevich [20], but we have implemented the shorter and more up-to-date proof of [21].

\[ \text{Theorem 7} \] (Bounded U. Quantification). For \( f : (V \rightarrow N) \rightarrow N \) and \( T : N \rightarrow (V \rightarrow N) \rightarrow P \), we have a map \( D_R f \rightarrow D_R (\lambda \nu. T (\nu x_0) (\lambda x_1 x_{1+1}) \rightarrow D_R (\lambda \nu. \forall u, u < f_{\nu} \rightarrow T u \nu) \).

This map can be compared with map 3 of Lemma 4 and allows to recognise bounded universal quantification as a legitimate Diophantine shape. We have implemented the direct proof of Matiyasevich [19], but we have implemented the shorter and more up-to-date proof of [21].

2.4 Reflexive-Transitive Closure is Diophantine

With these tools – elimination of the exponential relation and of bounded universal quantification – we can show that the reflexive and transitive closure of a Diophantine binary relation is itself Diophantine. We assume a binary relation \( R : N \rightarrow N \rightarrow P \) over natural numbers. The Diophantineness of \( R \) can be formalised by assuming that e.g. \( \lambda \nu. R (\nu x_1) (\nu x_0) \) is a Diophantine relation. We show that the \( i \)-th iterate of \( R \) is Diophantine (where \( i \) is non-constant).

\[ \text{Lemma 6} \] Under hypothesis \( H_R : D_R (\lambda \nu. R (\nu x_1) (\nu x_0)) \), for any \( f, g, i : (V \rightarrow N) \rightarrow N \) we have a map \( D_R f \rightarrow D_R g \rightarrow D_R i \rightarrow D_R (\lambda \nu. R^i_{\nu} f_{\nu} g_{\nu}) \).

Proof. Using Euclidean division, we define the \( \text{is_digit} \ c \ q \ n \ d \) predicate stating that \( d \) is the \( n \)-th digit of the base \( q \) development of number \( c \), as a Diophantine sentence:

\[ \text{is_digit} \ c \ q \ n \ d := d < q \land \exists a b t, t = q^n \land c = (a q + d) t + b \land b < t \]

The Diophantineness of this follows from Theorem 6. Then we define the \( \text{is_seq} \ R \ c \ q \ i \) predicate stating that the first \( i + 1 \) digits of \( c \) in base \( q \) form an \( R \)-chain, again with a Diophantine expression by \( H_R \) and Theorem 7:

\[ \text{is_seq} \ R \ c \ q \ i := \forall u, n < i \rightarrow \exists v, \text{is_digit} \ c \ q \ n \ u \land \text{is_digit} \ c \ q \ (1 + n) \ u \land R u v \]

Then we encode \( R^i u v \) by stating that there exists a (large enough) \( q \) and a number \( c \) such that the first \( i + 1 \) digits of \( c \) in base \( q \) form an \( R \)-chain starting at \( u \) and ending at \( v \):

\[ R^i u v \leftrightarrow \exists c, \text{is_seq} \ R \ c \ q \ i \land \text{is_digit} \ c \ q \ 0 \ u \land \text{is_digit} \ c \ q \ i \ v \]

and this expression is accepted as Diophantine by Lemma 4.
We fill in Lemma 8 in the Diophantine hint database and we derive the Diophantineness of the reflexive-transitive closure as a direct consequence of the equivalence $R^* u v \leftrightarrow \exists i, R^i u v$.

\begin{proposition}{Theorem 9}
For any binary relation $R : \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{P}$ and any $f, g : (\mathbb{N} \rightarrow \mathbb{N}) \rightarrow \mathbb{N}$, we have the map $\mathbb{D}_P f \rightarrow \mathbb{D}_P g \rightarrow \mathbb{D}_R (\lambda \nu. R (\nu x_1) (\nu x_0)) \rightarrow \mathbb{D}_R (\lambda \nu. R^* f_\nu g_\nu)$.
\end{proposition}

## 3 Elementary Diophantine Constraints

Elementary Diophantine constraints are very simple equations where only one instance of either $+$ or $\times$ is allowed. We give a direct proof that any Diophantine logic formula is semantically equivalent to the satisfiability of a list of elementary Diophantine constraints.

Starting from two copies of $\mathbb{N}$, one called $U$ with $u, v, w$ ranging over $U$ for existentially quantified variables, and another one $V = \{x_0, x_1, \ldots\}$ for parameters, we define the type of elementary Diophantine constraints by:

$$c : \text{Destr} ::= u \doteq n \mid u \doteq v \mid u \doteq x_i \mid u \doteq v + w \mid u \doteq v \times w \quad \text{where} \ n : \mathbb{N}$$

Notice that these constraints do not have a “real” inductive structure, they are flat and of size either 3 or 5. Given two interpretations, $\varphi : U \rightarrow \mathbb{N}$ for variables and $\nu : V \rightarrow \mathbb{N}$ for parameters, it is trivial to define the semantics $\llbracket c \rrbracket^\varphi : \mathbb{P}$ of a single constraint $c$ of type $\text{Destr}$:

$$\llbracket u \doteq n \rrbracket^\varphi := \varphi u = n \quad \llbracket u \doteq v \rrbracket^\varphi := \varphi u = \varphi v \quad \llbracket u \doteq v + w \rrbracket^\varphi := \varphi u = \varphi v + \varphi w \quad \llbracket u \doteq v \times w \rrbracket^\varphi := \varphi u = \varphi v \times \varphi w$$

Given a list $l : \mathbb{L}_\text{Destr}$ of constraints, we write $\llbracket l \rrbracket^\varphi$ when all the constraints in $l$ are simultaneously satisfied, i.e. $\llbracket l \rrbracket^\varphi := \forall c \in l \rightarrow \llbracket c \rrbracket^\varphi$. We show the following result:

\begin{proposition}{Theorem 10}
For any Diophantine formula $A : \mathbb{D}_\text{form}$ one can compute a list of elementary Diophantine constraints $l : \mathbb{L}_\text{Destr}$ such that $\forall \nu : V \rightarrow \mathbb{N}, [A]_\nu \equiv \exists \varphi : U \rightarrow \mathbb{N}, [\llbracket l \rrbracket^\varphi].$
\end{proposition}

I.e. for any given interpretation of parameters $\nu$, $[A]_\nu$ holds if and only if the constraints in $l$ are simultaneously satisfiable. Hence any Diophantine logic formula is equivalent to the satisfiability of the conjunction of finitely many elementary Diophantine constraints.

The proof of Theorem 10 spans the rest of this section. We will strengthen the result a bit to be able to get an easy argument by induction on $A$.

\begin{definition}{Definition 11}
Given a relation $R : (V \rightarrow \mathbb{N}) \rightarrow \mathbb{P}$ and an interval $[u_a, u_{a+n}] \subseteq U$, a representation of $R$ in $[u_a, u_{a+n}]$ is given by:
1. a list $E : \mathbb{L}_\text{Destr}$ of constraints and a reference variable $\tau : U$;
2. proofs that $\tau$ and the (existentially quantified) variables occurring in $E$ belong to $[u_a, u_{a+n}]$;
3. a proof that the constraints in $E$ are always (simultaneously) satisfiable, i.e. $\forall \nu \exists \varphi [E]^\varphi$;
4. a proof that the list $(\tau \doteq 0)$ is equivalent to $R$, i.e. $\forall \nu, R \nu \leftrightarrow (3 \varphi, \varphi \tau = 0 \land [E]^\varphi)$.

It is obvious that a representation of $\lambda \nu. [A]_\nu$ in any interval $[u_a, u_{a+n}]$ is enough to prove Theorem 10 because of item 4 of Definition 11. But actually, computing such a representation is simpler than proving Theorem 10 directly.\footnote{Proving Theorem 10 directly involves renamings of existential variables and might produce exponential blow-up in the number of constraints when handled naively.}

\begin{lemma}{Lemma 12}
For any $a : \mathbb{N}$ and any $A : \mathbb{D}_\text{form}$, one can compute a representation of the relation $\lambda \nu. [A]_\nu$ in $[u_a, u_{a+n}]$ for some $n \leq 4 |A|$.
\end{lemma}

\begin{lemma}{Lemma 13}
For any $a : \mathbb{N}$ and any $A : \mathbb{D}_\text{form}$, one can compute a representation of the relation $\lambda \nu. [A]_\nu$ in $[u_a, u_{a+n}]$ for some $n \leq 4 |A|$.
\end{lemma}
4 Single Diophantine Equations

In this section, we show how a list of elementary Diophantine constraints can be simulated by a single identity between two Diophantine polynomials. We use the following well known convexity identity to achieve the reduction, the proof of which can be found in Appendix C.

\[ \sum_{i=1}^{n} 2p_i q_i = \sum_{i=1}^{n} p_i^2 + q_i^2 \iff p_1 = q_1 \land \cdots \land p_n = q_n. \]

We define Diophantine polynomials similar to the Diophantine expressions \( \mathbb{D}_{\text{expr}} \) of Section 2.1 except that we now distinguish the types of bound variables (i.e. \( \mathbb{U} \)) and of parameters (or free variables) (i.e. \( \mathbb{V} \)) and that the types \( \mathbb{U} \) and \( \mathbb{V} \) are not fixed copies of \( \mathbb{N} \) anymore, but type parameters of arbitrary value.

The type of Diophantine polynomials \( \mathbb{D}_{\text{poly}}(U, V) \) and the type of single Diophantine equations \( \mathbb{D}_{\text{single}}(U, V) \) are defined by:

\[ p, q : \mathbb{D}_{\text{poly}}(U, V) := \mathbb{U} \mid x_i : V \mid n : \mathbb{N} \mid p + q \mid p \times q \quad E : \mathbb{D}_{\text{single}}(U, V) := p \equiv q \]

For \( \varphi : U \to \mathbb{N} \) and \( \nu : V \to \mathbb{N} \) we define the semantic interpretations of polynomials \( \llbracket p \rrbracket^\varphi : \mathbb{N} \) and single Diophantine equations \( \llbracket E \rrbracket^\varphi : \mathbb{P} \) in the obvious way.

Theorem 15: For any list \( l : \mathbb{L}_{\text{extr}} \) of elementary Diophantine constraints, one can compute a single Diophantine equation \( E : \mathbb{D}_{\text{single}}(\mathbb{N}, \mathbb{N}) \) such that \( \forall \varphi, \llbracket E \rrbracket^\varphi \equiv \llbracket l \rrbracket^\varphi \).

Proof. We write \( l = [p_1 = q_1 : \cdots : p_n = q_n] \) and then use Proposition 13. In the code, we moreover show that the size of \( E \) is linear in the length of \( l \). If needed, one could also show that the degree of the polynomial is less than 4.

Corollary 16: Let \( R : (V \to \mathbb{N}) \to \mathbb{P}. \) Assuming \( \mathbb{D}_R R \), one can compute a single Diophantine equation \( p \equiv q : \mathbb{D}_{\text{single}}(\mathbb{N}, V) \) such that \( \forall \nu, \llbracket R \rrbracket^\nu \equiv \exists \varphi, \llbracket p \rrbracket^\varphi = \llbracket q \rrbracket^\varphi. \)

\[ ^5 \text{Since the intervals } \llbracket [u_n, u_{a+n_n}] \text{ and } [u_n + n_n, u_{a+n_n+n_n}] \text{ are built disjoint, there is no difficulty in merging valuations whereas this usually involves renamings when existential variables are not carefully chosen.} \]
Proof. Direct combination of Definition 1 and Theorems 10 and 15. In the formalisation, we also show that the size of the obtained single Diophantine equation is linearly bounded by the size of the witness formula contained in the proof of $\mathbb{D}_R R$. ▶

We have shown that the automation we designed to recognise relations of Diophantine shape entail that these relations are also definable by satisfiability of a single equation between Diophantine polynomials, so these tools are sound w.r.t. a formally restrictive characterisation of Diophantineness. One could argue that the above existential quantifier $\exists \varphi$ encodes infinitely many existential quantifiers but it can easily be replaced by finitely many existential quantifiers over the bound variables that actually occur in $p$ or $q$.

**Proposition 17**. For any single Diophantine equation $p \equiv q : \mathbb{D}_{\text{single}}(\mathbb{N}, \forall)$, one can compute $n : \mathbb{N}$ and a new single Diophantine equation $p' \equiv q' : \mathbb{D}_{\text{single}}(\mathbb{F}_n, \forall)$ such that for any $\nu : \forall \rightarrow \mathbb{N}$, $(\exists \varphi : \mathbb{N} \rightarrow \mathbb{N}, [p]_{\nu} = [q]_{\nu}) \leftrightarrow ([\exists \varphi : \mathbb{F}_n \rightarrow \mathbb{N}, [p']_{\nu} = [q']_{\nu})$.

**Proof.** We choose $n$ greater that the number of bound variables which occur in either $p$ or $q$. Then this subset of $\mathbb{N}$ can be faithfully embedded into the finite type $\mathbb{F}_n$, and we use such a renaming to compute $(p', q')$. Remark that the size of $(p', q')$ is the same as that of $(p, q)$. ▶

By Corollary 16 and Proposition 17, we see that a Diophantine logic formula $A : \mathbb{D}_{\text{form}}$ potentially containing inner existential quantifiers and representing the Diophantine relation $\lambda \nu. [A]_{\nu}$ can effectively be reduced to a single Diophantine equation $p' \equiv q' : \mathbb{D}_{\text{single}}(\mathbb{F}_n, \forall)$ such that $[\exists \varphi : \mathbb{F}_n \rightarrow \mathbb{N}, [p']_{\nu} = [q']_{\nu}$. Because $\mathbb{F}_n$ is the finite type of $n$ elements, the (higher order) existential quantifier $\exists \varphi$ simply encodes $n$ successive (first order) existential quantifiers. The existential quantifiers that occur deep inside $A$ are not erased by the reduction, they are moved at the outer level and are ultimately understood as solvability for some polynomial equation of which the parameters match the freely occurring variables of $A$.

5 Remarks on the Implementation of Matiyasevich’s Theorems

Matiyasevich’s theorem stating that there is a Diophantine description of the exponential relation $x = y^2$ is a masterpiece. It was the last missing step finishing the line of work by Davis, Putnam and Robinson which started with Davis’ conjecture in 1953. Already in 1952, Julia Robinson discovered that in order to show the exponential relation Diophantine, it suffices to find a single binary Diophantine relation exhibiting exponential growth [27], a so-called Robinson predicate, i.e. a predicate $J(u, v)$ in two variables s.t. $J(u, v)$ implies $v < u^u$ and for every $k$ there are $u, v$ with $J(u, v)$ and $v > u^k$. Robinson’s insight meant the only thing missing to prove what is nowadays called the DPRM theorem, was a single polynomial equation capturing any freely chosen Robinson predicate. Similar to other famous hard problems of mathematics, the question is easy to state, but from the start of the study of Diophantine equations to the late 1960s, no such relation was known, rendering the problem one of the most baffling questions for mathematicians and computer scientists alike.

In 1970 [19], Yuri Matiyasevich discovered that $v = \text{fib}_2 u$ is both a Robinson predicate and Diophantine. Here $\text{fib}_n$ is the well known Fibonacci sequence defined by the second order recurrence relation $\text{fib}_0 = 0$, $\text{fib}_1 = 1$ and $\text{fib}_{n+2} = \text{fib}_{n+1} + \text{fib}_n$. Combined with previous results, this concluded the multi-decades effort to establish the Diophantineness of all recursively enumerable predicates, implying a negative solution to Hilbert’s tenth problem. That proof which included the original proof of Matiyasevich [19] was later simplified. For instance, exploiting similar ideas but in the easier context of the solutions of another second order equation – namely Pell’s equations $x^2 - (a^2 - 1)y^2 = 1$ with parameter $a > 1$, – Martin Davis [4] gave a standalone proof of the DPRM-theorem where recursively enumerable
predicates are characterised by a variant of $\mu$-recursive functions. In that paper, Davis also provided a proof of the admissibility of bounded universal quantification using the Chinese remainder theorem to encode finite sequences of numbers. There exists more recent and simpler proofs of this admissibility result as well, see e.g. [20].

Before we discuss the mechanisation of the Diophantiness of both the exponential relation and of bounded universal quantification, we want to remark on the difficulty of mechanising the former proof. Both on its own and as a stepping stone towards the negative solution to Hilbert’s tenth problem, it is clear that Matiyasevich’s theorem was an extremely difficult question which required tremendous intellectual resources to be solved. The mechanisation of a modernised form of the proof, although not trivial, cannot be compared to the difficulty of finding a solution. In particular, the modern proof relies on very mature background theories, lowering the number of possible design choices for the mechanisation. Moreover, very detailed pen and paper accounts of the proof are available, which can be followed closely.

An aspect that is more challenging in mechanisation than on paper are proofs regarding the computability of certain functions. Since paper proofs oftentimes rely on a vague notion of algorithm, most of the reasoning about these algorithms is hand-waved away by computer scientists, relying on the implicit understanding of what is an algorithm. By using a synthetic approach to computability [8, 9, 11], we make the notion of an algorithm precise and thus enable mechanisation, at the same time circumventing the verification of low-level programs.

### 5.1 Exponential is Diophantine (Theorem 6)

For our mechanised proof, we rely on a more recent account of Matiyasevich’s theorem from [21], which, among the many options we considered, seemed the shortest. The proof employs Pell’s equation $x^2 - bxy + y^2 = 1$ for $b \geq 2$. We use the second order recurrence relation $\alpha_b(-1) = -1$, $\alpha_b(0) = 0$ and $\alpha_b(n + 2) = b\alpha_b(n + 1) - \alpha_b(n)$ to describe the set of solutions of Pell’s equation by $\{ (\alpha_b(n), \alpha_b(n + 1)) \mid n \in \mathbb{N} \}$. The recurrence can be characterised by the following square $2 \times 2$ matrix equation:

$$A_b(n) = (B_b)^n \quad \text{with} \quad A_b(n) := \begin{pmatrix} \alpha_b(n + 1) & -\alpha_b(n) \\ \alpha_b(n) & -\alpha_b(n - 1) \end{pmatrix} \quad \text{and} \quad B_b := \begin{pmatrix} b & -1 \\ 1 & 0 \end{pmatrix}$$

Then, studying the properties of the sequence $n \mapsto \alpha_b(n)$ in $\mathbb{N}$ or $\mathbb{Z}$, one can show that $\alpha_b(2n) = n$ and $n \mapsto \alpha_b(n)$ grows exponentially for $b \geq 3$. Studying the properties of the same sequence in $\mathbb{Z}/p\mathbb{Z}$ (for varying values of the modulus $p$), one can for instance show that $n = \alpha_b(2n) \equiv \alpha_b(n) \mod b - 2$, which relates $n$ and $\alpha_b(n)$ modulo $(b - 2)$. With various intricate but elementary results\(^6\) such as e.g. $\alpha_b(k) \mid \alpha_b(m) \leftrightarrow k \mid m$ and $\alpha_b(k) \mid \alpha_b(m) \leftrightarrow k\alpha_b(k) \mid m$ (both for $b \geq 2$ and any $k, m \in \mathbb{N}$), one can show that $a, b, c \mapsto 3 < b \land a = \alpha_b(c)$ has a Diophantine representation. In our formalisation, we get a Diophantine logic formula of size 490 as a witness (see \texttt{dio_relf_alpha_size}).

Once $\alpha_b(n)$ is proven Diophantine, one can recover the exponential relation $x, y, z \mapsto x = y^z$ using the eigenvalue $\lambda$ of the matrix $B_b$ which satisfies $\lambda^2 - b\lambda - 1 = 0$. By wisely choosing $m = bq - q^2 - 1$, one gets $\lambda \equiv q \mod m$ and thus, using the corresponding eigenvector, one derives $\alpha_b(n) - \alpha_b(n - 1) \equiv q^n \mod m$. For a large enough value of $m$, hence a large enough value\(^7\) of $b$, this gives a Diophantine representation of $q^n$. In our code, we get a Diophantine logic formula of size 1689 as a witness (see \texttt{dio_relf_expo_size}).

\(^6\) by elementary we certainly do not mean either simple or obvious, but we mean that they only involve standard tools from modular and linear algebra.

\(^7\) the largeness of which is secured using $\alpha$ itself again, but with other input values.
The main libraries which are needed to solve Pell’s equation and characterise its solutions are linear algebra (or at least square $2 \times 2$ matrices) over commutative rings such as $\mathbb{Z}$ and $\mathbb{Z}/p\mathbb{Z}$, a good library for modular algebra ($\mathbb{Z}/p\mathbb{Z}$), and the binomial theorem over rings. Without the help of the Coq ring tactic, such a development would be extremely painful. These libraries are then used again to derive the Diophantine encoding of the exponential.

5.2 Admissibility of Bounded Universal Quantification (Theorem 7)

As hinted earlier, we provide an implementation of the algorithm for the elimination of bounded universal quantification described in [20]. It does not involve the use of a model of computation, hence does not create a chicken-and-egg problem when used for the proof of the DPRM theorem. The technique of [20] uses the exponential function and thus Theorem 6 (a lot), and a combination of arithmetic and bitwise operations over $\mathbb{N}$ through base 2 and base $2^n$ representations of natural numbers.

The Diophantine admissibility of bitwise operations over $\mathbb{N}$ is based on the relation stating that every bit of $a$ is lower or equal than the corresponding bit in $b$ and denoted $a \preceq b$. The equation $a \preceq b \iff C^a_b$ is odd (where $C^a_b$ denotes the binomial coefficient) gives a Diophantine representation for $a \preceq b$ and then bitwise operators are derived from $\preceq$ in combination with regular addition $+$, in particular, the digit by digit $\land$ operation called “projection”. To obtain that $a \preceq b$ holds if and only if $C^a_b \equiv 1 \pmod{2}$, we prove Lucas’ theorem [18] which allows for the computation of the binomial coefficient in base $p$.

It states that $C^n_b \equiv C^n_a \times \cdots \times C^n_0 \pmod{p}$ holds when $p$ is prime and $a = a_0p^n + \cdots + a_0$ and $b = b_0p^n + \cdots + b_0$ are the respective base $p$ representations of $a$ and $b$. A Diophantine representation of the binomial coefficient can be obtained via the binomial theorem: $C^n_k$ is the $k$-th digit of the development of $(1 + q)^n = \sum_{i=0}^{n} C^n_i q^i$ in base $q = 2^n+1$. This gives a Diophantine representation using Theorem 6 and the relation is_digit defined for Lemma 8.

The rest of the admissibility proof for bounded universal quantification $\forall i, i < n \rightarrow A$ is a very nice encoding of vectors of natural numbers of type $\mathbb{N}^n$ into natural numbers $\mathbb{N}$ such that regular addition + (resp. multiplication $\times$) somehow performs parallel/simultaneous additions (resp. multiplications) on the encoded vectors. More precisely, a vector $(a_1, \ldots, a_n) \in [0, 2^n - 1]^n$ of natural numbers is encoded as the “cipher” $a_1 r^2 + a_2 r^4 + a_3 r^8 + \cdots + a_n r^{2^n}$ with $r = 2^{q_i}$. In these sparse ciphers, only the digits occurring at $2^i$ are non-zero. We remark that none of the parameters, including $n$ or $q$, are constant in the encoding.

Besides a low-level inductive proof of Lucas’ theorem, the essential library for the removal of bounded universal quantification consists of tools to manipulate the type $\mathbb{N}$ simultaneously and smoothly both as (a) usual natural numbers and (b) sparse base $r = 2^{q_i}$ encodings of vectors of natural numbers in $[0, 2^n - 1]$. Notice that $r$ is defined as $r = 2^{q_i}$ in [20] but we favour the alternative choice $r = 2^{q_i}$ which allows for an easier soundness proof for vector multiplication because there is no need to manage for digit overflows (see Appendix D).

A significant step in the Diophantine encoding of $+$ and $\times$ on $\mathbb{N}^n$ is the Diophantine encoding of $u = \sum_{i=1}^{n} r^{2^i}$ and $u_1 = \sum_{i=1}^{n+1} r^{2^i}$ as the ciphers of the constant vectors $(1, \ldots, 1) \in \mathbb{N}^n$ and $(0, 1, \ldots, 1) \in \mathbb{N}^{n+1}$ respectively, obtained by masking $u^2$ with $w = \sum_{i=0}^{2^n+1} 1^i$ and $2w$.

Finally, it should be noted that prior to the elimination of the quantifier in $\forall i, i < n \rightarrow A$, the Diophantine formula $A$ is first normalised into a conjunction of elementary constraints using Theorem 10, and then the elimination is performed on that list of elementary constraints, encoding e.g. $v_0 = v_1 + v_2$ and $v_0 = v_1 \times v_2$ with their respective sparse cipher counterparts.

---

8 With the usual convention that $C^n_0 = 0$ when $a > b$. 
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6 Minsky Machines Reduce to FRACTRAN

In previous work, we have reduced the halting problem for Turing machines to PCP [8] and on to a specialised halting problem for Minsky machines [11] in Coq. The specialised halting problem asked whether a machine on a given input halts in a configuration with all registers containing zeros. In order to define Minsky machine recognisability, we consider a general halting problem which allows any final configuration. The adaption of the formal proofs reducing PCP via binary stack machines to Minsky machines is quite straightforward and reuses the certified compiler for low-level languages defined in [11].

We first show that one can remove self loops from Minsky machines, i.e. instructions which jump to their own location, using the compositional reasoning techniques developed in [11]. We then formalise the FRACTRAN language [2] and show how the halting problem for Minsky machines can be encoded into the halting problem for FRACTRAN programs. While the verification of Minsky machines can be complex and needs preliminary thoughts on compositional reasoning, the translation from Minsky machines to FRACTRAN is elementary and needs no heavy machinery.

6.1 Minsky Machines

We employ Minsky machines [23] with instructions $\iota : l_n := \text{INC} (\alpha : F_n) | \text{DEC} (\alpha : F_n) (p : N)$. A Minsky machine with $n$ registers is a sequence of consecutively indexed instructions $s : t_0; \ldots ; s + k : t_k$; represented as a pair $(s : \mathbb{N}, [t_0; \ldots ; t_k] : L l_n)$. Its state $(i, \vec{v})$ is a program counter (PC) value $i : \mathbb{N}$ and a vector of values for registers $\vec{v} : \mathbb{N}^n$. INC $\alpha$ increases the value of register $\alpha$ and the PC by one. DEC $\alpha$ decreases the value of register $\alpha$ by one if that is possible and increases the PC, or, if the register is already 0, jumps to PC value $p$. Given a Minsky machine $(s, P)$, we write $(s, P) \parallel_M (i, \vec{v}) \rightarrow^* (i', \vec{v}')$ when $(s, P)$ transforms state $(i, \vec{v})$ into $(i', \vec{v}')$ in $n$ steps of computation. For $(s, P)$ to do a step in state $(i, \vec{v})$ the instruction at label $i$ in $(s, P)$ is considered. When a label $i$ is outside of the code of $(s, P)$ we write out $i (s, P)$ and in that case (and only that case), no computation step can occur. We define the halting problem for Minsky Machines as

$$
\text{MM}(n : \mathbb{N}, P : L l_n, \vec{v} : \mathbb{N}^n) := (1, P) \parallel_M (1, \vec{v}) \downarrow
$$

where $(s, P) \parallel_M (i, \vec{v}) \downarrow := \exists n j \vec{w}, (s, P) \parallel_M (i, \vec{v}) \rightarrow^* (j, \vec{w}) \wedge \text{out } j (s, P),$ meaning that the machine $(s, P)$ has a terminating computation starting at state $(i, \vec{v})$. We refer to [11] for a more in-depth formal description of those counter machines. Note that the halting problem defined there is more specific than the problem $\text{MM}$ above defined, but both are proved undecidable in our library.

We say that a machine has a self-loop if it contains an instruction of the form $\iota : \text{DEC} \alpha i$, i.e. jumps to itself in case the register $\alpha$ has value 0, leading necessarily to non-termination. For every machine $P$ with self-loops, we can construct an equivalent machine $Q$ using one additional register $\alpha_0$ with constant value 0, which has the same behaviour but no self-loops. Since the effect of a self loop $i : \text{DEC} \alpha i$ is either decrement and move to the next instruction at $i + 1$ if $\alpha > 0$ or else enter in a forever loop at $i$, it is easily simulated by a jump to a length-2 cycle, i.e. replacing $i : \text{DEC} \alpha i$ with $i : \text{DEC} \alpha j$ and adding $j : \text{DEC} \alpha_0 (j + 1); j + 1 : \text{DEC} \alpha_0 j$ somewhere near the end of the program.

-------------------------------------------

$\textbf{Theorem 18}$: Given a Minsky machine $P$ with $n$ registers one can compute a machine $Q$ with $1 + n$ registers and no self loops s.t. for any $\vec{v}$, $(1, P) \parallel_M (1, \vec{v}) \downarrow \leftrightarrow (1, Q) \parallel_M (1, 0 :: \vec{v}) \downarrow.$
We formalise the language. We show that the first fraction is

\[
\frac{p}{q}
\]

Then we define the idea is to use a simple Gödel encoding of the states of a Minsky

\[
\text{For any Minsky machine } (P, q)
\]

Following [2], we now show how (regular) FRACTRAN halting can be used to simulate Minsky machines halting. The idea is to use a simple Gödel encoding of the states of a Minsky

\[
\text{FRACTRAN}(Q, s) := Q \parallel_P s \downarrow \text{ with } Q \parallel_P s \downarrow := \exists x, Q \parallel_P s \rightarrow^* x \land \forall y, \neg Q \parallel_P x \rightarrow y
\]

Following [2], we now show how (regular) FRACTRAN halting can be used to simulate Minsky machines halting. The idea is to use a simple Gödel encoding of the states of a Minsky

\[
\text{FRACTRAN}(Q, s) := Q \parallel_P s \downarrow \text{ with } Q \parallel_P s \downarrow := \exists x, Q \parallel_P s \rightarrow^* x \land \forall y, \neg Q \parallel_P x \rightarrow y
\]

\[
\text{FRACTRAN}(Q, s) := Q \parallel_P s \downarrow \text{ with } Q \parallel_P s \downarrow := \exists x, Q \parallel_P s \rightarrow^* x \land \forall y, \neg Q \parallel_P x \rightarrow y
\]
machine. We first fix two infinite sequences of prime numbers \( p_0, p_1, \ldots \) and \( q_0, q_1, \ldots \) all distinct from each other. We define the encoding of an \( n \)-register Minsky machine states as 

\[
(i, \vec{v}) := (p_0q_0^{n_0} \ldots q_{n-1}^{n_{n-1}}, \vec{v} = [x_0, \ldots, x_{n-1}])
\]

- To simulate the step semantics of Minsky machines for \( i : \text{INC} \alpha \), we divide the encoded state by \( p_i \) and multiply by \( p_{i+1} \) for the change in PC value, and increment the register \( \alpha \) by multiplying with \( q_\alpha \), hence we add the fraction \( p_{i+1}/p_i \).
- To simulate \( i : \text{DEC} \alpha j \) when \( \vec{v}[\alpha] = 1 + n \) we divide by \( p_i \), multiply by \( p_{i+1} \) and decrease register \( \alpha \) by dividing by \( q_\alpha \), hence we add the fraction \( p_{i+1}/p_iq_\alpha \).
- To simulate \( i : \text{DEC} \alpha j \) when \( \vec{v}[\alpha] = 0 \) we divide by \( p_i \), and multiply by \( p_j \). To make sure that this is only executed when the previous rule does not apply, we add the fraction \( p_j/p_i \) after the fraction \( p_{i+1}/p_iq_\alpha \).

In short, we define the encoding of labelled instructions and then programs as

\[
\begin{align*}
(i, \text{INC} \alpha) &:= [p_{i+1}/p_i q_\alpha/p_i] \\
(i, \text{DEC} \alpha j) &:= [p_{i+1}/p_i q_\alpha p_j/p_i] \\
(i, [t_0; \ldots; t_k]) &:= (i, t_0) + \cdots + (i + k, t_k).
\end{align*}
\]

Notice that we only produce regular programs and that a self loop like \( i : \text{DEC} \alpha i \), jumping on itself when \( \vec{v}[\alpha] = 0 \), will generate the fraction \( p_i/p_i \) potentially capturing any state \((j, \vec{v})\) even when \( j \neq i \). So this encoding does not work on Minsky machines containing self loops.

**Lemma 19.** If \((1, P)\) has no self loops then \((1, P) \rightarrow_M (1, \vec{v}) \downarrow \iff (1, P) \rightarrow_F (1, \vec{v}) \downarrow \).

**Proof.** Let \((i, P)\) be a Minsky machine with no self loops. We show that the simulation of \((i, P)\) by \((i, P)\) is \(1 \)-I, i.e. each step is simulated by one step. We first show the forward simulation, i.e. that \((i, P) \rightarrow_M (i_1, \vec{v}_1) \rightarrow (i_2, \vec{v}_2)\) entails \((i, P) \rightarrow_F (i_1, \vec{v}_1) \rightarrow (i_2, \vec{v}_2)\), by case analysis. Conversely we show that if \((i, P) \rightarrow_F (i_1, \vec{v}_1) \rightarrow st\) holds then \(st = (i_2, \vec{v}_2)\) for some \((i_2, \vec{v}_2)\) such that \((i, P) \rightarrow_M (i_1, \vec{v}_1) \rightarrow (i_2, \vec{v}_2)\). Backward simulation involves the totality of MM one step semantics and the determinism of regular FRACTRAN one step semantics combined with the forward simulation.

Using these two simulation results, the desired equivalence follows by induction on the length of terminating computations.

**Theorem 20.** For any \(n\)-register Minsky machine \(P\) one can compute a regular FRACTRAN program \(Q\) s.t. \((1, P) \rightarrow_M (1, [x_1; \ldots; x_n]) \downarrow \iff Q \rightarrow_F p_1 q_1^{x_1} \ldots q_n^{x_n} \downarrow\) holds for any \(x_1, \ldots, x_n\).

**Proof.** Using Theorem 18, we first compute a Minsky machine \((1, P_1)\) equivalent to \((1, P)\) but with one extra \(0\)-valued spare register and no self loops. Then we apply Lemma 19 to \((1, P_1)\) and let \(Q := (1, P_1)\). The program \(Q\) is obviously regular and given \(\vec{v} = [x_1; \ldots; x_n]\), the encoding of the starting state \((1, 0 : \vec{v})\) for \((1, P_1)\) is \(p_1 q_0^{x_1} q_1^{x_2} \ldots q_n^{x_n}\) hence the result.

This gives us a formal constructive proof that (regular) FRACTRAN is Turing complete as a model of computation and is consequently undecidable.

**Corollary 21.** \(\text{Halt}\) reduces to \(\text{FRACTRAN}\).

**Proof.** Theorem 20 gives us a reduction from \(\text{MM}\) to \(\text{FRACTRAN}\) which can be combined with the reduction of \(\text{Halt}\) to \(\text{PCP}\) from [8] and a slight modification of \(\text{PCP}\) to \(\text{MM}\) from [11].
7 Diophantine Encoding of FRACTRAN

We show that a single step of FRACTRAN computation is a Diophantine relation.

- **Lemma 23.** For any FRACTRAN program $Q : L(\mathbb{N} \times \mathbb{N})$ and any $f, g : (\mathbb{V} \rightarrow \mathbb{N}) \rightarrow \mathbb{N}$, there is a map $\mathbb{D}_P f \rightarrow \mathbb{D}_P g \rightarrow \mathbb{D}_R (\lambda \nu. Q / F f_\nu \triangleright g_\nu)$.

  **Proof.** The map is built by induction on $Q$. If $Q = []$, then we show $[]/F f_\nu \triangleright g_\nu \Leftrightarrow \text{False}$, and thus $\mathbb{D}_R (\lambda \nu. Q / F f_\nu \triangleright g_\nu)$ by map 4 of Lemma 4 and Proposition 3. If $Q$ is a composed list $Q = p/q :: Q'$, then we show the equivalence
  \[
  (p/q :: Q')/F f_\nu \triangleright g_\nu \Leftrightarrow q.g_\nu = p \cdot f_\nu \vee q \triangleright (p.f_\nu) \land Q' /F f_\nu \triangleright g_\nu
  \]
  and we derive $\mathbb{D}_R (\lambda \nu. Q / F f_\nu \triangleright g_\nu)$ by map 4 of Lemma 4, Proposition 5 and the induction hypothesis, these last steps being automated by the $\text{dio_rel_auto}$ tactic.

In addition, the “$Q$ has terminated at $x$” predicate is Diophantine for any FRACTRAN program $Q$. The proof is similar to the previous one:

- **Lemma 24.** For any FRACTRAN program $Q : L(\mathbb{N} \times \mathbb{N})$ and any $f : (\mathbb{V} \rightarrow \mathbb{N}) \rightarrow \mathbb{N}$, there is a map $\mathbb{D}_P f \rightarrow \mathbb{D}_R (\lambda \nu \forall y, \neg \exists Q /F f_\nu \triangleright y)$.

  **Proof.** The map $\forall f, \mathbb{D}_P f \rightarrow \mathbb{D}_R (\lambda \nu \forall y, \neg \exists Q /F f_\nu \triangleright y)$ is built by induction on $Q$. If $Q = []$, then we show $\forall y, \neg \exists Q /F f_\nu \triangleright y \Leftrightarrow \text{True}$, and thus $\mathbb{D}_R (\lambda \nu \forall y, \neg \exists Q /F f_\nu \triangleright y)$ by map 4 of Lemma 4 and Proposition 3. If $Q = p/q :: Q'$, then we show the equivalence
  \[
  \forall y, \neg Q /F f_\nu \triangleright y \Leftrightarrow q \triangleright (p.f_\nu) \land \forall y, \neg Q' /F f_\nu \triangleright y
  \]
  and we get $\mathbb{D}_R (\lambda \nu \forall y, \neg \exists Q /F f_\nu \triangleright y)$ by map 4 of Lemma 4, Proposition 5 and the induction hypothesis.

We can now deduce a core result of the paper which states that FRACTRAN programs have Diophantine termination predicates.

- **Theorem 24.** If $Q$ is a FRACTRAN program and $\mathbb{D}_P f$ then $\mathbb{D}_R (\lambda \nu. Q /F f_\nu \downarrow)$.

  **Proof.** By definition we have $Q /F f_\nu \downarrow \Leftrightarrow \exists x (Q /F f_\nu \triangleright x \land \forall y, \neg Q /F f_\nu \triangleright y)$ and hence we obtain the claim using Theorem 9 in conjunction with Lemma 22 and Lemma 23.

We conclude with the undecidability of Hilbert’s tenth problem by a reduction chain starting from the Halting problem for single tape Turing machines:

- **Theorem 25.** (Hilbert’s tenth problem). We have the following reduction chain
  \[
  \text{Halt} \preceq \text{PCP} \preceq \text{MM} \preceq \text{FRACTRAN} \preceq \text{DIO_FORM} \preceq \text{DIO_ELEM} \preceq \text{DIO_SINGLE} \preceq H10
  \]
  and as a consequence, $H10$ and $\text{FRACTRAN}$ are undecidable.

  **Proof.** The proof combines the previous results like Theorems 20 and 24 and Corollary 16.

8 The Davis-Putnam-Robinson-Matiyasevich Theorem

We conclude the paper with a proof of the DPRM theorem stating that recursively enumerable predicates are Diophantine. Here we assume that the informal notion of “recursive enumerability” can be characterised by Minsky machines recognisability (see Section 6.1).

- **Lemma 26.** For FRACTRAN programs $Q$ we have $\mathbb{D}_R (\lambda \nu. Q /F p_1 q_1^{\nu x_0} \ldots q_n^{\nu x_n-1} \downarrow)$.
Theorem 27. (DPRM). Any MM-recognisable relation $R: \mathbb{N}^n \to \mathbb{P}$ is Diophantine: one can compute a single Diophantine equation $p = q : \mathbb{D}_{\text{single}}(F_m, F_n)$ with $n$ parameters and $m$ variables $s.t., \forall \vec{v} : \mathbb{N}^n, R \vec{v} \iff \exists \vec{w} : \mathbb{N}^m, [p]_{\vec{w}} = [q]_{\vec{w}}$.\footnote{Which means we do not need to encode the algorithm that actually computes them.}

Proof. By definition, $R : \mathbb{N}^n \to \mathbb{P}$ is recognised by some Minsky machine $P$ with $(n + m)$ registers, i.e. $R \vec{v} \iff (1, P) /\ M (1, \vec{v} \to \vec{0}) \downarrow$. By Theorem 20, we compute a FRACTRAN program $Q s.t. (1, P) /\ M (1, [v_1; \ldots; v_n; w_1; \ldots; w_m]) \downarrow \iff Q /\ F p_1 q_1^{x_1} \cdots q_{n+m}^{x_{n+m}} \downarrow$. Hence we deduce $R [v_1; \ldots; v_n] \iff Q /\ F p_1 q_1^{x_1} \cdots q_{n+m}^{x_{n+m}} \downarrow$. As a consequence, the relation $\lambda \nu R [\nu x_0; \ldots; \nu x_{n-1}]$ is Diophantine by Lemma 26. By Corollary 16, there is a Diophantine equation $p = q : \mathbb{D}_{\text{single}}(N, N)$ such that $R [\nu x_0; \ldots; \nu x_{n-1}] \iff \exists \varphi, [p]_{\varphi} = [q]_{\varphi}$. Notice that the value $\nu x_i$ of any parameter of $p = q$ greater than $x_n$ does not influence solvability.

Now let $m$ be an upper bound of the number of (existentially quantified) variables in $p = q$. We injectively map those variables in $F_m$ and we project the parameters of $p = q$ onto $F_n$ by replacing every parameter greater than $x_n$ with the 0 constant. We get a Diophantine equation $p' = q' : \mathbb{D}_{\text{single}}(F'_m, F'_n)$ of which the solvability at $\vec{v}$ is equivalent to $R \vec{v}$.\footnote{In the notation $[p]_{\vec{w}}$, we abuse the vector $\vec{v} : \mathbb{N}^n$ (resp. $\vec{w} : \mathbb{N}^m$) with the valuation $\lambda(i : F_m), \vec{v}[i]$ (resp. $\lambda(j : F_m), \vec{v}[j]$) that accesses the components of the vector $\vec{v}$ (resp. $\vec{w}$).}

9 Related and Future Work

Regarding formalisations of Hilbert’s tenth problem, there are various unfinished and preliminary results in different proof assistants: Carneiro [1] formalises Matiyasevich’s theorem (Diophantineness of exponentiation) in Lean, but does not consider computational models or the DPRM theorem. Pak formalises results regarding Pell’s equation [24] and proves that Diophantine sets are closed under union and intersection [25], both as parts of the Mizar Mathematical Library. Stock et al. [28] report on an unfinished formalisation of the DPRM theorem in Isabelle based on [21]. They cover some parts of the proof, but acknowledge for important missing results like Lucas’ or “Kummer’s theorem” and a “formalisation of a register machine.” Moreover, none of the cited reports considers the computability of the reductions involved or the verification of a universal machine in the chosen model of computation yet, one of them being a necessary proof goal for an actual undecidability result in the classical meta-theories of Isabelle/HOL and Mizar.

Regarding undecidability proofs in type theory, Forster, Heiter, and Smolka [8] reduce the halting problem of Turing machines to PCP. Forster and Larchey-Wendling [11] reduce PCP to provability in linear logic via the halting problem of Minsky machines, which we build on. Forster, Kirst and Smolka develop the notion of synthetic undecidability in Coq and prove the undecidability of various notions in first-order logic [9].

In future developments, we want to connect our work to the formalisation of the recent simplified undecidability proof for System F inhabitation by Dudenhefer and Rehof [7], which builds on elementary Diophantine constraints. The undecidability of second-order unification shown by Goldfarb [14] is also by reduction from elementary Diophantine constraints. We want to formalise his proof as an addition to our library of undecidable problems.
In the present paper, we prove that every $\text{MM}$-recognisable problem is Diophantine. This result can be extended to an equivalence, and furthermore to other formalised models of computation like $\mu$-recursive functions [17], Turing machines, or the untyped $\lambda$-calculus [12].
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A Some numerical Details about the Coq Code Contents

We give a detailed overview of the structure of the code corresponding to the results presented in this paper, and which was contributed to our Coq library of undecidable problems: The following lines of code (loc) measurements combine both definitions and proof scripts but do not account for comments. Notice that there are more files in the whole library than those needed to actually cover H10, but here, we only present the latter. In total, we contribute 12k loc to our undecidability project, 4k being additions to its shared libraries as extensions of the Coq standard library.

Concerning the multi-purpose shared libraries in Shared/Libs/DLW/Utils:

- we implemented finitary sums/products (over monoids) up to the binomial theorem (Newton) over non-commutative rings in sums.v and binomial.v, for a total of 550 loc;
- we implemented bitwise operations over \( \mathbb{N} \), both a lists of bits in bool_list.v and Peano nat in bool_nat.v, for a total of 1700 loc;
- we implemented many results about Euclidean division and Bézout’s identity in gcd.v, prime numbers and their unboundedness in prime.v, and base \( p \) representations in power_decomp.v, for a total of 1200 loc;
- we implemented miscellaneous libraries for the reification of bounded_quantification.v (120 loc), the Pigeon Hole Principle in comp.v (350 loc) and iterations of binary relations in rel_iter.v (230 loc).

Concerning the libraries for Minsky machines and FRACTRAN programs:

- by a slight update to the existing code [11], we proved in mm_comp.v that MM-termination (on any state) is undecidable (10 loc). Both the pre-existing result (undecidability of MM-termination on the zero state) and the new result derive from the correctness of the compiler of binary stack machines into Minsky machines;
- we implemented the removal of self-loops in Minsky machines in mm_no_self.v (340 loc);
- we construct two infinite sequences of primes \( p_i \) and \( q_i \) in prime_seq.v (240 loc);
- FRACTRAN definitions and basic results occur in fractran_defs.v (310 loc) and the verified compiler from Minsky machines to FRACTRAN occurs in mm_fractran.v (300 loc);

Concerning the libraries for proving Matiyasevich’s theorems:

- we implemented a library for modular arithmetic \( \mathbb{Z}/p\mathbb{Z} \) in Zp.v (920 loc);
- we implemented a library for \( 2 \times 2 \)-matrix computation including exponentiation and determinants in matrix.v (210 loc);
- we implemented an elementary proof of Lucas’ theorem in luca.v (290 loc);
the solution $a_0(n)$ of Pell’s equation and its (modular) arithmetic properties up to a proof of its Diophantineness are in $\alpha.v$ (1150 loc);
from $a_0(n)$, we implement the meta-level Diophantine encoding of the exponential in $exo_diophantine.v$ (150 loc);
we implement the sparse ciphers used in the Diophantine elimination of bounded universal quantification in $cipher.v$ (1450 loc).

Concerning the object-level Diophantine libraries:
the definition of Diophantine logic and basic results is in $dio_logic.v$ (450 loc);
the definition of elementary Diophantine constraints and the reduction from Diophantine logic is in $dio_elem.v$ (580 loc);
the definition of single Diophantine equations and the reduction from elementary Diophantine constraints is in $dio_single.v$ (350 loc);
we implement the object-level Diophantine encoding of the exponential relation in $dio_expo.v$ (130 loc); but all the work is done in the previously mentioned libraries;
the object-level Diophantine encoding of bounded universal quantification spans over $dio_binary.v$, $dio_cipher.v$ and $dio_bounded.v$ (430 loc);
we derive the object-level Diophantine encoding of the reflexive-transitive closure in $dio_rt_closure.v$ (40 loc);
we implement the object-level Diophantine encoding of the FRACTRAN termination predicate in $fractran_dio.v$ (110 loc).

To finish, the main undecidability results and the DPRM:
the undecidability of Minsky machines is in $HALT_MM.v$ (20 loc);
the reduction from MM to FRACTRAN is in $MM_FRACTRAN.v$ (50 loc);
the Diophantine encoding of FRACTRAN termination is in $FRACTRAN_DIO.v$ (70 loc);
the whole reduction chain leading to the undecidability of $H_{10}$ is in $H_{10}.v$ (60 loc);
and the DPRM theorem is in $DPRM.v$ (45 loc).

### B Atomic Formulae as Elementary Constraints (Lemma 12)

We complete the postponed part of the proof of Lemma 12. We compute a representation for an atomic logical formula $p \equiv q : \mathbb{D}_{\text{form}}$ in an interval $[u_0, u_0+n] \subseteq \mathbb{U}$.\(^\text{13}\) We describe the technique on the example of the atomic formula $x_1 + (x_2 \times 5) = x_3$ which we represent in the interval $[u_0, u_0+10]$. Let us consider the following definitions:

$$E := \left[ \begin{array}{l}
  u_0 \equiv u_1 + u_2 ; \\
  u_3 \equiv u_1 + u_4 ; \\
  u_3 \equiv u_2 + u_9 ; \\
  u_4 \equiv u_5 + u_6 ; \\
  u_5 \equiv x_1 ; \\
  u_6 \equiv u_7 \times u_8 ; \\
  u_7 \equiv x_2 ; \\
  u_8 \equiv 5 ; \\
  u_9 \equiv x_3 \end{array} \right] \quad \tau := u_0$$

The second line of $E$ encodes the expression $x_1 + (x_2 \times 5)$ in $[u_4, u_9]$, and the third line encodes the expression $x_3$ in $[u_0, u_10]$ in a directed way: the values of the $u_i$’s are uniquely determined by the values of the $x_i$’s and the value of $u_4$ (resp. $u_9$) is always the same as the value of $x_1 + (x_2 \times 5)$ (resp. $x_3$). By “directed” we mean that the encoding is oriented bottom-up by the syntactic tree of sub-expressions: each variable in $[u_4, u_9]$ (resp. $[u_9, u_10]$) encodes a sub-expression of $x_1 + (x_2 \times 5)$ (resp. $x_3$) and its value is always the same as the value of the corresponding sub-expression.

The first line encodes the identity sign in $x_1 + (x_2 \times 5) = x_3$. Indeed, whatever the values of $u_4$ and $u_9$, the three constraints of the first line give enough freedom (in the choice of

\(^{13}\)The value of $a$ is an input but the value of $n$ is an output.
\( u_1, u_2, u_3 \) to always be satisfiable (requirement 3 of Definition 11). But when the single constraint \( u_0 = 0 \) is added (because \( r \) is \( u_0 \)), then \( u_1 \) and \( u_2 \) must evaluate to 0 (because of \( u_0 = u_1 + u_2 \)) and then \( u_3 \) must have the same value as both \( u_4 \) (because of \( u_3 = u_2 + u_0 \)) and \( u_4 \) (because of \( u_3 = u_2 + u_0 \)), hence the identity \( x_1 + (x_2 \times 5) = x_3 \) must be satisfied (requirement 4 of Definition 11).

### C Proof of a Convexity Identity (Proposition 13)

We give an elementary arithmetic justification of the result, proof which involves none of the high-level tools of mathematical analysis. We first show the statement

\[
\text{for any } a, b : \mathbb{N}, \text{ we have } 2ab \leq a^2 + b^2 \text{ and } 2ab = a^2 + b^2 \iff a = b
\]

(1)

Assuming without loss of generality that \( a \leq b \), we can write \( b = a + \delta \) with \( \delta \in \mathbb{N} \) and then, for \( \succ \in \{\leq, =\} \) we have \( 2ab \succ a^2 + b^2 \iff 2a^2 + 2a\delta \succ a^2 + a^2 + 2a\delta + \delta^2 \iff 0 \succ \delta^2 \) hence the desired result.

Then we proceed with the proof of \( \sum_{i=1}^{n} 2p_iq_i = \sum_{i=1}^{n} p_i^2 + q_i^2 \iff p_i = q_i \wedge \cdots \wedge p_n = q_n \). The if case is obvious so we only describe the only if case. If there is \( u \in [1, n] \) such that \( p_u \neq q_u \) then we have \( 2p_uq_u < p_u^2 + q_u^2 \), and \( 2p_jq_j \leq p_j^2 + q_j^2 \) for all the other \( j \in [1, n] - \{u\} \), in all cases by Statement (1). Hence we get \( \sum_{i=1}^{n} 2p_iq_i < \sum_{i=1}^{n} p_i^2 + q_i^2 \) and the identity is not possible. So the only way to get the identity is when \( p_n = q_n \) holds for any \( i \in [1, n] \).

Despite its “classical logic” taste, this argument can easily be transformed into a constructive one by reasoning inductively on \( n \).

### D Avoiding Overflows in the Proof of Theorem 7

The section explains why we slightly modified the original proof of the elimination of bounded universal quantification [20] to avoid overflows when multiplying ciphers. Considering Equation (40) of page 3232, we compute the following product of ciphers

\[
\sum_{i=1}^{n} a_i r^{2i} \times \sum_{i=1}^{n} b_i r^{2i+1} = \sum_{i=1}^{n} a_i b_i r^{2i+1} + \sum_{1 \leq i < j \leq n} (a_i b_j + a_j b_i) r^{2i+2j}
\]

and we remark that \( a_i b_j + a_j b_i \) overflows over \( r = 2^{2q} \) for e.g. \( a_i = a_j = b_i = b_j = 2^q - 1 \). This slight overflow makes the implementation of the proof that the right part \( \sum_{i<j} (a_i b_j + a_j b_i) r^{2i+2j} \) is masked out in Equation (40) significantly harder.

On the other hand, for \( r \) alternatively chosen as e.g. \( r = 2^{4u} \), the overflow does not occur any more. With this remark, we do not imply that Equation (40) of [20] is incorrect in any way. However, its formal proof is really more complicated when overflows occur and that situation is straightforward to avoid.
The $\Delta$-calculus: Syntax and Types

Luigi Liquori
Université Côte d’Azur, Inria, Sophia Antipolis, France
Luigi.Liquori@inria.fr

Claude Stolze
Université Côte d’Azur, Inria, Sophia Antipolis, France
Claude.Stolze@inria.fr

Abstract
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1 Introduction

Intersection type theories $T$ were first introduced as a form of ad hoc polymorphism in (pure) $\lambda$-calculi à la Curry. The paper by Barendregt, Coppo, and Dezani [4] is a classic reference, while [5] is a definitive reference.

Intersection type assignment systems $\lambda_T^\cap$ have been well known in the literature for almost 40 years for many reasons: among them, characterization of strongly normalizing $\lambda$-terms [5], $\lambda$-models [1], automatic type inference [28], type inhabitation [45, 40], type unification [18].

As intersection had its classical development for type assignment systems, many papers tried to find an explicitly typed $\lambda$-calculus à la Church corresponding to the original intersection type assignment systems à la Church. The programming language Forsythe, by Reynolds [41], is probably the first reference, while Pierce’s Ph.D. thesis [36] combines also unions, intersections and bounded polymorphism. In [49] intersection types were used as a foundation for typed intermediate languages for optimizing compilers for higher-order
polymorphic programming languages; implementations of typed programming language featuring intersection (and union) types can be found in SML-CIDRE [15] and in StardustML [19, 20].

Annotating pure λ-terms with intersection types is not simple: a classical example is the difficulty to decorate the bound variable of the explicitly typed polymorphic identity \( \lambda x : \tau \ x \) such that the type of the identity is \( (\sigma \rightarrow \sigma) \cap (\tau \rightarrow \tau) \); previous attempts showed that the full power of the intersection type discipline can be easily lost.

In this paper, we define and prove the main properties of the \( \Delta \)-calculus, a generic intersection typed system for an explicitly typed λ-calculus à la Church enriched with strong pairs, denoted by \( (\Delta_1, \Delta_2) \), projections, denoted by \( pr_1, pr_2 \), and type coercions, denoted by \( \Delta^\tau \).

A strong pair \( (\Delta_1, \Delta_2) \) is a special kind of cartesian product such that the two parts of a pair satisfy a given property \( R \) on their “essence”, that is \( l \Delta_1 \parallel R \parallel l \Delta_2 \).

An essence \( l \Delta \) of a \( \Delta \)-term is a pure λ-term obtained by erasing type decorations, projections and choosing one of the two elements inside a strong pair. As examples

\[
\begin{align*}
& l \langle \lambda x : \tau \cdot pr_2 x , \lambda x : \tau \cdot pr_1 x \rangle l = \lambda x . x \\
& l \lambda x : (\sigma \rightarrow \tau) \cap (\sigma_1, pr_1 x) (pr_2 x) l = \lambda x . x \\
& l \lambda x : \tau \cap (\tau \cap \rho), (pr_1 x, pr_1 pr_2 x, pr_2 pr_2 x) l = \lambda x . x
\end{align*}
\]

and so on. Therefore, the essence of a \( \Delta \)-term is its untyped skeleton: a strong pair \( (\Delta_1, \Delta_2) \) can be typechecked if and only if \( l \Delta_1 \parallel R \parallel l \Delta_2 \) is verified, otherwise the strong pair will be ill-typed. The essence also gives the exact mapping between a term and its typing à la Church and its corresponding term and type assignment à la Curry. Changing the parameters \( T \) and \( R \) results in defining a totally different intersection typed system.

A type coercion \( \Delta^\tau \) is a term of type \( \tau \) whose type-decoration denotes an application of a subsumption rule to the term \( \Delta \) of type \( \sigma \) such that \( \sigma \equiv_T \tau \): if we omit type coercions, then we lose the uniqueness of type property.

For the purpose of this paper, we study the four well-known intersection type theories \( T \), namely Coppo-Dezani \( T_{CD} \) [12], Coppo-Dezani-Sallé \( T_{CDS} \) [13], Coppo-Dezani-Venneri \( T_{CDV} \) [14] and Barendregt-Coppo-Dezani \( T_{BCD} \) [4]. We will inspect the above type theories using three equivalence relations \( R \) on pure \( \lambda \)-terms, namely \( \equiv, =_\beta \), and \( =_{\beta \eta} \).

The combination of the above \( T \) and \( R \) allows to define ten meaningful typed systems for the \( \Delta \)-calculus that can be pictorially displayed in a “\( \Delta \)-chair” (see Definition 9). Following the same style as in the Barendregt et al. book [5], the edges in the chair represent an inclusion relation over the set of derivable judgments.

Section 3 shows a number of typable examples in the systems presented in the \( \Delta \)-chair: each example is provided with a corresponding type assignment derivation of its essence. Some historical examples of Pottinger [39], Hindley [25] and Ben-Yelles [6] are essentially re-decorated and inhabited (when possible) in the \( \Delta \)-calculus. The aim of this section is both to make the reader comfortable with the different intersection typed systems, and to give a first intuition of the correspondence between Church-style and Curry-style calculi.

Section 4 proves the metatheory for all the systems in the \( \Delta \)-chair: Church-Rosser, unicity of type, subject reduction, strong normalization, decidability of type checking and type reconstruction and studies the relations between intersection type assignment systems à la Curry and the corresponding intersection typed systems à la Church. Notions of soundness, completeness and isomorphism will relate type assignment and typed systems. We also show how to remove type coercions \( \Delta^\tau \) defining a translation function, denoted by \( \| \cdot \| \), inspired by the one of Tannen et al. [8]: the intuition of the translation is that if \( \Delta \) has type \( \sigma \) and \( \sigma \leq_T \tau \), then \( \| \sigma \leq_T \tau \| \) is a \( \Delta \)-term of type \( \sigma \rightarrow \tau \), \( \| \| \sigma \leq_T \tau \| \| \Delta \| \) has type \( \tau \) and \( l \| \sigma \leq_T \tau \| l \) is the identity \( \lambda x . x \).
1.1 \(\lambda\)-calculi with intersection types à la Church

Several calculi à la Church appeared in the literature: they capture the power of intersection types; we briefly review them.

The Forsythe programming language by Reynolds [41] annotates a \(\lambda\)-abstraction with types as in \(\lambda x:\sigma_1 \cdots \sigma_n. M\). However, there is no typed term whose type erasure is the combinator \(K \equiv \lambda x.\lambda y.x\), with the type \((\sigma \to \sigma \to \sigma) \cap (\tau \to \tau \to \tau)\).

Pierce [37] improves Forsythe by using a \texttt{for} construct to build ad hoc polymorphic typing, as in \texttt{for} \(\alpha \in \{\sigma, \tau\}.\lambda x:\alpha.\lambda y:\alpha.x\). However, there is no typed term whose type erasure is \(\lambda x.\lambda y.\lambda z. (x \cdot y \cdot z)\), with the type \(((\sigma \to \rho) \cap (\tau \to \rho') \to \sigma \to \tau \to \rho \times \rho') \cap ((\sigma \to \sigma) \cap (\sigma \to \sigma) \to \sigma \to \sigma \to \sigma \times \sigma)\).

Freeman and Pfenning [21] introduced refinement types, that is types that allow \textit{ad hoc} polymorphism for ML constructors. Intuitively, refinement types can be seen as subtypes of a standard type: the user first defines a type and then the refinement types of this type. The main motivation for these refinement types is to allow non-exhaustive pattern matching, which becomes exhaustive for a given refinement of the type of the argument. As an example, we can define a type \texttt{boolexp} for boolean expressions, with constructors \texttt{True}, \texttt{And}, \texttt{Not} and \texttt{Var}, and a refinement type \texttt{ground} for boolean expressions without variables, with the same constructors except \texttt{Var}: then, the constructor \texttt{True} has type \texttt{boolexp \cap ground}, the constructor \texttt{And} has type \texttt{(boolexp \* boolexp \to boolexp) \cap (ground \* ground \to ground)} and so on. However, intersection is meaningful only when using constructors.

Wells et al. [49] introduced \(\lambda^{\text{CIL}}\), a typed intermediate \(\lambda\)-calculus for optimizing compilers for higher-order programming languages. The calculus features intersection, union and flow types, the latter being useful to optimize data representation. \(\lambda^{\text{CIL}}\) can faithfully encode an intersection type assignment derivation by introducing the concept of virtual tuple, i.e. a special kind of pair whose type erasure leads to exactly the same untyped \(\lambda\)-term. A parallel context and parallel substitution, similar to the notion of [29, 30], is defined to reduce expressions in parallel inside a virtual tuple. Subtyping is defined only on flow types and not on intersection types: this system can encode the \(\lambda^{\text{CD}}\) type assignment system.

Wells and Haak [50] introduced \(\lambda^{B}\), a more compact typed calculus encoding of \(\lambda^{\text{CIL}}\): in fact, by comparing Fig. 1 and Fig. 2 of [50] we can see that the set of typable terms with intersection types of \(\lambda^{\text{CIL}}\) and \(\lambda^{B}\) are the same. In that paper, virtual tuples are removed by introducing branching terms, typable with branching types, the latter representing intersection type schemes. Two operations on types and terms are defined, namely \texttt{expand}, expanding the branching shape of type annotations when a term is substituted into a new context, and \texttt{select}, to choose the correct branch in terms and types. As there are no virtual tuples, reductions do not need to be done in parallel. As in [49], the \(\lambda^{\text{CD}}\) type assignment system can be encoded.

Frisch et al. [22] designed a typed system with intersection, union, negation and recursive types. The authors inherit the usual problem of having a domain space \(D\) that contains all the terms and, at the same time, all the functions from \(D\) to \(D\). They prevent this by having an auxiliary domain space which is the disjoint union of \(D^2\) and \(P(D^2)\). The authors interpret types as sets in a well-suited model where the set-inspired type constructs are interpreted as the corresponding to set-theoretical constructs. Moreover, the model manages higher-order functions in an elegant way. The subtyping relation is defined as a relation on the set-theoretical interpretation \(\llbracket \cdot \rrbracket\) of the types. For instance, the problem \(\sigma \cap \tau \leq \sigma\) will be interpreted as \(\llbracket \sigma \rrbracket \cap \llbracket \tau \rrbracket \subseteq \llbracket \sigma \rrbracket\), where \(\cap\) becomes the set intersection operator, and the decision program actually decides whether \((\llbracket \sigma \rrbracket \cap \llbracket \tau \rrbracket) \cap \llbracket \sigma \rrbracket\) is the empty set.
Bono et al. [7] introduced a relevant and strict parallel term constructor to build inhabitants of intersections and a simple call-by-value parallel reduction strategy. In that paper, an infinite number of constants $c_{\sigma\Rightarrow\tau}$ is applied to typed variables $x_\sigma$ such that $c_{\sigma\Rightarrow\tau} x_\sigma$ is upcasted to type $\tau$. The paper also uses a local renaming typing rule, which changes the type decoration in $\lambda$-abstractions, as well as coercions. Term synchronicity in the tuples is guaranteed by the typing rules. The calculus uses van Bakel’s strict version [46] of the $T_{\text{CD}}$ intersection type theory.

1.2 Logics for intersection types

Proof-functional (or strong) logical connectives, introduced by Pottinger [39], take into account the shape of logical proofs, thus allowing for polymorphic features of proofs to be made explicit in formulae. This differs from classical or intuitionistic connectives where the meaning of a compound formula is only dependent on the truth value or the provability of its subformulae.

Pottinger was the first to consider the intersection $\cap$ as a proof-functional connective. He contrasted it to the intuitionistic connective $\land$ as follows: “The intuitive meaning of $\cap$ can be explained by saying that to assert $A \cap B$ is to assert that one has a reason for asserting $A$ which is also a reason for asserting $B$, while to assert $A \land B$ is to assert that one has a pair of reasons, the first of which is a reason for asserting $A$ and the second of which is a reason for asserting $B$.”

A simple example of a logical theorem involving intuitionistic conjunction which does not hold for proof-functional conjunction is $(A \supset A) \land (A \supset B \supset A)$. Otherwise there would exist a term which behaves both as $I$ and as $K$. Later, Lopez-Escobar [32] and Mints [33] investigated extensively logics featuring both proof-functional and intuitionistic connectives especially in the context of realizability interpretations.

It is not immediate to extend the judgments-as-types Curry-Howard paradigm to logics supporting proof-functional connectives. These connectives need to compare the shapes of derivations and do not just take into account their provability, i.e. the inhabitation of the corresponding type.

There are many proposals to find a suitable logics to fit intersection types; among them we cite [48, 42, 34, 10, 7, 38], and previous papers by the authors [16, 31, 43].

1.3 Raising the $\Delta$-calculus to a $\Delta$-framework.

Our long term goal is to build a prototype of a theorem prover based on the $\Delta$-calculus and proof-functional logic. Recently [27], we have extended a subset of the generic $\Delta$-calculus with other proof-functional operators like union types, relevant arrow types, together with dependent types as in the Edinburgh Logical Framework [24]: a preliminary implementation of a type checker appeared in [43] by the authors. In a nutshell:

Strong disjunction is a proof-functional connective that can be interpreted as the union type $\cup$ [16, 43]; it contrasts with the intuitionistic connective $\lor$. As Pottinger did for intersection, we could informally say that asserting $(A \cup B) \supset C$ corresponds to have a same reason for both $A \supset C$ and $B \supset C$.

A simple example of a logical theorem involving intuitionistic disjunction which does not hold for strong disjunction is $((A \supset B) \cup B) \supset A \supset B$. Otherwise there would exist a term which behaves both as $I$ and as $K$. 
Minimal type theory $\leq_{\text{min}}$

\begin{align*}
(\text{red}) & \quad \sigma & \leq & \sigma \\
(\text{incl}) & \quad \rho & \leq & \sigma, \rho \leq \tau \Rightarrow \rho & \leq & \sigma \cap \tau \\
(\text{trans}) & \quad \sigma & \leq & \tau, \tau & \leq & \rho \Rightarrow \sigma & \leq & \rho \\
\end{align*}

Axiom schemes

\begin{align*}
(\top) & \quad \sigma & \leq & U \\
(\top \rightarrow) & \quad \sigma & \leq & \tau \Rightarrow \sigma & \rightarrow & \tau \\
(\cap) & \quad \sigma & \cap & \tau & \leq & \sigma, \sigma & \cap & \tau & \leq & \tau \\
(\cap \rightarrow) & \quad \sigma & \cap & \tau & \leq & \sigma, \sigma & \cap & \tau & \leq & \tau \\
\end{align*}

Rule scheme

\begin{align*}
(\rightarrow) & \quad \sigma_2 & \leq & \sigma_1, \tau_1 & \leq & \tau_2 \Rightarrow & \sigma_1 & \rightarrow & \tau_1 & \leq & \sigma_2 & \rightarrow & \tau_2 \\
\end{align*}

Figure 1 Minimal type theory $\leq_{\text{min}}$, axioms and rule schemes (see Fig. 13.2 and 13.3 of [5]).

\begin{align*}
\frac{x: \sigma \in B \quad x : \sigma}{B \vdash x: \sigma} & \quad (ax) \\
\frac{B \vdash T M : \sigma \quad B \vdash T M : \tau}{B \vdash T M : \sigma \cap \tau} & \quad (\cap I) \\
\frac{B \vdash T M : \sigma}{B \vdash T M : \sigma \cap \tau} & \quad (\cap E_1) \\
\frac{B \vdash T M : \sigma \cap \tau}{B \vdash T M : \sigma} & \quad (\cap E_2) \\
\frac{U \in A \quad B \vdash T M : U}{B \vdash T M : U} & \quad (\top) \\
\frac{B \vdash T M : \sigma \quad \sigma \leq \tau \tau}{B \vdash T M : \sigma} & \quad (\leq \tau) \\
\frac{B \vdash T M : \sigma \quad \sigma \leq \tau \tau}{B \vdash T M : \sigma} & \quad (\leq \tau) \\
\end{align*}

Figure 2 Generic intersection type assignment system $\lambda^\top$ (see Figure 13.8 of [5]). Although rules $(\cap E_i)$ are derivable with $\leq_{\text{min}}$, we add them for clarity.

Strong (relevant) implication is yet another proof-functional connective that was interpreted in [2] as a relevant arrow type $\rightarrow_r$. As explained in [2], it can be viewed as a special case of implication whose related function space is the simplest one, namely the one containing only the identity function. Because the operators $\supset$ and $\rightarrow_r$ differ, $A \rightarrow_r B \rightarrow_r A$ is not derivable.

Dependent types, as introduced in the Edinburgh Logical Framework [24] by Harper et al., allows considering proofs as first-class citizens albeit differently with respect to proof-functional logics. The interaction of both dependent and proof-functional operators is intriguing: the former mentions proofs explicitly, while the latter mentions proofs implicitly. Their combination therefore opens up new possibilities of formal reasoning on proof-theoretic semantics.

2 Syntax, Reduction and Types

Definition 1 (Type atoms, type syntax, type theories and type assignment systems). We briefly review some basic definition from Subsection 13.1 of [5], in order to define type assignment systems. The set of atoms, intersection types, intersection type theories and intersection type assignment systems are defined as follows:

1. (Atoms). Let $\mathbb{A}$ be a set of symbols which we will call type atoms, and let $U$ be a special type atom denoting the universal type. In particular, we will use $\mathbb{A}_\infty = \{ a_i \mid i \in \mathbb{N} \}$ with $a_i$ being different from $U$ and $\mathbb{A}_U^\alpha = \mathbb{A}_\infty \cup \{ U \}$.

2. (Syntax). The syntax of intersection types, parametrized by $\mathbb{A}$, is: $\sigma ::= \mathbb{A} | \sigma \rightarrow \sigma | \sigma \cap \sigma$. 
Table 1 Type theories $\lambda_{\Delta_1}^{CD}$, $\lambda_{\Delta_1}^{CDS}$, $\lambda_{\Delta_1}^{CDV}$, and $\lambda_{\Delta_1}^{BCD}$. The ref. column refers to the original article these theories come from.

<table>
<thead>
<tr>
<th>$\lambda_{\Delta_i}$</th>
<th>$\mathcal{T}$</th>
<th>$\mathcal{A}$</th>
<th>$\leq_{\text{min plus}}$</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\Delta_1}^{CD}$</td>
<td>$\mathcal{T}_{CD}$</td>
<td>$\mathcal{A}_{\infty}$</td>
<td>$-$</td>
<td>[12]</td>
</tr>
<tr>
<td>$\lambda_{\Delta_1}^{CDS}$</td>
<td>$\mathcal{T}_{CDS}$</td>
<td>$\mathcal{A}_{\infty}$</td>
<td>$(\mathcal{U}_{\text{top}})$</td>
<td>[13]</td>
</tr>
<tr>
<td>$\lambda_{\Delta_1}^{CDV}$</td>
<td>$\mathcal{T}_{CDV}$</td>
<td>$\mathcal{A}_{\infty}$</td>
<td>$(\to), (\to \land)$</td>
<td>[14]</td>
</tr>
<tr>
<td>$\lambda_{\Delta_1}^{BCD}$</td>
<td>$\mathcal{T}_{BCD}$</td>
<td>$\mathcal{A}_{\infty}$</td>
<td>$(\to), (\to \land), (\mathcal{U}_{\text{top}}), (U \to)$</td>
<td>[4]</td>
</tr>
</tbody>
</table>

3. (Intersection type theories $\mathcal{T}$). An intersection type theory $\mathcal{T}$ is a set of sentences of the form $\sigma \leq \tau$ satisfying at least the axioms and rules of the minimal type theory $\leq_{\text{min}}$ defined in Figure 1. The type theories $\mathcal{T}_{CD}$, $\mathcal{T}_{CDV}$, $\mathcal{T}_{CDS}$, and $\mathcal{T}_{BCD}$ are the smallest type theories over $\mathcal{A}$ satisfying the axioms and rules given in Table 1. We write $\mathcal{T}_1 \subseteq \mathcal{T}_2$ if, for all $\sigma, \tau$ such that $\sigma \leq_{\mathcal{T}_1} \tau$, we have that $\sigma \leq_{\mathcal{T}_2} \tau$. In particular, $\mathcal{T}_{CD} \subseteq \mathcal{T}_{CDV} \subseteq \mathcal{T}_{BCD}$ and $\mathcal{T}_{CD} \subseteq \mathcal{T}_{CDS} \subseteq \mathcal{T}_{BCD}$. We will sometimes note, for instance, BCD instead of $\mathcal{T}_{BCD}$.

4. (Intersection type assignment systems $\lambda_{\Delta_i}^{\mathcal{T}}$). We define in Figure 2 an infinite collection of type assignment systems parametrized by a set of atoms $\mathcal{A}$ and a type theory $\mathcal{T}$. We name four particular type assignment systems in the table below, which is an excerpt from Figure 13.4 of [5]. $B \vdash_{\mathcal{T}}^\Delta M : \sigma$ denotes a derivable type assignment judgment in the type assignment system $\lambda_{\Delta_1}^{\mathcal{T}}$. Type checking is not decidable for $\lambda_{\Delta_1}^{CD}$, $\lambda_{\Delta_1}^{CDV}$, $\lambda_{\Delta_1}^{CDS}$, and $\lambda_{\Delta_1}^{BCD}$.

2.1 The $\Delta$-calculi

Intersection type assignment systems and $\Delta$-calculi have in common their type syntax and intersection type theories. The generic syntax of the $\Delta$-calculus is defined as follows.

Definition 2 (Generic $\Delta$-calculus syntax).

$$\Delta ::= u_\Delta \mid x \mid \lambda x : \sigma. \Delta \mid \Delta \land \Delta \mid \Delta \lor \Delta \mid \text{pr}_i \Delta \mid \Delta^\sigma \quad i \in \{1, 2\}$$

Intuitively, $u_\Delta$ ranges over an infinite set of constants, indexed with a particular $\Delta$-term. $\Delta^\sigma$ denotes an explicit coercion of $\Delta$ to type $\sigma$. The expression $(\Delta, \Delta)$ denotes a pair that, following the Lopez-Escobar jargon [32], we call “strong pair” with respective projections $\text{pr}_1$ and $\text{pr}_2$. Note that $\text{pr}_i$ is not a term: if it were a term, then $\text{pr}_i$ should have several types, or a parametric polymorphic type. But our calculi do not have parametric polymorphism, and they have unicity of typing.

The essence function $\_ \_ \_ $ is an erasing function mapping typed $\Delta$-terms into pure $\lambda$-terms. It is defined as follows.

Definition 3 (Essence function).

$$\| x \| \overset{\text{def}}{=} x \quad \| \Delta^\sigma \| \overset{\text{def}}{=} \| \Delta \| \quad \| u_\Delta \| \overset{\text{def}}{=} \| \Delta \|$$

$$\| \lambda x : \sigma. \Delta \| \overset{\text{def}}{=} \lambda x . \| \Delta \| \quad \| \Delta_1 \land \Delta_2 \| \overset{\text{def}}{=} \| \Delta_1 \| \| \Delta_2 \|$$

$$\| (\Delta_1, \Delta_2) \| \overset{\text{def}}{=} \| \Delta_1 \| \quad \| \text{pr}_i \Delta \| \overset{\text{def}}{=} \| \Delta \| \quad i \in \{1, 2\}$$

One could argue that the choice of $\| (\Delta_1, \Delta_2) \| \overset{\text{def}}{=} \| \Delta_1 \|$ is arbitrary and could have been replaced with $\| (\Delta_1, \Delta_2) \| \overset{\text{def}}{=} \| \Delta_2 \|$. However, the typing rules will ensure that, if $(\Delta_1, \Delta_2)$
is typable, then, for some suitable equivalence relation $R$, we have that $t \Delta_1 \vdash R \vdash t \Delta_2 \vdash$. Thus, strong pairs can be viewed as constrained cartesian products.

The generic reduction semantics reduces terms of the $\Delta$-calculus as follows.

**Definition 4** (Generic reduction semantics). Syntactical equality is denoted by $\equiv$.

1. (Substitution). Substitution on $\Delta$-terms is defined as usual, with the additional rules:

$$u_{\Delta_1}[\Delta_2/x] \overset{\text{def}}{=} u_{(\Delta_1[\Delta_2/x])} \quad \text{and} \quad \Delta^i_2[\Delta_2/x] \overset{\text{def}}{=} (\Delta_2[\Delta_2/x])^i$$

2. (One-step reduction). We define two notions of reduction:

$$\lambda x:\sigma.\Delta_1 \to^\beta \Delta_2[\Delta_2/x] \quad \beta$$

3. (Synchronous closure of $\to^\parallel$). Synchronous closure is defined on the strong pairs with the following constraint:

$$\frac{\Delta_1 \to^\parallel \Delta_1' \quad \Delta_2 \to^\parallel \Delta_2' \quad \Delta_1' \equiv \Delta_2'}{(\Delta_1, \Delta_2) \to^\parallel (\Delta_1', \Delta_2')} \quad \text{(Clos)}$$

**Note that we reduce in the two components of the strong pair;**

4. (Multistep reduction). We write $\to^\beta_{pr_i}$ (resp. $\to^\parallel_{pr_i}$) as the reflexive and transitive closure of $\to^\beta_{pr_i}$ (resp. $\to^\parallel_{pr_i}$);

5. (Congruence). We write $\equiv_{pr_i}$ as the congruence relation generated by $\to^\beta_{pr_i}$.

We mostly consider $\beta_{pr_i}$-reductions, thus to ease the notation we omit the subscript in $\beta_{pr_i}$-reductions.

Note that $\eta$-reduction can be defined as in the untyped $\lambda$-calculus. The next definition introduces a notion of synchronization inside strong pairs. This notion is also valid in untyped calculi.

**Definition 5** (Synchronization). A $\Delta$-term is synchronous if and only if, for all its subterms of the shape $(\Delta_1, \Delta_2)$, we have that $t \Delta_1 \equiv t \Delta_2$.

It is easy to verify that $\to^\parallel$ preserves synchronization, while this is not the case for $\to^\beta$. The next definition introduces a generic intersection typed system for the $\Delta$-calculus that is parametrizable by suitable equivalence relations on pure $\lambda$-terms $R$ and type theories $T$.

**Definition 6** (Generic intersection typed system). The generic intersection typed system is defined in Figure 3. We denote by $\Delta^i_\sigma$ a particular typed system with the type theory $T$ and under an equivalence relation $R$ and by $B \vdash^R_\Delta : \sigma$ a corresponding typing judgment.

The typing rules are intuitive for a calculus à la Church except rules $(\cap I)$, $(\top)$ and $(\leq_T)$. The typing rule for a strong pair $(\cap I)$ is similar to the typing rule for a cartesian product, except for the side-condition $t \Delta_1 \vdash R \vdash t \Delta_2$, forcing the two parts of the strong pair to have essences compatible under $R$, thus making a strong pair a special case of a cartesian pair.
For instance, $(\lambda x : \sigma . 1)\, y$ is not typable in $\Delta^V_1$ but it is in $\Delta^V_2$; $(x, \lambda y : \sigma . ((\lambda z : \tau . z)\, x)\, y)$ is not typable in $\Delta^V_1$ nor $\Delta^V_2$, but it is in $\Delta^V_{\beta\eta}$. In the typing rule (top), the subscript $\Delta$ in $u_\Delta$ is not necessarily typable so $\langle u_\Delta \rangle$ can easily be any arbitrary $\lambda$-term. The typing rule $(\leq_\tau)$ allows to change the type of a $\Delta$-term from $\sigma$ to $\tau$ if $\sigma \leq_\tau \tau$: the term in the conclusion must record this change with an explicit type coercion $\langle \_ \rangle$, producing the new term $\Delta^\tau$: explicit type coercions are important to keep the unicity of typing derivations.

The next definition introduces a partial order over equivalence relations on pure $\lambda$-terms and an inclusion over typed systems as follows.

**Definition 7** ($\subseteq$ and $\cap$).

1. Let $R \in \{=, =_\beta, =_\beta\eta\}$. $R_1 \subseteq R_2$ if, for all pure $\lambda$-terms $M, N$ such that $M \ R_1 N$, we have that $M \ R_2 N$.
2. $\Delta^V_{R_1} \subseteq \Delta^V_{R_2}$ if, whenever $B \vdash^T_{R_1} \Delta : \sigma$, we have $B \vdash^T_{R_2} \Delta : \sigma$.

**Lemma 8.**

1. $\Delta^V_R \subseteq \Delta^V_{CD} \subseteq \Delta^V_{CDV}$ and $\Delta^V_R \subseteq \Delta^V_{CD} \subseteq \Delta^V_{CDV}$.
2. $\Delta^V_{R_1} \subseteq \Delta^V_{R_2}$ if $T_1 \subseteq T_2$ and $R_1 \subseteq R_2$.

**2.2 The $\Delta$-chair**

The next definition classifies ten typed systems for the $\Delta$-calculus: some of them already appeared (sometime with a different notation) in the literature by the present authors.

**Definition 9** ($\Delta$-chair). Ten typed systems $\Delta^V_R$ can be drawn pictorially in a $\Delta$-chair, where the arrows represent an inclusion relation. $\Delta^V_{\beta\eta}$ corresponds roughly to [29, 30] (in the expression $M@\Delta$, $M$ is the essence of $\Delta$) and in its intersection part to [43]; $\Delta^V_{\beta\eta}$ corresponds roughly in its intersection part to [17], $\Delta^V_{CD}$ corresponds in its intersection part to [31]; $\Delta^V_{\beta\eta}$ corresponds in its intersection part to [16]. The other typed systems are basically new. The main properties of these systems are:

1. All the $\Delta^V_1$ systems enjoys the synchronous subject reduction property, the other systems also enjoy ordinary subject reduction (Theorem 29);
2. All the systems strongly normalize (Theorem 33);
3. All the systems correspond to the original type assignment systems except $\Delta^V_{\beta\eta}$, $\Delta^V_{\beta\eta}$, $\Delta^V_{\beta\eta}$ and $\Delta^V_{\beta\eta}$ (Theorem 35);
4. Type checking and type reconstruction are decidable for all the systems, except $\Delta^V_{CD}$, $\Delta^V_{\beta\eta}$, and $\Delta^V_{\beta\eta}$ (Theorem 37).
3 Examples

This section shows examples of typed derivations $\Delta^T_R$ and highlights the corresponding type assignment judgment in $\lambda^T_R$ they correspond to, in the sense that we have a derivation $B \vdash^{T}_R \Delta : \sigma$ and another derivation $B \vdash^{T}_L \Delta : \sigma$. The correspondence between intersection typed systems $\Delta^T_R$ and intersection type assignment $\lambda^T_R$ will be defined in Subsection 5.1.

▶ Example 10 (Polymorphic identity). In all of the intersection type assignment systems $\lambda^T_R$ we can derive $\vdash^{T}_R \lambda x.x : (\sigma \to \sigma) \cap (\tau \to \tau)$. A corresponding $\Delta$-term is: $\langle \lambda x : \sigma.x, \lambda x : \tau.x \rangle$ that can be typed in all of the typed systems of the $\Delta$-chair as follows

$\begin{align*}
\Delta : & \vdash^{T}_R x : \sigma \\
\Delta : & \vdash^{T}_R x : \tau \\
\Delta : & \vdash^{T}_R \lambda x : \sigma.x : \sigma \to \sigma \\
\Delta : & \vdash^{T}_R \lambda x : \tau.x : \tau \to \tau \\
\Delta : & \vdash^{T}_R \lambda x.x R \lambda x.x
\end{align*}$

▶ Example 11 (Auto application). In all of the intersection type assignment systems we can derive $\vdash^{T}_R \lambda x.xx : ((\sigma \to \tau) \cap \sigma) \to \tau$. A corresponding $\Delta$-term is: $\lambda x : (\sigma \rightleftarrows \tau) \cap \sigma.(pr_1 x)(pr_2 x)$ that can be typed in all of the typed systems of the $\Delta$-chair as follows

$\begin{align*}
\Delta : & \vdash^{T}_R x : (\sigma \to \tau) \cap \sigma \\
\Delta : & \vdash^{T}_R x : (\sigma \to \tau) \cap \sigma \\
\Delta : & \vdash^{T}_R x : (\sigma \to \tau) \cap \sigma \\
\Delta : & \vdash^{T}_R x : (\sigma \to \tau) \cap \sigma \\
\Delta : & \vdash^{T}_R \lambda x : (\sigma \to \tau) \cap \sigma.(pr_1 x)(pr_2 x) : (\sigma \to \tau) \cap \sigma \to \tau
\end{align*}$

▶ Example 12 (Some examples in $\Delta^CDS_R$). In $\lambda^CDS_R$ we can derive $\vdash^{T}_{CDS} (\lambda x.\lambda y.x) : \sigma \to \emptyset \to \sigma$, and using this type assignment, we can derive $\vdash^{T}_{CDS} (\lambda x.\lambda y.x) z z : \sigma$. A corresponding
\(\Delta\)-term is: \((\lambda x: \sigma. \lambda y: \Upsilon.x) z \ z^y\) that can be typed in \(\Delta^\text{CDS}_\Upsilon\) as follows

\[
\begin{align*}
&\vdash_{\Delta^\text{CDS}_\Upsilon} x: \sigma \\
&\vdash_{\Delta^\text{CDS}_\Upsilon} \lambda x: \sigma. \lambda y: \Upsilon.x: \Upsilon \rightarrow \sigma \\
&\vdash_{\Delta^\text{CDS}_\Upsilon} z: \sigma \\
&\vdash_{\Delta^\text{CDS}_\Upsilon} z^y: \Upsilon
\end{align*}
\]

As another example, we can also derive \(\vdash_{\Lambda} \lambda x: \sigma \rightarrow \sigma \cup \Upsilon\). A corresponding \(\Delta\)-term is: \(\lambda x: \sigma. (x, x^y)\) that can be typed in \(\Delta^\text{CDS}_\Upsilon\) as follows

\[
\begin{align*}
&\vdash_{\Delta^\text{CDS}_\Upsilon} x: \sigma \\
&\vdash_{\Delta^\text{CDS}_\Upsilon} x^y: \Upsilon \\
&\vdash_{\Delta^\text{CDS}_\Upsilon} x \ R x
\end{align*}
\]

**Example 13** (An example in \(\Delta^\text{CDV}_\Upsilon\)). In \(\Lambda^\text{CDV}_\Upsilon\) we can prove the commutativity of intersection, i.e. \(\vdash_{\Lambda^\text{CDV}_\Upsilon} \lambda x: \sigma \cap \tau \rightarrow \tau \cap \sigma\). A corresponding \(\Delta\)-term is:

\[
\langle \lambda x: \sigma \cap \tau, p_{\gamma x}^\lambda, \lambda x: \sigma \cap \tau, p_{\gamma x}^\lambda \rangle^{(\sigma \cap \tau) \rightarrow (\tau \cap \sigma)}
\]

that can be typed in \(\Delta^\text{CDV}_\Upsilon\) as follows

\[
\begin{align*}
&\vdash_{\Delta^\text{CDV}_\Upsilon} x: \sigma \cap \tau \\
&\vdash_{\Delta^\text{CDV}_\Upsilon} x \ R x
\end{align*}
\]

**Example 14** (Another polymorphic identity in \(\Delta^\tau_{\Pi_0}\)). In all the \(\Delta^\tau_{\Pi_0}\) you can type the following \(\Delta\)-term: \(\langle \lambda x: \sigma, (\lambda y: \tau. \tau. x) (\lambda y: \tau. x) \rangle\). The typing derivation is thus

\[
\begin{align*}
&\vdash_{\Pi_0} x: \sigma \\
&\vdash_{\Pi_0} x: \tau \\
&\vdash_{\Pi_0} x: \tau \rightarrow \tau \\
&\vdash_{\Pi_0} x: \tau \rightarrow \tau
\end{align*}
\]

**Example 15** (Two examples in \(\Delta^\text{BCD}_\Upsilon\) and \(\Delta^\text{BCD}_\Upsilon\)). In \(\Lambda^\text{BCD}_\Upsilon\) we can type any term, including the non-terminating term \(\Omega \overset{\text{def}}{=} \langle \lambda x: \Upsilon. x \rangle (\lambda x: \Upsilon. x)\). More precisely, we have \(\vdash_{\Lambda^\text{BCD}_\Upsilon} \Omega: \Upsilon\). A corresponding \(\Delta\)-term whose essence is \(\Omega\) is \(\langle \lambda x: \Upsilon. x^y. x^y \rangle (\lambda x: \Upsilon. x^y. x^y)\) that can be typed in \(\Delta^\text{BCD}_\Upsilon\) as follows

\[
\begin{align*}
&\vdash_{\Delta^\text{BCD}_\Upsilon} x^y: \Upsilon \\
&\vdash_{\Delta^\text{BCD}_\Upsilon} \lambda x: \Upsilon. x^y: \Upsilon \rightarrow \Upsilon \\
&\vdash_{\Delta^\text{BCD}_\Upsilon} \lambda x: \Upsilon. x^y: \Upsilon \rightarrow \Upsilon
\end{align*}
\]

where * is

\[
\begin{align*}
&\vdash_{\Delta^\text{BCD}_\Upsilon} \langle \lambda x: \Upsilon. x^y. x \rangle \ (\lambda x: \Upsilon. x^y. x^y)\ U \\
&\vdash_{\Delta^\text{BCD}_\Upsilon} \langle \lambda x: \Upsilon. x^y. x \rangle \ (\lambda x: \Upsilon. x^y. x^y)\ U
\end{align*}
\]

where * is

\[
\begin{align*}
&\vdash_{\Delta^\text{BCD}_\Upsilon} x: \Upsilon \\
&\vdash_{\Delta^\text{BCD}_\Upsilon} x: \Upsilon \\
&\vdash_{\Delta^\text{BCD}_\Upsilon} x: \Upsilon
\end{align*}
\]

\[
\begin{align*}
&\vdash_{\Delta^\text{BCD}_\Upsilon} x: \Upsilon \\
&\vdash_{\Delta^\text{BCD}_\Upsilon} x: \Upsilon \\
&\vdash_{\Delta^\text{BCD}_\Upsilon} x: \Upsilon
\end{align*}
\]
In $\lambda_{\Delta}^{\text{BCD}}$ we can type $x : \text{U} \to \text{U} \vdash T_{\text{BCD}}^{=_{\Delta_{\eta}}} x : (\text{U} \to \text{U}) \cap (\sigma \to \text{U})$. A corresponding $\Delta$-term whose essence is $x$ is $(x, \lambda y : \sigma. x y^0)$ that can be typed in $\Delta_{\eta}^{\text{BCD}}$ as follows

|$x : \text{U} \to \text{U}, y : \sigma \vdash T_{\text{BCD}}^{=_{\Delta_{\eta}}} y : \sigma \cap \sigma \subseteq \text{U}$ |
|---|---|
|$x : \text{U} \vdash T_{\text{BCD}}^{=_{\Delta_{\eta}}} x : \text{U} \to \text{U}$ |
|$x : \text{U} \to \text{U}, y : \sigma \vdash T_{\text{BCD}}^{=_{\Delta_{\eta}}} y^0 : \text{U}$ |

|$x : \text{U} \to \text{U} \vdash T_{\text{BCD}}^{=_{\Delta_{\eta}}} x : \text{U} \to \text{U}$ |
|$x : \text{U} \to \text{U}, y : \sigma \vdash T_{\text{BCD}}^{=_{\Delta_{\eta}}} \lambda y : \sigma. x y^0 : \sigma \to \text{U}$ |

Note that the $=_{\Delta_{\eta}}$ condition has an interesting loophole, as it is well known that $\lambda_{\Delta}^{\text{BCD}}$ does not enjoy $=_{\eta}$ conversion property. Theorem 35 will show that we can construct a $\Delta$-term which does not correspond to any $\lambda_{\Delta}^{\text{BCD}}$ derivation.

**Example 16** (Pottinger). The following examples can be typed in all the type theories of the $\Delta$-Chair (we also display the corresponding pure $\lambda$-terms typable in $\lambda_{\Delta}^{I}$). These are encodings from the examples à la Curry given by Pottinger in [39].

$$\lambda x. \lambda y. x y$$

$$\vdash_{\Delta_{\eta}} \lambda x : (\sigma \to \tau) \cap (\sigma \to \rho), \lambda y : \sigma. ((p_{\tau} x) y), (p_\rho x y) : (\sigma \to \tau) \cap (\sigma \to \rho) \to \sigma \to \tau \cap \rho$$

$$\lambda x. \lambda y. x y$$

$$\vdash_{\Delta_{\eta}} \lambda x : \tau \to \rho. \lambda y : \sigma. (p_{\tau} x y), \lambda y : \sigma. (p_{\rho} x y) : (\sigma \to \tau \cap \rho) \to (\sigma \to \tau) \cap (\sigma \to \rho)$$

$$\lambda x. \lambda y. x y$$

$$\vdash_{\Delta_{\eta}} \lambda x : \tau \to \rho, \lambda y : \sigma \cap \tau. x (p_{\tau} y) : (\sigma \to \rho) \to \sigma \cap \tau \to \rho$$

$$\lambda x. \lambda y. x$$

$$\vdash_{\Delta_{\eta}} \lambda x : \tau \cap \rho. \lambda y : \sigma \cap \tau. x (p_{\tau} y) : (\sigma \to \tau \cap \rho) \to \sigma \cap \tau \to \rho$$

$$\lambda x. \lambda y. x$$

$$\vdash_{\Delta_{\eta}} \lambda x : \sigma \cap (\tau \cap \rho) \cap (\tau \cap \rho), (p_{\tau} x, p_{\tau} p_{\tau} x, p_{\rho} p_{\rho} x) : \sigma \cap (\tau \cap \rho) \to (\sigma \cap \tau) \cap \rho$$

In the same paper, Pottinger lists some types that cannot be inhabited by any intersection type assignment ($T_{\eta}^\tau$) in an empty context, namely: $\sigma \to (\sigma \cap \tau)$, and $(\sigma \to \tau) \to (\sigma \to \rho) \to \sigma \to \tau \cap \rho$, and $(\sigma \to \tau \cap \rho) \to (\sigma \to \tau) \cap \rho$. It is not difficult to verify that the above types cannot be inhabited by any of the typed systems of the $\Delta$-chair because of the failure of the essence condition in the strong pair type rule.

**Example 17** (Intersection is not the conjunction operator). This counter-example is from the corresponding counter-example à la Curry given by Hindley [26] and Ben-Yelles [6]. The intersection type $(\sigma \to \sigma) \cap ((\sigma \to \tau \to \rho) \to (\sigma \to \tau) \to \sigma \to \rho)$ where the left part of the intersection corresponds to the type for the combinator $I$ and the right part for the combinator $S$ cannot be assigned to a pure $\lambda$-term. Analogously, the same intersection type cannot be assigned to any $\Delta$-term.
3.1 On synchronization and subject reduction

For the typed systems $\Delta_T$, strong pairs have an intrinsic notion of synchronization: some redexes need to be reduced in a synchronous fashion unless we want to create meaningless $\Delta$-terms that cannot be typed. Consider the $\Delta$-term $\langle (\lambda x:\sigma.x)y, (\lambda x:\sigma.x)y \rangle$: if we use the $\rightarrow$ reduction relation, then the following reduction paths are legal:

$$\langle (\lambda x:\sigma.x)y, (\lambda x:\sigma.x)y \rangle \beta \langle (\lambda x:\sigma.x)y, y \rangle \beta \langle y, (\lambda x:\sigma.x)y \rangle \beta \langle y,y \rangle$$

More precisely, the first and second redexes are rewritten asynchronously, thus they cannot be typed in any typed system $\Delta_T$, because we fail to check the left and the right part of the strong pair to be the same: the $\rightarrow \parallel$ reduction relation prevents this loophole and allows to type all redexes. In summary, $\rightarrow \parallel$ can be thought of as the natural reduction relation for the typed systems $\Delta_T$.

4 Metatheory of $\Delta_T$

For lack of space all proofs are omitted: the interested reader can find more technical details in the related full version at https://arxiv.org/abs/1803.09660.

4.1 General properties

Unless specified, all properties applies to the intersection typed systems $\Delta_T^R$. There are several elegant ways to prove the Church-Rosser property: among others we could use the historical method of Tait and Martin-Löf (see Definition 3.2.3 of [3]), or the van Oostrom and van Raamsdonk technique [47], or the Takahashi parallel reduction technique [44]. Parallel reduction semantics extends Definition 4 and it is inductively defined as follows.

> Definition 18 (Parallel reduction semantics).

\[
\begin{align*}
x &\Rightarrow x \quad \text{and} \quad u_\Delta \Rightarrow u_\Delta \\
\Delta^0 &\Rightarrow (\Delta')^0 \quad \text{if } \Delta \Rightarrow \Delta' \\
\Delta_1 \Delta_2 &\Rightarrow \Delta'_1 \Delta'_2 \quad \text{if } \Delta_1 \Rightarrow \Delta'_1 \text{ and } \Delta_2 \Rightarrow \Delta'_2 \\
\lambda x:\sigma.\Delta &\Rightarrow \lambda x:\sigma.\Delta' \quad \text{if } \Delta \Rightarrow \Delta' \\
(\lambda x:\sigma.\Delta_1) \Delta_2 &\Rightarrow \Delta'_1[\Delta'_2/x] \quad \text{if } \Delta_1 \Rightarrow \Delta'_1 \text{ and } \Delta_2 \Rightarrow \Delta'_2 \\
\langle \Delta_1, \Delta_2 \rangle &\Rightarrow \langle \Delta'_1, \Delta'_2 \rangle \quad \text{if } \Delta_1 \Rightarrow \Delta'_1 \text{ and } \Delta_2 \Rightarrow \Delta'_2 \\
pr_i \Delta &\Rightarrow pr_i \Delta' \quad \text{if } \Delta \Rightarrow \Delta' \text{ and } i \in \{1,2\} \\
pr_i (\Delta_1, \Delta_2) &\Rightarrow \Delta'_i \quad \text{if } \Delta_i \Rightarrow \Delta'_i \text{ and } i \in \{1,2\}
\end{align*}
\]

Intuitively, $\Delta \Rightarrow \Delta'$ means that $\Delta'$ is obtained from $\Delta$ by simultaneous contraction of some $\beta pr_i$-redexes possibly overlapping each other. Church-Rosser can be achieved by proving a stronger statement, namely $\Delta \Rightarrow \Delta'$ implies $\Delta' \Rightarrow \Delta^*$, where $\Delta^*$ is a $\Delta$-term determined by $\Delta$ and independent from $\Delta'$. The above statement is satisfied by the term $\Delta^*$ which is, in turn, obtained from $\Delta$ by contracting all the redexes existing in $\Delta$ simultaneously.
Lemma 21.\[\] The same result can be easily proved for the Church-Rosser property; Geuvers in [23] proved the Church-Rosser for Pure Type Systems; the same result can be inherited from Church-Rosser for \(\longrightarrow\).

Lemma 22.\[\]

1. If \(\Delta_1 \longrightarrow \Delta'_1\), then \(\Delta_1 \Rightarrow \Delta'_1\);
2. if \(\Delta_1 \Rightarrow \Delta'_1\), then \(\Delta_1 \longrightarrow \Delta'_1\);
3. if \(\Delta_1 \Rightarrow \Delta'_1\) and \(\Delta_2 \Rightarrow \Delta'_2\), then \(\Delta_1[\Delta_2/x] \Rightarrow \Delta'_1[\Delta'_2/x]\);
4. \(\Delta_1 \Rightarrow \Delta'_1\).

Now we have to prove the Church-Rosser property for the parallel reduction.

Lemma 23 (Confluence property for \(\Rightarrow\)). If \(\Delta \Rightarrow \Delta'\), then \(\Delta' \Rightarrow \Delta''\).

The Church-Rosser property follows.

Theorem 24 (Confluence). If \(\Delta_1 \longrightarrow_2 \Delta_2\) and \(\Delta_1 \Rightarrow_3 \Delta_3\), then there exists \(\Delta_4\) such that \(\Delta_2 \longrightarrow_2 \Delta_4\) and \(\Delta_3 \Rightarrow_3 \Delta_4\).

At this point, a small remark about \(\eta\)-reduction in the \(\Delta\)-calculus could be useful. It is well-known by Nederpelt [35] that Church-Rosser for \(\beta\eta\)-reduction in the \(\lambda\)-calculus à la \(\lambda\)-calculus is just false; Geuvers in [23] proved the Church-Rosser for \(\beta\eta\)-reduction for well-typed terms in Pure Type Systems; the same result can be easily proved for the\(\Delta\)-calculus.

The next lemma says that all type derivations for \(\Delta\) have an unique type.

Lemma 25 (Unicity of typing). If \(B \vdash^R_T \Delta : \sigma\), then \(\sigma\) is unique.

The next lemma proves inversion properties on typable \(\Delta\)-terms.

Lemma 26 (Generation).

1. If \(B \vdash^R x : \sigma, \text{then } x : \sigma \in B\);
2. if \(B \vdash^R \lambda x : \sigma. \Delta : \rho, \text{then } \rho \equiv \sigma \rightarrow \tau \text{ for some } \tau \text{ and } B, x : \sigma \vdash^R \Delta : \tau\);
3. if \(B \vdash^R \Delta_1 \Delta_2 : \tau, \text{then there is } \sigma \text{ such that } B \vdash^R \Delta_1 : \sigma \rightarrow \tau \text{ and } B \vdash^R \Delta_2 : \sigma\);
4. if \(B \vdash^R \langle \Delta_1, \Delta_2 \rangle : \rho, \text{then there is } \sigma, \tau \text{ such that } \rho \equiv \sigma \cap \tau \text{ and } B \vdash^R \Delta_1 : \sigma \text{ and } B \vdash^R \Delta_2 : \tau \text{ and } i_{\Delta_1 \cap \Delta_2} \);\[\]
5. if \(B \vdash^R pr_1 \Delta : \sigma, \text{then there is } \tau \text{ such that } B \vdash^R \Delta : \sigma \cap \tau\);
6. if \(B \vdash^R pr_2 \Delta : \tau, \text{then there is } \sigma \text{ such that } B \vdash^R \Delta : \sigma \cap \tau\);
7. if \(B \vdash^R u_{\Delta} : \sigma, \text{then } \sigma \equiv \top\);
8. if \(B \vdash^R \Delta^\tau : \rho, \text{then } \rho \equiv \tau \text{ and there is } \sigma \text{ such that } \sigma \equiv \tau \text{ and } B \vdash^R \Delta : \sigma\).

The next lemma says that all subterms of a typable \(\Delta\)-term are typable too.
Theorem 29 (Subject reduction for $\beta pr_1$). Let $T \in \{T_{CDV}, T_{BCD}\}$. If $B \vdash^T_{\tau} \Delta_1 : \sigma$ and $\Delta_1 \rightarrow^\tau \Delta_2$, then $B \vdash^{\tau}_{\beta pr_1} \Delta_1 : \sigma$ and $\Delta_1 \rightarrow^\tau \Delta_2$, then $B \vdash^{\tau}_{\beta pr_1} \Delta_2 : \sigma$.

The next theorem states that some of the typed systems on the back of the $\Delta$-chair preserve $\eta$-reduction.

Theorem 30 (Subject reduction for $\eta$ for $T_{CDV}, T_{BCD}$). Let $T \in \{T_{CDV}, T_{BCD}\}$. If $B \vdash^T_{\tau_{\beta \eta}} \Delta_1 : \sigma$ and $\Delta_1 \rightarrow^\eta \Delta_2$, then $B \vdash^{\tau}_{\beta \eta} \Delta_2 : \sigma$.

4.2 Strong normalization

The idea of the strong normalization proof is to embed typable terms of the $\Delta$-calculus into Church-style terms of a target system, which is the simply-typed $\lambda$-calculus with pairs, in a structure-preserving way (and forgetting all the essence side-conditions). The translation is sufficiently faithful so as to preserve the number of reductions, and so strong normalization for the $\Delta$-calculus follows from strong normalization for simply-typed $\lambda$-calculus with pairs. A similar technique has been used in [24] to prove the strong normalization property of LF and in [9] to prove the strong normalization property of a subset of $\lambda_{\eta}^{CD}$.

The target system has one atomic type called $\circ$, a special constant term $\iota_\circ$ of type $\circ$ and an infinite number of constants $c_\sigma$ of type $\sigma$ for any type of the target system. We denote by $B \vdash_{\chi} M : \sigma$ a typing judgment in the target system.
\textbf{Definition 31} (Forgetful mapping).

- On intersection types.
  \[ |a| \overset{df}{=} \bigcirc \forall a_i \in \mathbb{A} \quad \text{and} \quad |\sigma \cap \tau| \overset{df}{=} |\sigma| \times |\tau| \quad \text{and} \quad |\sigma \rightarrow \tau| \overset{df}{=} |\sigma| \rightarrow |\tau| \]

- On \( \Delta \)-terms.
  \[ |x|_B \overset{df}{=} x \quad |u\sigma|_B \overset{df}{=} u \circ \]
  \[ |\lambda x.\sigma|_B \overset{df}{=} \lambda x.|\sigma|_{B,x,\sigma} \quad |\Delta_1 \Delta_2|_B \overset{df}{=} |\Delta_1|_B \times |\Delta_2|_B \]
  \[ |(\Delta_1, \Delta_2)|_B \overset{df}{=} (|\Delta_1|_B \times |\Delta_2|_B) \quad |pr_1 \Delta|_B \overset{df}{=} pr_1 |\Delta|_B \quad |\Delta^\tau|_B \overset{df}{=} e_{|\sigma|^{-1}|\tau|} |\Delta|_B \quad \text{if} \quad B \vdash^T \Delta : \sigma \]

- The map can be easily extended to basis \( B \).

\textbf{Lemma 32.}

1. If \( B \vdash^T \Delta : \sigma \), then \( |\Delta|_B \) is defined, and, for all \( B' \supseteq B \), \( |\Delta|_B \equiv |\Delta|_{B'} \);
2. \( |\Delta_1[\Delta_2/x]|_B \equiv |\Delta_1|_B[|\Delta_2|_B/x] \);
3. If \( \Delta_1 \rightarrow \Delta_2 \), then \( |\Delta_1|_B \rightarrow |\Delta_2|_B \);
4. If \( B \vdash^T \Delta : \sigma \) then \( |B| \vdash^x |\Delta|_B : |\sigma| \).

Strong normalization follows easily from the above lemmas.

\textbf{Theorem 33} (Strong normalization). If \( B \vdash^T \Delta : \sigma \), then \( \Delta \) is strongly normalizing.

\section{Typed systems à la Church vs. type assignment systems à la Curry}

\subsection{Relation between type assignment systems \( \lambda^\top_\cap \) and typed systems \( \Delta^\top_\cap \)}

It is interesting to state some relations between type assignment systems à la Church and typed systems à la Curry. An interesting property is the one of isomorphism, namely the fact that whenever we assign a type \( \sigma \) to a pure \( \lambda \)-term \( M \), the same type can be assigned to a \( \Delta \)-term such that the essence of \( \Delta \) is \( M \). Conversely, for every assignment of \( \sigma \) to a \( \Delta \)-term, a valid type assignment judgment of the same type for the essence of \( \Delta \) can be derived. Soundness, completeness and isomorphism between intersection typed systems for the \( \Delta \)-calculus and the corresponding intersection type assignment systems for the \( \lambda \)-calculus are defined as follows.

\textbf{Definition 34} (Soundness, completeness and isomorphism). Let \( \Delta^\top_\cap \) and \( \lambda^\top_\cap \).

1. (Soundness, \( \Delta^\top_\cap \overset{\Delta^\top_\cap}{\hookrightarrow} \lambda^\top_\cap \)). \( B \vdash^T \Delta : \sigma \) implies \( B \vdash^T \top \Delta \hat{=} \sigma \);
2. (Completeness, \( \Delta^\top_\cap \overset{\sigma}{\hookrightarrow} \lambda^\top_\cap \)). \( B \vdash^T M : \sigma \) implies there exists \( \Delta \) such that \( M \equiv \top \Delta \hat{=} \sigma \) and \( B \vdash^T \Delta : \sigma \);
3. (Isomorphism, \( \Delta^\top_\cap \overset{\Delta^\top_\cap}{\overset{\sigma}{\sim}} \lambda^\top_\cap \)). \( \Delta^\top_\cap \circ \lambda^\top_\cap \) and \( \Delta^\top_\cap \circ \lambda^\top_\cap \).

\textbf{Theorem 35} (Soundness, completeness and isomorphism). The following properties (left of Figure 4) between \( \Delta \)-calculi and type assignment systems \( \lambda^\top_\cap \) can be verified.

The next theorem characterizes the class of strongly normalizing \( \Delta \)-terms.
The \( \Delta \)-calculus: Syntax and Types

\[
\begin{array}{c|c|c}
\Delta^\tau_R & \Delta^\tau_S & TC/TR \\
\hline
\Delta^\tau_{cd} & \checkmark & \checkmark \\
\Delta^\tau_{cdv} & \checkmark & \checkmark \\
\Delta^\tau_{cds} & \checkmark & \checkmark \\
\Delta^\tau_{bcd} & \checkmark & \checkmark \\
\Delta^\tau_{c^\beta} & \times & \checkmark \\
\Delta^\tau_{c^\beta \eta} & \times & \checkmark \\
\end{array}
\]

\[
\begin{array}{c|c|c}
\Delta_S^\tau & Source & Target \\
\hline
\Delta^\tau_{cd} & \Delta^\tau_{cd} & \Delta^\tau_{cd} \\
\Delta^\tau_{cdv} & \Delta^\tau_{cdv} & \Delta^\tau_{cdv} \\
\Delta^\tau_{cds} & \Delta^\tau_{cds} & \Delta^\tau_{cds} \\
\Delta^\tau_{bcd} & \Delta^\tau_{bcd} & \Delta^\tau_{bcd} \\
\Delta^\tau_{c^\beta} & \Delta^\tau_{c^\beta} & \Delta^\tau_{c^\beta} \\
\Delta^\tau_{c^\beta \eta} & \Delta^\tau_{c^\beta \eta} & \Delta^\tau_{c^\beta \eta} \\
\end{array}
\]

\[\text{Figure 4} \quad \text{On the left: Soundness, completeness, isomorphism. On the right: source and target languages of the translation.}\]

\[\text{\triangleright Theorem 36 (Characterization). Every strongly normalizing } \lambda \text{-term can be type-annotated so as to be the essence of a typable } \Delta \text{-term.}\]

We can finally state decidability of type checking (TC) and type reconstruction (TR).

\[\text{\triangleright Theorem 37 (Decidability of type checking and type reconstruction). Figure 4 (in the center) list decidability of type checking and type reconstruction.}\]

### 5.2 Subtyping and explicit coercions

The typing rule \( (\preceq \tau) \) in the general typed system introduces type coercions: once a type coercion is introduced, it cannot be eliminated, so \textit{de facto} freezing a \( \Delta \)-term inside an explicit coercion. Tannen et al. [8] showed a translation of a judgment derivation from a “Source” system with subtyping (Cardelli’s Fun [11]) into an “equivalent” judgment derivation in a “Target” system without subtyping (Girard system F with records and recursion). In the same spirit, we present a translation that removes all explicit coercions. Intuitively, the translation proceeds as follows: every derivation ending with rule \( (\preceq \tau) \) is translated into the following (coercion-free) derivation, i.e.

\[
\frac{B \vdash_T R', \| \sigma \preceq_T \tau \| : \sigma \rightarrow \tau \quad B \vdash_T R', \| \Delta \| : \sigma}{B \vdash_T R', \| \sigma \preceq_T \tau \| \| \Delta \| : \tau} \quad (\rightarrow E)
\]

where \( R' \) is a suitable relation such that \( R \subseteq R' \), \( \| - \| \) is a suitable translation function defined later in Definition 39. Note that changing of the type theory is necessary to guarantee well-typedness in the translation of strong pairs. Summarizing, we provide a type preserving translation of a \( \Delta \)-term into a coercion-free \( \Delta \)-term such that \( t \Delta =_{\beta \eta} t \Delta' \). The following example illustrates some trivial compilations of axioms and rule schemes of Figure 1.

\[\text{\triangleright Example 38 (Translation of axioms and rule schemes of Figure 1).} \]

(\texttt{refl}) the judgment \( x : \sigma \vdash_T R (x, x^\sigma) : \sigma \cap \sigma \) is translated to a coercion-free judgment \( x : \sigma \vdash_T R (x, (\lambda y : \sigma \cdot y) x) : \sigma \cap \sigma \);

(\texttt{incl}) the judgment \( x : \sigma \cap \tau \vdash_T R (x, x^\tau) : (\sigma \cap \tau) \cap \tau \) is translated to a coercion-free judgment \( x : \sigma \cap \tau \vdash_T R (x, (\lambda y : \sigma \cap \tau \cdot pf_2 y) x) : (\sigma \cap \tau) \cap \tau \);
(glb) The judgment \( x : \sigma \vdash^T_{\mathcal{R}} (x, x^\sigma) : \sigma \cap (\sigma \cap \sigma) \) is translated to a coercion-free judgment \( x : \sigma \vdash^T_{\mathcal{R}} (x, (\lambda y : (\sigma, y) x) : \sigma \cap (\sigma \cap \sigma) \).

\( \mathcal{U}_{\text{top}} \) the judgment \( x : \sigma \vdash^T_{\mathcal{R}} (x, x^\sigma) : \sigma \cap \Lambda \) is translated to a coercion-free judgment \( x : \sigma \vdash^T_{\mathcal{R}} (x, (\lambda y : \Lambda, y^\sigma) x) : \sigma \cap \Lambda \).

\( \mathcal{U}_{\rightarrow} \) the judgment \( x : \Lambda \vdash^T_{\mathcal{R}} (x, x^\sigma) : \Lambda \cap (\sigma \rightarrow \Lambda) \) is translated to a coercion-free judgment \( x : \Lambda \vdash^T_{\mathcal{R}} (x, (\lambda y : \Lambda, y^\sigma) (f y) x) : \Lambda \cap (\sigma \rightarrow \Lambda) \).

\( \rightarrow \cap \) the judgment \( x : \sigma \rightarrow \tau \cap (\sigma \cap \rho) \vdash^T_{\mathcal{R}} (x, (\lambda y : (\sigma, \tau, \rho) \cap (\sigma \cap \rho) \cap (\sigma \cap \rho \rightarrow \tau)) \rightarrow \cap \)

\( \rightarrow \cap \) the judgment \( x : \sigma \rightarrow \tau \cap \rho \vdash^T_{\mathcal{R}} (x, (\lambda y : \Lambda, \Lambda, y^\sigma) (f (\Lambda y)) x) : (\sigma \rightarrow \tau \cap \rho) \cap (\sigma \cap \rho \rightarrow \tau) \).

\( \mathcal{U}_{\text{top}} \) the judgment \( x : \sigma \vdash^T_{\mathcal{R}} (x, (\lambda y : \Lambda, y^\sigma) (\sigma, y^\sigma, y^\sigma) x) : \sigma \cap (\sigma \rightarrow \Lambda) \) is translated to a coercion-free judgment \( x : \sigma \vdash^T_{\mathcal{R}} (x, (\lambda y : \Lambda, y^\sigma) (\sigma, y^\sigma, y^\sigma) x : \sigma \cap (\sigma \rightarrow \Lambda) \).

The next definition introduces two maps translating subtype judgments into explicit coercions functions and \( \Delta \)-terms into coercion-free \( \Delta \)-terms.

\textbf{Definition 39} (Transitions \( \| \_ \| \) and \( \| \_ \|_B \)).

1. The minimal type theory \( \leq_{\text{min}} \) and the extra axioms and schemes are translated as follows.

\( (\text{refl}) \quad \| \sigma \leq_{\mathcal{R}} \sigma \| \overset{\text{def}}{=} \vdash^T_{\mathcal{R}} \lambda x : \sigma. x : \sigma \rightarrow \sigma \)

\( (\text{incl1}) \quad \| \sigma \cap \tau \leq_{\mathcal{R}} \tau \| \overset{\text{def}}{=} \vdash^T_{\mathcal{R}} \lambda x : \sigma \cap \tau, \tau^\sigma. \tau \cap \sigma \rightarrow \sigma \)

\( (\text{incl2}) \quad \| \sigma \cap \tau \leq_{\mathcal{R}} \tau \| \overset{\text{def}}{=} \vdash^T_{\mathcal{R}} \lambda x : \sigma \cap \tau, \tau^\sigma. \tau \cap \sigma \rightarrow \tau \)

\( (\text{glb}) \quad \| \rho \leq_{\mathcal{R}} \tau \| \quad \| \rho \leq_{\mathcal{R}} \tau \| \overset{\text{def}}{=} \vdash^T_{\mathcal{R}} \lambda x : \sigma \cap \tau, \tau^\sigma. \tau \cap \sigma \rightarrow \tau \)

\( (\text{trans}) \quad \| \sigma \leq_{\mathcal{R}} \tau \| \quad \| \tau \leq_{\mathcal{R}} \rho \| \overset{\text{def}}{=} \vdash^T_{\mathcal{R}} \lambda x : \sigma \cap \tau, \tau^\sigma. \tau \cap \sigma \rightarrow \tau \)

\( (\mathcal{U}_{\text{top}}) \quad \| \sigma \leq_{\mathcal{R}} \Lambda \| \overset{\text{def}}{=} \vdash^T_{\mathcal{R}} \lambda x : \sigma \cap \Lambda. \Lambda \cap \sigma \rightarrow \Lambda \)

\( (\mathcal{U}_{\rightarrow}) \quad \| \Lambda \leq_{\mathcal{R}} \sigma \rightarrow \Lambda \| = \vdash^T_{\mathcal{R}} \lambda f : \Lambda, \lambda x : \Lambda. \Lambda \cap (\sigma \rightarrow \Lambda) \rightarrow \Lambda \)

\( \text{Let } \xi_1 \overset{\text{def}}{=} (\sigma \rightarrow \tau) \cap (\sigma \cap \rho) \text{ and } \xi_2 \overset{\text{def}}{=} \sigma \cap \tau \cap \rho \)

\( (\rightarrow \cap) \quad \| \sigma \leq_{\mathcal{R}} \tau \| \overset{\text{def}}{=} \vdash^T_{\mathcal{R}} \lambda x : \sigma \cap \tau, \tau^\sigma. \tau \cap \sigma \rightarrow \tau \)

\( (\rightarrow \cap) \quad \| \sigma \leq_{\mathcal{R}} \tau \| \overset{\text{def}}{=} \vdash^T_{\mathcal{R}} \lambda x : \sigma \cap \tau, \tau^\sigma. \tau \cap \sigma \rightarrow \tau \)

2. The translation \( \| \_ \|_B \) is defined on \( \Delta \) as follows.

\( \| u_{\Delta} \|_B \overset{\text{def}}{=} u \| \Delta \|_B \)

\( \| x \|_B \overset{\text{def}}{=} x \)

\( \| \lambda x : \Delta \|_B \overset{\text{def}}{=} \lambda \| x \|_B \)

\( \| \Delta \|_B \overset{\text{def}}{=} \| \Delta \|_B \)

\( \| (\Delta_1, \Delta_2) \|_B \overset{\text{def}}{=} \| \Delta_1 \|_B \| \Delta_2 \|_B \)

\( \| \text{pr}_i \|_B \overset{\text{def}}{=} \text{pr}_i \| \Delta \|_B \quad i \in \{1, 2\} \)

\( \| \Delta^\ast \|_B \overset{\text{def}}{=} \| \sigma \leq_{\mathcal{R}} \tau \| \| \Delta \|_B \)

if \( B \vdash^T_{\mathcal{R}} \Delta : \sigma \).
By looking at the above translation functions we can see that if \( B \vdash^T_\mathcal{R} \Delta : \sigma \), then \( \|\Delta\|_B \) is defined and it is coercion-free.

The following key lemma states that a coercion function is always typable in \( \Delta^T_{\text{co}} \), that it is essentially the identity and that, without using the rule schemes \((\rightarrow\cap), (\cup\cap)\), and \((\rightarrow)\) the translation can even be derivable in \( \Delta^T_{\text{co}} \).

\[
\text{Lemma 40} \quad \text{(Essence of a coercion is an identity).}
\]

1. If \( \sigma \leq_T \tau \), then \( \vdash^T_{\mathcal{R}_{\sigma\tau}} \|\sigma\|_T \leq_T \|\tau\|_T \vdash^T_\mathcal{R}_{\sigma\tau} \lambda x.\lambda x.x ;
\]
2. If \( \sigma \leq_T \tau \) without using the rule schemes \((\rightarrow\cap), (\cup\cap)\), and \((\rightarrow)\), then \( \vdash^T_{\mathcal{R}_{\sigma\tau}} \|\sigma\|_T \leq_T \|\tau\|_T \vdash^T_{\mathcal{R}_{\sigma\tau}} \lambda x.\lambda x.x \).

\[
\text{Proof.} \quad \text{The proofs proceed in both parts by induction on the derivation of } \sigma \leq_T \tau. \quad \text{For instance, in case of (glb), we can verify that } \vdash^T_{\mathcal{R}_{\sigma\tau}} \lambda x.\rho.\langle\|\rho\|_T \sigma \|x\|, \|\rho\|_T \|x\| \rangle : \rho \rightarrow \sigma \cap \tau \text{ using the induction hypotheses that } \|\rho\|_T \sigma \|x\| \text{ (resp. } \|\rho\|_T \tau \|x\|) \text{ has type } \rho \rightarrow \sigma \text{ (resp. } \rho \rightarrow \tau) \text{ and has an essence convertible to } \lambda x.\lambda x.x. \quad \blacksquare
\]

We can now prove the coherence of the translation as follows.

\[
\text{Theorem 41} \quad \text{(Coherence).} \quad \text{If } B \vdash^T_\mathcal{R} \Delta : \sigma , \text{ then } B \vdash^T_{\mathcal{R}'_\Delta} \|\Delta\|_B : \sigma \text{ and } \vdash^T_{\mathcal{R}'_\Delta} \|\Delta\|_B \vdash^T_{\mathcal{R}'_\Delta} \Delta^\tau \vdash^T_{\mathcal{R}'_\Delta} \Delta^\tau , \text{ where } \Delta^\tau_\Delta \text{ and } \Delta^\tau_{\Delta'} \text{ are respectively the source and target intersection typed systems given in Figure 4 (right part).}
\]

\[
\text{Proof.} \quad \text{By induction on the derivation. We illustrate the most important case, namely when the last type rule is } (\leq_T). \text{ In this case } \|\Delta\|_B \text{ is translated to } \|\sigma \leq_T \tau \|_B \text{ by induction hypothesis we have that } B \vdash^T_\mathcal{R} \Delta : \sigma , \text{ and by Lemma 40 we have that } B \vdash^T_{\mathcal{R}_{\sigma\tau}} \|\sigma \leq_T \tau \| : \sigma \rightarrow \tau ; \text{ therefore } B \vdash^T_{\mathcal{R}_{\sigma\tau}} \|\Delta\|_B : \sigma \rightarrow \tau. \text{ Moreover, we know that } \vdash^T_{\mathcal{R}_{\sigma\tau}} \lambda x.\lambda x.x , \text{ and this gives } \vdash^T_{\mathcal{R}_{\sigma\tau}} \|\Delta\|_B \lambda x.\lambda x.x \lambda x.\lambda x.x \lambda x.\lambda x.x. \text{ Again by induction hypothesis we have that } \lambda x.\lambda x.x \lambda x.\lambda x.x \lambda x.\lambda x.x. \text{ and this gives the thesis } \lambda x.\lambda x.x \lambda x.\lambda x.x \lambda x.\lambda x.x. \quad \blacksquare
\]

\[
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Introduction
Characterizing complexity classes without explicit reference to the computational model used for defining these classes, and without explicit bounds on the resources allowed for the calculus, has been a long term goal of several lines of research in computer science. One rather successful such line of research is recursion theory. The foundational work here is the result of Cobham [8], who gave a characterization of polynomial time computable functions in terms of bounded recursion on notations - where, however, an explicit polynomial bound is used in the recursion scheme. Later on, Leivant [12] refined this approach with the notion of tiered recursion: explicit bounds are no longer needed in his recursion schemes. Instead, function arguments are annotated with a static, numeric denotation, a tier, and a tiering discipline is imposed upon the recursion scheme to enforce a polynomial time computation bound. A third important step in this line of research is the work of Bellantoni and Cook [3], whose safe recursion scheme uses only syntactical constraints akin to the use of only two tier values, to characterize, again, the class of polynomial time functions.

Cobham’s approach has also later on been fruitfully extended to other, important complexity classes. Results relevant to our present work, using explicitly bounded recursion, are those of Lind [16] for logarithmic space, and Allen [1] and Clote [7] for small parallel classes.

Later on, Bellantoni and Cook’s purely syntactical approach proved also useful for characterizing other complexity classes. Leivant and Marion [15, 14] used a predicative version of the safe recursion scheme to characterize alternating complexity classes, while Bloch [4], Bonfante et al [5] and Kuroda[11], gave characterizations of small, polylogtime, parallel complexity classes. An important feature of these results is that they use, either
explicitly or not, a tree-recursion on the input. This tree-recursion is implicitly obtained in Bloch’s work by the use of an extended set of basic functions, allowing for a dichotomy recursion on the input string, while it is made explicit in the recursion scheme in the two latter works. As a consequence, these characterizations all rely on the use of non-trivial basic functions, and non-trivial data structures. Moreover, the use of distinct basic function sets and data structures make it harder to express these characterizations in a uniform framework.

Among all these previous works on sub-polynomial complexity classes, an identification is assumed between the argument of the functions of the algebra, on one hand, and the computation input on the other hand: an alternating, logspace computation on input \( x \) is denoted by a recursive function with argument \( x \). While this seems very natural for complexity classes above linear time, it actually yields a fair amount of technical subtleties and difficulties for sub-linear complexity classes. Indeed, following Chandra et al. [6] seminal paper, sub-polynomial complexity classes need to be defined with a proper, subtler model than the one-tape Turing machine: the random access Turing machine (RATM), where computation input is accessed via a unit-cost pointer reading instruction. RATM input is thus accessed via a read-only instruction, and left untouched during the computation - a feature quite different to that of a recursive function argument. Our proposal here is to use a similar construct for reading the input in the setting of recursive functions: our functions will take as input pointers on the computation input, and one-bit pointer reading will be assumed to have unit cost. Actual computation input are thus implicit in our function algebras: the fuel of the computational machinery is only pointer arithmetics. This proposal takes inspiration partially from the Rational Bitwise Equations of [5].

Following this basic idea, we then introduce a new tiering discipline, called tropical tiering, to enforce a non-size increasing behavior on our recursive functions, with some inspirations taken from previous works of M. Hofmann [9, 10]. Tropical tiering induces a polynomial interpretation in the tropical ring of polynomials - the ring of polynomials over the tropical ring \( \mathbb{Z} \cup \{-\infty\} \), with \( \max \) and \( + \) operations - and yields a characterization of logarithmic space. Compared to the characterization of logarithmic space of Neergaard [17], our algebra does not rely on an affine upper bound on the occurrences of safe arguments in the recursion and composition schemes, which proves useful for combining this approach with others. Worth mentioning also, Bellantoni [2] provides a characterization of logspace over unary numerals.

Subsequently, the use of different, classical recursion schemes over this new tropical tiering discipline yields characterizations of other, sub-polynomial complexity classes such as polylogtime, NC, and the full polynomial time class. Following the approach of Bellantoni and Cook, we furthermore embed the tiering discipline directly in the syntax, with only finitely many different tier values - four tier values in our case, instead of only two tier values for the safe recursive functions, and provide purely syntactical characterizations of these complexity classes in a unified, simple framework. Compared to previous works, our framework uses a unique, and rather minimal set of unit-cost basic functions, computing indeed basic tasks, and a unique and also simple data structure. While the syntax of our tropical composition and recursion schemes may appear overwhelming at first sight, it has the nice feature, shared with the safe recursion functions of [3], of only adding a fine layer of syntactic sugar over the usual composition and primitive recursion schemes. Removing this sugar allows to retrieve the classical schemes. In that sense, we claim our approach to be simpler than the previous ones of [4, 5, 11].

The paper is organized as follows. Section 1 introduces the notations, and the framework of pointer recursion. Section 2 applies this framework to primitive recursion. Pointer partial/primitive recursive functions are proven to coincide with their classical counterparts
in Theorem 2. Section 3 applies this framework to safe recursion on notations. Pointer safe recursive functions are proven to coincide with polylogtime computable functions in Theorem 3. Tropical tiering is defined in Section 4. Proposition 4 establishes the tropical interpretation induced by tropical tiering. Tropical recursive functions are then introduced in Subsection 4.3. Section 5 gives a sub-algebra of the former, capturing logspace/polylogtime computable functions in Theorem 9. Finally, Section 6 explores tropical recursion with substitutions, and provides a characterization of P in Theorem 11 and of NC in Theorem 13.

1 Recursion

1.1 Notations, and Recursion on Notations

Data structures considered in our paper are finite words over a finite alphabet. For the sake of simplicity, we consider the finite, boolean alphabet \( \{0, 1\} \). The set of finite words over \( \{0, 1\} \) is denoted as \( \{0, 1\}^* \).

Finite words over \( \{0, 1\} \) are denoted with overlined variables names, as in \( \overline{x} \). Single values in \( \{0, 1\} \) are denoted as plain variables names, as in \( x \). The empty word is denoted by \( \varepsilon \), while the dot symbol “.” denotes the concatenation of two words as in \( a.\overline{x} \), the finite word obtained by adding an \( a \) in front of the word \( \overline{x} \). Finally, finite arrays of boolean words are denoted with bold variable names, as in \( x = (x_1, \ldots, x_n) \). When defining schemes, we will often omit the length of the arrays at hand, when clear from context, and use bold variable names to simplify notations. Similarly, for mutual recursion schemes, finite arrays of mutually recursive functions are denoted by a single bold function name. In this case, the width of this function name is the size of the array of the mutually recursive functions.

Natural numbers are identified with finite words over \( \{0, 1\} \) via the usual binary encoding. Yet, in most of our function algebras, recursion is not performed on the numerical value of an integer, as in classical primitive recursion, but rather on its boolean encoding, that is, on the finite word over \( \{0, 1\} \) identified with it: this approach is denoted as recursion on notations.

1.2 Turing Machines with Random Access

When considering sub-polynomial complexity class, classical Turing Machines often fail to provide a suitable cost model. A crucial example is the class DLOGTIME: in logarithmic time, a classical Turing machine fails to read any further than the first \( k.\log(n) \) input bits.

In order to provide a suitable time complexity measure for sub-polynomial complexity classes, Chandra et al [6] introduced the Turing Machine with Random Access (RATM), whose definition follows.

**Definition 1 (RATM).** A Turing Machine with Random Access (RATM) is a Turing machine with no input head, one (or several) working tapes and a special pointer tape, of logarithmic size, over a binary alphabet. The Machine has a special Read state such that, when the binary number on the pointer tape is \( k \), the transition from the Read state consists in writing the \( k^{th} \) input symbol on the (first) working tape.

1.3 Recursion on Pointers

In usual recursion theory, a function computes a value on its input, which is given explicitly as an argument. This, again, is the case in classical primitive recursion. While this is suitable for describing explicit computation on the input, as, for instance for single tape Turing Machines, this is not so for describing input-read-only computation models, as, for instance,
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RATMs. In order to propose a suitable recursion framework for input-read-only computation, we propose the following pointer recursion scheme, whose underlying idea is pretty similar to that of the RATM.

As above, recursion data is given by finite, binary words, and the usual recursion on notation techniques on these recursion data apply. The difference lies in the way the actual computation input is accessed: in our framework, we distinguish two notions, the computation input, and the function input: the former denotes the input of the RATM, while the latter denotes the input in the function algebra. For classical primitive recursive functions, the two coincide, up to the encoding of integer into binary strings. In our case, we assume an explicit encoding of the former into the latter, given by the two following constructs.

Let $\overline{w} = w_1, \cdots, w_n \in \{0, 1\}^*$ be a computation input. To $\overline{w}$, we associate two constructs, the Offset: a finite word over $\{0, 1\}$, encoding in binary the length $n$ of $\overline{w}$, and the Read construct, a 1-ary function, such that, for any binary encoding $i$ of an integer $0 < i \leq n$, $\text{Read}(i) = w_i$, and, for any other value $v$, $\text{Read}(v) = \varepsilon$.

Then, for a given computation input $\overline{w}$, we fix accordingly the semantics of the Read and Offset constructs as above, and a Pointer Recursive function over $\overline{w}$ is evaluated with sole input the Offset, accessing computation input bits via the Read construct. For instance, under these conventions, $\text{Read}(\text{hd}(\text{Offset}))$ outputs the first bit of the computational input $\overline{w}$. In some sense, the two constructs depend on $\overline{w}$, and can be understood as functions on $\overline{w}$. However, in our approach, it is important to forbid $\overline{w}$ from appearing explicitly as a function argument in the syntax of the function algebras we will define, and from playing any role in the composition and recursion schemes. Since $\overline{w}$ plays no role at the syntactical level - its only role is at the semantical level- we chose to remove it completely from the syntactical definition of our functions algebras.

2 Pointers Primitive Recursion

Let us first detail our pointer recursive framework for the classical case of primitive recursion on notations.

Basic pointer functions

Basic pointer functions are the following kind of functions:

1. Functions manipulating finite words over $\{0, 1\}$. For any $a \in \{0, 1\}, \overline{x} \in \{0, 1\}^*$,
   $\text{hd}(a, \overline{x}) = a \quad \text{tl}(a, \overline{x}) = \overline{x} \quad s_0(\overline{x}) = 0.\overline{x}$
   $\text{hd}(\varepsilon) = \varepsilon \quad \text{tl}(\varepsilon) = \varepsilon \quad s_1(\overline{x}) = 1.\overline{x}$

2. Projections. For any $n \in \mathbb{N}$, $1 \leq i \leq n$,
   $\text{Pr}_i^n(\overline{x}_1, \cdots, \overline{x}_n) = \overline{x}_i$

3. and, finally, the Offset and Read constructs, as defined above.

Composition

Given functions $g$, and $h_1, \cdots, h_n$, we define $f$ by composition as

$f(\overline{x}) = g(h_1(\overline{x}), \cdots, h_n(\overline{x}))$. 
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Let \( \perp \) denote non-terminating computation. Given functions \( h, g_0 \) and \( g_1 \), we define \( f \) by primitive recursion on notations as

\[
\begin{align*}
\ f(\varepsilon, y) &= h(y) \\
\ f(s_a(x), y) &= \begin{cases} 
\ g_a(\pi, f(\pi, y), y) & \text{if } f(\pi, y) \neq \perp \\
\ \perp & \text{otherwise}
\end{cases}
\end{align*}
\]

Minimization

For a function \( s \), denote by \( s^{(n)} \) its \( n \)th iterate. Then, given a function \( h \), we define \( f \) by minimization on \( x \) as

\[
\mu x (h(x, y)) = \begin{cases} 
\perp & \text{if } \forall t \in \mathbb{N}, hd(h(s_a^{(t)}(\varepsilon), y)) \neq s_1(\varepsilon) \\
\ s_0^{(k)}(\varepsilon) & \text{where } k = \min \{ t : hd(h(s_a^{(t)}(\varepsilon), y)) = s_1(\varepsilon) \} \text{ otherwise.}
\end{cases}
\]

In other words, a function \( f \) defined by minimization on \( h \) produces the shortest sequence of symbols satisfying a simple condition on \( h \), if it exists.

Let now \( PR_{\text{not}} \) be the closure of basic pointer functions under composition and primitive recursion on notations, and \( REC_{\text{not}} \) be the closure of basic pointer functions under composition, primitive recursion on notations, and minimization. Then, as expected,

\begin{align*}
\textbf{Theorem 2.} & \text{ Modulo the binary encoding of natural integers, } PR_{\text{not}} \text{ is the classical class of primitive recursive functions, and } REC_{\text{not}} \text{ is the classical class of recursive functions.}
\end{align*}

Proof. It is already well known that primitive recursive functions on notations are the classical primitive recursive functions, and recursive functions on notations are the classical recursive functions. Now, for one direction, it suffices to express the \( \text{Read} \) and \( \text{Offset} \) basic pointer functions as primitive recursive functions on the computation input. For the other direction, it suffices to reconstruct with pointer primitive recursion the computation input from the \( \text{Read} \) and \( \text{Offset} \) basic pointer functions.

A Simple Example

Let us define the following functions.

\[
\begin{align*}
\text{if}_\varepsilon(\varepsilon, y, \pi) &= y \\
\text{if}_\varepsilon(s_a(\pi), y, \pi) &= \pi \\
\text{RmvLastBit}(\varepsilon) &= \varepsilon \\
\text{RmvLastBit}(s_a(\pi)) &= \text{if}_\varepsilon(\pi, \varepsilon, s_a(\text{RmvLastBit}(\pi)))
\end{align*}
\]

Then, \( \text{Read(RmvLastBit(Offset))} \) reads the middle bit of the computation input, in logarithmic time. This exemplifies the purpose of recursion on pointers: this simple task cannot be performed in less than linear time by the usual primitive recursion on notations, nor by the classical Turing machine. However, switching the model definition from Turing machines to RATMs, and from primitive recursion to pointer primitive recursion, allows to perform this simple task in logarithmic time, in a straightforward way.
3 Pointer Safe Recursion

We recall the tiering discipline of Bellantoni and Cook [3]: function arguments are divided into two tiers, normal arguments and safe arguments. Notation-wise, both tiers are separated by a semicolon symbol in a block of arguments, the normal arguments being on the left, and the safe arguments on the right. We simply apply this tiering discipline to our pointer recursion framework.

Basic Pointer Safe Functions

Basic pointer safe functions are the basic pointer functions of the previous section, all their arguments being considered safe.

Safe Composition

Safe composition is somewhat similar to the previous composition scheme, with a tiering discipline, ensuring that safe arguments cannot be moved to a normal position in a function call. The reverse however is allowed.

\[ f(x; y) = g(h_1(x); \ldots, h_m(x); h_{m+1}(x; y), \ldots, h_{m+n}(x; y)). \]

Calls to functions \( h_{m+i} \), where safe arguments are used, are placed in safe position in the argument block of \( g \). A special case of safe composition is \( f(x; y) = g(; x, y) \), where a normal argument \( x \) is used in safe position in a call. Hence, we liberally use normal arguments in safe position, when necessary.

Safe Recursion

The recursion argument is normal. The recursive call is placed in safe position, a feature that prevents nesting recursive calls exponentially.

\[ f(\varepsilon; y; z) = h(y; z) \]
\[ f(a; \pi; y; z) = g(a; \pi; f(\pi; y; z); z). \]

Let now \( \text{SR}^\text{point}_{\text{not}} \) be the closure of the basic pointer safe functions under safe composition and safe recursion.

\[ \text{Theorem 3.} \text{ SR}^\text{point}_{\text{not}} \text{ is the class } \text{DTIME}(\text{polylog}) \text{ of functions computable in polylogarithmic time.} \]

\[ \textbf{Proof.} \text{ The proof is essentially the same as for the classical result by Bellantoni and Cook [3]. Here however, it is crucial to use the RATM as computation model. Simulating a polylogtime RATM with safe recursion on pointers is very similar to simulating a polytime TM with safe recursion - instead of explicitly using the machine input as recursion data, we use the size of the input as recursion data, and access the input values via the } \text{Read} \text{ construct, exactly as is done by the RATM model. The other direction is also similar: the tiering discipline of the safe recursion on pointers enforces a polylog bound on the size of the strings (since the initial recursion data - the } \text{Offset} \text{ - has size logarithmic in the size } n \text{ of the computation input), and thus a polylog bound on the computation time.} \]
4 Tropical Tiering

We present here another, stricter tiering discipline, that we call tropical Tiering. The adjective “tropical” refers to the fact that this tiering induces a polynomial interpretation in the tropical ring of polynomials. This tiering discipline takes some inspiration from Hofmann’s work on non-size increasing types [9], and pure pointer programs [10]. The idea however is to use here different tools than Hofmann’s to achieve a similar goal of bounding the size of the function outputs. We provide here a non-size increasing discipline via the use of tiering, and use it in the setting of pointer recursion to capture not only pure pointer programs (Hofmann’s class), but rather pointer programs with pointer arithmetics, which is in essence the whole class Logspace.

Basic Pointer Functions

We add the following numerical successor basic function. Denote by \( E : \mathbb{N} \to \{0, 1\}^* \) the usual binary encoding of integers, and \( D : \{0, 1\}^* \to \mathbb{N} \) the decoding of binary strings to integers. Then,

\[
\text{s}(x) = E(D(x) + 1)
\]

denotes the numerical successor on binary encodings, and, by convention, \( \varepsilon \) is the binary encoding of the integer 0.

Primitive Recursion on Values

Primitive recursion on values is the usual primitive recursion, encoded into binary strings:

\[
\begin{align*}
 f(\varepsilon, y) &= h(y) \\
 f(s(\pi), y) &= g(\pi, f(s(\pi), y), y).
\end{align*}
\]

4.1 Tropical Tier

As usual, tiering consists in assigning function variables to different classes, called tiers. In our setting, these tiers are identified by a numerical value, called tropical tier, or, shortly, tropic. The purpose of our tropical tiers is to enforce a strict control on the increase of the size of the binary strings during computation. Tropics take values in \( \mathbb{Z} \cup \{-\infty\} \). The tropic of the \( i^{th} \) variable of a function \( f \) is denoted \( T_i(f) \). The intended meaning of the tropics is to provide an upper bound on the linear growth of the function output size with respect to the corresponding input size, as per Proposition 4. Tropics are inductively defined as follows.

1. Basic pointer functions:

\[
\begin{align*}
 T_{j \neq i}(\text{Pr}_{\tau_i}^j) &= -\infty & T_1(\text{hd}) &= -\infty & T_1(\text{Read}) &= -\infty \\
 T_1(\text{tl}) &= -1 \\
 T_i(\text{Pr}_{\tau_i}^j) &= 0 \\
 T_1(\varepsilon_0) &= 1 & T_1(\varepsilon_1) &= 1 & T_1(s) &= 1
\end{align*}
\]

2. Composition:

\[
T_i(f) = \max_i \{T_i(g) + T_i(h_i)\}.
\]

3. Primitive recursion on notations. Two cases arise:
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\[ T_2(g_0) \leq 0 \text{ and } T_2(g_1) \leq 0. \] In that case, we set
\[
T_1(f) = \max \{ T_1(g_0), T_1(g_1), T_2(g_0), T_2(g_1) \},
\]
and,
\[
T_i(f) = \max \{ T_{i+1}(g_0), T_{i+1}(g_1), T_{i-1}(h), T_2(g_0), T_2(g_1) \}.
\]

The previous case does not hold, \( T_2(g_0) \leq 1 \), and \( T_2(g_1) \leq 1 \). In that case, we also require that \( T_1(g_0) \leq 0 \), \( T_1(g_1) \leq 0 \), and, for all \( t \geq 2 \), \( T_i(g_0) = T_i(g_1) = T_{i-2}(h) = -\infty \). Then, we set
\[
T_1(f) = \max \{ T_1(g_0), T_1(g_1), T_2(g_0) - 1, T_2(g_1) - 1, c_h \},
\]
where \( c_h \) is a constant for \( h \) given in Proposition 4 below, and, for \( t > 1 \), \( T_i(f) = -\infty \).

Other cases than the two above do not enjoy tropical tiering.

4. Primitive recursion on values. Only one case arises:
\[ T_2(g) \leq 0. \] In that case, we set
\[
T_1(f) = \max \{ T_1(g), T_2(g) \},
\]
and, for all \( t > 1 \),
\[
T_i(f) = \max \{ T_{i+1}(g), T_{i-1}(h), T_2(g) \}.
\]
Again, other cases than the one above do not enjoy tropical tiering.

Furthermore, when using tropical tiering, we use mutual recursion schemes. For \( f = (f_1, \ldots, f_n) \), mutual primitive recursion (on values) is classically defined as follows,
\[
f(\varepsilon, y) = h(y)
\]
\[
f(\varepsilon(\overline{x}), y) = \begin{cases} g(\overline{x}, f(\overline{x}, y), y) & \text{if } \forall i (f_i(\overline{x}, y) \neq \bot) \\ \bot & \text{otherwise.} \end{cases}
\]

and similarly for mutual primitive recursion on notations. Tropical tiering is then extended to mutual primitive recursion in a straightforward manner.

We define the set of \( L \)-primitive pointer recursive functions as the closure of the basic pointer functions of Sections 2 and 4 under composition, (mutual) primitive recursion on notations and (mutual) primitive recursion on values, with tropical tiering.

4.2 Tropical Interpretation

Tropical tiering induces a non-size increasing discipline. More formally,

**Proposition 4.** The tropical tiering of a \( L \)-primitive recursive function \( f \) induces a polynomial interpretation of \( f \) on the tropical ring of polynomials, as follows.

For any \( L \)-primitive recursive function \( f \) with \( n \) arguments, there exists a computable constant \( c_f \geq 0 \) such that
\[
|f(\overline{x}_1, \ldots, \overline{x}_n)| \leq \max_t \{ T_t(f) + |\overline{x}_t|, c_f \}.
\]

**Proof.** The proof is given for non-mutual recursion schemes, by induction on the definition tree. Mutual recursion schemes follow the same pattern.

1. For basic pointer functions, the result holds immediately.
2. Let \( f \) be defined by composition, and assume that the result holds for the functions \( g, h_1, \ldots, h_n \). Then, for any \( i = 1, \ldots, n \), \( |h_i(x)| \leq \max_t \{ T_t(h_i) + |\overline{x}_i|, c_h \} \). Moreover, there exists by induction \( c_g \) such that \( |g(h_1(x), \ldots, h_n(x))| \leq \max_t \{ T_t(g) + |h_i(x)|, c_g \} \). Composing the inequalities above yields \( |g(h_1(x), \ldots, h_n(x))| \leq \max_t \{ T_t(g) + \max_t \{ T_t(h_i) + |\overline{x}_i|, c_h \}, c_g \} = \max_t \{ T_t(f) + |\overline{x}_t|, \max_x \{ c_f, c_g \} \} \).
3. Let \( f \) be defined by primitive recursion on notations, and assume that the first case holds. Let \( f(a, \overline{x}, y) = g_a(\overline{x}, f(\overline{x}, y), y) \), for \( a \in \{0, 1\} \), and assume \( T_2(g_0) \leq 0 \) and \( T_2(g_1) \leq 0 \). We apply the tropical interpretation on \( g \), and we show by induction the result for \( f \) on the length of \( a.\overline{x} \).
a. If $\max_{x,y.t} \{ |\pi| + T_1(g_a), |f(\pi,x)| + T_2(g_a), |\pi| + T_{l+2}(g_a), c_{g_a} \} = |\pi| + T_1(g_a)$: 
   $|f(a,\pi,y)| \leq |\pi| + T_1(g_a) \leq |\pi| + T_1(f)$, and the result holds.

b. If $\max_{x,y.t} \{ |\pi| + T_1(g_a), |f(\pi,y)| + T_2(g_a), |\pi| + T_{l+2}(g_a), c_{g_a} \} = |f(\pi,y)| + T_2(g_a)$: 
   Since $T_2(g_a) \leq 0$, $|f(a,\pi,y)| \leq |f(\pi,y)|$, and the induction hypothesis applies.

c. If $\max_{x,y.t} \{ |\pi| + T_1(g_a), |f(\pi,y)| + T_2(g_a), |\pi| + T_{l+2}(g_a), c_{g_a} \} = |\pi| + T_{l+2}(g_a)$ 
   for some $t$: the result applies immediately by structural induction on $g_a$.

d. If $\max_{x,y.t} \{ |\pi| + T_1(g_a), |f(\pi,y)| + T_2(g_a), |\pi| + T_{l+2}(g_a), c_{g_a} \} = c_{g_a}$, the result holds immediately.

e. The base case $f(\epsilon, y)$ is immediate.

4. Let $f$ be defined by primitive recursion on notations, and assume now that the second of the two corresponding cases holds. Let $f(a,\pi,y) = g_a(\pi,f(\pi,y),y)$, for $a \in \{0,1\}$. 
   Since the first case does not hold, $T_2(g_a) = 0$ or $T_2(g_1) = 1$: assume that $T_2(g_0) = 1$ 
   (the other case being symmetric). Assume also that, $T_1(g_a) \leq 0$ and $T_1(g_1) \leq 0$, and 
   for all $t \geq 2$, $T_1(g_0) = T_1(g_1) = T_{l-2}(h) = -\infty$. Then, we set $T_1(f) = \max\{0,c_b\}$. 
   We apply the tropical interpretation on $g$, and prove by induction on the length of $a,\pi$ that 
   $|f(a,\pi,y)| \leq |a,\pi| + \max\{c_{g_1},c_{g_2},c_{g_3}\}$.

a. If $\max_{x,y.t} \{ |\pi| + T_1(g_a), |f(\pi,x)| + T_2(g_a), |\pi| + T_{l+2}(g_a), c_{g_a} \} = |\pi| + T_1(g_a)$: 
   Since $T_1(g_a) \leq 0$ and $T_1(f) \geq 0$, $|f(a,\pi,y)| \leq |\pi| + T_1(f)$, and the result holds.

b. If $\max_{x,y.t} \{ |\pi| + T_1(g_a), |f(\pi,y)| + T_2(g_a), |\pi| + T_{l+2}(g_a), c_{g_a} \} = |f(\pi,x)| + T_2(g_a)$: 
   Since $T_2(g_a) \leq 1$, $|f(a,\pi,y)| \leq 1 + |f(\pi)|$, and the induction hypothesis allows to conclude.

c. If $\max_{x,y.t} \{ |\pi| + T_1(g_a), |f(\pi,y)| + T_2(g_a), |\pi| + T_{l+2}(g_a), c_{g_a} \} = c_{g_a}$, the result holds immediately.

d. The case $\max_{x,y.t} \{ |\pi| + T_1(g_a), |f(\pi,x)| + T_2(g_a), |\pi| + T_{l+2}(g_a), c_{g_a} \} = |\pi| + T_{l+2}(g_a)$ is 
   impossible since $T_1(g_a) = -\infty$ for $t \geq 2$.

e. The base case $f(\epsilon, y)$ is immediate.

5. Let now assume $f$ is defined by primitive recursion on values. Then, the only possible case 
   is similar to the first case of primitive recursion on notation.

The proof by induction above emphasizes the critical difference between recursion on notation 
and recursion on values: the second case of the safe recursion on notations correspond to 
the linear, non-size increasing scanning of the input, as in, for instance,

$$f(a,\pi) = s_n(f(\pi)).$$

This, of course, is only possible in recursion on notation, where the height of the recursive 
calls stack is precisely the length of the scanned input. Recursion on values fails to perform 
this linear scanning, since, for a given recursive argument $\pi$, the number of recursive calls is 
then exponential in $|\pi|$.

Proposition 4 proves that the tropical tiering of a function yields actually a tropical 
polynomial interpretation for the function symbols: The right hand side of the Lemma 
inequality is indeed a tropical interpretation. Moreover, this interpretation is directly given 
by the syntax.

Furthermore, the proof also highlights why we use mutual recursion schemes instead of 
more simple, non-mutual ones: non-size increasing discipline forbids the use of multiplicative 
constants in the size of the strings. So, in order to capture a computational space of size 
k.\log(n)$, we need to use $k$ binary strings of length $\log(n)$, defined by mutual recursion.

**Corollary 5.** $L$-primitive pointer recursive functions are computable in logarithmic space.
Proof. Proposition 4 ensures that the size of all binary strings is logarithmically bounded. A structural induction on the definition of $f$ yields the result. The only critical case is that of a recursive construct. When evaluating a recursive construct, one needs simply to store all non-recursive arguments (the $y_i$'s) in a shared memory, keep a shared counter for keeping track of the recursive argument $x$, and use a simple `while` loop to compute successively all intermediate recursive calls leading to $f(x, y)$. All these shared values have logarithmic size. The induction hypothesis ensures then that, at each step in the `while` loop, all computations take logarithmic space. The two other cases, composition and basic functions, are straightforward. ▷

In the following section, we prove the converse: logarithmic space functions can be computed by a sub-algebra of the L-primitive pointer recursive functions.

4.3 Tropical Recursion

In this section we restrict our tropical tiering approach to only four possible tier values: $1$, $0$, $-1$, and $-\infty$. While doing so, we still retain the same expressiveness. The rules for tiering are adapted accordingly. More importantly, the use of only four tier values allows us to denote these tropics directly in the syntax, in an approach similar to that of Bellantoni and Cook, by adding purely syntactical features to the composition and primitive recursion schemes. Let us take as separator symbol the following $≀$ symbol, with leftmost variables having the highest tier. As with safe recursive functions, we allow the use of a high tier variable in a low tier position, as in, for instance,

$$f(≀ x ≀ y ≀ z ≀ t) = g(≀ y ≀ x ≀ z ≀ t).$$

Our tropical recursive functions are then as follows.

Basic tropical pointer functions

Basic tropical pointer functions are the following.

$$\begin{align*}
\text{hd}(≀ x ≀ y) & = a \\
\text{tl}(≀ y ≀ x) & = x \\
\text{hd}(≀ x ≀ \varepsilon) & = \varepsilon \\
\text{tl}(≀ \varepsilon ≀ x) & = \varepsilon \\
\text{sd}({\overline{\varepsilon}} ≀ x) & = 0.\overline{x} \\
\text{sd}(\overline{x} ≀ x) & = 1.\overline{x} \\
\text{Read}(≀ \varepsilon ≀ x) & = a \in \{0, 1\} \\
\text{Pr}_n(≀ x, y, z) & = \varepsilon \\
\text{Pr}_n(\overline{\varepsilon}, \overline{x}, \overline{y}, \overline{z}) & = \overline{x} \\
\text{Tropical composition}
\end{align*}$$

Define $t = t_1, t_2, t_3, t_4$. The tropical composition scheme is then

$$f(x ≀ y ≀ z ≀ t) = g(h_1(≀ x ≀ y ≀ t), \ldots, h_a(≀ x ≀ y ≀ t)),$$

where $h_b(\overline{x} ≀ y ≀ z ≀ t)$.

Tropical Recursion on Notations – case 1

$$\begin{align*}
f(x ≀ \varepsilon, y ≀ z ≀ t) & = h(x ≀ y ≀ z ≀ t) \\
f(x ≀ \text{sa}(\overline{\varepsilon} ≀ y), y ≀ z ≀ t) & = g_a(x ≀ \overline{\varepsilon}, f(x ≀ \overline{\varepsilon}, y ≀ z ≀ t), y ≀ z ≀ t)
\end{align*}$$
Tropical Recursion on Notations – case 2 (Linear scanning)

\[
\begin{align*}
    f(\varepsilon \varepsilon \varepsilon) &= \varepsilon \\
    f(s_a(\tau \varepsilon \varepsilon) \varepsilon \varepsilon) &= g_a(f(\tau \varepsilon \varepsilon) \varepsilon \varepsilon)
\end{align*}
\]

Tropical Recursion on Values

\[
\begin{align*}
    f(x \varepsilon y \varepsilon z \varepsilon t) &= h(x \varepsilon y \varepsilon z \varepsilon t) \\
    f(x \varepsilon s(\tau \varepsilon \varepsilon), y \varepsilon z \varepsilon t) &= g(x \varepsilon \tau, f(x \varepsilon \tau, y \varepsilon z \varepsilon t), y \varepsilon z \varepsilon t)
\end{align*}
\]

As above, we use the mutual version of these recursion schemes, with the same tiering discipline. Note that, unlike previous characterizations of sub-polynomial complexity classes \([4, 5, 11]\), our tropical composition and recursion schemes are only syntactical refinements of the usual composition and primitive recursion schemes - removing the syntactical sugar yields indeed the classical schemes.

Definition 6 \((\text{L-tropical functions})\).

The class of \(L\)-tropical functions is the closure of our basic tropical pointer functions, under tropical composition, tropical mutual recursion on notations, and tropical mutual recursion on values.

As above, we use the mutual version of these recursion schemes, with the same tiering discipline. Note that, unlike previous characterizations of sub-polynomial complexity classes \([4, 5, 11]\), our tropical composition and recursion schemes are only syntactical refinements of the usual composition and primitive recursion schemes - removing the syntactical sugar yields indeed the classical schemes.

The restriction of only four tier values suffices to capture the computational power of RATMs. More precisely,

Theorem 7.

The class of \(L\)-tropical functions is the class of functions computable in logarithmic space, with logarithmic size output.

Proof. \(L\)-tropical functions are \(L\)- primitive pointer recursive functions with tropics \(1, 0, -1\) and \(-\infty\). Following Corollary 5, they are computable in logspace. The converse follows from the simulation of a logarithmic space RATM, as follows.

Some Assumptions on the RATM being simulated. Let \(f\) be a function computable in deterministic space \(k \log(n)\), with output of size \(k \log(n)\), computed by a RATM \(M\). We assume the following.

- The machine \(M\) uses one pointer tape, of size \([\log(n+1)]\), and exactly one computation tape.
- For every input \(\pi\) of length \(n\), the machine uses exactly \(k\cdot[\log(n+1)]\) cells on the computation tape.
- At the start of the computation, the computation tape is as follows.
  1. The computation tape is on a cell containing the 0 symbol, followed by \(k\cdot[\log(n+1)] - 1\) 0 cells on the right.
  2. The cells on the left of the computation head, and the cells on the right of the \(k\cdot[\log(n+1)]\) 0 symbols, contain only blank symbols.
- Moreover, during the computation, the following holds.
  1. The computation head never goes on any cell on the left of its initial position.
  2. The machine never writes a blank symbol.
- The same assumptions are made for the pointer tape.

It is easy to check that these assumptions are benign. They enable us to ignore the blank symbol in the simulation, and have a strict correspondence between the binary symbols of the RATM and those of the \(L\)-tropical algebra.
Encoding the machine configurations. Assume the machine $M$ works in space $k\lceil\log(n+1)\rceil$.
A configuration of $M$ is then encoded by $2k + 3$ binary strings of length less than $\lceil\log(n+1)\rceil$:
1. one string, of constant length, encodes the machine state,
2. one string, of length $\lceil\log(n+1)\rceil$, encodes the pointer tape,
3. one string, of length $\lceil\log(n+1)\rceil$, encodes the head of the pointer tape. It contains 0 symbols everywhere, but on the position of the head (where it contains a 1).
4. $k$ strings, of length $\lceil\log(n+1)\rceil$, encode the content of the work tape, and
5. $k$ strings, of length $\lceil\log(n+1)\rceil$, encode the position of the work tape head, with (as for the pointer tape) 0 everywhere but on the position of the head.

Reading and Updating a configuration. Linear scanning of the recursive argument in tropical recursion, corresponding to case 2 of the definition of tropical recursion on notations, is used to read and to update the encoding of the configuration. In order to do so,
1. we encode booleans false and true with $s_0(\varepsilon \l l l )$ and $s_1(\varepsilon \l l l )$ respectively. We define the following match construct

\[
\text{match } \varpi \text{ with } \\
| s_0(\varpi \l l l ) \rightarrow A \\
| s_1(\varpi \l l l ) \rightarrow B \\
| \varepsilon \rightarrow C
\]

as the following degenerate tropical recursion on notations.
\[
\text{match}(l s_0(\varpi \l l l ) , \varpi , \varpi , \varpi \l l ) = \varpi \\
\text{match}(l s_1(\varpi \l l l ) , \varpi , \varpi , \varpi \l l ) = \varpi \\
\text{match}(l \varepsilon , \varpi , \varpi , \varpi \l l ) = \varpi
\]

Then, if then else, and AND and OR boolean functions are obtained by trivial applications of the match construct above. We also use a function isempty, for testing if a string equals $\varepsilon$.
2. we define the following function, which adds one-bit in first position.
\[
\text{1BC}(y \l \varpi \l l ) = \text{match } \varpi \text{ with } \\
| s_0(\varpi \l l l ) \rightarrow s_0(y \l l l ) \\
| s_1(\varpi \l l l ) \rightarrow s_1(y \l l l ) \\
| \varepsilon \rightarrow y
\]

For notational purposes we sometimes use $\text{hd}(l l \l \varpi )y$ instead.
3. we define the following tail extraction, extracting the tail of a string, for a given prefix length.
\[
\text{Te}(l s_0(\varpi \l l l ) l \varpi l ) = \text{tl}(l l \text{Te}(l \varpi l \varpi l )l) \\
\text{Te}(l \varepsilon l \varpi l ) = \varpi
\]
4. we define the following bit extraction, extracting one bit of a string, for a given prefix length.
\[
\text{Be}(l l \l \varpi , \varpi ) = \text{hd}(l l \l \text{Te}(l \varpi l \varpi ))
\]
5. we define the following head extraction, extracting the head of a string, for a given prefix length.

\[
\text{He}(\emptyset s_a(l l l T l l \tau)) = \text{Be}(l l l s_a(l l l T), e).\text{He}(l T l l \tau)
\]

\[
\text{He}(l e l l \tau) = e
\]

6. we define the prefix length computation, which extracts the initial subsequence of 0 only symbols, followed by the first 1. This function is used for computing the prefix length corresponding to the position of the head in our encoding of the tapes of the RATM.

\[
\text{Prefix}(\emptyset e l l l) = e
\]

\[
\text{Prefix}(l s_0(l l l T l l l)) = s_0(\text{Prefix}(l T l l l l l l)
\]

\[
\text{Prefix}(l s_1(l l l T l l l)) = s_1(e l l l l)
\]

7. we define a predicate for comparing string lengths

\[
\text{SameLength}(l T, y l l) =
\]

\[
\text{AND}(\text{isempty}(l \text{Te}(l T l l y) l l), \text{isempty}(l \text{Te}(l y l l T) l l)) l l).
\]

8. we define the one bit replacement function: Replacing exactly one bit in a string \(e\) by the first bit of \(b\), for a given prefix length \(x\).

\[
\text{Cb}(l s_a(x l l l) l l y, e, b) =
\]

\[
\text{if SameLength}(l s_a(x l l l), y l l)
\]

\[
\text{then } \text{hd}(l l l b).\text{Cb}(l T l l y, e, b)
\]

\[
\text{else } \text{Be}(l l l \text{Te}(l s_a(T l l l l l), y l l), c).\text{Cb}(l T l l y, e, b)
\]

\[
\text{Cb}(l e l l y, e, b) = e
\]

and

\[
\text{ChBit}(l T l l y, e, b) = \text{Cb}(l T l l y, e, b)
\]

for any \(\pi\) with \(|\pi| = |\tau|\).

With all these simple bricks, and especially with the in-place one-bit replacement, one is then able to read a configuration, and to update it, with L-tropical functions. None of these L-tropical functions uses recursion on values.

**Computing the Transition map of the Machine.** Given the functions above, the transition map \(\text{Next}\) of the machine is then computed by a simple L-tropical function of width \((2k + 3)\): For a recursive argument \(\pi\) of size \(\lceil \log(n + 1) \rceil\), \(\text{Next}(l \pi, e l l)\) computes the configuration reached from \(\pi\) in one transition step.

The \(\text{Prefix}\) function above computes the prefix corresponding the position of the head of the pointer and of the computation tapes in our encoding. Used in conjunction with the boolean constructs on the \(k\) strings encoding the computation tape, and in conjunction with the bit extraction function \(\text{Be}\) above, it allows to read the current symbol on the computation tape, and on the pointer tape, of the encoding of the RATM. Updating these two symbols is performed with the \(\text{ChBit}\) in-place one-bit replacement function.

Similarly, moving the heads of these two tapes can easily be performed with this \(\text{ChBit}\), in conjunction with the \(\text{tl}\) and \(s_1\) basic tropical functions.

Let us now describe how we can read and update the machine state: This machine state is encoded in binary by a string of length \(\lceil \log(S + 1) \rceil\), where \(S\) is the number of the states of \(M\). The length of this string is fixed, and does not depend on the input. Therefore, we
can safely assume that we have a fixed decision tree of depth $\lceil \log(S + 1) \rceil$, for reading each bit of this string. The leaves of this decision tree are in one-to-one correspondence with the states of $M$. This decision tree can moreover be encoded with basic tropical functions and tropical composition only. Similarly, overwriting the machine state can be done with basic tropical functions and tropical composition only.

Finally, when in an input reading state, the input tape symbol is obtained simply by using the basic tropical function Read, with the pointer tape as argument.

The transition map Next of the RATM is then obtained by a boolean composition of the above functions. Similarly, computing an encoding of the initial configuration, and reading a final configuration, is simple.

Simulating the RATM. The simulation of the RATM is then obtained by iterating its transition map Next a suitable number of times. The time upper bound is here obtained by nesting $k$ tropical recursive functions on values: on an input of size $\lceil \log(n + 1) \rceil$, the unfolding of these recursive calls takes time $n^k$. At each recursive step, this function needs to apply the transition map. The transition map having width $(2k + 3)$, we use here a mutual recursion scheme, of width $(2k + 3)$. Again, for a recursive argument $\vec{s}$ of size $\lceil \log(n + 1) \rceil$, we define

\[
\text{Step}_1(\langle \varepsilon, \vec{s}, c \rangle \langle ) = c \\
\text{Step}_1(\langle s(\bar{t} \langle l \rangle), \vec{s}, c \rangle \langle ) = \text{Next}(\langle \vec{s}, \text{Step}_1(\langle \bar{t}, \vec{s}, c \rangle \langle), l \rangle) \\
\text{Step}_2(\langle \varepsilon, \vec{s}, c \rangle \langle ) = c \\
\text{Step}_2(\langle s(\bar{t} \langle l \rangle), \vec{s}, c \rangle \langle ) = \text{Step}_1(\langle \vec{s}, \vec{s}, \text{Step}_2(\langle \bar{t}, \vec{s}, c \rangle \langle), l \rangle) \\
\vdots \\
\text{Step}_k(\langle \varepsilon, \vec{s}, c \rangle \langle ) = c \\
\text{Step}_k(\langle s(\bar{t} \langle l \rangle), \vec{s}, c \rangle \langle ) = \text{Step}_{k-1}(\langle \vec{s}, \vec{s}, \text{Step}_k(\langle \bar{t}, \vec{s}, c \rangle \langle), l \rangle) \\
\]

Replacing $\vec{s}$ by the Offset in the above gives the correct bounds.

Finally, one simply needs to use simple L-tropical functions for computing the initial configuration, and reading the final configuration.

5 Logarithmic Space, Polylogarithmic Time

The polynomial time bound in Theorem 7 relies on the use of tropical recursion on values, for clocking the simulation of the RATM. Restricting the algebra to tropical recursion on notations only yields a straightforward time bound restriction, as follows.

\begin{definition}[LP-tropical functions] The class of LP-tropical functions is the closure of our basic tropical pointer functions, under tropical composition and tropical mutual recursion on notations.
\end{definition}

\begin{theorem} The class of LP-tropical functions is the class of functions computable in logarithmic space, polylogarithmic time, with logarithmic size output.
\end{theorem}

\begin{proof} Mutual recursion on notations, with recursive arguments of logarithmic size, are computable in polylogarithmic time, following similar arguments as in the proof of Theorem 7. The converse follows from the simulation in the proof of Theorem 7 above, where mutual recursion on values for the functions Step is replaced by mutual recursion on notations.
\end{proof}
6 Alternation

In this section we extend the approach of Leivant and Marion [13] to our setting. Let us define a similar tropical recursion on notations with substitutions. Note that the tropical tiering discipline prevents using substitutions in case 2 of the tropical recursion on notations. Substitutions are therefore only defined for case 1 of this recursion scheme, and only in non-size increasing position.

Tropical Recursion with substitutions on Notations

Given functions \( h, g_0, g_1, k_1 \) and \( k_2 \),
\[
\begin{align*}
    f(x \wr \varepsilon, u, y \wr z \wr t) &= h(x \wr u, y \wr z \wr t) \\
    f(x \wr s_a(\tau \wr \mathcal{I}), u, y \wr z \wr t) &= g_a(x \wr \tau, f(x \wr \tau, k_1(\wr u \wr \mathcal{I}), y \wr z \wr t), \\
    f(x \wr \tau, k_2(\wr u \wr \mathcal{I}), y \wr z \wr t), u, y \wr z \wr t) .
\end{align*}
\]

Tropical Recursion with substitutions on Values

Given functions \( h, g, k_1 \) and \( k_2 \),
\[
\begin{align*}
    f(x \wr \varepsilon, u, y \wr z \wr t) &= h(x \wr u, y \wr z \wr t) \\
    f(x \wr s(\tau \wr \mathcal{I}), u, y \wr z \wr t) &= g(x \wr \tau, f(x \wr \tau, k_1(\wr u \wr \mathcal{I}), y \wr z \wr t), \\
    f(x \wr \tau, k_2(\wr u \wr \mathcal{I}), y \wr z \wr t), u, y \wr z \wr t) .
\end{align*}
\]

Again, as above, we assume these recursion schemes to be mutual. Tropical Recursion with substitutions allows two recursive calls, where one parameter \((u)\) is modified by the so-called substitution function \( k_1 \) or \( k_2 \). This allows to denote branching, or parallel computations, where a given configuration being accepting or rejecting depends on two distinct transition steps. This is precisely the definition of an alternating Turing machine, whose relation with parallel computation is well documented [6, 18].

Definition 10 (P-tropical functions). The class of P-tropical functions is the closure of our basic tropical pointer functions, under tropical composition, tropical recursion on notations and on values, and tropical recursion with substitutions on notations and on values.

Theorem 11. The class of P-tropical functions with binary output is the class \( P \).

Proof. The result follows from \( \text{Alogspace} = P \) [6], and Theorem 7. Substitutions in the tropical recursion scheme on notations amounts to alternation. Restriction to decision classes instead of function classes comes from the use of alternating Turing machines, which compute only decision problems.

Let us first see how to simulate a logspace alternating machine with P-tropical functions. Recall the notations and functions of the proof of Theorem 7. Since we now need to simulate a non-deterministic, alternating machine, we assume without loss of generality that we now have two kinds of machine states:

- non-deterministic universal
- non-deterministic existential

and that non-deterministic transitions have at most two branches. Therefore, we also assume that we have one predicate that determines the kind of a state in a configuration \( c \):
\[
\text{IsUniversal}(\varepsilon, c \wr \mathcal{I}).
\]
This predicate is assumed to output \( \text{false} \) or \( \text{true} \).
We also assume that we have two transition maps, Next_0(\{\tau, c \mid \ell\}) and Next_1(\{\tau, c \mid \ell\}), for computing both branches of non-deterministic transitions. For deterministic transitions, we assume both branches are the same. Finally, we also assume we have a predicate isPositive(\{\tau, c \mid \ell\}), which returns true if the configuration c is final and accepting, and false otherwise.

We define now, with substitutions, the following:

\[
\begin{align*}
\text{Accept}(\{\ell, \tau, c \mid \ell\}) &= \text{isPositive}(\{\ell, c \mid \ell\}) \\
\text{Accept}(\{\ell, s(\tau), c \mid \ell\}) &= \text{match \text{IsUniversal}(\{\tau, c \mid \ell\}) with} \\
\text{true} &\rightarrow \text{AND} (\text{Accept}(\{\ell, \text{Next}_0(\{\tau, c \mid \ell\}), c \mid \ell\}), \\
&\quad \quad \text{Accept}(\{\ell, \text{Next}_1(\{\tau, c \mid \ell\}) \mid \ell\}) \\
\text{false} &\rightarrow \text{OR} (\text{Accept}(\{\ell, \text{Next}_0(\{\tau, c \mid \ell\}), c \mid \ell\}), \\
&\quad \quad \text{Accept}(\{\ell, \text{Next}_1(\{\tau, c \mid \ell\}) \mid \ell\}) .
\end{align*}
\]

Then, for \(\ell\) and \(\tau\) large enough, and an initial configuration \(c\), \text{Accept}(\{\ell, \tau, c \mid \ell\}) outputs the result of the computation of the machine. Finally, nesting up to \(k\) layers of such recursion on values schemes allows, as in the proof of Theorem 7, to simulate a polynomial computation time.

The other direction is pretty straightforward: For any instance of a recursion scheme with substitutions, for any given values \(\tau, u, x, y\) and \(z\), each bit of \(g(x \mid \tau, f(x \mid \tau, k_1(\{u \mid \ell\}), y \mid z \mid t), f(x \mid \tau, k_2(\{u \mid \ell\}), y \mid z \mid t), u, y \mid z \mid t)\) is a boolean function of the bits of \(f(x \mid \tau, k_1(\{u \mid \ell\}), y \mid z \mid t)\) and \(f(x \mid \tau, k_2(\{u \mid \ell\}), y \mid z \mid t)\). Hence, it can be computed by an alternating procedure. The space bound follows from the bound on the size of the strings, provided by the tiering discipline.

Recall now that the time bound in Theorem 9 follows from 7 by removing recursion on values from the algebra. The same applies here, as follows.

**Definition 12 (NC-tropical functions).** The class of NC-tropical functions is the closure of our basic pointer tropical functions, under tropical composition, tropical recursion on notations and tropical recursion with substitutions on notations.

**Theorem 13.** The class of NC-tropical functions with binary output is NC.

**Proof.** The result follows from \(A(\text{logspace}, \text{polylogtime}) = \text{NC}\) [18], and Theorem 7. Substitutions in the tropical recursion scheme on notations amounts to alternation. The proof is similar to that of Theorem 11, where additionally,

- The time bound on the computation of the machine needs only to be polylogarithmic, instead of polynomial. As in Theorem 9, tropical recursion on notations suffices to obtain this bound, and tropical recursion on values is no longer needed.
- For the other direction, any bit of \(g_0(x \mid \tau, f(x \mid \tau, k_1(\{u \mid \ell\}), y \mid z \mid t), f(x \mid \tau, k_2(\{u \mid \ell\}), y \mid z \mid t), u, y \mid z \mid t)\) is again a boolean function of the bits of \(f(x \mid \tau, k_1(\{u \mid \ell\}), y \mid z \mid t)\) and \(f(x \mid \tau, k_2(\{u \mid \ell\}), y \mid z \mid t)\). Here, this boolean function can be computed by a boolean circuit of polylogarithmic depth, hence, by an alternating procedure in polylogarithmic time. The arguments behind this remark are the same as the ones in the proof of \(A(\text{logspace}, \text{polylogtime}) = \text{NC}\).

7 Concluding Remarks

Theorems 7, 9, 11, and 13 rely on mutual recursive schemes. As stated above, we use these mutual schemes to express a space computation of size \(k \log(n)\) for any constant \(k\), with binary strings of length at most \(\log(n) + c\). If we were to use only non-mutual recursion.
schemes, we would need to have longer binary strings. This can be achieved by taking as input to our functions, not simply the $\text{Offset}$, but some larger string $\#^k(\text{Offset})$, where $\#^k$ is a function that appends $k$ copies of its argument.

It also remains to be checked whether one can refine Theorem 13 to provide characterizations of the classes $\text{NC}^i$ as in [14]. A first step in this direction is to define a recursion rank, accounting for the nesting of recursion schemes: then, check whether $\text{NC}$-tropical functions of rank $i$ are computable in $\text{NC}^i$. Conversely, check also whether the simulation of Theorem 7 induces a fixed overhead, and whether $\text{NC}^i$ can be encoded by $\text{NC}$-tropical functions of rank $i + c$ for some constant $c$ small enough.

Finally, note that we characterize logarithmic space functions with logarithmically long output (Theorem 9), and $\text{NC}$ functions with one-bit output (Theorem 13). As usual, polynomially long outputs for these classes can be retrieved via a pointer access: it suffices to parameterize these functions with an additional, logarithmically long input, denoting the output bit one wants to compute. In order to retrieve functions with polynomially long output, this approach could also be added to the syntax, with a $\text{Write}$ construct similar to our $\text{Read}$ construct, for writing the output.
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1 Introduction

Computational effects in programming languages are as pervasive as they are problematic. Virtually any programming language must allow its programmer some interaction with the outside world, at the very least through input and output channels, yet this concession tends to open Pandora’s box of effects, built-in or user-defined, ranging from mutable state or logging mechanisms to complex nondeterminism or concurrency, and beyond. In most commonly used functional languages, such as OCaml or Scheme, control over occurrences
of such effects is lax at best: this, however, leads to loss of strong reasoning principles, like β-equivalence, and invalidates many common program optimisations by making observational equivalence a very small relation.

Two main approaches to control and contain the rise of complexity brought by the presence of effects exist: monads [17, 21], as used in Haskell, is the more common in today’s practice, but type-and-effect systems [15, 20] appear rather often in many of the more experimental programming languages. Both these approaches feature means of establishing that a program fragment is pure, which intuitively means that all the usual reasoning principles and program transformations should apply, and both allow the programmer to control which particular effects can arise in a given program fragment. Although the original type-and-effect systems were geared towards particular computational effects, such as mutable state, they have since been used also for languages with user-defined effects. In the following, we consider two families of such user-defined effectful abstraction: delimited control operators and algebraic effect handlers.

Delimited control operators were invented, in different flavours, by Felleisen [5] and Danvy and Filinski [4], and have been used to encode effects ever since (see for instance [3]). Algebraic effects and handlers, proposed by Plotkin and Pretnar [18] form an alternative approach to user-defined effects, generalising exceptions and their handlers in a more direct fashion than the delimited control operators, which arise more naturally by studying the shape of effectful programs in continuation-passing style. Both these families of abstractions admit diverse type systems: in this work we focus on a particular family of type-and-effect systems with effect rows, which allows a large degree of control over what effects the program performs and what is their order in the computation.

In this paper, we work within the program outlined by Forster et al. [8]: we study local syntax-directed translations (Felleisen’s macro translations [6]) between mutually expressible extensions of a base calculus, thus studying the relationships between different modes of programming with user-defined effects. In this line, we make two contributions: first, we pinpoint the precise mode of polymorphism that is required for the macro translations between effect handlers and delimited control operators to preserve typings, and in the process we discover a novel extension of a type system for delimited control operators. Furthermore, we extend these results to the case of shallow effect handlers and the control operator, thus substantiating the folklore claim that the shallow handlers behave in a “control-like” fashion. In contrast to Forster et al., we focus solely on control operators with type-and-effect systems, leaving out the monadic approach to structuring effectful computations. The results presented in this paper are formalised using the Coq proof assistant.

## 2 The Common Core

In this paper, we discuss two calculi for delimited control operators (shift\textsubscript{0} and control\textsubscript{0}) and two for effect handlers (deep and shallow), all of which are given as extensions of the core calculus defined in this section. This core calculus is a polymorphic λ-calculus with only basic infrastructure for effects that is shared by all four final calculi. For readability, we keep the calculi minimal, that is, they are equipped only with the features necessary to discuss control effects and their relationships. In some examples, however, we assume some basic types and constants, but this is only for readability, as they are clearly a feature orthogonal to control.

The syntax of the core calculus is given in Figure 1. The type-level variables are denoted α, β, . . . , while the term-level variables are denoted f, r, x, y, . . . . The syntax of terms consists of variables, λ-abstractions, applications, and, as a part of the infrastructure for effects,
TVar ⊇ α, β, . . . (type-level variables)
Var ⊇ f, r, x, y, . . . (term-level variables)
Kind ⊇ κ ::= T | E | R (kinds)
Typelike ⊇ σ, τ, ε, ρ ::= α | τ → ρ | ∀ α :: κ. τ | ε · ρ (types and rows)
Val ⊇ u, v ::= x | λ x. e (values)
Exp ⊇ e ::= v | e e | [e] (expressions)
ECont ⊇ E ::= □ | E e | v E | [E] (evaluation contexts)

■ Figure 1 Syntax of the common core of the calculi.

Biernacki et al.’s [2] lift operator [e], which we discuss below. Note that the core calculus is given à la Curry, so the variable in a λ-abstraction is not labelled with a type. Moreover, we have the universal quantifier as a type former, but it is not reflected in the term-level syntax: generalisations and instantiations of the quantifier take place only in type derivations.

The core calculus is equipped with a type-and-effect system organised into three kinds: T for types, E for single effects, and R for rows of effects. Considering the well-formedness rules given in Figure 2, we read that the types are given by the mentioned universal quantifier (in which we quantify over variables of any kind), type variables, and arrows, which are decorated with rows of effects. Intuitively, a row of effects specifies what effects can happen when we evaluate an expression or call an effectful function (for a discussion on row-based type-and-effect systems see, for instance, [14]). Importantly, the specific calculi that we present in the subsequent sections do not distinguish effects by any sort of names, but by their position in the row associated to an expression. This means that the order of effects in a row is important and, intuitively, corresponds to the order of delimiters (handlers, resets) that can be placed around the expression – or, from another point of view, to the order in which a closing context introduces these effects. This is why we include the lift operator, as it allows us to manipulate the order of effects in a row and so, as discussed in Section 3.1, simulate a calculus with named effects. Formally, a row of effects can be given by a row variable, an empty row, written ι, or can be built by placing an effect in front of an existing row. In other words, each row is either closed, which means that it is a list of effects (in this case, we tend to omit the trailing ι when this does not lead to confusion), or open, which means that it is a list of effects that ends with a row variable. Note that the core calculus does not say much about single effects, except for the fact that we can quantify over effects as well as over types or rows. However, it captures how effects are organised into rows, as this aspect is common to all four final calculi.
Figure 3: Subtyping.

\[
\begin{align*}
\Delta \vdash \sigma \lll \sigma & \quad \Delta \vdash \tau_1^1 \lll \tau_1^1 \quad \Delta \vdash \rho_1 \lll \rho_2 \quad \Delta \vdash \tau_1^2 \lll \tau_2^2 \\
\Delta, \alpha :: \kappa \vdash \tau_1 \lll \tau_2 & \quad \Delta \vdash \rho :: R \quad \Delta \vdash \iota \lll \iota \\
\Delta \vdash \forall \alpha :: \kappa. \tau_1 \lll \forall \alpha :: \kappa. \tau_2 & \quad \Delta \vdash \epsilon \cdot \rho_1 \lll \epsilon \cdot \rho_2
\end{align*}
\]

Figure 4: Core typing rules.

\[
\begin{align*}
\Delta; \Gamma \vdash x : \tau \in \Gamma & \quad \Delta ; \Gamma \vdash \iota \quad \Delta ; \Gamma \vdash x : \tau_1 / \iota \\
\Delta; \Gamma \vdash e_1 : \tau_1 \rightarrow \tau_2 / \rho & \quad \Delta ; \Gamma \vdash \lambda x. e : \tau_1 / \rho \\
\Delta; \Gamma \vdash e_2 : \tau_2 / \rho & \quad \Delta ; \Gamma \vdash e : \tau / \rho \\
\Delta, \alpha :: \kappa \vdash e : \tau / \iota & \quad \Delta; \Gamma \vdash e : \forall \alpha :: \kappa. \tau / \iota \\
\Delta; \Gamma \vdash \sigma :: \kappa & \quad \Delta; \Gamma \vdash e : \forall \alpha :: \kappa. \tau / \rho \\
\Delta; \Gamma \vdash e : \tau_1 / \rho_1 & \quad \Delta; \Gamma \vdash e : \tau_2 / \rho_2 \\
\Delta; \Gamma \vdash \tau_1 \lll \tau_2 & \quad \Delta \vdash \rho_1 \lll \rho_2 \\
\Delta; \Gamma \vdash e : \tau_1 / \rho_1 & \quad \Delta; \Gamma \vdash e : \tau_2 / \rho_2
\end{align*}
\]

Figure 3 shows the subtyping rules. The purpose of subtyping is to express the idea that one expression can perform “more” effects than another. In particular, it means that the empty row is a subtype of any other row, while two functions are in the relation if they satisfy the usual “contravariant-in-argument, covariant-in-result” condition together with the appropriate subtyping of their rows of effects.

With this, we can define the typing relation \( \Delta; \Gamma \vdash e : \tau / \rho \), shown in Figure 4. It uses two contexts, \( \Delta \) to assign a kind to a free type-level variable, and \( \Gamma \) to assign a type to a free term-level variable.\(^1\) A term \( e \) is given a type \( \tau \) and a row of effects \( \rho \), which may be performed when evaluating \( e \). The rules for variables, \( \lambda \)-abstractions, and applications are rather straightforward; the only deviation from the classic formulation of Talpin and Jouvelot [20] is that in the application rule we require the same effect on all premises, which is natural, as our system includes explicit subtyping. Additionally, we have the aforementioned rules that allow us to introduce and instantiate a universal quantifier, and a rule to apply subtyping. The rule for \( \llbracket e \rrbracket \) reveals some intuition about the purpose of the lift operator, as it allows us to add any effect in front of the row to “mask” the actual first effect. As hinted before, this is due to the fact that order of the effects matters: thus, we might be allowed to freely pretend that a given computation has more effects “outside” the ones that are actually present, via subeffecting, but we need to be explicit, and use an operator with some runtime content, when we want to manipulate effects at the beginning of the row. As it is much more natural to discuss the details of the semantics of lift with some actual effects at hand, we return to this discussion in more depth in Section 3.1, where we define deep effect handlers.

\(^1\) We treat contexts as lists of bindings, allowing ourselves to write types of the form \( \forall \Delta. \tau \), with the natural expansion as a chain of nested quantifiers of appropriate length.
Figure 5 Single-step reduction and core contraction rules.

\[
\lambda x. e v \mapsto e\{v/x\} \quad [v] \mapsto v \quad e_1 \mapsto e_2 \quad E[e_1] \rightarrow E[e_2]
\]

Figure 6 Freeness for core evaluation contexts.

Figure 5 together with the syntax of evaluation contexts from Figure 1 define the call-by-value operational semantics in terms of contractions, that is, single-step reductions in an evaluation context, in the standard style of Felleisen and Friedman [7]. Note that while the lift operator does not have any computational content on its own, it is used to manipulate the freeness of evaluation contexts defined in Figure 6. The freeness judgment was introduced by Biernacki et al. [2] to judgmentally match an effect handler to the operation, but it readily scales to the other systems, allowing us to move the lift to the common part of the calculus. Of course, since the core calculus does not contain any effect delimiters, the freeness can only increase, and only via the lift, but its use will become apparent when we consider particular effects.

3 Deep Effect Handlers and Delimited Control

We now turn to study the connection between the deep handlers and the shift_0 calculus of delimited control operators. The operational semantics of the calculi and their (untyped) equivalence are a slight variation on the ones studied by Forster et al. [8]. The correspondence between the type systems is our contribution.

3.1 Deep Handler Calculus

The calculus of deep effect handlers is given in Figure 7 as an extension of the core calculus. We extend the syntax of expressions with two forms: the first one, do v, is an operation with a single argument. Note that while the argument is necessarily a value, this restriction is purely a matter of convenience. The second new form is a handler, handle e \{x, r; e_1 x. e\}, in which the first expression is the handled computation, the x, r, e part is an interpretation of the operation, while x, e is the “return” clause, which describes the behaviour of the handler on effect-free computations. Handlers come with one new form of evaluation contexts, which allows reductions in the handled expression.

The reduction semantics for handlers is given by two contraction rules. The first one states that if we handle a 0-free context that has an operation in the evaluation position, the handler takes over, and proceeds according to the x, r, e_h part, where e_h is the computation that we proceed with, in which x is bound to the value of the argument of the operation, while r is bound to the resumption, which allows us to continue evaluating the handled computation with a given value in place of the operation. Note that the resumption v is again wrapped in the same handler, which is why such handlers are called *deep*, as opposed
\[ \sigma ::= \ldots | \Delta \cdot \tau_1 \Rightarrow \tau_2 \]

\[ e ::= \ldots | \text{do } v \mid \text{handle } e \{ x, r, e_1; x, e \} \]

\[ E ::= \ldots | \text{handle } E \{ x, r, e_1; x, e \} \]

\[ \Delta, \Delta' \vdash \tau_1 :: T \quad \Delta, \Delta' \vdash \tau_2 :: T \]

\[ \Delta \vdash \Delta', \tau_1 \Rightarrow \tau_2 :: E \]

\[ \frac{\text{0-free}(E)}{\text{handle } E \{ x, r, e_h; x, e_r \}} \]

\[ \frac{\text{1-free}(E)}{v_c = \lambda z . \text{handle } E[z] \{ x, r, e_h; x, e_r \}} \]

\[ \frac{\text{handle } v \{ x, r, e_h; x, e_r \} \mapsto e_r \{ v / x \}} {\text{handle } E \{ x, r, e_h; x, e_r \} \mapsto e_r \{ v / x \}} \]

\[ \Delta; \Gamma \vdash v : \delta(\tau_1) / \epsilon \quad \Delta \vdash \delta :: \Delta' \quad \Delta \vdash \Delta' \cdot \tau_1 \Rightarrow \tau_2 :: E \]

\[ \Delta; \Gamma \vdash \text{do } v : \delta(\tau_2) / (\Delta', \tau_1 \Rightarrow \tau_2) \]

\[ \Delta; \Gamma \vdash e : \tau / (\Delta', \tau_1 \Rightarrow \tau_2) \cdot \rho \]

\[ \Delta, \Delta' ; \Gamma, x : \tau_1, r : \tau_2 \Rightarrow \rho \cdot e_h : \tau_r / \rho \quad \Delta, \Delta' ; \Gamma, x : \tau_r \vdash e_r : \tau_r / \rho \]

\[ \Delta, \Delta' ; \Gamma \vdash \text{handle } e \{ x, r, e_h; x, e_r \} : \tau_r / \rho \]

**Figure 7** Calculus of deep handlers.

to shallow handlers discussed in Section 4.1. The second single-step reduction rule is used when we handle a value. In such a case, the entire handler evaluates to \( e_r \) from the \( x, e_r \) part, in which \( x \) is bound to the handled value.

A single effect in the type system is given as \( \Delta \cdot \tau_1 \Rightarrow \tau_2 \), which, intuitively, specifies the type of the \textbf{do} operation. This means that its argument is of the type \( \tau_1 \), while the operation applied to an argument can be used in contexts that expect an expression of the type \( \tau_2 \). Importantly, each effect may bind any number of type variables of appropriate kinds, denoted by \( \Delta \), which means that the effect \( \tau_1 \Rightarrow \tau_2 \) can be polymorphic. One example of why such a feature is useful is the error effect, in which the operation is “raise an exception”. Since we need to be able to do it regardless of the expected type, such an effect is captured by \( \alpha :: T . \text{unit} \Rightarrow \alpha \). For our purposes, such polymorphic effects are needed for the typed translations between deep handlers and the \text{shift}_0/reset delimited control operators. Such polymorphic operations have been considered before, for instance by Kammar et al. [11], and indeed such an extension to the type system with effects seems rather natural.

The typing rule for the \textbf{do} operation indeed matches the shape of the effect: the argument is required to have the type \( \tau_1 \) and the entire expression has type \( \tau_2 \). Moreover, we may pick any \textit{type-level substitution} \( \delta \) that is well-formed in \( \Delta \), and apply it to both types, thus \textit{instantiating} the polymorphic operation. For example, in the error effect, if we want to raise an exception in a context in which we expect a value of the type \( \text{int} \), we instantiate \( \alpha \) to \( \text{int} \).

Formally, we define the well-formedness of a substitution as

\[ \Delta \vdash \delta :: \Delta' \overset{\Delta}{=} \text{dom}(\delta) = \text{dom}(\Delta') \land \forall \alpha \in \text{dom}(\delta), \Delta \vdash \delta(\alpha) :: \Delta'(\alpha). \]

The typing rule for \textit{handle} \( e \{ x, r, e_h; x, e_r \} \) reveals that we handle the first effect in the row of the handled expression. The overall result of the handler has a type \( \tau_r \), which needs to be the type of both \( e_h \) and \( e_r \). Importantly, the handler needs to be polymorphic in \( \Delta' \), which means that for each particular occurrence of the type, the expression \( e_h \) must be oblivious to the concrete instantiation of the variables of \( \Delta' \).
This type system is sound with respect to the operational semantics, as shown by the following result, obtained by the standard technique of progress and preservation (cf. Harper [9], Wright and Felleisen [22]):

\textbf{Theorem 1.} If \(\vdash s : \tau / \iota\) and \(e \rightarrow^* e' \triangleleft\) in the calculus of deep handlers, then there exists a value \(v\) such that \(e' = v\) and \(\vdash s : \tau / \iota\).

One aspect that distinguishes our approach from most calculi for algebraic effects in the literature is that, for the simplicity of presentation, we have only one operation, \texttt{do}. Usually, one assumes a number of operations, often grouped in named effects, which is much more convenient in a programmer-level language, but is not necessary for our semantic considerations. This is the reason why we include the lift operator \([e]\) in our calculi, since it allows us to express programs with multiple effects. To see that this is the case, we now briefly discuss the relationship with multiple effects and multiple operations in an effect.

In most settings with multiple effects, each operation is associated with a particular effect [2, 13]. Then, operationally, it is assigned to the nearest enclosing handler of this effect. On the level of types, one then takes the rows \(e_1 \cdot e_2 \cdot \rho\) and \(e_2 \cdot e_1 \cdot \rho\) as equivalent for any two distinct effects \(e_1\) and \(e_2\), which allows freely swapping a pair of different effects in a row. Thus, in a typing derivation, one needs to apply enough swaps to move the effect handled by a particular handler to the front of the row of the handled expression. However, as shown by Biernacki et al. [2], in a language with the lift operator, we can express a term-level swap function for any two positions in the row. For example, consider the expression \texttt{do 2 + do () : int / (unit⇒int) \cdot (int⇒int)}. Then, swapping the first two effects in the row would yield an expression equivalent to \texttt{do 2} + \texttt{do () : int / (unit⇒int) \cdot (int⇒int)}.

This means that our calculus can simulate a multiple-effect setting by manually placing enough lifts and swaps.

Another issue is the presence of multiple operations in an effect, which are handled together by a single handler. One can simulate this by tagging the argument of \texttt{do}, in a way that allows to distinguish between the operations. The difficulty is that different operations can have different types, depending on the tag. Thus, to simulate multiple operations in an effect, we could use GADTs, possibly encoded via equality types [23]. This aspect, however, is orthogonal to the aspects of control that we consider in this paper.

### 3.2 The shift\(_0\) Delimited Control Calculus

The calculus of the shift\(_0\) flavour of delimited control is given in Figure 8. It extends the core calculus with two new syntactic constructs: the \texttt{shift\(_0\)} operator and the reset delimiter, \((e|x, e_r)\), where the expression \(e\) is the delimited computation, while \(x, e_r\) is the “return” part.

Operationally, an expression \texttt{shift\(_0\) k e} aborts the evaluation of the appropriate enclosing reset, replacing it with the expression \(e\). However, the evaluation of the entire reset is not all-lost, as it is captured as a continuation bound to the variable \(k\) in \(e\). If it happens that no \texttt{shift\(_0\)} is evaluated inside \(e\) in \((e|x, e_r)\), the value of the entire reset is given by the value of \(e_r\) in which \(x\) is bound to the value of \(e\).

The type-and-effect system is a generalisation of the calculus introduced by [8]. A single effect \(\Delta\). \(\tau / \rho\) can intuitively be seen as a specification of the type and effect of the continuation captured by any shift within the expression. Thus, if we consider the computation \((e|x, e_r)\) and assume it has some type \(\tau_e\) and effect row \(\rho_e\), this type and row will be preserved as the first effect in the row associated with \(e\). Then, in each \texttt{shift\(_0\) k e_s} within \(e\), the expression \(e_s\) is supposed to have this precise type and effect row – after all, the entire reset is replaced by \(e_s\), so their types must agree. As a novel feature in our
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\[ \sigma ::= \ldots | \Delta . \tau / \rho \]

\[ e ::= \ldots | \text{shift}_0 \ k \ . \ e \ | \langle e \rangle \ ] \ x \ . \ e \]

\[ E ::= \ldots | \langle E \rangle \ [x \ . \ e] \]

\[ \Delta, \Delta' \vdash \tau :: T \quad \Delta, \Delta' \vdash \rho :: R \]

\[ \Delta \vdash \Delta' . \tau / \rho :: E \]

\[ n+1\text{-free}(E) \quad n\text{-free}((E[x; e]) \]

\[ 0\text{-free}(E) \quad v_e = \lambda z. \ E[z][x; e_r] \quad \langle v \rangle \ [x; e] \mapsto e \{ v / x \} \]

\[ \Delta, \Delta'; \Gamma, k : \tau' \rightarrow \rho \tau \vdash e : \tau / \rho' \]

\[ \Delta, \Delta' \vdash \rho' : \rho \quad \Delta \vdash \tau' :: T \quad \Delta \vdash \langle \Delta'. \tau / \rho \rangle \cdot \rho' :: R \]

\[ \Delta \vdash \text{shift}_0 \ k \ . \ e : \tau' / \langle \Delta'. \tau / \rho \rangle \cdot \delta(\rho) \quad \Delta ; \Gamma, x : \tau' \vdash e_r : \delta(\tau) / \delta(\rho) \]

\[ \Delta ; \Gamma \vdash \langle e \rangle \ [x; e_r] : \delta(\tau) / \delta(\rho) \]

\[ \text{Figure 8} \quad \text{Calculus of shift}_0/\text{reset}. \]

calculus, parts of the type and row captured as an effect by the reset may be abstracted: thus, both \( \tau \) and \( \rho \) in an effect specification might depend on type variables bound by \( \Delta \) – by the typing rule in Figure 8 we would have \( \tau_r = \delta(\tau) \), and likewise for \( \rho \). This can be intuitively understood as akin to existential quantification: the are concrete types known to a reset are abstracted within its body, but they are not revealed to the shifts within, which thus have to treat them parametrically, somewhat like an unpack operation.

This novel feature of the system should make us wonder if it is ever practical, particularly so given the long history of delimited control operators – and we believe it is. As an example, imagine a library that implements simple exceptions, with the signature given as two functions, \( \text{throw} : \forall \alpha :: T \rightarrow \alpha \) and \( \text{try} : \forall \alpha :: T \rightarrow (\text{unit} \rightarrow \alpha) \rightarrow \alpha \rightarrow \alpha \). For some, as yet unknown, effect \( e \). Can we express such a library using \( \text{shift}_0 \) and \( \text{reset} \) and, if so, what is the definition of \( e \)? Clearly, \( \text{throw} \) needs to capture the context and discard it, and \( \text{try} \) should delimit the context – but how can \( \text{throw} \) procure the result it should return? In fact, it cannot produce such a result directly, since at definition site the type of the result is unknown – indeed, \( \text{throw} \) can (and should) be used in multiple contexts, where the return types expected by \( \text{try} \) are different.

This is where parametricity comes in. We can have \( \text{throw} \) capture the context and return an identity function, which will return whatever value the enclosing \( \text{try} \) would feed it, giving us \( \text{throw} \ lambdas \ldots \lambda x. x \), which matches the signature given \( e \ldots \alpha :: T \rightarrow \alpha \). Similarly, we have \( \text{try} \ v \ deles \{ \text{th} \ v \ [x]\ ldots \ x \} \ v \), which also matches its signature with the given definition of \( e \). This simple example shows that this novel form of polymorphism gives us a certain separation of concerns, where the programmer may write effectful library functions and eliminate them using other constructs that insert reset delimiters in the appropriate places, instantiating the polymorphic effect at the same time.

\[ \text{The second argument of } \text{try} \text{ denotes the result of the entire expression if the exception was raised; this example could clearly be generalised, but as an illustration it is sufficient.} \]
exists a value $\alpha$ of effects and quantify over all possible typing rule of different for any of the of assigning types to this translation is that type $\tau$ so the effect handled by this handler should have the shape translated into expression $\langle$ argument of operation directly to the resumption.

The translation of reset follows this protocol: reset is turned into a handler which applies an the operation, while a handler is responsible for providing the captured continuation. Indeed, the body of $\lambda$-abstraction is translated to a $\lambda$-abstraction, application to an application, etc.

The control operator $\text{shift}_0$ performs en effect, so it is translated to do operation. The body of $\text{shift}_0$ operator is expressed as a $\lambda$-abstraction and then passed as an argument to the operation, while a handler is responsible for providing the captured continuation. Indeed, the translation of reset follows this protocol: reset is turned into a handler which applies an argument of operation directly to the resumption.

In order to explain the translation of single effects, consider the following example. The expression $\langle E | \text{shift}_0 k. e | x. e_r \rangle$ of type $\tau_0$ where $E$ is a 0-free evaluation context, will be translated into

$$\text{handle} \left[ [E] \right]_{\text{DH}} \{ \lambda k, [e]_{\text{DH}} \} \{ x, r, x, r; x, e_r \}_{\text{DH}} \}$$

so the effect handled by this handler should have the shape $((\tau' \Rightarrow_\rho \tau) \Rightarrow \tau')$ where $\tau = [\tau_0]_{\text{DH}}$ and $\tau'$ is a translation of the type of $\text{shift}_0 k. e$ expression. The main difficulty of assigning types to this translation is that type $\tau'$ is not known by the handler, and can be different for any of the $\text{shift}_0$ constructs, potentially even within the same reset: type $\tau'$ in a typing rule of $\text{shift}_0$ does not occur in the effect. To solve this problem we use polymorphic effects and quantify over all possible $\tau'$ in the translated effect: thus, the result has the shape of $\alpha :: \tau : (\forall \Delta. (\alpha \Rightarrow_\rho \tau) \Rightarrow \tau) \Rightarrow \alpha$.

Note that our calculus has additional constructs over the usual presentations of $\text{shift}_0$ and reset. In particular, we have the return clause in resets and the lift operator inherited from lift operator is expressed as a

Like with the deep handlers, we use progress and preservation lemmas to obtain the following soundness theorem:

- **Theorem 2.** If $\vdash e : \tau / \iota$ and $e \Rightarrow e'$ then in the calculus of $\text{shift}_0$ and reset, then there exists a value $v$ such that $e' = v$ and $\vdash v : \tau / \iota$.

### 3.3 Typed Correspondence

We show the typed correspondence of the calculi presented in previous sections by presenting two local syntax-directed translations between calculi and showing that they preserve types and semantics. The translations of expressions are simple adaptations of those of Forster et al. [8], but then novel parts are translations of types and identifying which kind of polymorphism is required to obtain type preservation.

The translation from the calculus of $\text{shift}_0$ to deep handlers is shown in Figure 9. We only show translations of those parts of the language which need to be “macro expanded”, i.e., the control constructs $\text{shift}_0 k. e$ and $\langle e | x. e_r \rangle$ at the level of expressions and the single effects at the level of types. For other constructs the translation behaves homomorphically: $\lambda$-abstraction is translated to a $\lambda$-abstraction, application to an application, etc.

The control operator $\text{shift}_0$ performs en effect, so it is translated to do operation. The body of $\text{shift}_0$ operator is expressed as a $\lambda$-abstraction and then passed as an argument to the operation, while a handler is responsible for providing the captured continuation. Indeed, the translation of reset follows this protocol: reset is turned into a handler which applies an argument of operation directly to the resumption.

In order to explain the translation of single effects, consider the following example. The expression $\langle E | \text{shift}_0 k. e | x. e_r \rangle$ of type $\tau_0$ where $E$ is a 0-free evaluation context, will be translated into

$$\text{handle} \left[ [E] \right]_{\text{DH}} \{ \lambda k, [e]_{\text{DH}} \} \{ x, r, x, r; x, e_r \}_{\text{DH}} \}$$

so the effect handled by this handler should have the shape $((\tau' \Rightarrow_\rho \tau) \Rightarrow \tau')$ where $\tau = [\tau_0]_{\text{DH}}$ and $\tau'$ is a translation of the type of $\text{shift}_0 k. e$ expression. The main difficulty of assigning types to this translation is that type $\tau'$ is not known by the handler, and can be different for any of the $\text{shift}_0$ constructs, potentially even within the same reset: type $\tau'$ in a typing rule of $\text{shift}_0$ does not occur in the effect. To solve this problem we use polymorphic effects and quantify over all possible $\tau'$ in the translated effect: thus, the result has the shape of $\alpha :: \tau : (\forall \Delta. (\alpha \Rightarrow_\rho \tau) \Rightarrow \tau) \Rightarrow \alpha$. 

\[ [\text{shift}_0 k. e]_{\text{DH}} \triangleq \text{do} (\lambda k, [e]_{\text{DH}}) \]

\[ [\langle e | x. e_r \rangle]_{\text{DH}} \triangleq \text{handle} [e]_{\text{DH}} \{ x, r, x, r; x, e_r \}_{\text{DH}} \} \]
[\text{do } v]^{\text{DD}} \triangleq \text{shift}_0 k. \lambda h. h [v]^{\text{DD}} (\lambda x. k x h)

[\text{handle } e \{x, r, v, k x x, e_r\}]^{\text{DD}} \triangleq ([e]^{\text{DD}} | x. \lambda h. [e_r]^{\text{DD}}) (\lambda x. \lambda r. [e_h]^{\text{DD}})

[\Delta. \tau_1 \Rightarrow \tau_2]^{\text{DD}} \triangleq \alpha :: \text{T}, \beta :: \text{R. } ((\forall \Delta. \tau_1)^{\text{DD}} \Rightarrow (\forall \Delta. \tau_2)^{\text{DD}} \Rightarrow \beta \alpha) \Rightarrow \beta \alpha) / \beta

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure10}
\caption{Deep handlers as shift_0.}
\end{figure}

Polymorphic variables of the delimited-control effect (bound by \(\Delta\)), behave, intuitively, as if they were existentially quantified, so they cannot be directly translated as polymorphic variables of the algebraic effect, which behave akin to universal quantification. Therefore, we express them as a chain of universal quantifiers on the left-hand-side of an arrow type: thus, the body of \(\text{shift}_0\) is polymorphic in \(\Delta\).

The translation preserves types and semantics, which is expressed by the following theorems.

\begin{itemize}
  \item \textbf{Theorem 3.} If \(\Delta; \Gamma \vdash e : \tau / \rho\) in the calculus of \(\text{shift}_0\), then \(\Delta; [\Gamma]^{\text{DH}} \vdash [e]^{\text{DH}} : [\tau]^{\text{DH}} / [\rho]^{\text{DH}}\) in the calculus of deep handlers.
  \item \textbf{Theorem 4 (after Forster et al.).} If \(e \Rightarrow e'\) in the calculus of \(\text{shift}_0\), then in the calculus of deep handlers we have \([e]^{\text{DH}} \Rightarrow^* [e']^{\text{DH}}\).
\end{itemize}

The translation in the opposite direction is shown in Figure 10 and is slightly more complex. When the do \(v\) construct is reduced in the source language, the control is passed to the handler. After the translation, the \(\text{shift}_0\) operator needs to somehow obtain the code that “handles” the operation: thus, the body of \(\text{shift}_0\) immediately returns a \(\lambda\)-abstraction which expects the translated code of the handler as an argument. Therefore, the translation of the handler is itself more involved: it is translated into a reset applied to the body of the handler, itself expressed as a function.

Since the translation of a handler is not just a reset, but a reset applied to an argument, we have to take care about this argument in two places. First, the return clause of a handler is translated into a \(\lambda\)-abstraction which throws away the handler code. Secondly, the continuation \(k\) captured by the \(\text{shift}_0\) in the translation of do contains the reset, but does not contain the handler code. So the resumption passed to the \(h\) is not just \(k\), but \(\lambda x. k x h\).

The type part of the translation of an effect \(\Delta. \tau_1 \Rightarrow \tau_2\) is the type of a reset in the translation of a handler. This reset is a function which expects the translated handler clause of type \(\forall \Delta. [\tau_1]^{\text{DD}} \Rightarrow ([\tau_2]^{\text{DD}} \Rightarrow \beta \alpha) \Rightarrow \beta \alpha\) and returns \(\alpha\), where \(\alpha\) is a type of the entire translated handler expression. The type \(\alpha\) and the effect \(\beta\) of translated handler expression are not known at the site where do is performed, so we quantify over them in the translated effect, similarly to the previous translation. Now we can show that the translation preserves types.

\begin{itemize}
  \item \textbf{Theorem 5.} If \(\Delta; \Gamma \vdash e : \tau / \rho\) holds in the calculus of deep handlers, then \(\Delta; [\Gamma]^{\text{DD}} \vdash [e]^{\text{DD}} : [\tau]^{\text{DD}} / [\rho]^{\text{DD}}\) holds in the calculus of \(\text{shift}_0\).
\end{itemize}

As noted by Forster et al., we cannot obtain a direct analogue of Theorem 4. Instead, we let \(\Rightarrow_i\) be a relation on expressions in target calculus, defined by the following rule

\[
\frac{e_1 \Rightarrow e_2}{C[e_1] \Rightarrow_i C[e_2]}
\]
where $C$ is a general context with one hole, not necessarily in the evaluation position, and obtain the following theorem.

Theorem 6 (after Forster et al.). If $e \rightarrow e'$ holds in the calculus of deep handlers, then $[e]_{DD} \rightarrow [{e}']_{DD}$.

4 Shallow Effect Handlers and Delimited Control

We now turn to the calculi of shallow handlers and control$_0$. While these flavours of operators are arguably less popular than those studied in the previous section, they are nonetheless an interesting part of the spectrum of user-defined control operators. In the following, we formally capture the inter-expressibility of these two forms of delimited control, and comment on the differences with respect to the translations and results obtained in the case of deep handlers and shift$_0$.

4.1 Shallow Handler Calculus

Much like in the case of deep handlers, the calculus of shallow handlers is given in Figure 11. These handlers do not differ syntactically from their deep counterparts: the only difference lies within their semantics.

The operational semantics proceeds in a fashion that is very similar to the deep handlers: a do operation matches an enclosing handler using a freeness judgment, and both the value, and the captured continuation are passed to the handler. The only difference is that the captured continuation does not contain the handler itself – rather, only the evaluation context within the handler is captured. This lack of replication is often intuitively explained via the analogy to the case analysis and recursors, with the deep handlers’ replication of the context making them behave in a more fold-like fashion [10].

Much like in the case of deep handlers, the calculus has a single effect constructor that denotes the type of the do operation. However, in addition to the polymorphic quantification that we have already seen in the previous section, this effect is recursive: it is prefixed with a form $\mu\alpha$, which binds $\alpha$ in the body of the effect as an effect-kinded variable. In both typing rules, when we access the “input” and “output” types of the effect, we substitute the entire effect for $\alpha$ in their body, thus effectively performing a single unfolding of the recursive effect. The only other difference with respect to the type system for the deep handlers lies in the type of the resumption in the rule for handle: since the resumption does not contain the handler, its return type is $\tau$ rather than $\tau_r$, and it may still perform the same effect $\varepsilon$.

While recursive effect declarations abound in the literature, we are unaware of a prior formulation where the recursion is entirely confined to the type level, without making any appearance at the expression level. Note also that, much like polymorphic effects, the recursive effects are not necessary to establish soundness of the type system: we use them to establish inter-expressibility with the calculus of control$_0$.

As with the previous calculi, we prove type soundness via progress and preservation:

Theorem 7. If $\cdot;\cdot\vdash e : \tau / i$ and $e \rightarrow^* e'$ in the calculus of shallow handlers, then there exists a value $v$ such that $e' = v$ and $\cdot;\cdot\vdash v : \tau / i$.

4.2 The control$_0$ Delimited Control Calculus

Finally, we turn to the last of our calculi, the delimited control calculus of control$_0$, presented in Figure 12. Much like the difference between deep and shallow handlers, the differences between various delimited control operators are rather subtle. The common intuition refers to
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\[
\sigma ::= \ldots | \mu \alpha \cdot \Delta \cdot \tau_1 \Rightarrow \tau_2
\]

\[
e ::= \ldots | \text{do } v | \text{handle } e \{x, r, e; x, e\}
\]

\[
E ::= \ldots | \text{handle } E \{x, r, e; x, e\}
\]

\[
\Delta, \alpha \cdot E, \Delta' \vdash \tau_1 \Rightarrow \tau_2
\]

\[
\Delta, \alpha \cdot E, \Delta' \vdash \tau_2 \Rightarrow \tau_2 \vdash E
\]

\[
\Delta \vdash \mu \alpha \cdot \Delta'. \tau_1 \Rightarrow \tau_2 \vdash E
\]

\[
n \vdash n - \text{free}(\text{handle } E \{x, r, e_h; x, e_r\})
\]

\[
n + 1 \vdash \text{free}(E)
\]

\[
\Delta; \Gamma \vdash e : \tau / \iota
\]

\[
\Delta; \Gamma \vdash \text{do } v : \delta'(\tau_2) / \varepsilon
\]

\[
\Delta; \Gamma \vdash e : \tau / \epsilon \cdot \rho
\]

\[
\Delta; \Gamma \vdash e : \tau / \epsilon \cdot \rho
\]

\[
\Delta, \Delta'; \Gamma, x : \tau_1 \{\epsilon / \alpha\}, r : \tau_2 \{\epsilon / \alpha\} \Rightarrow \epsilon \cdot \rho \vdash e_h : \tau_r / \rho
\]

\[
\Delta, \Delta'; \Gamma, x : \tau_1 \{\epsilon / \alpha\}, r : \tau_2 \{\epsilon / \alpha\} \Rightarrow \epsilon \cdot \rho \vdash e_h : \tau_r / \rho
\]

\[
\Delta, \Delta' \vdash \text{handle } e \{x, r, e_h; x, e_r\} : \tau_r / \rho
\]

Figure 11 Calculus of shallow handlers with recursive effects.

The treatment of the reset delimiters – see the account of Shan [19] for the complete picture, including shift and control. In our formulation, we keep the same shape of delimiters equipped with “return” clauses that we used with shift\textsubscript{0}, and the control operator has an analogous form, while the operational semantics changes in the standard way, by not wrapping the captured continuation with delimiter.

The effect constructor for this calculus is the most complex of the ones we consider. In addition to the quantified variables (three, in this case: two types and a row) and the effect being recursive, like the one introduced for shallow effects, the underlying structure also contains an additional type. This is due to the mismatch between the return type of the continuation and the type of the expression under the control\textsubscript{0} operator: mirroring the case of shallow effects, this is caused by the fact that the captured continuation discards the return clause of the delimiter. Thus, leaving out the polymorphic quantifiers, in an effect \(\tau_1 \Rightarrow \tau_2 / \rho\) we have \(\tau_1\) as the type of the expression within the delimiter and \(\tau_2\) as the type of the return clause of the delimiter and the type of the expression under the control\textsubscript{0} operator.

As with the previous calculi, we prove type soundness via progress and preservation:

\[\textbf{Theorem 8.} \text{ If } \vdash e : \tau / \iota \text{ and } e \rightarrow^* e' \not\in \text{ the calculus of control}_0 \text{ and reset, then there exists a value } v \text{ such that } e' = v \text{ and } \vdash v : \tau / \iota.\]

4.3 Typed Correspondence

The translation from the control\textsubscript{0} calculus to shallow handlers is presented in Figure 13. Note that the translation on expressions is precisely analogous to the case of shift\textsubscript{0} and deep handlers.
Theorem 9. If $\Delta; \Gamma \vdash e : \tau / \rho$ in the calculus of control0, then $\Delta; [\Gamma]^{SH} \vdash [e]^{SH} : [\tau]^{SH} / [\rho]^{SH}$ in the calculus of shallow handlers.

Theorem 10. If $e \rightarrow e'$ in the calculus of control0, then in the calculus of shallow handlers we have $[e]^{SH} \rightarrow^* [e']^{SH}$.
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\[[\text{control}_0 \ k, \ e]^{\text{SH}} \triangleq \text{do} \ k \ . \ [e]^{\text{SH}}\]

\[[\langle e | x, \ e_r \rangle]^{\text{SH}} \triangleq \text{handle} \ [e]^{\text{SH}} \ {x, \ r | x, \ e_r}^{\text{SH}}\]

\[[\mu \alpha \ . \ \Delta \ . \ \tau_1 \Rightarrow \ \tau_2 / \rho]^{\text{SH}} \triangleq \mu \alpha \ . \ \beta :: \ T\ . \ (\forall \ \Delta \ . \ (\beta \Rightarrow \alpha | \beta)^{\text{SH}}[\tau_1]^{\text{SH}}) \Rightarrow (\mu \beta | \beta)^{\text{SH}}[\tau_2]^{\text{SH}} \Rightarrow \beta\]

\textbf{Figure 13} The control$_0$ calculus via shallow handlers.

\[[\text{do} \ v]^{\text{SD}} \triangleq \text{control}_0 \ k \ . \ \lambda \ h \ . \ h \ [v]^{\text{SD}} \ k\]

\[[\text{handle} \ e \ \{x, \ r, \ e_h; \ x, \ e_r\}]^{\text{SD}} \triangleq (\forall \ \Delta \ . \ (\lambda \ x, \ r . \ [e_h]^{\text{SD}}) \ (\lambda x, r. \ [e_r]^{\text{SD}}))\]

\[[\mu \alpha \ . \ \Delta \ . \ \tau_1 \Rightarrow \ \tau_2]^{\text{SD}} \triangleq \mu \alpha \ . \ \beta_1 :: \ T, \ \beta_2 :: \ T, \ \gamma :: \ R, \ \beta_1 \Rightarrow (\forall \ \Delta \ . \ [\tau_1]^{\text{SD}} \Rightarrow (\tau_2)^{\text{SD}} \Rightarrow \alpha | \gamma)^{\text{SD}} \Rightarrow \gamma | \beta_2 / \gamma\]

\textbf{Figure 14} Shallow handlers as shallow delimited control.

\textbf{Theorem 11.} If $\Delta; \Gamma \vdash e : \tau / \rho$ in the calculus of shallow handlers, then $\Delta; (\Gamma)^{\text{SD}} \vdash [e]^{\text{SD}}$ in the calculus of control$_0$.

\textbf{Theorem 12.} If $e \rightarrow e'$ in the calculus of shallow handlers, then in the calculus of control$_0$ we have $[e]^{\text{SD}} \rightarrow^+ [e']^{\text{SD}}$.

Since we do not modify the captured continuation before passing it as a resumption, we are able to prove Theorem 12 for a reduction in evaluation contexts instead of general contexts.

5 Discussion and Further Work

We have shown how the untyped correspondence between deep effect handlers and shift$_0$, known from prior work can be extended to the typed setting, given an appropriately expressive type system. In the process, we have identified a novel type system for the shift$_0$/reset calculus, in which the shift expressions are parametric in the type and effect. To our knowledge, such a system has not been considered before in the extensive literature on delimited control operators, although further work is necessary to explore the relation of our system to those presently found in literature – one aspect to consider would certainly be answer-type modification.

At the same time, we believe it is useful to contrast the parametric shift$_0$, which remains rather difficult to grasp, to the apparently natural move to polymorphic effect handlers, which indeed have been considered before. We feel that the fact that the effect handlers give an interpretation to the control effect at the delimiter, rather than at the capture point – which causes the translations studied in this paper to have to “invert” the direction of control – may be the reason behind the recent surge in popularity of effect handlers as the main control abstraction provided by a language, while delimited control operators have been, throughout their history, somewhat of a niche interest.
We have also adapted the translations, for both terms and types, to the shallow handlers and a control/reset calculus. While the translation for terms is barely different from the case for deep handlers and shift\textsubscript{0}, the type systems that are required in order to achieve inter-expressibility evidence the folklore notion that shallow handlers are “case-like” (while the deep variant behaves “fold-like“): thus the need for explicit recursion within the effects.

Finally, since we work within a common type-and-effect system with effect rows, we managed to extend the calculi with both a simple notion of subeffecting and a variant of Biernacki et al.’s lift operator that allows “masking” effects at the front of the effect row without any effect on the complexity of the translation.

While this work resolves a conjecture of Forster et al. \cite{Forster2017}, there remains a wide array of topics for future work. The most obvious line of work that we chose not to pursue at this point is answer-type modification \cite{Asai2009, Hillerström2018}, which is a common feature of type systems for delimited control operators. Whether it can be reconciled with the polymorphic effects of our calculi remains to be investigated: if so, it is certainly interesting to see how it would translate to the effect handler calculi. Relating our type systems to the monadic representation is another aspect that would require further attention.
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1 Introduction

The past fifty years of constructive type theory can be summed up as the search for a scientific understanding of equality, punctuated by moments of qualitative change in our perception of the boundary between semantics (actual construction) and syntax (proof theory) from a type-theoretic point of view. Computation is critical to both the semantics and syntax of type theory – from Martin-Löf’s meaning explanations [43], supplying type theory with its direct semantics and intuitionistic grounding, to syntactic properties such as closed and open canonicity which establish computation as the indispensable method for deriving equations.

For too long, a limiting perspective on extensional type theory has prevailed, casting it as a particular syntactic artifact (for instance, the formalism obtained by stripping of their meaning the rules which incidentally appear in Martin-Löf’s monograph [43]), a formal system which enjoys precious few desirable syntactic properties and is distinguished primarily by its equality reflection rule.

We insist on the contrary that the importance of extensional type theory lies not in the specific choice of syntactic presentation (historically, via equality reflection), but rather in the semantic characteristics of its equality connective, which are invariant under choice of syntax. The specifics of how such an equality construct is presented syntactically is entirely negotiable (the internal language of a doctrine is determined only up to equivalence), and therefore has an empirical component.

1.1 Internalizing equality: from judgments to types

Equality in type theory begins with a form of judgment $\Gamma \vdash A = B : \text{type}$, which expresses that $A$ and $B$ are exactly the same type; because types can depend on terms, one also includes a form of judgment $\Gamma \vdash M = N : A$ to express that $M$ and $N$ are exactly the same element of $A$. This kind of equality, called judgmental equality, is silent in the sense that if $\Gamma \vdash A = B : \text{type}$ holds and $\Gamma \vdash M : A$ holds, then $\Gamma \vdash M : B$ without further ado.

Judgmental equality in type theory is a completely top-level affair: it cannot be assumed or negated. On the other hand, both programming and mathematics require one to establish equations under the assumption of other equations (for instance, as part of an induction hypothesis). For this reason, it is necessary to internalize the judgmental equality $M = N : A$ as a type $\text{Eq}_A(M, N)$ which can be assumed, negated, or inhabited by induction.

The simplest way to internalize judgmental equality as a type is to provide introduction and elimination rules which make the existence of a proof of $\text{Eq}_A(M, N)$ equivalent to the judgment $M = N : A$:

\[
\begin{align*}
\text{INTRODUCTION} \\
\Gamma \vdash M = N : A \\
\Gamma \vdash \text{refl} : \text{Eq}_A(M, N)
\end{align*} \quad \begin{align*}
\text{ELIMINATION} \\
\Gamma \vdash P : \text{Eq}_A(M, N) \\
\Gamma \vdash M = N : A
\end{align*}
\]

The elimination rule above is usually called equality reflection, and is characteristic of extensional versions of Martin-Löf’s type theory. This presentation of the equality type is very strong, and broadens the reach of judgmental equality into assertions of higher-level.

A consequence of the equality reflection rule is that judgmental equality is no longer decidable, a pragmatic concern which affects implementation and usability. On the other hand, equality reflection implies numerous critical reasoning principles, including function extensionality (if two functions agree on all inputs, then they are equal), a judgmental version of the famous unicity of identity proofs (UIP) principle (any two elements of the equality type are equal), and perhaps the most crucial consequence of internalized equality, coercion (if $M : P(a_0)$ and $P : \text{Eq}_A(a_0, a_1)$, then there is some term $P^*(M) : P(a_1)$; in this case, $P^*(M) = M$).
1.2 Extensional equality via equality reflection

The earliest type-theoretic proof assistants employed the equality reflection rule (or equivalent formulations) in order to internalize the judgmental equality, a method most famously represented by Nuprl [25] and its descendents, including RedPRL [10]. The Nuprl-style formalisms act as a “window on the truth” for a single intended semantics inspired by Martin-Löf’s computational meaning explanations [2]; semantic justification in the computational ontology is the only consideration when extending the Nuprl formalism with a new rule, in contrast to other traditions in which global properties (e.g. admissibility of structural rules, decidability of typing, interpretability in multiple models, etc.) are treated as definitive.

Rather than supporting type checking, proof assistants in this style rely heavily on interactive development of typing derivations using tactics and partial decision procedures. A notable aspect of the Nuprl family is that their formal sequents range not over typed terms (proofs), but over untyped raw terms (realizers); a consequence is that during the proof process, one must repeatedly establish numerous type functionality subgoals, which restore the information that is lost when passing from a proof to a realizer. To mitigate the corresponding blow-up in proof size, Nuprl relies heavily on untyped computational reasoning via pointwise functionality, a non-standard semantics for dependently typed sequents which has some surprising consequences, such as refuting the principle of dependent cat [38].

Another approach to implementing type theory with equality reflection is exemplified in the experimental Andromeda proof assistant [15], in which proofs are also built interactively using tactics, but judgments range over abstract proof derivations rather than realizers. This approach mitigates to some degree the practical problems caused by erasing information prematurely, and also enables interpretation into a broad class of semantic models.

Although Nuprl/RedPRL and Andromeda illustrate that techniques beyond mere type checking are profitable to explore, the authors’ experiences building and using RedPRL for concrete formalization of mathematics underscored the benefits of having a practical algorithm to check types, particularly in the setting of cubical type theory (Section 1.6), whose higher-dimensional structure significantly reduces the applicability of Nuprl-style untyped reasoning.

In particular, whereas it is possible to treat all β-rules and many η-rules in non-cubical type theory as untyped rewrites, such an approach is unsound for the cubical account of higher inductive types and univalence [11]; consequently, in RedPRL many β/η rewrites must emit auxiliary proof obligations. Synthesizing these experiences and challenges led to the creation of the redtt proof assistant for Cartesian cubical type theory [9].

1.3 Equality in intensional type theory

Martin-Löf’s Intensional Type Theory (ITT) [41, 46] represents another extremal point in the internalization of judgmental equality. ITT underapproximates the equality judgment via its identity type, characterized by rules like the following:

\[
\begin{align*}
\text{FORMATION} & \quad \Gamma \vdash A : \text{type} \quad \Gamma \vdash M : A \quad \Gamma \vdash N : A \\
\quad \Gamma \vdash \operatorname{Id}_A(M, N) : \text{type} \\
\text{INTRODUCTION} & \quad \Gamma \vdash M : A \\
\quad \Gamma \vdash \operatorname{refl}_A(M) : \operatorname{Id}_A(M, M) \\
\text{ELIMINATION} & \quad \Gamma, x : A \vdash C(x, y, z) : \text{type} \\
\quad \Gamma \vdash P : \operatorname{Id}_A(M, N) \\
\quad \Gamma, x : A \vdash Q : C(x, x, \operatorname{refl}_A(x)) \\
\quad \Gamma \vdash J_{x,y,z,C}(P; x, Q) : C(M, N, P)
\end{align*}
\]
Symmetry, transitivity and coercion follow from the elimination rule of the identity type. Other properties which follow directly from equality reflection, such as the unicity of identity proofs and function extensionality, are not validated by ITT; indeed, there are sufficiently intensional models of the identity type to refute both properties [52, 33]. While the desirability of the unicity principle is perhaps up for debate, especially in light of recent developments in Homotopy Type Theory [55], theorists and practitioners alike generally agree that function extensionality is desirable.

A significant selling-point for ITT is that, by avoiding equality reflection, it presents a theory which can be implemented using type checking and normalization. Consequently, \( \beta \) and \( \eta \) rules are totally automatic and never require intervention from the user – in contrast to systems like RedPRL, whose users are accustomed to establishing \( \beta/\eta \) equivalences by hand at times when heuristical tactics prove inadequate. The downsides of pure ITT, however, are manifold: function extensionality is absolutely critical in practice.

1.4 Setoids and internal model constructions

A standard technique for avoiding the deficiencies of the identity type in ITT is the setoid construction [32], an exact completion which glues an equivalence relation \( =_A \) onto each type \( |A| \) in the spirit of Bishop [16]. When using setoids, a function \( A \to B \) consists of a type-theoretic function \( f : |A| \to |B| \) together with a proof that it preserves the equivalence relation, \( f_\equiv : (x, y : |A|) \to x =_A y \to f(x) =_B f(y) \); a dependent setoid (family of setoids) is a type-theoretic family equipped with a coherent coercion operator.

Setoids are a discipline for expressing internally precisely the extrinsic properties required for constructions to be extensional (compatible with equality); these extra proof obligations must be satisfied in parallel with constructions at every turn. The state of affairs for setoids is essentially analogous to that of proof assistants with equality reflection, in which type functionality subgoals play a similar role to the auxiliary paperwork generated by setoids.

Paradoxically, however, every construction in ordinary ITT is automatically extensional in this sense. A solution to the problem of equality in type theory should, unlike setoids, take advantage of the fact that type theory is already restricted to extensional constructions, adding to it only enough language to refer to equality internally. This is the approach taken by both Observational Type Theory and XTT.

1.5 Observational Type Theory

The first systematic solution to the problem of syntax for extensional equality without equality reflection was Observational Type Theory (OTT) [6, 7], which built on early work by Altenkirch and McBride [3, 44]. The central idea of OTT is to work with a closed universe of types, defining by recursion for each pair of types \( A, B \) a type \( \text{Eq}(A, B) \) of proofs that \( A \) and \( B \) are equal, and for each pair of elements \( M : A \) and \( N : B \), a type of proofs \( \text{Eq}_{A,B}(M, N) \) that \( M \) and \( N \) are (heterogeneously) equal. Finally, one defines “generic programs” by recursion on type structure which calculate coercions and coherences along proofs of equality.

One can think of OTT as equipping the semantic setoid construction with a direct-style type-theoretic language, and adding to it closed, inductively defined universes of types. The heterogeneous equality of OTT, initially a simplifying measure adopted from McBride’s thesis [44], is an early precursor of the dependent paths which appear in Homotopy Type Theory [55], Cubical Type Theory [24, 8, 11], and XTT.

Recently, McBride and his collaborators have made progress toward a cubical version of OTT, using a different cube category and coercion structure, in which one coerces only from 0 to 1, and obtains fillers using an affine rescaling operation [23].
1.6 Cubical Type Theory

In a rather different line of research, Voevodsky showed that Intensional Type Theory is compatible with a univalence axiom yielding an element of $\text{Id}_U(A, B)$ for every equivalence (coherent isomorphism) between types $A, B$ [37, 55]. A univalent universe classifies types under a certain size cut-off in the sense of higher topos theory [40]. However, Intensional Type Theory extended with univalence lacks canonicity, because identity elimination computes only on $\text{refl}$ and not on proofs constructed by univalence.

Since then, cubical type theories have been developed to validate univalence without disrupting canonicity [24, 11]. These type theories extend Martin-Löf’s type theory with an abstract interval, maps out of which represent paths, a higher-dimensional analogue to equality; the interval has abstract elements, represented by a new sort of dimension variable $i$, and constant endpoints $0, 1$. Coercions arise as an instance of Kan structure governed directly by the structure of paths between types, which are nothing more than types dependent on an additional dimension variable.

There are currently two major formulations of cubical type theory. De Morgan cubical type theory [24] equips the interval with negation and binary connection (minimum and maximum) operations. Cartesian cubical type theory [8, 11], the closest relative of XTT, has no additional structure on the interval, but equips types with a much stronger notion of coercion generalizing the one described in Section 2.1.1.

1.7 Our contribution: XTT

We contribute XTT (Appendix A), a new type theory that supports extensional equality without equality reflection, using ideas from cubical type theory [24, 8, 11]. In particular, we obtain a compositional account of propositional equality satisfying function extensionality and a judgmental version of the unicity of identity proofs — when $P, Q : \text{Eq}_A(M, N)$, we have $P = Q$ judgmentally — enabling us to substantially simplify our Kan operations (Section 2.1.2). Moreover, XTT is closed under a cumulative hierarchy of closed universes à la Russell. We hope to integrate XTT into the redtt cubical proof assistant [9] as an implementation of extensional equality in the style of two-level type theory [11].

A common thread that runs through the XTT formalism is the decomposition of constructs from OTT into more modular, judgmental principles. For instance, rather than defining equality separately at every type and entangling the connectives, we define equality once and for all using the interval. Likewise, rather than ensuring that equality proofs are unique through brute force, we obtain unicity using a structural rule which does not mention the equality type.

By first developing the model theory of XTT in an algebraic way (Section 3), we then prove a canonicity theorem for the initial model of XTT (Section 3.2): any closed term of boolean type is equal to either true or false. This result is obtained using a novel extension of the categorical gluing technique described by Coquand and Shulman [27, 48]. Canonicity expresses a form of “computational adequacy” — in essence, that the equational theory of XTT suffices to derive any equation which ought to hold by (closed) computation — and is one of many syntactical considerations that experience has shown to be correlated to usability.

As in previous work [49], we employ an algebraic version of cumulativity which does not require subtyping.
\[\begin{align*}
\text{(cubes)} & \quad \Psi, \Phi & \text{::=} & \cdot | \Psi, i | \Psi, \xi \\
\text{(contexts)} & \quad \Gamma, \Delta & \text{::=} & \cdot | \Gamma, x : A \\
\text{(dimensions)} & \quad r, s & \text{::=} & i | \varepsilon \\
\text{(constant dims.)} & \quad \varepsilon & \text{::=} & 0 | 1 \\
\text{(constraints)} & \quad \xi & \text{::=} & r = r' \\
\text{(universe levels)} & \quad k, l & \text{::=} & n (n \in \mathbb{N}) \\
\text{(types)} & \quad A, B & \text{::=} & M \cup (x : A) \to B \cup (x : A) \times B \cup \text{Eq}_{\Gamma, \kappa}(M, N) \cup \{\varepsilon\} A \cup \{\varepsilon\} \text{bool} \\
\text{(terms)} & \quad M, N & \text{::=} & x : A \cup \lambda x.M \cup \text{app}_{\Gamma, A, B}(M, N) \cup (M, N) \cup \text{fst}_{\Gamma, A, B}(M) \cup \text{snd}_{\Gamma, A, B}(M) \cup \\
& & & \lambda i.M \cup \text{app}_{\Gamma, A, B}(M, r) \cup \text{true} \cup \text{false} \cup \text{if}_{\Gamma, A}(M, N_0, N_1) \cup \\
& & & [i.A] \uparrow_B^\gamma.M \cup [i.A] \downarrow_B^\gamma.M \cup [s \text{ with } 0 \mapsto j.N_0 | 1 \mapsto j.N_1] \\
\end{align*}\]

Cubical Syntax for Reflection-Free Extensional Equality

As a matter of top-level notation, we freely omit annotations that can be inferred from context, writing \(M(N)\) for \(\text{app}_{\Gamma, A, B}(M, N)\). The annotations chosen in the raw syntax are the minimal ones required to establish a coherent interpretation into the initial XTT-algebra; for instance, it is unnecessary to include an annotation on the \(\lambda\)-abstraction.

## 2 Programming and proving in XTT

Like other cubical type theories, the XTT language extends Martin-Löf’s type theory with a new sort of variable \(i\) ranging over an abstract interval with global elements 0 and 1; we call an element \(r\) of the interval a dimension, and we write \(\varepsilon\) to range over a constant dimension 0 or 1. Cubical type theories like XTT also use a special kind of hypothesis to constrain the values of dimensions: when \(r\) and \(s\) are dimensions, then \(r = s\) is a constraint. In XTT, a single context \(\Psi\) accounts for both dimension variables \((\Psi, i)\) and constraints \((\Psi, r = s)\). We will write \(\Psi \mid r \text{ dim}\) for when a dimension \(r\) is valid in a dimension context \(\Psi\). The judgment \(\Psi \mid r = s \text{ dim}\) holds when \(r\) and \(s\) are equal as dimensions with respect to the constraints in \(\Psi\). Dimensions can be substituted for dimension variables, an operation written \(M(r/i)\).

Finally, ordinary type-theoretic assumptions \(x : A\) are kept in a context \(\Gamma\) that depends on \(\Psi\). In XTT, a full context is therefore written \(\Psi \mid \Gamma\). The meaning of a judgment at context \((\Psi, i = r)\) is completely determined by its instance under the substitution \(r/i\). Under the false constraint \(0 = 1\), all judgments hold; the resulting collapse of the typing judgment and the judgmental equality does not disrupt any important metatheoretic properties, because the theory of dimensions is decidable.

The general typehood judgment \(\Psi \mid \Gamma \vdash A \text{ type}_k\) means that \(A\) is a type of universe level \(k\) in context \(\Gamma\) over the cube \(\Psi\); note that this judgment presupposes the well-formedness of \(\Psi, \Gamma\). Likewise, the element typing judgment \(\Psi \mid \Gamma \vdash M : A\) means that \(M\) is an element of the type \(A\) in \(\Gamma\) over \(\Psi\) as above; this form of judgment presupposes the well-formedness of \(A\) and thence \(\Psi, \Gamma\). We also have typed judgmental equality \(\Psi \mid \Gamma \vdash A = B \text{ type}_k\) and \(\Psi \mid \Gamma \vdash M = N : A\), which presuppose the well-formedness of all their constituents.

### Dependent equality types

XTT extends Martin-Löf type theory with dependent equality types \(\text{Eq}_{\Gamma, A}(N_0, N_1)\) when \(\Psi, i \mid \Gamma \vdash A \text{ type}_k\) and \(\Psi \mid \Gamma \vdash N_0 : A(0/i)\) and \(\Psi \mid \Gamma \vdash N_1 : A(1/i)\). Geometrically, elements of this type are lines or paths in the type \(A\) ranging over dimension \(i\), with left endpoint \(N_0\) and right endpoint \(N_1\).\(^2\) This type captures internally the equality of \(N_0\) and \(N_1\); dependency

\(^2\) Our dependent equality types are locally the same as dependent path types \(\text{Path}_{\Gamma, A}(N_0, N_1)\) from cubical type theories; however, we have arranged in XTT for them to satisfy a unicity principle by which
of $A$ on the dimension $i$ is in essence a cubical reconstruction of heterogeneous equality, albeit with different properties from the version invented by McBride in his thesis [44].

An element of the equality type $\text{Eq}_{i,A}(N_0, N_1)$ is formed by the dimension $\lambda i. M$, requiring that $M$ is an element of $A$ in the extended context, and that $N_0, N_1$ are the left and right sides of $M$ respectively. Proofs $P$ of equality are eliminated by dimension application, $P(r)$, and are subject to $\beta, \eta, \xi$ rules analogous to those for function types. Finally, we have $P(\varepsilon) = N_{\varepsilon}$ always, extending Gentzen’s principle of inversion to the side condition that we placed on $M$. More formally:

$$
\Psi, i \vdash \Gamma \vdash M : A \quad \Psi \vdash \mathbf{r dim}
$$

$$
\Psi, i = \varepsilon \vdash \Gamma \vdash M = N_{\varepsilon} : A \quad \Psi \vdash \Gamma \vdash M : \text{Eq}_{i,A}(N_0, N_1)
$$

$$
\Psi \vdash \Gamma \vdash \lambda i. M : \text{Eq}_{i,A}(N_0, N_1) \quad \Psi \vdash \Gamma \vdash M(r) : A(r/i)
$$

$$
\Psi \vdash \Gamma \vdash M = \lambda i. M(i) : \text{Eq}_{i,A}(N_0, N_1)
$$

$$
\Psi, i \vdash \Gamma \vdash M : A
$$

$$
\Psi \vdash \Gamma \vdash (\lambda i. M)(r) = M(r/i) : A(r/i)
$$

**Function extensionality**

A benefit of the cubical formulation of equality types is that the principle of function extensionality is trivially derivable in a computationally well-behaved way. Suppose that $f, g : (x : A) \rightarrow B$ and we have a family of equalities $h : (x : A) \rightarrow \text{Eq}_{\_ \_B}(f(x), g(x))$; then, we obtain a proof that $f$ equals $g$ by abstraction and application:

$$
\lambda i. \lambda x. h(x)(i) : \text{Eq}_{\_ \_B(x:A) \rightarrow B(f, g)}
$$

In semantics of type theory, the structure of equality on a type usually mirrors the structure of the *elements* of that type in a straightforward way: for instance, a function of equations is used to equate two functions, and a pair of equations is used to equate two pairs. The benefit of the cubical approach is that this observation, at first purely empirical, is systematized by *defining* equality in every type in terms of the elements of that type in a context extended by a dimension.

**Judgmental unicity of equality: boundary separation**

In keeping with our desire to provide *convenient* syntax for working with extensional equality, we want proofs $P, Q : \text{Eq}_{i,A}(N_0, N_1)$ of the same equation to be judgmentally equal. Rather than adding a rule to that effect, whose justification in the presence of the elimination rules for equality types would be unclear, we instead impose a more primitive *boundary separation* principle at the judgmental level: every term is completely determined by its boundary.\(^3\)

$$
\Psi \vdash \mathbf{r dim} \quad \Psi, r = \varepsilon \vdash \Gamma \vdash M = N : A
$$

$$
\Psi \vdash \Gamma \vdash M = N : A
$$

In this rule we have abbreviated $\Psi, r = 0 \vdash \Gamma \vdash M = N : A$ and $\Psi, r = 1 \vdash \Gamma \vdash M = N : A$ as $\Psi, r = \varepsilon \vdash \Gamma \vdash M = N : A$. We shall make use of this notation throughout the paper.

\(^3\) They earn the name “equality” rather than “path”.

\(^4\) We call this principle “boundary separation” because it turns out to be exactly the fact that the collections of types and elements, when arranged into presheaves on the category of contexts, are separated with respect to a certain coverage on this category. We develop this perspective in the extended version of our paper [50].
We can now derive a rule that (judgmentally) equates all \( P, Q : \text{Eq}_{_{\Lambda A}}(N_0, N_1) \).

**Proof.** If \( P, Q : \text{Eq}_{_{\Lambda A}}(M, N) \), then to show that \( P = Q \), it suffices to show that \( \lambda_i.P(i) = \lambda_i.Q(i) \); by the congruence rule for equality abstraction, it suffices to show that \( P(i) = Q(i) \) in the extended context. But by boundary separation, we may pivot on the boundary of \( i \), and it suffices to show that \( P(0) = Q(0) \) and \( P(1) = Q(1) \). But these are automatic, because \( P \) and \( Q \) are both proofs of \( \text{Eq}_{_{\Lambda A}}(N_0, N_1) \), and therefore \( P(\varepsilon) = Q(\varepsilon) = N_\varepsilon \).

In an unpublished note from 2017, Thierry Coquand identifies a class of cubical sets equivalent to our separated types, calling them “Bishop sets” [26].

### 2.1 Kan operations: coercion and composition

How does one use a proof of equality? We must have at least a coercion operation which, given a proof \( Q : \text{Eq}_{_{\Lambda B}}(A, B) \), coherently transforms elements \( M : A \) to elements of \( B \).

#### 2.1.1 Generalized coercion

In XTT, coercion and its coherence are obtained as instances of one general operation: for any two dimensions \( r, r' \) and a line of types \( i.C \), if \( M \) is an element of \( C(r/i) \), then \([i.C]_{r'}^r M \) is an element of \( C(r'/i) \).

\[
\begin{array}{c|c|c|c|c}
\Psi & \dim & \Psi, i \vdash C & \Psi, i \vdash M : C(r/i) \\
\hline
\Psi & \Gamma \vdash [i.C]_{r'}^r M : C(r'/i) \\
\end{array}
\]

In the case of a proof \( Q : \text{Eq}_{_{\Lambda B}}(A, B) \) of equality between types, we coerce \( M : A \) to the type \( B \) using the instance \([i.Q(i)]_{1/0} M \). But how does \( M \) relate to its coercion? Coherence of coercion demands their equality, although such an equation must relate terms of (formally) different types; this heterogeneous equality is stated in XTT using a dependent equality type \( \text{Eq}_{_{\Lambda i}}(i.Q(i), [i.Q(i)]_{1/0} M) \). To construct an element of this equality type, we use the same coercion operator but with a different choice of \( r, r' \); we construct this filler by coercing from 0 to a fresh dimension, obtaining \( \lambda_i.[i.Q(i)]_{0/0} M : \text{Eq}_{_{\Lambda i}}(i.Q(i), [i.Q(i)]_{1/0} M) \):

\[
j.Q(j) \quad \Rightarrow \quad M \quad [j.Q(j)]_{0/0}^r M \quad [i.Q(i)]_{1/0} M
\]

To see that the filler \([i.Q(i)]_{1/0} M \) has the correct boundary with respect to \( j \), we inspect its instances under the substitutions \( 0/j, 1/j \). First, we observe that the right-hand side \(([i.Q(i)]_{0/0} M)(1/j) \) is exactly \([i.Q(i)]_{1/0} M \); second, we must see that \(([i.Q(i)]_{1/0} M)(0/j) \) is \( M \), bringing us to an important equation that we must impose generally:

\[
\Psi, i \vdash [i.C]_{r'}^r M = M : C(r/i)
\]

**How do coercions compute?**

In order to ensure that proofs in XTT can be computed to a canonical form, we need to explain generalized coercion in each type in terms of the elements of that type. To warm up, we explain how coercion must compute in a non-dependent function type:

\[
[i.A \rightarrow B]_{r'}^r M = \lambda x.[i.B]_{r'}^r \left( M([i.A]_{r'}^r x) \right)
\]

That is, we abstract a variable \( x : A(r'/i) \) and need to obtain an element of type \( B(r'/i) \). By reverse coercion, we obtain \([i.A]_{r'}^r x : A(r/i) \); by applying \( M \) to this, we obtain an
element of type $B(r/i)$. Finally, we coerce from $r$ to $r'$. The version for dependent function types is not much harder, but requires a filler:

$$
\tilde{x} \triangleq \lambda j. [i.A] \downarrow^r_j x
\] (i:A) \rightarrow B \downarrow^r_i, M = \lambda x. [i.B[\tilde{x}(i)/x]] \downarrow^r_i M(\tilde{x})(r)
$$

The case for dependent pair types is similar, but without the contravariance:

$$
M_0 \triangleq \lambda j. [i.A] \downarrow^r_j \text{fst}(M)
\] [i.(x : A) \times B] \downarrow^r_i, M = \langle M_0(r'), [i.B[M_0(i)/x]] \downarrow^r_i \text{snd}(M) \rangle
$$

Coercions for base types (like bool) are uniformly determined by regularity, a rule of XTT stating that if $A$ is a type which doesn’t vary in the dimension $i$, then $[i.A] \downarrow^r_i M$ is just $M$. Regularity makes type sense because $A(r/i) = A = A(r'/i)$; semantically, it is more difficult to justify in the presence of standard universes, and is not known to be compatible with principles like univalence. But XTT is specifically designed to provide a theory of equality rather than paths, so we do not expect or desire to justify univalence at this level.

The only difficult case is to define coercion for equality types; at first, we might try to define $[i.\text{Eq}_{j,A}(N_0,N_1)] \downarrow^r_i P$ as $\lambda j. [i.A] \downarrow^r_i P(j)$, but this does not make type-sense: we need to see that $([i.A] \downarrow^r_i P(j))(\varepsilon/j) = N_0$, but we only obtain $([i.A] \downarrow^r_i P(j))(\varepsilon/j) = [i.A] \downarrow^r_i N_0$, which is “off by” a coercion. Intuitively, we can solve this problem by specifying what values a coercion takes under certain substitutions: in this case, $N_0$ under $0/j$, and $N_1$ under $1/j$. We call the resulting operation generalized composition.

### 2.1.2 Generalized composition

For any dimensions $r, r'$, $s$ and a line of types $i.C$, if $M$ is an element of $C(r/i)$ and $i.N_0, i.N_1$ are lines of elements of $C$ defined respectively on the subcubes $(s = 0), (s = 1)$ such that $N_0(r/i) = M$, then $[i.C] \downarrow^r_i M \mid s$ with $0 \leftrightarrow i.N_0 \mid 1 \leftrightarrow i.N_1$ is an element of $C(r'/i)$. This is called the composite of $M$ with $N_0, N_1$ from $r$ to $r'$, schematically abbreviated $[i.C] \downarrow^r_i M \mid s$ with $\varepsilon \leftrightarrow i.N_0$. As with coercion, when $r = r'$, we have $[i.C] \downarrow^r_i M \mid s$ with $\varepsilon \leftrightarrow i.N_0 = N_0$, and moreover, if $s = \varepsilon$, we have $[i.C] \downarrow^r_i M \mid s$ with $\varepsilon \leftrightarrow i.N_0 = N_0(r/i)$.

Returning to coercion for equality types, we now have exactly what we need:

$$
[i.\text{Eq}_{j,C}(N_0,N_1)] \downarrow^r_i P = \lambda j. ([i.C] \downarrow^r_i P(j)) \mid j \text{ with } \varepsilon \leftrightarrow \_\_\_N_0
$$

Next we must explain how the generalized composition operation computes at each type; in previous works [11], we have seen that it is simpler to instead define generalized composition in terms of a simpler homogeneous version, in which one composes in a type $C$ rather than a line of types $i.C$; we write $C \downarrow^r_i M \mid s$ with $\varepsilon \leftrightarrow j.N_0$ for this homogeneous composition, defining the generalized composition in terms of it as follows:

$$
[i.C] \downarrow^r_i M \mid s \text{ with } \varepsilon \leftrightarrow i.N_0 = C(r'/i) \downarrow^r_i ([i.C] \downarrow^r_i M) \mid s \text{ with } \varepsilon \leftrightarrow i.[i.C] \downarrow^r_i N_0
$$

---

4 Regularity is proved by Swan to be incompatible with univalent universes assuming that certain standard techniques are used [53]; however, it is still possible that there is a different way to model univalent universes with regularity. Awodey constructs a model of intensional type theory without universes in regular Kan cubical sets [13], using the term normality for what we have called regularity.

5 Indeed, unicity of identity proofs is also incompatible with univalence. XTT is, however, compatible with a formulation in which it is just one level of a two-level type theory, along the lines of Voevodsky’s Homotopy Type System, in which the other level would have a univalent notion of path that coexists in harmony with our notion of equality [56, 11].
Surprisingly, in XTT we do not need to build in any computation rules for homogeneous composition, because they are completely determined by judgmental boundary separation. For instance, we can derive a computation rule already for homogeneous composition in the dependent function type, by observing that the equands have the same boundary with respect to the dimension $j$:

$$(x : A) \to B \downarrow_i^r M [j \text{ with } j' \mapsto i.N_x] = \lambda x.B \downarrow_i^r M(x) [j \text{ with } j' \mapsto i.N_x]$$

From homogeneous composition, we obtain symmetry and transitivity for the equality types. Given $P : \text{Eq} \downarrow A(M, N)$, we obtain an element of type $\text{Eq} \downarrow(N, M)$ as follows:

$$\lambda i.A \downarrow_i^r P(0) [i \text{ with } 0 \mapsto j.P(j) | 1 \mapsto \_P(0)]$$

Furthermore, given $Q : \text{Eq} \downarrow(N, O)$, we obtain an element of type $\text{Eq} \downarrow(A, M)$ as follows:

$$\lambda i.A \downarrow_i^r P(i) [i \text{ with } 0 \mapsto \_P(0) | 1 \mapsto j.Q(j)]$$

**Example 2.1 (Identity type).** It is possible to define Martin-Löf’s identity type and its eliminator, albeit with a much stronger computation rule than is customary.

\[ \text{Id}_A(M, N) \triangleq \text{Eq}_\downarrow A(M, N) \quad \text{refl}_A(M) \triangleq \lambda _.M \]

\[ \tilde{P} \triangleq \lambda j.(A \downarrow_0^i P(0) [i \text{ with } 0 \mapsto \_P(0) | 1 \mapsto k.P(k)]) \]

\[ J_{x,y,p:C(x,y,p)}(P;x.Q(x)) \triangleq [i.C(P(0), P(i), \tilde{P})] \downarrow_i^r Q(P(0)) \]

This particular definition of $J$ relies on XTT’s boundary separation rule, but one could instead define it in a more complicated way without boundary separation. However, that this construction of the identity type models the computation rule relies crucially on regularity, which does not hold in other cubical type theories whose path types validate univalence. In the absence of regularity, one can define an operator with the same type as $J$ but which satisfies its computation rule only up to a path.

### 2.2 Closed universes and type-case

In Section 2.1.1, we showed how to calculate coercions $[i.C] \downarrow_i^r M$ in each type former $C$. In previous cubical type theories [24, 11], one could “uncover” all the things that a coercion must be equal to by reducing according to the rules which inspect the interior of the type line $i.C$. While this strategy can be used to establish canonicity for closed terms, it fails to uncover certain reductions for open terms, a prerequisite for algorithmic type checking.

Specifically, given a variable $q : \text{Eq}_{\ulcorner A \urcorner}(A_0 \to B_0, A_1 \to B_1)$, the coercion $[i.q(i)] \downarrow_i^r M$ is not necessarily stuck, unlike in other cubical type theories. Suppose that we can find further proofs $Q_A : \text{Eq}_{\ulcorner A \urcorner}(A_0, A_1)$ and $Q_B : \text{Eq}_{\ulcorner B \urcorner}(B_0, B_1)$; in this case, $\lambda i.Q_A(i) \to Q_B(i)$ is also a proof of $\text{Eq}_{\ulcorner A \urcorner}(A_0 \to B_0, A_1 \to B_1)$, so by boundary separation it must be equal to $q$, and therefore $[i.q(i)] \downarrow_i^r M$ must be equal to $[i.Q_A(i) \to Q_B(i)] \downarrow_i^r M$. But the type-directed reduction rule for coercion applies only to the latter! Generally, to see how to reduce the first coercion, it seems that we need to be able to “dream up” proofs $Q_A, Q_B$ out of thin air, or determine that they can’t exist, an impossible task.

In XTT, we cut this Gordian knot by ensuring that $Q_A, Q_B$ always exist, following the approach employed in OTT. To invert the equation $q$ into $Q_A$ and $Q_B$, we add an intensional type-case operator to XTT, committing to a closed and inductive notion of universe by allowing pattern-matching on types [46]. It is also possible to extend XTT with open and/or univalent universes which themselves lack boundary separation, as in two-level type theories.
For illustrative purposes, consider coercion along an equality between dependent function types. Given \( q : \text{Eq} \_\text{u}_A (x : A_0) \to B_0, (x : A_1) \to B_1 \), we define by type-case the following:

\[
Q_A \triangleq \lambda i. \text{tycase} \ q(i) \ | \ \Pi A B \to A \ | \ _\to \text{bool} : \text{Eq} \_\text{u}_A (A_0, A_1)
\]

\[
Q_B \triangleq \lambda i. \text{tycase} \ q(i) \ | \ \Pi A B \to B \ | \ _\to \lambda \_ \text{bool} : \text{Eq} \_\text{u}_B (\lambda x. B_0, \lambda x. B_1)
\]

Because of \( q \)'s boundary, we are concerned only with the \( \Pi \) branch of the above expressions, and are free to emit a “dummy” answer in other branches. With \( Q_A, Q_B \) in hand, we note that \( q(i) = (x : Q_A(i)) \to Q_B(i)(x) \) using boundary separation; therefore, we are free to calculate \([i.q(i)] \Downarrow \rho, M \) as follows:

\[
\bar{x} \triangleq \lambda j. [i.Q_A(i)] \Downarrow \rho, x\\
[i.q(i)] \Downarrow \rho, M = \lambda x. [i.Q_B(i)(\bar{x}(i))] \Downarrow \rho, M(\bar{x}(r))
\]

This lazy style of computing with proofs of equality means, in particular, that coercing along an equation cannot tell the difference between a postulated axiom and a canonical proof of equality, making \( \text{XTT} \) compatible with extension by consistent equational axioms.

**Remark 2.2.** One might wonder whether it is possible to tame the use of type-case above to something compatible with a parametric understanding of types, in which (as in \( \text{OTT} \)) one cannot branch on whether or not \( C \) is a function type or a pair type, etc. It is likely that this can be done, but we stress that the fundamental difficulty is not resolved: whether or not we allow general type-case, we have not escaped the need for type constructors to be disjoint and injective, which contradicts the role of universes in mathematics as (weak) classifiers of small families. Future work on \( \text{XTT} \) and its successors must focus on resolving this issue, quite apart from any considerations of parametricity.

### 2.3 Future extensions

**Universe of propositions**

\( \text{XTT} \) currently lacks one of the hallmarks of \( \text{OTT} \), an extensional universe of proof-irrelevant propositions. In future work, we intend to extend \( \text{XTT} \) with a reflective subuniverse \( \Omega \) of propositions closed under equality and universal and existential quantification over arbitrary types, satisfying:

- **Proof irrelevance.** For each proposition \( \Psi | \Gamma \vdash p : \Omega \), we have \( \Psi | \Gamma \vdash M = N : p \) for all \( \Psi | \Gamma \vdash M, N : p \).
- **Extensionality (univalence).** For all \( \Psi | \Gamma \vdash p, q : \Omega \), we have an element of \( \text{Eq} \_\Omega(p, q) \) whenever there are functions \( p \to q \) and \( q \to p \).

The reflection of the propositional subuniverse will take a type \( \Psi | \Gamma \vdash A \text{ type}_k \) to a proof-irrelevant proposition \( \Psi | \Gamma \vdash \|A\| : \Omega \), acting as a strict truncation or squash type [25, 47, 14]. The addition of \( \Omega \) will allow \( \text{XTT} \) to be used as a syntax for topos-theoretic constructions, with \( \Omega \) playing the role of the subobject classifier.

**(Indexed) Quotient Inductive Types**

Another natural extension of \( \text{XTT} \) is the addition of **quotient types**; already considered as an extension to \( \text{OTT} \) by the Epigram Team [18] and more recently by Atkey [12], quotient types are essential when using type theory for either programming or mathematics. One of the ideas of Homotopy Type Theory and cubical type theories in particular is to reconstruct the notion of quotienting by an equivalence relation as a special case of **higher inductive
type (HITs), a generalization of ordinary inductive types which allows constructors to target higher dimensions with a specified partial boundary. When working purely at the level of sets, as in XTT, these higher inductive types are called quotient inductive types (QITs) [5].

We intend to adapt the work of Cavallo and Harper [22] to a general schema for indexed quotient inductive types as an extension of XTT. The resulting system would support ordinary quotients by equivalence relations en passant, and when these equivalence relations are valued in $\Omega$, one can show that they are effective. Quotient inductive types also enable the construction of free algebras for infinitary algebraic theories, usually obtained in classical set theory from the non-constructive axiom of choice [17, 39]. Another application of quotient inductive types is the definition of a localization functor with respect to a class of maps, enabling users of the extended XTT to work internally with sheaf subtoposes.

The extension of XTT with quotient inductive types means that we must account for formal homogeneous composites in QITs which are canonical forms [22, 28]. Ordinarily, this introduces a severe complicating factor to a canonicity proof, because the notion of canonical form ceases to be stable under all dimension substitutions [11, 34], but we expect the proof-relevant cubical logical families technique that we introduce in Section 3 to scale directly to the case of quotient inductive types without significant change, in contrast with classical approaches based on partial equivalence relations.

3 Algebraic model theory and canonicity

We have been careful to formulate the XTT language in a (generalized) algebraic way, obtaining automatically a category of algebras and homomorphisms which is equipped with an initial object [19, 20, 36]. That this initial object is isomorphic to the model of XTT obtained by constraining and quotienting its raw syntax under judgmental equality (i.e. the Lindenbaum–Tarski algebra) is an instance of Voevodsky’s famous Initiality Conjecture [57], and we do not attempt to prove it here; we merely observe that this result has been established for several simpler type theories [51, 21].

Working within the category of XTT-algebras enables us to formulate and prove results like canonicity and normalization for the initial XTT-algebra in an economical manner, avoiding the usual bureaucratic overhead of reduction relations and partial equivalence relations, which were the state of the art for type-theoretic metatheory prior to the work of Shulman [48], Altenkirch and Kaposi [4], and Coquand [27].

Because our algebraic techniques involve defining families over only well-typed terms already quotiented by judgmental equality, we avoid many of the technical difficulties arising from working with the raw terms of cubical type theories, including the closure under “coherent expansion” which is critical to earlier cubical metatheories [11, 34]. Our abstract gluing-based approach therefore represents a methodological advance in metatheory for cubical type theories.

\[ \text{Theorem 3.1 (Canonicity). In the initial XTT-algebra, if } \cdot \vdash M : \text{bool}, \text{ then either } \cdot \vdash M = \text{true} : \text{bool} \text{ or } \cdot \vdash M = \text{false} : \text{bool}. \]

Following previous work [49], we employ for our semantics a variant of categories with families (cwf) [29] which supports a predicative hierarchy of universes à la Russell. A cwf in our sense begins with a category of contexts $\mathcal{C}$, and a presheaf of types $\text{Ty}_\mathcal{C} : \mathcal{C} \times \mathbb{L}$; here $\mathbb{L}$ is the category of universe levels, with objects the natural numbers and unique arrows $l \longrightarrow k$. 
if and only if \( k \leq l \).

The fiber of the presheaf of types \( TyC : \Gamma \times L \) at \((\Gamma, k)\) is written \( TyC_k(\Gamma)\), and contains the types in context \(\Gamma\) of universe level \(k\). Reindexing implements simultaneous substitution \( \gamma^\ast A \) and universe level shifting \( \int_\gamma A \). In our metatheory, we assume the Grothendieck Universe Axiom, and consequently obtain a transfinite ordinal-indexed hierarchy of meta-level universes \( V_k \). We impose the requirement that each collection of types \( TyC_k(\Gamma) \) is \(k\)-small, i.e., \( TyC_k(\Gamma) \in V_k \).

Next, we require a dependent presheaf of elements \( ElC : \mathcal{J} TyC \), whose fibers \( ElC(\Gamma, k, A) \) we write \( ElC(\Gamma \vdash A) \); to interpret the actions of level lifting on terms properly, we require the functorial actions \( ElC(\Gamma \vdash A) \Rightarrow ElC(\Gamma \vdash \int_\gamma A) \) to be identities, strictly equating the fibers \( ElC(\Gamma \vdash A) \) and \( ElC(\Gamma \vdash \int_\gamma A) \). The remaining data of a basic cwf is a context comprehension, which for every context \(\Gamma\) and type \(A \in TyC_k(\Gamma)\) determines an extended context \(\Gamma.A\) with a weakening substitution \(\Gamma.A \xrightarrow{p} \Gamma\) and a variable term \(q \in ElC(\Gamma.A \vdash p^\ast A)\).

Next, we specify what further structure is required to make such a cwf into an XTT-algebra. To represent contexts \(\Psi\) semantically, we use the augmented Cartesian cube category \(\Box\), which adjoins to the Cartesian cube category \(\Box\) an initial object; from this, we obtain equalizers \(\emptyset = 1\) in addition to the equalizers \(i = r\) which exist in \(\Box\). We then require a split fibration \(C \xrightarrow{u} \Box\) with a terminal object, which implements the dependency of contexts \(\Gamma\) on cubes \(\Psi\) and forces appropriate dimension restrictions to exist for contexts, types and elements. The split fibration induces all the structure necessary to implement dimension operations; we refer the reader to the extended version of our paper [50] for details. In the following discussion, we limit ourselves to a few simpler consequences. First, we can apply dimension substitutions in terms and types, writing \(\psi^\ast A\) to apply \(\psi\) in a type \(A\) in context \(\Gamma\). We can also apply dimension substitutions to contexts, written \(\psi^\ast \Gamma\). We write \(i\) for the dimension substitution which weakens by a dimension variable \(i\). Finally, we write \(\text{Dim}_{C_k}(\Gamma)\) for the set of valid dimensions expressions generated from \(u(\Gamma)\).

**Requirement (Boundary separation in models).** In order to enforce boundary separation in XTT-algebras we require that types and elements over them satisfy a separation property. In the extended version of our paper [50] we phrase the full condition as a separation requirement with respect to a particular Grothendieck topology on the category of contexts. A specific consequence is the familiar boundary separation principle for types: given two types \(A, B \in TyC(\Gamma)\) and a dimension \(i \in \text{u}(\Gamma)\), if \((\epsilon/i)^\ast A = (\epsilon/i)^\ast B\) for each \(\epsilon \in \{0,1\}\) then \(A = B\).

**Requirement (Coercion in models).** An XTT-algebra must also come with a coercion structure, specifying how generalized coercion is interpreted in each type. For every type \(A \in TyC_k(i^\ast \Gamma)\) over \(\Psi, i\), dimensions \(r, r' \in \text{Dim}_{C_k}(\Gamma)\), and element \(M \in ElC(\Gamma \vdash (r/i)^\ast r' A)\), we require an element \(\text{coe}_{i,r,r'}^A M \in ElC(\Gamma \vdash (r'/i)^\ast r' A)\) with the following properties (in addition to naturality requirements):

- **Adjacency.** If \(r = r'\) then \(\text{coe}_{i,r,r'}^A M = M\).
- **Regularity.** If \(A \neq r^\ast A'\) for some \(A' \in TyC_k(\Gamma)\), then \(\text{coe}_{i,r,r'}^A M = M\).

Additional equations in later requirements specify that generalized coercion computes properly in each connective. Similarly, a model must be equipped with a composition structure which specifies the interpretation of the composition operator.

Finally, we specify algebraically the data with which such a cwf must be equipped in order to model all the connectives of XTT (again, details are contained in the extended

---

6 Observe that \(L = \omega^op\); reversing arrows allows us to move types from smaller universes to larger ones.
version of our paper [50]); to distinguish the abstract (De Bruijn) syntax of the cwf from the raw syntax of XTT we use boldface, writing \( \Pi(A, B) \), \( \text{papp}(i.A, M, r) \) and \( U_k \) to correspond to \( (x : A) \rightarrow B \), \( \text{app}_{r,i}(M, r) \) and \( U_k \) respectively, etc. We take a moment to specify how some of the primitives of XTT are translated into requirements on a model.

**Requirement** (Dependent equality types in models). An XTT-algebra must model dependent equality types, which is to say that the following structure is exhibited:

- **Formation.** For each type \( A \in \text{Ty}_C(i^*\Gamma) \) and elements \( N \in \text{El}_C(\Gamma \vdash (i/i)\Gamma) \), a type \( \text{Eq}(i.A, N_0, N_1) \in \text{Ty}_C(\Gamma) \).

- **Introduction.** For each \( M \in \text{El}_C(i\Gamma \vdash A) \), an element \( \text{plam}(i.A, M) \in \text{El}_C(\Gamma \vdash \text{Eq}(i.A, (0/i)\Gamma, (1/i)\Gamma)) \).

- **Elimination.** For each \( M \in \text{El}_C(\Gamma \vdash \text{Eq}(i.A, N_0, N_1)) \) and \( r \in \text{Dim}_C(\Gamma) \), an element \( \text{papp}(i.A, M, r) \in \text{El}_C(\Gamma \vdash (r/i)\Gamma) \) satisfying the equations \( \text{papp}(i.A, M, \epsilon) = N_\epsilon \).

- **Computation.** For \( M \in \text{El}_C(i\Gamma \vdash A) \) and \( r \in \text{Dim}_C(\Gamma) \), the equation:

\[
\text{papp}(i.A, \text{plam}(i.A, i.M), r) = (r/i)\Gamma M
\]

- **Unicity.** For \( M \in \text{El}_C(\Gamma \vdash \text{Eq}(i.A, N_0, N_1)) \), \( M = \text{plam}(i.A, j.\text{papp}(i.j^\dagger A, j^\dagger M, j)) \).

- **Level restriction.** The following equations:

\[
\begin{align*}
\text{Eq}(i.A, N_0, N_1) & \mapsto \text{Eq}(i.\gamma^\dagger A, N_0, N_1) \quad \text{plam}(i.\gamma^\dagger A, M) & = \text{plam}(i.A, M) \quad \text{papp}(i.\gamma^\dagger A, M, r) & = \text{papp}(i.A, M, r)
\end{align*}
\]

- **Naturality.** For \( \Delta \xrightarrow{\gamma} \Gamma \), the following naturality equations:

\[
\begin{align*}
\gamma^* \text{Eq}(i.A, N_0, N_1) & = \text{Eq}(i.(i^\dagger \gamma)^* A, \gamma^* N_0, \gamma^* N_1) \\
\gamma^* \text{plam}(i.A, i.M) & = \text{plam}(i.(i^\dagger \gamma)^* A, i.(i^\dagger \gamma)^* M) \\
\gamma^* \text{papp}(i.A, M, r) & = \text{papp}(i.(i^\dagger \gamma)^* A, \gamma^* M, \gamma^* r)
\end{align*}
\]

- **Coercion.** When \( \Gamma \xrightarrow{\Psi, j} \text{El}_C((r/j)\Gamma \vdash (r/j)\text{Eq}(i.A, N_0, N_1)) \) where \( \Psi \mid r, r' \text{ dim} \), we require that \( \text{co}^\dagger \text{Eq}(i.A, N_0, N_1) \) \( M \) equals the following abstraction:

\[
\text{plam}(i.(r/j)^\dagger A, i.\text{com}_{(r/j)^\dagger} \text{papp}(i.(r/j)^\dagger A, (r/j)^\dagger M, i) \mid [i \text{ with } \epsilon \xrightarrow{j^\dagger} j^\dagger N_\epsilon])
\]

Any model of extensional type theory can be used to construct a model of XTT, so long as it is equipped with a cumulative, inductively defined hierarchy of universes closed under dependent function types, dependent pair types, extensional equality types and booleans. (Meaning explanations in the style of Martin-Löf [43] are one such model.) The interpretation of XTT into extensional models involves erasing dimensions, coercions, and compositions; the only subtlety, easily managed, is to ensure that all judgments under absurd constraints hold.

### 3.1 The cubical logical families construction

Any XTT-algebra \( C \) extends to a category \( C^* \) of proof-relevant logical predicates, which we call logical families by analogy. The proof-relevant character of the construction enables a simpler proof of canonicity than is obtained with proof-irrelevant techniques, such as partial equivalence relations. Logical families are a type-theoretic version of the categorical gluing construction, in which a very rich semantic category (such as sets) is cut down to include
just the morphisms which track definable morphisms in $\mathcal{C}$; one then uses the rich structure of the semantic category to obtain metatheoretic results about syntax (choosing $\mathcal{C}$ to be the initial model) without considering raw terms at any point in the process.

Usually, to prove canonicity one glues the initial model $\mathcal{C}$ together with Set along the global sections functor; this equips each context $\Gamma$ with a family of sets $\Gamma^*$ indexed in the closing substitutions for $\Gamma$. In order to prove canonicity for a cubical language like XTT, we will need a more sophisticated version of this construction, in which the global sections functor is replaced with something that determines substitutions which are closed with respect to term variables, but open with respect to dimension variables.

The split fibration $\mathcal{C} \xrightarrow{\mu} \widehat{\mathcal{C}}$ induces a functor $\widehat{\mathcal{C}} \xrightarrow{\Delta} \widehat{\mathcal{C}}$, taking $\Gamma$ to the cubical set $\mathcal{C}(\langle - \rangle, \Gamma)$.\(^8\) Intuitively, this is the presheaf of substitutions which are closed with respect to term variables, but open with respect to dimension variables; when wearing $\widehat{\mathcal{C}}$-tinted glasses, these appear to be the closed substitutions.

This nerve construction extends to the presheaves of types and elements; we define the fiber of $\langle \text{Ty}_h \rangle : \widehat{\mathcal{C}}$, at $\Psi$ to be the set $\text{Ty}_h^C(\langle \Psi \rangle)$; likewise, we define the fiber of $\langle \text{El}_h \rangle : \int (\text{Ty}_h)$ at $(\Psi, A)$ to be the set $\text{El}_C(\langle \Psi \rangle \vdash A)$. Internally to $\widehat{\mathcal{C}}$, we regard $\langle \text{El}_h \rangle$ as a dependent type over $\langle \text{Ty}_h \rangle$. We will then (abusively) write $\langle A \rangle$ for the fiber of $\langle \text{El}_h \rangle$ determined by $A : \langle \text{Ty}_h \rangle$.

**Category of cubical logical families**

Gluing $\mathcal{C}$ together with $\widehat{\mathcal{C}}$ along $\langle - \rangle$ gives us a category of cubical logical families $\mathcal{C}^*$ whose objects are pairs $\Gamma = (\Gamma, \Gamma^*)$, with $\Gamma : \mathcal{C}$ and $\Gamma^*$ a dependent cubical set over the cubical set $\langle \Gamma \rangle$. In other words, $\Gamma^*$ is a “Kripke logical family” on the substitutions $\langle \Psi \rangle \longrightarrow \Gamma$ which commutes with dimension substitutions $\Psi' \longrightarrow \Psi$. A morphism $\Delta \longrightarrow \Gamma$ is a substitution $\gamma^*$ of the type $\prod_{\delta \in \Delta} \Delta^*(\delta) \longrightarrow \Gamma^*(\gamma^* \delta)$ in the internal type theory of $\widehat{\mathcal{C}}$. We write $\overline{\gamma}$ for the pair $(\gamma, \gamma^*)$. We have a fibration $\mathcal{C}^* \xrightarrow{\gamma^*} \mathcal{C}$ which merely projects $\Gamma$ from $\Gamma = (\Gamma, \Gamma^*)$.

**Glued type structure**

Recall from Section 2.2 that we must model closed universes. Therefore, the standard presheaf universes which lift $\mathcal{V}_k$ to (weakly) classify all $k$-small presheaves are insufficient in our case; instead, we must equip each type with a code so that type-case is definable. Accordingly, we define for each $n \in \mathbb{N}$ an inductive cubical set $\text{U}_n^* A : \text{V}_{n+1}$ indexed over $A : \langle \text{Ty}_n \rangle$; internally to $\widehat{\mathcal{C}}$, the cubical set $\text{U}_n^* A$ is the collection of realizers for the $\mathcal{C}$-type $A$. An imprecise but helpful analogy is to think of a realizor $A : \text{U}_n^* A$ as something like a whnf of $A$, with the caveat that $A$ is an element of this inductively defined set, not a $\mathcal{C}$-type. Simultaneously, for each $A : \text{U}_n^* A$, we define a cubical family $A^{\circ} : \langle A \rangle \longrightarrow \text{V}_n$ of realizers of elements of $A$, with each $A^{\circ}$ being the logical family of the $\mathcal{C}$-type $A$; finally, we also define realizers for coercion and composition by recursion on the realizers for types.\(^9\) A fragment of this definition is

---

\(^7\) The gluing construction is similar to realizability; the main difference is that in gluing, one considers collections of “realizers” which are not all drawn from a single computational domain.

\(^8\) This construction is also called the relative hom functor by Fiore [30]; its use in logic originates in the study of definability for $\lambda$-calculus, characterizing the domains of discourse for Kripke logical predicates of varying arity [35]. We learned the connection to the abstract nerve construction in conversations with M. Fiore about his unpublished joint work with S. Awodey.

\(^9\) It is important to note that we do not use large induction-recursion in $\widehat{\mathcal{C}}$ (to our knowledge, the construction of inductive-recursive definitions has not yet been lifted to presheaf toposes); instead, we
From all this, we can define the cwf structure on \( A, B : \prod_{M, N} \Pi(A, B) \):

\[
\begin{align*}
\text{univ}_n^A &= \Pi_{\mathbb{U}_n} A \\
\text{bool}^n &= (\text{true}) + (\text{false}) \\
\text{pi}(A, B) &= \Pi_{\mathbb{U}_n}(A, B) \\
\text{sg}(A, B) &= \Sigma_{\mathbb{U}_n}(A, B) \\
\text{eq}(A; N_0^*, N_1^*) &= \Pi_{\mathbb{U}_n} \text{Eq}(i.A_i, N_0, N_1)
\end{align*}
\]

\[
\begin{align*}
\text{univ}_n^A 
&= \Pi_{\mathbb{U}_n} A \\
\text{bool}^n 
&= (M = \text{true}) + (M = \text{false}) \\
\text{pi}(A; B) 
&= \prod_{N \subseteq A} \Pi(N^* (B N^*)^\circ \text{app}(A, B, M, N)) \\
\text{sg}(A; B) 
&= \sum_{M^* : \mathbb{K}^* \text{fist}(A, B, M)} (B (\text{fist}(A, B, M)) M^*)^\circ \text{snd}(A, B, M) \\
\text{eq}(A; N_0^*, N_1^*) 
&= \{ M^* : \prod_{i \in \mathbb{I}} A(i)^\circ \text{papp}(i.A, M, i) | \overline{M^*}(\varepsilon) = N_0^* \}
\end{align*}
\]

\[
\begin{align*}
[i.\text{bool}] 
&\downarrow^\varepsilon M^* = M^* \\
[i.\text{pi}(A; B)] 
&\downarrow^\varepsilon M^* = \text{\lambda} N^*. \text{\lambda} B \text{\langle} i. A \text{\rangle} N^* \downarrow^\varepsilon M^* \text{\langle} i. A \text{\rangle} N^* \\
[i.\text{eq}(A; N_0^*, N_1^*)] 
&\downarrow^\varepsilon M^* = \text{\lambda} k. [i.k] \downarrow^\varepsilon M^*, k \text{\langle} \varepsilon \mapsto \overline{N_0^*} \text{\rangle} \\
\text{pi}(A; B) 
&\downarrow^\varepsilon M^* \text{[s with } \varepsilon \mapsto i. M^* \text{]} = \text{\lambda} N^*. \text{\lambda} B N^* \downarrow^\varepsilon M^* N^* \text{[s with } \varepsilon \mapsto i. M^* N^* \text{]} \\
\text{eq}(A; N_0^*, N_1^*) 
&\downarrow^\varepsilon M^* \text{[s with } \varepsilon \mapsto i. M^* \text{]} = \lambda j. A j \downarrow^\varepsilon M^* j \text{[s with } \varepsilon \mapsto i. M^* j \text{]} 
\end{align*}
\]

\[\vdots\]

**Figure 2** The inductive definition of realizers \( \Pi_{\mathbb{U}_n} A : \mathbb{V}_{n+1} \) for types \( A : \{\text{Ty}_{n}\} \) in \( \hat{\mathbb{V}}_{n+1} \); we also include a fragment of the realizers for Kan operations, which are also defined by recursion on the realizers for types. We write I for the representable presheaf \( \gamma(i) \).

summarized in Figure 2. In the definition of \( \mathbb{K}^* \) we freely make use of the internal type theory of \( \hat{\mathbb{V}}_{n+1} \). This not only exposes the underlying logical relations flavor of these definitions but simplifies a number of proofs (see the extended version of our paper [50]).

From all this, we can define the cwf structure on \( \mathbb{C}^* \). We obtain a presheaf of types \( \text{Ty}_{\mathbb{C}^*} : \hat{\mathbb{C}^*} \times \mathbb{L} \) by taking \( \text{Ty}_{\mathbb{C}^*} (\Gamma) \) to be the set of pairs \( \overline{A} = (A, A^*) \) where \( A \in \text{Ty}_{\mathbb{C}^*} (\Gamma) \) and \( A^* \) is an element of the type \( \prod_{\gamma \in \Gamma} \prod_{\gamma^* \gamma (\gamma^*)} \Pi_{\mathbb{U}_n} (\gamma^* A) \) in the internal type theory of \( \hat{\mathbb{V}}_{n+1} \). To define the dependent presheaf of elements, we take \( \text{El}_{\mathbb{C}^*} (\Gamma \vdash \overline{A}) \) to be the set of pairs \( \overline{M} = (M, M^*) \) where \( M \in \text{El}_{\mathbb{C}^*} (\Gamma \vdash A) \) and \( M^* \) is an element of the type \( \Pi_{\gamma \in \Gamma} \Pi_{\gamma^* \gamma (\gamma^*)} (A^* \gamma^*) (\gamma^* M) \) in the internal type theory of \( \hat{\mathbb{V}}_{n+1} \). In this model, the context comprehension operation \( \Gamma, \overline{A} \) is defined as the pair \( (\gamma, A, \Gamma, A^*) \) where \( (\Gamma, A^*) (\gamma, M) \) is the cubical set \( \sum_{\gamma^* \gamma (\gamma^*)} (A^* \gamma^*) (\gamma^* M) \); it is easy to see that we obtain realizers for the weakening substitution and the variable term.

**Construction 3.2** (Dependent equality types in \( \mathbb{C}^* \)). Recall that we required a model of model \( n \) object universes using the meta-universe \( \mathbb{V}_{n+1} \). This is an instance of small induction-recursion, which can be translated into indexed inductive definitions which exist in every presheaf topos [31, 45].
We wish to construct a type in \( \text{XTT} \) to have sufficient structure to interpret dependent equality types. Here, we discuss how to obtain the formation rule; the full construction can be found in the extended version of our paper [50]. Suppose \( \overline{A} \in \text{Ty}_{n}(i; \Gamma) \) and elements \( \overline{N}_0 \) and \( \overline{N}_1 \) with \( \overline{N}_e \in \text{El}_{\Gamma}(\Gamma \vdash \epsilon/i; \overline{A}) \). We wish to construct a type in \( \text{Ty}_{n}(i; \Gamma) \).

In \( \mathcal{C}^* \), such a type is a pair of a type \( E \in \text{Ty}_{n}(i; \Gamma) \) from \( \mathcal{C} \) with an element witnessing the logical family \( \prod_{\gamma;\overline{\Gamma}} \prod_{\lambda \cdot \gamma;\overline{\Gamma}} \overline{\text{Eq}}_{\overline{\Gamma}}(\gamma; E) \). We will set the first component to the dependent equality type from \( \mathcal{C} \) itself, namely \( E = \text{Eq}(i; A, N_0, N_1) \). For the second component, we wish to construct an element of \( \prod_{\gamma;\overline{\Gamma}} \prod_{\lambda \cdot \gamma;\overline{\Gamma}} \overline{\text{Eq}}_{\overline{\Gamma}}(\gamma; \text{Eq}(i; A, N_0, N_1)) \). Inspecting the rules for \( \overline{\text{Eq}} \) from Figure 2, there is only one choice: \( E^* = \lambda \gamma \lambda \gamma^*. \overline{\text{eq}}(A^* \gamma^*; N_0^* \gamma^*, N_1^* \gamma^*) \).

\begin{itemize}
\item \textbf{Construction 3.3} (Coercion in \( \mathcal{C}^* \)). The coercion structure on \( \mathcal{C}^* \) is constructed from the coercion structures on \( \mathcal{C} \) and the coercion operator for codes from Figure 2.

Given a type \( \overline{A} \in \text{Ty}_{n}(i; \Gamma) \) over \( \Psi, i \), dimensions \( r, r' \in \text{Dim}_{\mathcal{C}}(\overline{\Gamma}) \), and an element \( \overline{M} \in \text{El}_{\overline{\Gamma}}(\overline{\Gamma} \vdash (r/i)^{r^1}_{\overline{\Gamma}} \overline{A}) \), we must construct an element of \( \text{El}_{\overline{\Gamma}}(\overline{\Gamma} \vdash (r'/i)^{r^1}_{\overline{\Gamma}} \overline{A}) \). This element must be a pair of \( N \in \text{El}_{\overline{\Gamma}}(\overline{\Gamma} \vdash (r'/i)^{r^1}_{\overline{\Gamma}} \overline{A}) \) and a term \( N^* : \prod_{\gamma;\overline{\Gamma}} \prod_{\lambda \cdot \gamma;\overline{\Gamma}} (A^* \gamma^*) \triangleright (\gamma^* N) \).

For the former, we rely on the coercion structure for \( \mathcal{C} \) and pick \( N = \text{coeq}_{\overline{\Gamma}^r^1} M \). For the latter, we use the coercion operation on codes defined in Figure 2 and choose \( N^* = \lambda \gamma \lambda \gamma^*. [i; A^* \gamma^*] \downarrow_{\overline{\Gamma}} M^* \gamma^* \).

It is routine to check that this coercion structure enjoys adjacency, regularity, and naturality once the corresponding properties are checked for the coercion operator on codes.
\end{itemize}

\begin{itemize}
\item \textbf{Theorem 3.4}. \( \mathcal{C}^* \) is an \( \text{XTT} \)-algebra, and moreover, \( \mathcal{C}^* \xrightarrow{\pi_{\text{syn}}} \mathcal{C} \) is a homomorphism of \( \text{XTT} \)-algebras.
\end{itemize}

3.2 Canonicity theorem

Because \( \mathcal{C}^* \) is an \( \text{XTT} \)-algebra, we are now equipped to prove a canonicity theorem for the initial \( \text{XTT} \)-algebra \( \mathcal{C} \): if \( M \) is an element of type \( \text{bool} \) in the empty context, then either \( M = \text{true} \) or \( M = \text{false} \), and not both.

\begin{itemize}
\item \textbf{Proof}. We have \( M \in \text{El}_{\overline{\Gamma}}(\cdot \vdash \text{bool}) \), and therefore \( \| M \| \in \text{El}_{\overline{\Gamma}}(\cdot \vdash \overline{\text{bool}}) \). From this we obtain \( N : \text{El}_{\overline{\Gamma}}(\cdot \vdash \overline{\text{bool}}) \) where \( N = \pi_{\text{syn}}\| M \| \), and \( N^* \in \overline{\text{bool}}^* (N) \); by definition, \( N^* \) is either a proof that \( N = \text{true} \) or a proof that \( N = \text{false} \) (see Figure 2). Therefore, it suffices to observe that \( \pi_{\text{syn}}\| M \| = M \); but this follows from the universal property of the initial \( \text{XTT} \)-algebra and the fact that \( \mathcal{C}^* \xrightarrow{\pi_{\text{syn}}} \mathcal{C} \) is an \( \text{XTT} \)-homomorphism. Moreover, because the interpretation of \( \text{bool} \) in \( \mathcal{C}^* \) is disjoint, \( M \) cannot equal both \( \text{true} \) and \( \text{false} \).
\end{itemize}

\section*{References}


In the following sections, we summarize the rules of XTT; we systematically omit obvious premises to equational rules and all congruence rules for judgmental equality, because these can be mechanically obtained from the typing rules. We will write $J =_{schematically}$ to refer to an equality judgment $\Psi | \Gamma \vdash A =_{XTT} B$ type_k or $\Psi | \Gamma \vdash M =_{XTT} N : A$.

<table>
<thead>
<tr>
<th>CUBE/EMP</th>
<th>CUBE/SNOC/DIM</th>
<th>CUBE/SNOC/CONST</th>
<th>CTX/SNOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi$ cube_+</td>
<td>$\Psi</td>
<td>r, r' \dim$</td>
<td>$\Psi</td>
</tr>
<tr>
<td>$\cdot \ cube_+$</td>
<td>$\Psi</td>
<td>x : A \ ctx_k$</td>
<td>$\Psi</td>
</tr>
</tbody>
</table>

A The rules of XTT

In the following sections, we summarize the rules of XTT; we systematically omit obvious premises to equational rules and all congruence rules for judgmental equality, because these can be mechanically obtained from the typing rules. We will write $J =_{schematically}$ to refer to an equality judgment $\Psi | \Gamma \vdash A =_{XTT} B$ type_k or $\Psi | \Gamma \vdash M =_{XTT} N : A$.
<table>
<thead>
<tr>
<th>CONSTANT</th>
<th>VARIABLE</th>
<th>REFLEXIVITY</th>
<th>SYMM+TRANS</th>
<th>HYP</th>
</tr>
</thead>
</table>
| $\Psi \mid \varepsilon \ dim$ | $\Psi \mid i \ dim$ | $\Psi \mid r = r \ dim$ | $\Psi \mid r_0 = r_1 \ dim$ | $\Psi \mid r \ 
\Gamma \vdash \nabla\Gamma$ |

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>FALSE CONSTRAINT</th>
<th>CONVERSION</th>
<th>BOUNDARY SEPARATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma \ni x : A$</td>
<td>$\Psi \mid 0 = 1 \ dim$</td>
<td>$\Psi \mid \Gamma \vdash A = A_1 \ type_k$</td>
<td>$\Psi \mid r \ dim$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>COERCION</th>
<th>COERCION REGULARITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi \mid \Gamma \vdash r, r' \ dim$</td>
<td>$\Psi \mid \Gamma \vdash A = A_1 \ type_k$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>COMPOSITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi \mid r, r', s \ dim$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LIFT FORMATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi \mid \Gamma \vdash A = A_1 \ type_k$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LIFT ELEMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi \mid \Gamma \vdash M : A$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LIFT HYPOTHESIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi \mid \Gamma, x : A \vdash J$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LIFT COERCION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi \mid \Gamma \vdash [i.\kappa^l_A] \downarrow^{r'} M = [i.A] \downarrow^{r'} M : \uparrow^l A(r'/i)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PAIR FORMATION, LIFTING</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi \mid \Gamma \vdash A = A_1 \ type_k$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PAIR INTRODUCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi \mid \Gamma \vdash A = A_1 \ type_k$</td>
</tr>
</tbody>
</table>
EQUALITY COMPUTATION

\[ \Psi \mid \Gamma \vdash (\lambda i. M)(r) = M(r/i) : A(r/i) \]
\[ \Psi \mid \Gamma \vdash ([j. Eq_{i,A}(N_0, N_1)] \Downarrow P)(s) = [j.A(s/i)] \Downarrow P(s) \text{ with } \varepsilon \mapsto j.N_2 : A(r', s/j, i) \]

EQUALITY UNICITY

\[ \Psi \mid \Gamma \vdash M = \lambda i. M(i) : Eq_{i,A}(N_0, N_1) \]

BOOLEAN FORMATION, LIFTING, INTRODUCTION

\[ \Psi \mid \Gamma \vdash \text{bool} \text{ type}_k \]
\[ \Psi \mid \Gamma \vdash \downarrow l \text{ bool} = \text{bool} \text{ type}_l \]
\[ \Psi \mid \Gamma \vdash \text{true} : \text{bool} \]
\[ \Psi \mid \Gamma \vdash \text{false} : \text{bool} \]

BOOLEAN ELIMINATION

\[ \Psi \mid \Gamma, x : \text{bool} \vdash C \text{ type}_k \]
\[ \Psi \mid \Gamma \vdash M : \text{bool} \]
\[ \Psi \mid \Gamma \vdash N_0 : C[\text{true}/x] \]
\[ \Psi \mid \Gamma \vdash N_1 : C[\text{false}/x] \]

BOOLEAN ELIMINATION LIFTING

\[ \Psi \mid \Gamma \vdash \text{if}_{x, \text{C}}(M; N_0, N_1) = \text{if}_{x, \text{C}}(M; N_0, N_1) : \uparrow_l C[M/x] \]

BOOLEAN COMPUTATION

\[ \Psi \mid \Gamma \vdash \text{if}_{x, \text{C}}(\text{true}; N_0, N_1) = N_0 : C[\text{true}/x] \]
\[ \Psi \mid \Gamma \vdash \text{if}_{x, \text{C}}(\text{false}; N_0, N_1) = N_1 : C[\text{false}/x] \]

UNIVERSE FORMATION, LIFTING

\[ k < l \]
\[ \Psi \mid \Gamma \vdash U_k \text{ type}_k \]
\[ \Psi \mid \Gamma \vdash \uparrow k U_k = U_k \text{ type}_m \]

UNIVERSE ELEMENTS

\[ \Psi \mid \Gamma \vdash A \text{ type}_k \]
\[ \Psi \mid \Gamma \vdash A : U_k \]
\[ \Psi \mid \Gamma \vdash A_0 = A_1 \text{ type}_k \]
\[ \Psi \mid \Gamma \vdash A_0 = A_1 : U_k \]

UNIVERSE EQUALITY

\[ \Psi \mid \Gamma \vdash H_{Eq} \triangleq M[A[0/i], A(1/i), \lambda i. A, N_0, N_1/x_0, x_1, x_{\varepsilon}, y_0, y_1] \]
\[ \Psi \mid \Gamma \vdash \text{tycase} ((z : A) \mapsto B)[\Pi _y y \mapsto M \mapsto M_S] = M[A, \lambda z.B/x, y] : C \]
\[ \Psi \mid \Gamma \vdash \text{tycase} ((z : A) \times B) \mapsto M \mapsto M_S] = M[A, \lambda z.B/x, y] : C \]
\[ \Psi \mid \Gamma \vdash \text{tycase bool} \mapsto M \mapsto M_S] = M : C \]
\[ \Psi \mid \Gamma \vdash \text{tycase } U_0 \mapsto M : M = C \]
\[ \Psi \mid \Gamma \vdash \text{tycase } Eq_{i,A}(N_0, N_1) \mapsto M \mapsto M_S] = H_{Eq} : C \]

TYPE-BASE CASE COMPUTATION

\[ \Psi \mid \Gamma \vdash M : A \]
\[ \Psi, \xi \mid \Gamma \vdash N : \xi \rightarrow A \]
\[ \Psi \mid \Gamma \vdash M : A \]

TERM BOUNDARY

\[ \Psi \mid \Gamma \vdash A \text{ type}_k \]
\[ \Psi, \xi \mid \Gamma \vdash A = B \text{ type}_k \]
\[ \Psi \mid \Gamma \vdash A \text{ type}_k \]
\[ \Psi, \xi \mid \Gamma \vdash \xi \leftarrow B \]
A.1 Derivable Rules

Numerous additional rules about compositions are derivable by exploiting boundary separation. In previous presentations of cubical type theory (which did not enjoy the unicity of equality proofs), it was necessary to include \( \beta \)-rules for compositions explicitly.

**COMPOSITION REGULARITY**

\[
\Psi, j_0, j_1, i = \varepsilon \mid \Gamma \vdash N_{\varepsilon}(j_0/j_1) = N_{\varepsilon}(j_1/j) : A \\
\Psi \mid \Gamma \vdash A \downarrow_{r,s} M [i \text{ with } \varepsilon \mapsto j.N_{\varepsilon}] = M : A
\]

**HETEROGENEOUS COMPOSITION**

\[
\Psi \mid r, r', s \text{ dim } \Psi \mid \Gamma \vdash M : A(r/j) \quad \Psi, s, j, s = \varepsilon \mid \Gamma \vdash N_{\varepsilon} : A \ [j = r \mapsto M] \\
\Psi \mid \Gamma \vdash [j.A] \uparrow_{r,s} M [s \text{ with } \varepsilon \mapsto j.N_{\varepsilon}] = A(r/j) \\
\Psi \mid \Gamma \vdash [j.A] \uparrow_{r,s} M [s \text{ with } \varepsilon \mapsto j.N_{\varepsilon}] = M : A(r/j) \\
\Psi \mid \Gamma \vdash [j.A] \uparrow_{r,s} M [\varepsilon \text{ with } e' \mapsto j.N_{\varepsilon}] = N_{\varepsilon}(r'/j) : A(r'/j)
\]

**LIFT COMPOSITION**

\[
\Psi \mid \Gamma \vdash \langle \_ \rangle \ A \downarrow_{r,s} M [i \text{ with } \varepsilon \mapsto j.N_{\varepsilon}] = A \downarrow_{r,s} M [i \text{ with } \varepsilon \mapsto j.N_{\varepsilon}] : \langle \_ \rangle A
\]

**LIFT TYPE COMPOSITION**

\[
\Psi \mid \Gamma \vdash \langle \_ \rangle \ A \downarrow_{r,s} M [i \text{ with } \varepsilon \mapsto j.N_{\varepsilon}] = \langle \_ \rangle \ A [i \text{ with } \varepsilon \mapsto j.B_{\varepsilon}] \text{ type}_k
\]

**PAIR COMPOSITION COMPUTATION (1)**

\[
\Psi \mid \Gamma \vdash H \triangleq A \downarrow_{r,s} \text{ fst}(M) [i \text{ with } \varepsilon \mapsto j.\text{fst}(N_{\varepsilon})] \\
\Psi \mid \Gamma \vdash \text{fst}((x : A) \times B \downarrow_{r,s} M [i \text{ with } \varepsilon \mapsto j.N_{\varepsilon}]) = H : A
\]

**PAIR COMPOSITION COMPUTATION (2)**

\[
\Psi, k \mid \Gamma \vdash \overline{\tilde{A}}[k] \triangleq A \downarrow_{r,s} \text{ fst}(M) [i \text{ with } \varepsilon \mapsto j.\text{fst}(N_{\varepsilon})] \\
\Psi \mid \Gamma \vdash H \triangleq [k.B[\overline{\tilde{A}}[k]/x]] \downarrow_{r,s} \text{ snd}(M) [i \text{ with } \varepsilon \mapsto j.\text{snd}(N_{\varepsilon})] \\
\Psi \mid \Gamma \vdash \text{snd}((x : A) \times B \downarrow_{r,s} M [i \text{ with } \varepsilon \mapsto j.N_{\varepsilon}]) = H : B[\overline{\tilde{A}}[r]/x]
\]

**PAIR TYPE COMPOSITION**

\[
\Psi, k \mid \Gamma \vdash \overline{\tilde{A}}[k] \triangleq \mathcal{U}_{k} \downarrow_{r,s} A [i \text{ with } \varepsilon \mapsto j.A_{\varepsilon}] \\
\Psi, j \mid \Gamma, x : A[r'] \vdash \tilde{x}[j] \triangleq [k.A[k]] \downarrow_{r'} x \\
\Psi \mid \Gamma, x : \overline{\tilde{A}}[r'] \vdash \tilde{B} \triangleq \mathcal{U}_{k} \downarrow_{r,s} B[x/r]/x [i \text{ with } \varepsilon \mapsto j.B_{\varepsilon}[\tilde{x}[j]/x]]
\]

**FUNCTION COMPOSITION COMPUTATION**

\[
\Psi \mid \Gamma \vdash H \triangleq B[N/x] \downarrow_{r,s} M(N) [i \text{ with } \varepsilon \mapsto j.M_{\varepsilon}(N)] \\
\Psi \mid \Gamma \vdash ((x : A) \rightarrow B \downarrow_{r,s} M [i \text{ with } \varepsilon \mapsto j.M_{\varepsilon}}((N) = H : (x : A) \rightarrow B
\]
\[
\begin{align*}
\text{function type composition} & \\
\Psi, k | \Gamma \vdash \tilde{A}[k] \triangleq U_k \downarrow^r A & [i \text{ with } \varepsilon \mapsto \tilde{j}.\tilde{A}] \\
\Psi, j | \Gamma, x : \tilde{A}[r'] \vdash \tilde{x}[j] \triangleq [k.\tilde{A}[k]] \downarrow^r x & \\
\Psi | \Gamma, x : \tilde{A}[r'] \vdash \tilde{B} \triangleq U_k \downarrow^r B[\tilde{r}[r]/x] & [i \text{ with } \varepsilon \mapsto \tilde{j}.\tilde{B}[\tilde{x}[j]/x]] \\
\Psi | \Gamma \vdash U_k \downarrow^r ((x : A) \rightarrow B) & [i \text{ with } \varepsilon \mapsto \tilde{j}.(x : A_{\varepsilon}) \rightarrow B_{\varepsilon}] = (x : \tilde{A}[r']) \rightarrow \tilde{B} \text{ type}_l \\
\text{equality composition computation} & \\
\Psi | \Gamma \vdash H \triangleq A(s/i) \downarrow^r P(s) & [k \text{ with } \varepsilon \mapsto \tilde{j}.Q_{\varepsilon}(s)] \\
\Psi | \Gamma \vdash (\text{Eq}_{\lambda}(N_0, N_1) \downarrow^r P) & [k \text{ with } \varepsilon \mapsto \tilde{j}.Q_{\varepsilon}(s))(s) = H : A(s/i) \\
\text{equality type composition} & \\
\Psi, j, i | \Gamma \vdash \tilde{A}[j, i] \triangleq U_k \downarrow^r A & [k \text{ with } \varepsilon \mapsto \tilde{j}.\tilde{A}] \\
\Psi | \Gamma \vdash \tilde{M} \triangleq [j.\tilde{A}[j, r]] \downarrow^r M & [k \text{ with } \varepsilon \mapsto \tilde{j}.\tilde{M}] \\
\Psi | \Gamma \vdash \tilde{N} \triangleq [j.\tilde{A}[j, r']] \downarrow^r N & [k \text{ with } \varepsilon \mapsto \tilde{j}.\tilde{N}] \\
\Psi | \Gamma \vdash U_k \downarrow^r \text{Eq}_{\lambda}(M, N) & [k \text{ with } \varepsilon \mapsto \tilde{j}.\text{Eq}_{\lambda}(M_{\varepsilon}, N_{\varepsilon})] = \text{Eq}_{\lambda, A_{\varepsilon}}(\tilde{M}, \tilde{N}) \text{ type}_l \\
\text{base type composition} & \\
(b \in \{\text{bool, } U_{k'}\}) & \\
\Psi | \Gamma \vdash U_k \downarrow^r b & [i \text{ with } \varepsilon \mapsto \tilde{j}.b] = b \text{ type}_l.
\end{align*}
\]
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2012 ACM Subject Classification Theory of computation → Type theory; Theory of computation → Categorical semantics

Keywords and phrases guarded recursion, type theory, semantics, coinduction, sized types

Digital Object Identifier 10.4230/LIPIcs.FSCD.2019.32

Funding Niccolò Veltri: Veltri was supported by a research grant (13156) from VILLUM FONDEN.

Acknowledgements We are thankful to Andreas Abel, Guillaume Allais, Herman Geuvers, Rasmus Ejlers Mogelberg and Andrea Vezzosi for discussions and valuable hints. We thank the anonymous referees for their useful comments.

1 Introduction

Dependent type theory is an expressive functional programming language that underlies the deductive system of proof assistants such as Agda [22] and Coq [10]. It is a total language, meaning that every program definable inside type theory is necessarily terminating. This is an important requirement that ensures the consistency of the type system.

Possibly non-terminating computations and infinite structures, such as non-wellfounded trees, can be represented in type theory by extending the type system with coinductive types. Recursively defined elements of these types need to be productive in the sense that every finite part of the output can be computed in a finite number of steps [15]. In Agda’s encoding of coinductive types using “musical notation” [16], productivity is enforced via a strict obligation: in the definition of a corecursive function, recursive calls must appear directly under the application of a constructor. A similar syntactic check is used in Coq. This restriction typically makes programming with coinductive types cumbersome, which spawned the search for alternative techniques to ensure the well-definedness of corecursive definitions.
We focus on two of these techniques in which productivity is encoded at the level of types: sized types and guarded recursion. A sized type is a type annotated with the number of unfoldings that elements of this type can undergo [17]. Sized types have been implemented in Agda and can be used in combination with coinductive records to specify coinductive types [4, 6], as exemplified by Abel and Chapman’s work [3]. There also are other approaches to sized types. One of those is developed by Sacchini [23], which allows less terms to be typed compared to Agda’s approach.

Guarded recursion [21] is a different approach where the type system is enhanced with a modality, called “later” and written $\downarrow$, encoding time delay in types. The later modality comes with a general fixpoint combinator for programming with productive recursive functions and allows the specification of guarded recursive types. These types can be used in combination with clock quantification to define coinductive types [8, 9, 12]. Currently there is no implementation of a calculus for guarded recursion.

Sized types and guarded recursion are different solutions to the same problem, but a thorough study of the relation between these two disciplines is still missing. In this paper we take a first step in this direction by showing how guarded recursion can be simulated in Agda using sized types.

Utilizing techniques for representing “type theory in type theory” [7, 13], we present an Agda formalization of the syntax of a simple type theory for guarded recursion. This object language, which we call GTT, is a variant of Atkey and McBride’s type system for productive coprogramming [8] in which the clock context can contain at most one clock. The types of GTT include the aforementioned $\downarrow$ modality and a $\Box$ modality, a nameless analogue of Atkey and McBride’s universal clock quantification. Clouston et al. [14] studied a guarded variant of lambda calculus extended with a $\Box$ operation, which they call “constant”. Our object calculus differs from theirs in that our judgments are indexed by a clock context, which can be empty or containing exactly one clock. The design of GTT has the benefit of allowing a more appealing introduction rule for $\Box$ than Clouston et al.’s. GTT also differs from Clouston et al.’s calculus in the class of definable guarded recursive types. We follow Atkey and McBride’s approach and restrict the least fixpoint operator $\mu$ to act on strictly positive functors, while $\mu$ type former in Clouston et al.so only operates on functors in which all variables are guarded by an occurrence of the $\downarrow$ modality.

Afterwards we develop a categorical semantics for GTT using sized types. More precisely, we define a presheaf model where the type formers of simply typed lambda calculus are evaluated using the standard Kripke semantics. Typically, the semantics of a type theory for guarded recursion is given in the topos of trees or variations thereof [11, 19, 20]. Here, to clarify the connection between guarded recursion and sized types, we take the preorder of sizes as the indexing category of our presheaves. This means that types and contexts of GTT are interpreted as antitone sized types. The well-order relation on sizes is fundamental for constructing a terminating definition of the semantic fixpoint combinator.

The decision to restrict the clock context of GTT to contain at most one clock variable was dictated by our choice to use Agda with sized types as the metatheory. In Agda, it is possible to encode semantic clock contexts containing multiple clocks as lists of sizes or as functions from a finite interval of natural numbers into sizes. However, Agda’s support for sized types is tailored to types depending on exactly one size, or on a finite but precise number of sizes, which makes it cumbersome to work with types depending on clock contexts containing an indefinite number of clocks. More technically, as it was privately communicated to us by Agda implementors, Agda’s type inference only works properly for first-order size constraints. We believe that if future Agda releases add the capability of handling multiple
sizes, it would be possible to extend the semantics of GTT to include the full Atkey and McBride’s type theory. We also believe that extending our formalization to the multiclock case, while technically challenging, would not be conceptually harder.

GTT is strictly less expressive than Atkey and McBride’s calculus, since we are unable to implement nested coinductive types. But the one clock variant of the calculus still allows the construction of a large class of coinductive types and it is the subject of active research [14].

To summarize, the contributions of this paper are twofold:

1. We formalize syntax and semantics of a type theory for guarded recursion in Agda. This is the first such denotational model developed using an extension of Martin-Löf intensional type theory as the metalanguage, in contrast with the previous set-theoretic models of guarded recursion.

2. The interpretation of the characteristic features of guarded recursion crucially requires the employment of sized types. This shows that guarded recursion can be reduced to sized types and constitutes a stepping stone towards a clear understanding of the connections between different approaches to productive coprogramming.

This paper only include the essential parts of our Agda formalization. The full code is available at https://github.com/niccoloveltri/agda-gtt. The formalization uses Agda 2.5.4.2 and Agda standard library 0.16. The paper is extracted from a literate Agda file, which implies that all the displayed code passed Agda’s type and termination checker.

The material is organized in the following way. In Section 2, we discuss the metatheory and we give an overview of sized types. In Section 3, we introduce the syntax of GTT, our object type theory for guarded recursion. Subsequently, we give a categorical semantics. In Section 4, we show how to implement presheaves over sizes and how to model the fragment of GTT corresponding to simply typed lambda calculus. In Section 5, we discuss the semantics of the guarded recursive and coinductive features. In Section 6, we prove the object language sound w.r.t. the categorical model, which in turn entails the consistency of the syntax. Finally, in Section 7, we draw conclusions and suggest future directions of work.

2 The Host Type Theory

We work in Martin-Löf type theory extended with functional extensionality, uniqueness of identity proofs (UIP), and sized types. Practically, we work in Agda, which supports sized types and where UIP holds by default. In this section, we give a brief overview of these principles and we introduce the basic Agda notation that we employ in our formalization.

We write = for judgmental equality and ≡ for propositional equality. Implicit arguments of functions are delimited by curly brackets. We write ∀ {Δ} for an implicit argument Δ whose type can be inferred by Agda. We write Set, Set₁ and Set₂ for the first three universes of types. We write ⊥ for the empty type.

We make extensive use of record types. These are like iterated Σ-types, in which each component, also called field, has been given a name. We open each record we introduce, which allows us to access a field by function application. For example, given a record type R containing a field f of type A, we have f R : A. We use Agda’s copatterns for defining elements of a record type. If a record type R contains fields f₁ : A₁ and f₂ : A₂, we construct a term r : R by specifying its components f₁ r : A₁ and f₂ r : A₂.

The principle of functional extensionality states that every two functions f and g in the same function space are equal whenever f x and g x are equal for all inputs x. This principle is not provable in Agda, so we need to postulate it. UIP states that all proofs of an identity are propositionally equal. Agda natively supports this principle, which is therefore derivable.
Agda also natively supports sized types [2, 6]. Intuitively, a sized type is a type annotated with an abstract ordinal indicating the number of possible unfoldings that can be performed of elements of the type. These abstract ordinals, called sizes, assist the termination checker in assessing the well-definedness of corecursive definitions.

In Agda, there is a type $\text{Size}$ of sizes and a type $\text{Size}< i$ of sizes strictly smaller than $i$. Every size $j : \text{Size}< i$ is coerced to $j : \text{Size}$. The order relation on sizes is transitive, which means that whenever $j : \text{Size}< i$ and $k : \text{Size}< j$, then $k : \text{Size}< i$. The order relation is also well-founded, which is used to define productive corecursive functions. There is a successor operation $\uparrow$ on sizes and a size $\infty$ such that $i : \text{Size}< \infty$ for all $i$. Lastly, we define a sized type to be a type indexed by $\text{Size}$.

3 The Object Type Theory

The object language we consider is simply typed lambda calculus extended with additional features for programming with guarded recursive and coinductive types. We call this language $\text{GTT}$. It is a variant of Atkey and McBride’s type system for productive coprogramming [8]. In Atkey and McBride’s calculus, all judgments are indexed by a clock context, which may contain several different clocks. They extend simply typed lambda calculus with two additional type formers: a modality $\triangleright$ for encoding time delay into types and universal quantification over clock variables $\forall$, which is used in combination with $\triangleright$ to specify coinductive types. In $\text{GTT}$, judgments are also indexed by a clock context, but in our case the latter can contain at most one clock variable $\kappa$. The type system of $\text{GTT}$ also includes a $\triangleright$ modality, plus a box modality corresponding to Atkey and McBride’s quantification over the clock variable $\kappa$.

In this section we introduce the syntax of $\text{GTT}$ as in our Agda formalization. We give a more standard presentation of the calculus in Appendix A.

$\text{GTT}$ is a type theory with explicit substitutions [1]. It comprises well-formed types and contexts, well-typed terms and substitutions, definitional equality of terms and of substitutions. All of them depend on a clock context. In $\text{GTT}$, the clock context can either be empty or contain a single clock $\kappa$.

```agda
data ClockCtx : Set where
  ∅ : ClockCtx
  κ : ClockCtx
```

We refer to types and contexts in the empty clock context as $\mathcal{∅}$-types and $\mathcal{∅}$-contexts respectively. Similarly, $κ$-types and $κ$-contexts are types and contexts depending on $κ$.

3.1 Types

The well-formed types of $\text{GTT}$ include the unit type, products, coproducts, and function spaces. Notice that $1$ is a $\mathcal{∅}$-type.

```agda
data Ty : ClockCtx → Set where
  1 : Ty ∅
  ⊠_ : ∀ {D} → Ty Δ → Ty Δ → Ty Δ
  ⊞_ : ∀ {D} → Ty Δ → Ty Δ → Ty Δ
  →_ : ∀ {D} → Ty Δ → Ty Δ → Ty Δ
```

We include a modality $\triangleright$ as an operation on $κ$-types similar to the one in Atkey and McBride’s system. There also is a nameless analogue of clock quantification, which we call “box” and denote by $\square$ following [14]. The box modality takes a $κ$-type and returns a $\mathcal{∅}$-type.
The well-formed types of \texttt{GTT} include a weakening type former \(\uparrow\), which maps \(\emptyset\)-types to \(\kappa\)-types.

\[
\begin{align*}
\triangleright &: \ Ty \kappa \rightarrow Ty \kappa \\
\Box &: \ Ty \kappa \rightarrow Ty \emptyset \\
\uparrow &: \ Ty \emptyset \rightarrow Ty \kappa \\
\end{align*}
\]

Guarded recursive types are defined using a least fixpoint type former \(\mu\).

\[
\mu : \forall \{\Delta\} \rightarrow Code \Delta \rightarrow Ty \Delta
\]

For \(\mu\) to be well-defined, one typically limits its applicability to strictly positive functors. We instead consider a grammar \(\text{Code} \Delta\) for functors, which has codes for constant functors, the identity, products, coproducts, and the later modality. Since there is a code for constant functors, the type family \text{Code} needs to be defined simultaneously with \(Ty\).

\[
data\ Code : \text{ClockCtx} \rightarrow \text{Set} \ where \\
\ C &: \forall \{\Delta\} \rightarrow Ty \Delta \rightarrow Code \Delta \\
\ I &: \forall \{\Delta\} \rightarrow Code \Delta \\
\ \Box &: \forall \{\Delta\} \rightarrow Code \Delta \rightarrow Code \Delta \rightarrow Code \Delta \\
\ \Box &: \forall \{\Delta\} \rightarrow Code \Delta \rightarrow Code \Delta \rightarrow Code \Delta \\
\ \triangleright &: Code \emptyset \rightarrow Code \kappa
\]

The constructors of \text{Code} \(\Delta\) suffice for the specification of interesting examples of guarded recursive types such as streams. Nevertheless, it would not be complicated to add exponentials with constant domain and the box modality to the grammar. In addition, this grammar does not allow the possibility of defining nested inductive types.

### 3.2 Contexts

The well-formed contexts of \texttt{GTT} are built from the empty context, context extension, and context weakening. The last operation embeds \(\emptyset\)-contexts into \(\kappa\)-contexts. Notice that we are overloading the symbol \(\uparrow\), which is used for both type and context weakening.

\[
data\ Ctx : \text{ClockCtx} \rightarrow \text{Set} \ where \\
\ \bullet &: \forall \{\Delta\} \rightarrow Ctx \Delta \\
\ \Box &: \forall \{\Delta\} \rightarrow Ctx \Delta \rightarrow Ty \Delta \rightarrow Ctx \Delta \\
\ \triangleright &: Ctx \emptyset \rightarrow Ctx \kappa
\]

### 3.3 Terms

The well-typed terms and substitutions of \texttt{GTT} are defined simultaneously. Terms include constructors for variables and substitutions.

\[
data\ Tm : \forall \{\Delta\} \rightarrow Ctx \Delta \rightarrow Ty \Delta \rightarrow \text{Set} \ where \\
\ \text{var} &: \forall \{\Delta\} \ (\Gamma : Ctx \Delta) \ (A : Ty \Delta) \rightarrow Tm (\Gamma, A) A \\
\ \text{sub} &: \forall \{\Delta\} \ (\Gamma_1 \Gamma_2 : Ctx \Delta) \ (A : Ty \Delta) \rightarrow Tm \Gamma_2 A \rightarrow \text{Sub} \Gamma_1 \Gamma_2 \rightarrow Tm \Gamma_1 A
\]

We have lambda abstraction and application, plus the usual introduction and elimination rules for the unit types, products, coproducts, and guarded recursive types. Here we only show the typing rules associated to function types and guarded recursive types. The function
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Askey and McBride’s side condition requiring the universally quantified clock variable to not appear in the context $\Gamma$. This is analogous to Chapman’s object type theory [13]. Instead, we include additional term constructors corresponding to functions underlying the required type isomorphisms. For example, the clock irrelevance axiom formulated in our setting states that every $\Box$-type $A$ isomorphic to $\Box (\uparrow A)$. This is obtained by adding to $\text{Tm}$ a constructor $\Box \const$.

$\Box \const : \{ \Gamma : Ctx \} \{ A : Ty \} \rightarrow \text{Tm} \Gamma (\Box (\uparrow A) \rightarrow A)$

A function $\const \Box A$ in the other direction is derivable. When defining definitional equality on terms, described in Section 3.5, we ask for $\Box \const$ and $\const \Box$ to be each other inverses. The other type isomorphisms, listed in Appendix A are constructed in a similar way.
3.4 Substitutions

For substitutions, we need the canonical necessary operations [7, 13]: identity and composition of substitutions, the empty substitution, the extension with an additional term, and the projection which forgets the last term.

\[
\text{data } \text{Sub} : \forall \{ \Delta \} \rightarrow \text{Ctx} \ \Delta \rightarrow \text{Ctx} \ \Delta \rightarrow \text{Set} \ where \\
\epsilon : \forall \{ \Delta \} \ (\Gamma : \text{Ctx} \ \Delta) \rightarrow \text{Sub} \ \Gamma \ \bullet \\
\text{id} : \forall \{ \Delta \} \ (\Gamma : \text{Ctx} \ \Delta) \rightarrow \text{Sub} \ \Gamma \ \Gamma \\
\text{pr} : \forall \{ \Delta \} \ (\Gamma_1 \Gamma_2 : \text{Ctx} \ \Delta) \rightarrow \text{Sub} \ \Gamma_2 \Gamma_3 \rightarrow \text{Sub} \ \Gamma_1 \Gamma_2 \rightarrow \text{Sub} \ \Gamma_1 \Gamma_3 \\
\text{up} : \{\Gamma_1 \Gamma_2 : \text{Ctx} \ \varnothing\} \rightarrow \text{Sub} \ \Gamma_1 \Gamma_2 \rightarrow \text{Sub} \ (\uparrow \Gamma_1) \ (\uparrow \Gamma_2) \\
\text{down} : \{\Gamma_1 \Gamma_2 : \text{Ctx} \ \varnothing\} \rightarrow \text{Sub} \ (\uparrow \Gamma_1) \ (\uparrow \Gamma_2) \rightarrow \text{Sub} \ \Gamma_1 \Gamma_2
\]

We also add rules for embedding substitutions between \(\varnothing\)-contexts into substitutions between \(\kappa\)-contexts and vice versa.

\[
\text{up} : \{\Gamma_1 \Gamma_2 : \text{Ctx} \ \varnothing\} \rightarrow \text{Sub} \ \Gamma_1 \Gamma_2 \rightarrow \text{Sub} \ (\uparrow \Gamma_1) (\uparrow \Gamma_2) \\
\text{down} : \{\Gamma_1 \Gamma_2 : \text{Ctx} \ \varnothing\} \rightarrow \text{Sub} \ (\uparrow \Gamma_1) (\uparrow \Gamma_2) \rightarrow \text{Sub} \ \Gamma_1 \Gamma_2
\]

In addition, we require the existence of two context isomorphisms. The context \(\uparrow \bullet \bullet\) needs to be isomorphic to \(\bullet\) and \(\uparrow (\Gamma , A)\) needs to be isomorphic to \(\uparrow \Gamma , \uparrow A\). For both of them, we add a constructor representing the underlying functions.

\[
\bullet \uparrow : \text{Sub} \ \bullet (\uparrow \bullet) \\
\uparrow : (\Gamma : \text{Ctx} \ \varnothing) (A : \text{Ty} \ \varnothing) \rightarrow \text{Sub} \ (\uparrow \Gamma , \uparrow A) (\uparrow (\Gamma , A))
\]

An element \(\uparrow \bullet\) in \text{Sub} \ (\uparrow \bullet) \bullet\ is derivable. In the definitional equality on substitutions, we ask for \(\bullet \uparrow\) and \(\uparrow \bullet\) to be each other inverses. We proceed similarly with \(\downarrow \bullet\).

Using the term constructor \text{sub}, we can derive a weakening operation for terms and the conventional application combinator.

\[
\text{wk} : \forall \{\Delta\} \ (\Gamma : \text{Ctx} \ \Delta) \ (A B : \text{Ty} \ \Delta) \rightarrow \text{Tm} \ \Gamma B \rightarrow \text{Tm} \ (\Gamma , A) B \\
\text{wk} \ \{\Delta\} \ (\{\Gamma\} \ (A)) = \text{sub} \ x (\text{pr} \ (\text{id} (\Gamma , A))) \\
\text{\_\_} : \forall \{\Delta\} \ (\Gamma : \text{Ctx} \ \Delta) \ (A : \text{Ty} \ \Delta) \rightarrow \text{Tm} \ \Gamma (\text{A} \rightarrow \text{B}) \rightarrow \text{Tm} \ \Gamma A \rightarrow \text{Tm} \ \Gamma B \\
\text{\_\_} \ \{\Delta\} \ (\Gamma) f x = \text{sub} \ (\text{app} \ f) (\text{id} (\Gamma , x))
\]

3.5 Definitional equalities

Definitional equalities on terms and substitutions are defined simultaneously. Here we only discuss equality on terms and we refer to the formalization for the equality on substitutions.

\[
\text{data } \sim : \forall \{\Delta\} \ (\Gamma : \text{Ctx} \ \Delta) \ (A : \text{Ty} \ \Delta) \ (t_1 t_2 : \text{Tm} \ \Gamma A) \rightarrow \text{Set} \ where \\
\square \beta : \forall \{\Gamma\} \ (A) (t : \text{Tm} (\uparrow \Gamma A) \rightarrow \text{unbox} (\text{box} t) \sim t \\
\square \eta : \forall \{\Gamma\} \ (A) (t : \text{Tm} (\square A) \rightarrow \text{box} (\text{unbox} t) \sim t)
\]
We include definitional equalities stating that $洽$ is an applicative functor w.r.t. the operations $\text{next}$ and $\otimes$. Furthermore, the delayed fixpoint combinator $\text{dfix}$ must satisfy its characteristic unfolding equation. We refer to Mogelberg’s paper [20] for a complete list of the required definitional equalities for $洽$ and $\Box$.

For the type isomorphisms, we require term equalities exhibiting that certain maps are mutual inverses. For example, we have the following two equalities about $\Box_{\text{const}}$ and $\text{const}\Box$:

\[
\begin{align*}
\text{const}\Box_{\text{const}} & : \forall \{\Gamma\} \{A\} (t : \text{Tm} \Gamma (\Box (\uparrow A))) \rightarrow \text{const}\Box A \ (\Box_{\text{const}} A \ $ t) \sim t \\
\Box_{\text{const}}\Box & : \forall \{\Gamma\} \ {\{A\}} (t : \text{Tm} \Gamma A) \rightarrow \Box_{\text{const}} A \ ($ \Box_{\text{const}} A \ $ t) \sim t
\end{align*}
\]

The last group of term equalities describes the relationship between the weakening operations $\text{up}$ and $\text{down}$ and other term constructors. Here we omit their description and we refer the interested reader to the Agda formalization.

### 3.6 Example: Streams

We give a taste of how to program with streams in GTT. Our implementation is based on Atkey and McBride’s approach to coinductive types [8]. To define a type of streams, we first define guarded streams over a $\emptyset$-type $A$. It is the least fixpoint of the functor with code $C (\uparrow A) \otimes \triangleright l$.

\[
\begin{align*}
F : \text{Ty} \emptyset & \rightarrow \text{Code} \kappa \\
F A &= C (\uparrow A) \otimes \triangleright l \\
g-\text{Str} : \text{Ty} \emptyset & \rightarrow \text{Ty} \kappa \\
g-\text{Str} A &= \mu (F A)
\end{align*}
\]

The usual type of streams over $A$ is then obtained by applying the $\Box$ modality to $g-\text{Str} A$.

\[
\begin{align*}
\text{Str} : \text{Ty} & \emptyset \rightarrow \text{Ty} \emptyset \\
\text{Str} A &= \Box (g-\text{Str} A)
\end{align*}
\]

We compute the head and tail of a stream using a function $\text{decons}$, which destructs an element of an inductive type. The term $\text{decons}$ is the inverse of $\text{cons}$ and it is derivable using $\text{primrec}$. Note that in both cases we need to use $\text{unbox}$, because of the application of the box modality in the definition of $\text{Str}$. For the tail, we also use $\text{box}$ and $\text{force}$. The operations $\pi_1$ and $\pi_2$ are the projections associated to the product type former $\otimes$.

\[
\begin{align*}
\text{hd} : \{\Gamma : \text{Ctx} \emptyset\} \{A : \text{Ty} \emptyset\} & \rightarrow \text{Tm} \Gamma (\text{Str} A) \rightarrow \text{Tm} \Gamma A \\
\text{hd} \ xs &= \text{down} (\pi_1 (\text{decons} (\text{unbox} \ xs))) \\
\text{tl} : \{\Gamma : \text{Ctx} \emptyset\} \{A : \text{Ty} \emptyset\} & \rightarrow \text{Tm} \Gamma (\text{Str} A) \rightarrow \text{Tm} \Gamma (\text{Str} A) \\
\text{tl} \ xs &= \text{force} (\text{box} (\pi_2 (\text{decons} (\text{unbox} \ xs))))
\end{align*}
\]

Given a GTT term $a$ of type $A$, we can construct the constant guarded stream over $a$ using the fixpoint combinator.

\[
\begin{align*}
g-\text{const-str} : \{\Gamma : \text{Ctx} \emptyset\} \{A : \text{Ty} \emptyset\} & \rightarrow \text{Tm} \Gamma A \rightarrow \text{Tm} (\uparrow \Gamma) (g-\text{Str} A) \\
g-\text{const-str} \ {\{\Gamma\}} \ {\{A\}} a &= \text{fix} (\text{lambda} (\text{cons} (F A) [ \text{wk} (\text{up} a) \ & \ \text{var} (\uparrow \Gamma) \ (\triangleright (g-\text{Str} A)) ]))
\end{align*}
\]

The constant stream over $a$ is obtained by boxing the guarded stream $g-\text{const} \ a$. 
In our Agda formalization, we also construct a function removing the elements at even indices out of a given stream, which is an example of a non-causal function.

4 Categorical Semantics

Next we give a categorical semantics for the calculus introduced in Section 3. We take inspiration from Møgelberg’s model [20] in which a (simple) type in a clock context containing \( n \) clocks is interpreted as a presheaf in \( \text{Set}^{(\omega^n)_{\text{op}}} \), where \( \omega \) is the preorder of ordered natural numbers. In our model, we replace the category \( \omega \) with the preorder of sizes. Moreover, we only consider the cases where either the clock context is empty or it contains exactly one clock. This means that a type in \( \text{GTT} \) is either interpreted as an element of \( \text{Set} \) or as a presheaf over \( \text{Size} \). In this section, we show how to implement presheaves and how to model the fragment of \( \text{GTT} \) corresponding to simply typed lambda calculus. The interpretation of the guarded recursive and coinductive features of \( \text{GTT} \) is given in Section 5.

4.1 Presheaves

Presheaves are defined as a record \( \text{PSh} \). The fields \( \text{Obj} \) and \( \text{Mor} \) represent the actions on objects and morphisms respectively, while \( \text{MorId} \) and \( \text{MorComp} \) are the functor laws. The type \( \text{Size<} (\uparrow i) \) contains sizes smaller or equal than \( i \). In the type of \( \text{MorId} \) we use the reflexivity of the order on sizes, which means \( i : \text{Size<} (\uparrow i) \). In the type of \( \text{MorComp} \) we use transitivity.

Beside presheaves, we also need natural transformations. These are defined as a record \( \text{NatTrans} \), consisting of a map \( \text{nat-map} \) and a proof of the usual commutativity requirement.

Products and sums of presheaves are defined pointwise. More precisely, we define the product as follows

\[
\text{ProdObj} : \text{Size} \rightarrow \text{Set}
\]

\[
\text{ProdObj} i = \text{Obj} P i \times \text{Obj} Q i
\]

The sum is defined similarly. The weakening type former \( \uparrow \) of \( \text{GTT} \) is modeled using the constant presheaf, which we denote by \( \text{Const} \). Function spaces are defined as the exponential of presheaves. The action on a size \( i \) of this presheaf consists of natural transformations restricted to sizes smaller or equal than \( i \).
record ExpObj (P Q : PSh) (i : Size) : Set where
  field
  fun : (j : Size< (↑ i)) → Obj P j → Obj Q j
  funcom : (j : Size< (↑ i)) (k : Size< (↑ j)) (x : Obj P j) → Mor Q j k (fun j x) ≡ fun k (Mor P j k x)

All in all, we get an operation Exp : PSh → PSh → PSh.

4.2 Modelling Simple Types

To interpret the fragment of GTT corresponding to simply typed lambda calculus, we use Kripke semantics [18]. Semantic judgments, similar to their syntactic counterparts, are indexed by a clock context. We reuse the type ClockCtx for the semantic clock contexts. The semantic variable contexts are sets if the clock context is empty, and they are presheaves otherwise.

SemCtx : ClockCtx → Set
SemCtx ∅ = Set
SemCtx κ = PSh

Note that GTT is a simple type theory, thus types do not depend on contexts. For this reason, we define the type SemTy of semantic types in the same way as SemCtx.

SemTm : {Δ : ClockCtx} (Γ : SemCtx Δ) (A : SemTy Δ) → Set
SemTm {∅} Γ A = Γ → A
SemTm {κ} Γ A = NatTrans Γ A

Since GTT is a type theory with explicit substitutions, we must provide an interpretation for them as well. Semantic substitutions are maps between contexts and we define the type SemSub in the same way as SemTm. Definitional equality of semantic terms and substitutions is modeled as propositional equality.

We also need to provide a semantic version of the context operations, the simple type formers and the operations on substitutions. Since their definitions are standard, we do not discuss them in detail. For each of them, we need to make a case distinction based on the clock context. For example, the empty variable context • is interpreted as the unit type in the clock context ∅, and it is interpreted as the terminal presheaf in the clock context κ. We use the operations on presheaves defined in Section 4.1 to interpret simple type formers. In the next section, we use the interpretation of function types, whose action of objects in the clock context κ is given by ExpObj. This is denoted by A ⇒ B for semantic types A and B.

⇒ :: ∀ {Δ} (A B : SemTy Δ) → SemTy Δ
⇒ {∅} A B = A → B
⇒ {κ} A B = Exp A B

5 Modelling Guarded Recursion

In this section, we add the required guarded recursive and coinductive features to the denotational semantics. We start by defining the semantic box modality together with its introduction and elimination rule. Then we construct the semantic later modality. We show how to define the fixpoint combinator and the force operation using sized types. In the end, we discuss how to model guarded recursive types.
5.1 Context Weakening and the Box Modality

Similarly to the weakening type former $\uparrow$, the weakening context former $\uparrow \Gamma$ is modeled using the constant presheaf $\text{Const}$.

\[
\uparrow : \text{SemCtx } \varnothing \to \text{SemCtx } \kappa \\
\uparrow \Gamma = \text{Const } \Gamma
\]

Møgelberg models universal clock quantification by taking limits [20]. We define the semantic box modality $\blacksquare$ similarly: given a presheaf $\mathcal{A}$, we take $\blacksquare \mathcal{A}$ to be the limit of $\mathcal{A}$.

Formally, the limit of $\mathcal{A}$ is constructed as a record with two fields. The field $\blacksquare \text{cone}$ is given by a family $f_i$ in $\text{Obj } \mathcal{A} i$ for each size $i$. The field $\blacksquare \text{com}$ is a proof that the restriction of $f_i$ to a size $j$ smaller than $i$ is equal to $f_j$.

\[
\text{record } \blacksquare (A : \text{SemTy } \kappa) : \text{SemTy } \varnothing \text{ where}
\]
\[
\text{field}
\]
\[
\blacksquare \text{cone} : (i : \text{Size}) \to \text{Obj } A i
\]
\[
\blacksquare \text{com} : (i : \text{Size}) (j : \text{Size} (\uparrow i)) \to \text{Mor } A i j (\blacksquare \text{cone } i) \equiv \blacksquare \text{cone } j
\]

The semantic box modality is right adjoint to context weakening. In other words, the types $\text{Tm } (\uparrow \Gamma) A$ and $\text{Tm } \Gamma (\blacksquare A)$ are isomorphic for all $\Gamma$ and $A$. The function underlying the isomorphism is $\text{sem-box}$ and its inverse is $\text{sem-unbox}$, modeling $\text{box}$ and $\text{unbox}$ respectively.

\[
\text{sem-box} : (\Gamma : \text{SemCtx } \varnothing) (A : \text{SemTy } \kappa) (t : \text{SemTm } (\uparrow \Gamma) A) \to \text{SemTm } \Gamma (\blacksquare A)
\]
\[
\text{sem-box } (\Gamma \ A t \ x) \ i = \text{nat-map } t \ i \ x
\]
\[
\text{nat-com } (\text{sem-box } (\Gamma \ A t \ x) \ i \ j \ x) = \text{nat-com } t \ i \ j \ x
\]

\[
\text{sem-unbox} : (\Gamma : \text{SemCtx } \varnothing) (A : \text{SemTy } \kappa) (t : \text{SemTm } \Gamma (\blacksquare A)) \to \text{SemTm } (\uparrow \Gamma) A
\]
\[
\text{nat-map } (\text{sem-unbox } (\Gamma \ A t) \ i \ x) = \blacksquare \text{cone } (t \ x) \ i
\]
\[
\text{nat-com } (\text{sem-unbox } (\Gamma \ A t) \ i \ j \ x) = \blacksquare \text{com } (t \ x) \ i \ j
\]

5.2 The Later Modality

The semantic later modality is an operation $\triangleright$ on semantic $\kappa$-types. Recall that the later modality in the topos of trees [11] is defined as

\[
(\triangleright A)(0) = \{\ast\}
\]
\[
(\triangleright A)(n + 1) = A(n)
\]

We cannot directly replicate the latter in our setting since the preorder of sizes does not possess a least element. However, we know from [11] that the definition above is equivalent to $(\triangleright A)(n) = \lim_{k \leq n} A(k)$. Adapting this to our setting leads to the following action of $\triangleright$ on objects:

\[
\text{record } \triangleright \text{ObjTry } (A : \text{SemTy } \kappa) (i : \text{Size}) : \text{Set where}
\]
\[
\text{field}
\]
\[
\triangleright \text{cone} : (j : \text{Size} < i) \to \text{Obj } A j
\]
\[
\triangleright \text{com} : (j : \text{Size} < i) (k : \text{Size} (\uparrow j)) \to \text{Mor } A j k (\triangleright \text{cone } j) \equiv \triangleright \text{cone } k
\]

However, with this definition, we are unable to implement a terminating semantic fixpoint combinator. Later in this section we discuss why this is the case.
There are several ways to modify the above definition and implement a terminating fixpoint operation. A possible solution, which was suggested to us by Andrea Vezzosi, is using an inductive analogue of the predicate \( \text{Size<} \), which we call \( \text{SizeLt} \).

\[
\text{data SizeLt (i : Size) : Set where}
\]

\[
\; : \text{Size< i} \rightarrow \text{SizeLt i}
\]

The type \( \text{SizeLt} \) is a mechanism for suspending computations. If we define a function \( f \) of type \( (j : \text{SizeLt i}) \rightarrow \text{Obj} A j \) by pattern matching, then \( f j \) does not reduce unless \( j \) is of the form \( [j'] \) for some \( j' : \text{Size< i} \). This simple observation turns out to be essential for a terminating implementation of the fixpoint combinator.

From an inhabitant of \( \text{SizeLt} \), we obtain an actual size by pattern matching.

\[
\text{size} : \forall \{i\} \rightarrow \text{SizeLt i} \rightarrow \text{Size}
\]

\[
\text{size} [j] = j
\]

Furthermore, functions with domain \( \text{SizeLt i} \) can be specified using functions on \( \text{Size< i} \).

\[
\text{elimLt} : \{ A : \text{Size} \rightarrow \text{Set} \} \{ i : \text{Size} \} \rightarrow (\{ (j : \text{Size< i}) \rightarrow A j \}) \rightarrow (\{ j : \text{SizeLt i} \} \rightarrow A (\text{size} j))
\]

\[
\text{elimLt} f [j] = f j
\]

We define the action on objects of the semantic later modality similarly to \( \text{ObjTry} \) but with \( \text{SizeLt} \) in place of \( \text{Size<} \). Before we do so, we introduce two auxiliary functions, which turn out to be handy when modeling guarded recursive types. The first is a function \( \text{Later} \), which instead of a semantic \( \kappa \)-type, takes a sized type as its input. Its definition is the same as the type of the field \( \text{cone} \) in \( \text{ObjTry} \) but with \( \text{Size<} \) replaced by \( \text{SizeLt} \).

\[
\text{Later} : (\text{Size} \rightarrow \text{Set}) \rightarrow \text{Size} \rightarrow \text{Set}
\]

\[
\text{Later} A i = (j : \text{SizeLt i}) \rightarrow A (\text{size} j)
\]

The second auxiliary function is \( \text{LaterLim} \). It takes as input a sized type \( A \) together with a proof that it is antitone. Again its definition is the same as the type of the field \( \text{com} \) in \( \text{ObjTry} \) but with \( \text{Size<} \) replaced by \( \text{SizeLt} \).

\[
\text{LaterLim} : (A : \text{Size} \rightarrow \text{Set}) (m : (i : \text{Size}) (j : \text{Size< (↑ i)}) \rightarrow A i \rightarrow A j) \rightarrow (i : \text{Size}) (x : \text{Later A i}) \rightarrow \text{Set}
\]

\[
\text{LaterLim} A m i x = (j : \text{SizeLt i}) \rightarrow \text{elimLt (λ \{ j' → (k : \text{SizeLt (↑ j'})} \rightarrow \text{elimLt (λ k' → m j' k' (x [j'] k') ≡ x [k']}) j)
\]

Putting everything together, we obtain the following definition of the object part of the semantic later modality \( \text{cone} \). We refer to the Agda formalization for the action on the morphisms and the functor laws.

\[
\text{record \( \text{Obj} (A : \text{SemTy} \kappa) (i : \text{Size}) : \text{Set} \) where}
\]

\[
\text{field}
\]

\[
\text{cone : Later (Obj A) i}
\]

\[
\text{com : LaterLim (Obj A) (Mor A) i cone}
\]

We omit the semantic equivalents of \text{next} and \( \odot \). To interpret the delayed fixpoint combinator \( \text{dfix} \), we introduce an auxiliary term \( \text{sem-dfix} \), for which we only show how to construct the field \( \text{cone} \). This is defined using self-application.
This definition is accepted by Agda’s termination checker for two reasons:

- every recursive call is applied to a strictly smaller size;
- the usage of SizeLt in place of Size< in the definition of Later prevents indefinite unfolding, which would have happened if we used \texttt{ObjTry} instead of \texttt{Obj}.

In fact, if we would replace \texttt{Obj} by \texttt{ObjTry} as the return type of \texttt{sem-dfix} while keeping the same definition (with \texttt{j} in place of \texttt{[j]}), we would obtain the following non-terminating sequence of reductions:

\[
\begin{align*}
\text{\texttt{ObjTry}} (\text{\texttt{sem-dfix}} 1 \ A i f) [j] & = \lambda f j (\text{\texttt{sem-dfix}} 1 \ A j f) \\
& = \ldots
\end{align*}
\]

The termination of the \texttt{com} component of \texttt{sem-dfix} additionally relies on the presence of \texttt{elimLt} in the definition of \texttt{LaterLim}.

The field \texttt{nat-map} of \texttt{sem-dfix} is defined using \texttt{sem-dfix}. We omit the \texttt{nat-com} component.

\[
\begin{align*}
\text{nat-map} (\text{\texttt{sem-dfix}} Γ \ A f) i &= \text{\texttt{nat-map}} f i \\
\text{nat-map} (\text{\texttt{sem-dfix}} Γ \ A f) i &= \text{\texttt{nat-map}} f i
\end{align*}
\]

Finally, we show how to interpret \texttt{force}. To this aim, we introduce an auxiliary function \texttt{sem-force'}, which, given a type \texttt{A} and an inhabitant \texttt{t} of \texttt{Obj} \ A, returns a term in \texttt{Obj} \ A. For the field \texttt{cone} of \texttt{sem-force'} \ A \ t, we are required to construct an element of \texttt{Obj} \ A \ i for each size \texttt{i}. Notice that \texttt{cone} \ t, when applied to a size \texttt{i}, gives a term \texttt{t'} of type \texttt{Obj} \ A \ i'. Furthermore, the component \texttt{com} of \texttt{t'}, when applied to a size \texttt{j'} smaller than \texttt{i'}, returns a term of type \texttt{Obj} \ A \ j'. Hence, in order to construct the required inhabitant of \texttt{Obj} \ A \ i, it suffices to find a size \texttt{j} greater than \texttt{i}. An option for such a size \texttt{j} is \texttt{∞}. The field \texttt{com} is defined in a similar way.

\[
\begin{align*}
\text{sem-force'} : (A : \text{SemTy} \ k) & \to \text{Obj} (\text{\texttt{Obj}} A) \ A \\
\text{cone} (\text{\texttt{sem-force'}} A t) i &= \text{\texttt{cone}} (\text{\texttt{cone}} t \infty) [i] \\
\text{com} (\text{\texttt{sem-force'}} A t) i j &= \text{\texttt{com}} (\text{\texttt{cone}} t \infty) [i] [j]
\end{align*}
\]

The semantic force operation follows immediately from \texttt{sem-force'}.

\[
\begin{align*}
\text{sem-force} : (Γ : \text{SemCtx} \ k) (A : \text{SemTy} \ k) (t : \text{SemTm} Γ (\text{\texttt{Obj}} A)) & \to \text{SemTm} Γ (\text{\texttt{Obj}} A) \\
\text{sem-force} Γ A t x &= \text{\texttt{force}} A (t x)
\end{align*}
\]

### 5.3 Guarded Recursive Types

For semantic guarded recursive types, we introduce a type of semantic codes for functors. We cannot reutilize the syntactic grammar \texttt{Code} since the code for the constant functor should depend on \texttt{SemTy} rather than \texttt{Ty}. Instead we use the following definition.

\[
\begin{align*}
data \text{SemCode} : \text{ClockCtx} & \to \text{Set}_1 \ where \\
C & : \forall \{Δ\} \to \text{SemTy} Δ \to \text{SemCode} Δ \\
l & : \forall \{Δ\} \to \text{SemCode} Δ
\end{align*}
\]
In the remainder of this section, we only discuss guarded recursive $\kappa$-types. The interpretation of $\mu$ in the clock context $\emptyset$ is standard and therefore omitted. Given a semantic code $P$, our goal is to construct the action on objects and morphisms of a presheaf $\mu_\kappa P$.

A first naïve attempt would be to define the action on objects $\muObj P$ as the initial algebra of $\text{sem-eval} P$, where $\text{sem-eval}$ evaluates a code as an endofunctor on $\text{SemTy} \kappa$. This means defining $\muObj P$ as an inductive type with one constructor taking in input $\text{sem-eval} P$ ($\muObj P$). This idea does not work, since $\muObj P$ is a sized type while $\text{sem-eval} P$ expects a semantic $\kappa$-type.

Another possibility would be to define $\muObj P$ by induction on $P$. However, there is a problem when we arrive at the $\mu$ constructor. In this case, we would like to make a recursive call to $\muObj$ applied to the original code $P$, which is unavailable at this point. We solve the issue by introducing an auxiliary inductive type family $\muObj'$, which depends on two codes instead of one. The first code is the original one used to define the guarded recursive type and we do induction on the second one. Then we define $\muObj P$ to be $\muObj' P P$.

The constructors of $\muObj' P Q$ follow the structure of $Q$. If $Q$ is a product we have a pairing constructor, if it is a sum we have the two injections. When $Q$ is the code for the identity functor, we make a recursive call. For the $\text{later}$ case, we have a constructor $\text{later}$ taking two arguments with the same types as the two fields of $\muObj$. Since $\text{LaterLim}$ depends both on a sized type and a proof that it is antitone, we need to define $\muObj'$ mutually with its own proof of antitoneity $\muMor'$. This construction works since $\text{Later}$ and $\text{LaterLim}$ take in input part of the data of a presheaf and they crucially do not depend on the functor laws.

### Data

data $\muObj'$ ($P : \text{SemCode} \kappa$) : $\text{SemCode} \kappa \to \text{Set}$ where  
const : $\{ X : \text{PSh} \} \{ i : \text{Size} \} \to \text{Obj} X i \to \muObj' P (\bigcirc X) i$  
rec : $\forall\{ i \} \to \muObj' P P i \to \muObj' P 1 i$  
inl : $\forall\{ Q R i j \} \to \muObj' P Q i \to \muObj' P R i \to \muObj' P (Q \boxplus R) i$  
inr : $\forall\{ Q R i j \} \to \muObj' P R i \to \muObj' P (Q \boxplus R) i$  
later : $\forall\{ Q i \} \{ x : \text{Later} (\muObj' P Q) i \}$  
       $\to \text{LaterLim} (\muObj' P Q) (\muMor' P Q) i x \to \muObj' P (\text{later} Q) i$

### Code

$\muMor' : (P Q : \text{SemCode} \kappa) (i : \text{Size}) (j : \text{Size} < (\uparrow i)) \to \muObj' P Q i \to \muObj' P Q j$  
$\muMor' P (\bigcirc X) i j (\text{const} x) = \text{const} (\text{Mor} X i j x)$  
$\muMor' P 1 i j (\text{rec} x) = \text{rec} (\muMor' P P i j x)$  
$\muMor' P (Q \boxplus R) i j (x, y) = \muMor' P Q i j x \cdot \muMor' P R i j y$  
$\muMor' P (Q \boxplus R) i j (\text{inl} x) = \text{inl} (\muMor' P Q i j x)$  
$\muMor' P (Q \boxplus R) i j (\text{inr} x) = \text{inr} (\muMor' P R i j x)$  
$\muMor' P (\text{later} Q) i j (\text{later} x p) = \text{later} x (\lambda (\{ k \} \to p [k]) )$

We define $\muMor P$ to be $\muMor' P P$. Since $\muMor$ preserves the identity and composition, we get a presheaf $\mu_\kappa P$ for each $P$. This is used to interpret $\mu$ in the clock context $\kappa$. We write $\mu$ for the interpretation of $\mu$ in a general clock context.
6 Soundness and Consistency

We now define the notion of interpretation of GTT. To interpret types, one must give a type of semantical types and a function mapping each syntactic type to its semantical counterpart. Similarly for contexts, terms, substitutions and definitional equalities. This leads to the following record where we only show the fields related to types.

\[
\text{record interpret-syntax : Set}_2 \text{ where}
\]

\[
\begin{align*}
\text{field} \\
\text{semTy : ClockCtx} & \rightarrow \text{Set}_1 \\
\text{[]} \text{[]} \text{Ty} : \forall \{\Delta\} \rightarrow \text{Ty} \ \Delta & \rightarrow \text{semTy} \ \Delta
\end{align*}
\]

Now we prove GTT sound w.r.t. the categorical semantics. We only show the interpretation of the types whose semantics were explicitly discussed in Sections 4 and 5. Since syntactic types are defined mutually with codes, the interpretation of types \text{[]} \text{type} has to be defined simultaneously with the interpretation of codes \text{[]} \text{code}, which we omit here.

\[
\text{[]} \text{type} : \forall \{\Delta\} \rightarrow \text{Ty} \ \Delta \rightarrow \text{SemTy} \ \Delta
\]

\[
\begin{align*}
[A \rightarrow B] \text{type} &= [A] \text{type} \Rightarrow [B] \text{type} \\
[A] \text{type} &= >> [A] \text{type} \\
[A] \text{type} &= \llbracket A \rrbracket \text{type} \\
[\mu P] \text{type} &= \mu [P] \text{code}
\end{align*}
\]

Similarly, \text{Ctx}, \text{Tm} and \text{Sub} are mapped into \text{SemCtx}, \text{SemTm} and \text{SemSub} respectively. Definitional equality of terms is interpreted as Agda’s propositional equality, the same for definitional equality of substitutions.

\[
\begin{align*}
\text{sem} : \text{interpret-syntax} \\
\text{semTy sem} &= \text{SemTy} \\
\text{[]} \text{[]} \text{Ty} \text{sem} &= \text{[]} \text{[]} \text{type}
\end{align*}
\]

Using the interpretation \text{sem}, we can show that GTT is consistent, by which we mean that not every definitional equality is deducible. We first define a type \text{bool} : \text{Ty} \otimes 1 \oplus 1 and two terms \text{TRUE} and \text{FALSE} as \text{in}_1 \text{tt} and \text{in}_2 \text{tt} respectively, where \text{in}_1 and \text{in}_2 are the two constructors of \text{[]} \text{otimes}. We say that GTT is consistent if \text{TRUE} and \text{FALSE} are not definitionally equal.

\[
\text{consistent} : \text{Set}
\]

\[
\text{consistent} = \text{TRUE} \sim \text{FALSE} \rightarrow \bot
\]

This is proved by noticing that if \text{TRUE} were definitionally equal to \text{FALSE}, then their interpretations in \text{sem} would be equal. However, they are interpreted as \text{in}_1 \text{tt} and \text{in}_2 \text{tt} respectively, and those are unequal. Hence, GTT is consistent.

7 Conclusions and Future Work

We presented a simple type theory for guarded recursion that we called GTT. We formalized its syntax and semantics in Agda. Sized types were employed to interpret the characteristic features of guarded recursion. From this, we conclude that guarded recursion can be simulated using sized types. We greatly benefited from the fact that sized types constitute a native feature of Agda, so we were able to fully develop our theory inside a proof assistant.
This work can be extended in several different directions. Various type theories for guarded recursion in the literature include dependent types. Currently, there exist two disciplines for mixing dependent types with guarded recursion: delayed substitutions [12] and ticks [9]. It would be interesting to extend the syntax and semantics of GTT with dependent types following one of these two methods.

Abel and Vezzosi [5] formalized a simple type theory extended with the later modality in Agda. They focus on operational properties of the calculus and give a certified proof of strong normalization. As future work, we plan to investigate the metatheory and the dynamic behavior of GTT by formalizing a type checker and a normalization algorithm. This would also set up the basis for a usable implementation of GTT.

In GTT we restrict the least fixpoint operator $\mu$ to act exclusively on strictly positive functors. This restriction is already present in Atkey and McBride's calculus, which is aimed at encoding coinductive types using the later modality and it does not allow solving general guarded recursive domain equations. GTT is a variant of Atkey and McBride's type theory, therefore the similar restriction to strictly positive functors. From the formalization perspective, this restriction allows us to use Agda's inductive types to model the guarded recursive types of GTT, as shown in Section 5.3. In future work, we plan to extend GTT with the possibility of solving general guarded recursive domain equations. This could be done in two ways: extending the language with a universe, which allows the encoding of guarded recursive types as fixpoints in the universe as shown e.g. by Mogelberg [20]; or considering a $\mu$ type former which, besides strictly positive functors, also operates on functors where all variables are guarded by an occurrence of the later modality. In the second option we have to consider strictly positive functors to encode usual inductive types, such as the natural numbers.

Finally, we would like to understand whether sized types can be simulated using guarded recursion. This could either be done by modeling sized types in a topos of trees-like category [11, 19] or via the encoding of a type theory with sized types into a dependent type theory for guarded recursion such as Clocked Type Theory [9].
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A Syntax of GTT

Contexts

\[
\begin{align*}
\Gamma \vdash \Delta & \quad \frac{\Gamma, x : A \vdash \Delta}{\Gamma, x : A \vdash \Delta} & \quad \frac{\Gamma \vdash \emptyset}{\Gamma \vdash \kappa} \\
\end{align*}
\]

Codes

\[
\begin{align*}
\Gamma \vdash \Delta \Gamma \text{ code} & \quad \frac{\Gamma \vdash \Delta A \text{ code}}{\Gamma \vdash \Delta A} \\
\Gamma \vdash \Delta P \text{ code} & \quad \frac{\Gamma \vdash \Delta Q \text{ code}}{\Gamma \vdash \Delta P \times Q \text{ code}} & \quad \frac{\Gamma \vdash \Delta P \text{ code} \quad \Gamma \vdash \Delta Q \text{ code}}{\Gamma \vdash \Delta P + Q \text{ code}} & \quad \frac{\Gamma \vdash \emptyset \text{ code}}{\Gamma \vdash \kappa \text{ code} \quad \Gamma \vdash \kappa \text{ code}} \\
\end{align*}
\]

Types

\[
\begin{align*}
\Gamma \vdash \Delta \text{ 1 type} & \quad \frac{\Gamma \vdash \Delta A \text{ type} \quad \Gamma \vdash \Delta B \text{ type}}{\Gamma \vdash \Delta A \times B \text{ type}} \\
\Gamma \vdash \Delta A \text{ type} & \quad \frac{\Gamma \vdash \Delta B \text{ type}}{\Gamma \vdash \Delta A + B \text{ type}} & \quad \frac{\Gamma \vdash \Delta A \text{ type} \quad \Gamma \vdash \Delta B \text{ type}}{\Gamma \vdash \Delta A \rightarrow B \text{ type}} & \quad \frac{\Gamma \vdash \emptyset A \text{ type}}{\Gamma \vdash \kappa A \text{ type} \quad \Gamma \vdash \kappa \Delta A \text{ type}} \\
\Gamma \vdash \emptyset A \text{ type} & \quad \frac{\Gamma \vdash \kappa \Delta A \text{ type}}{\Gamma \vdash \kappa \uparrow A \text{ type}} & \quad \frac{\Gamma \vdash \Delta P \text{ code}}{\Gamma \vdash \mu P \text{ type}} \\
\end{align*}
\]

Substitutions

\[
\begin{align*}
\begin{array}{l}
\Gamma \vdash \Delta \quad \vdash_\Delta s : \Gamma \rightarrow = \\
\vdash \Delta \text{id} : \Gamma \rightarrow \Gamma \\
\vdash \Delta \text{pr} s : \Gamma_1 \rightarrow \Gamma_2 \\
\vdash \Delta \text{pr} s \Gamma_1 \rightarrow \Gamma_2 \\
\vdash \Delta \text{pr} s \Gamma_1 \rightarrow \Gamma_2 \\
\vdash \Delta \text{pr} s \Gamma_1 \rightarrow \Gamma_2 \\
\vdash \Delta \text{pr} s \Gamma_1 \rightarrow \Gamma_2 \\
\vdash \Delta \text{pr} s \Gamma_1 \rightarrow \Gamma_2 \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\vdash \Delta s : \Gamma_1 \rightarrow \Gamma_2 & \quad \vdash \Delta t : A \\
\vdash \Delta s, t : \Gamma_1 \rightarrow \Gamma_2, A & \quad \vdash \Delta s_1 : \Gamma_1 \rightarrow \Gamma_2 & \quad \vdash \Delta s_2 : \Gamma_2 \rightarrow \Gamma_3 \\
\vdash \Delta s_1 \circ s_2 : \Gamma_1 \rightarrow \Gamma_3 \\
\vdash \emptyset \text{ down} s : \Gamma_1 \rightarrow \Gamma_2 \\
\vdash \emptyset \text{ up} s : \Gamma_1 \rightarrow \Gamma_2 \\
\end{align*}
\]

\[
\begin{align*}
\vdash \emptyset \text{ up} s : \Gamma_1 \rightarrow \Gamma_2 \\
\vdash \emptyset \text{ down} s : \Gamma_1 \rightarrow \Gamma_2 \\
\end{align*}
\]
Terms

\[ x : A \in \Gamma \]
\[ \Gamma \vdash_\Delta x : A \]
\[ \Gamma, x : A \vdash_\Delta t : B \]
\[ \Gamma \vdash_\Delta \lambda x. t : A \to B \]
\[ \Gamma \vdash_\emptyset tt : I \]
\[ \Gamma \vdash_\emptyset \pi_1 t : A \]
\[ \Gamma \vdash_\emptyset \pi_2 t : B \]
\[ \Gamma \vdash_\emptyset \mathrm{in}_1 t : A + B \]
\[ \Gamma \vdash_\emptyset \mathrm{in}_2 t : A + B \]
\[ \Gamma \vdash_\Delta t_1 : A \]
\[ \Gamma \vdash_\Delta t_2 : B \]
\[ \Gamma \vdash_\Delta (t_1, t_2) : A \times B \]
\[ \Gamma \vdash_\kappa t : A \]
\[ \Gamma \vdash_\kappa t : \Box A \]
\[ \Gamma \vdash_\kappa t : A \]
\[ \Gamma \vdash_\kappa t : \Box \top A \]
\[ \Gamma \vdash_\kappa t : \top A \]
\[ \Gamma \vdash_\kappa f : \top (A \to B) \]
\[ \Gamma \vdash_\kappa f \otimes t : \top B \]
\[ \Gamma \vdash_\kappa f : \top A \to \top A \]
\[ \Gamma \vdash_\kappa f : \top P \times \top A \to \top A \]
\[ \Gamma \vdash_\kappa \mathrm{primrec} f : \top P \to \top A \]

where \( F_P \) is the evaluation of the code \( P \) into endofunctors on types, called \( \text{eval} P \) in Section 3. We omit the presentation of the definitional equalities of terms and substitutions, which can be found in our Agda formalization.

Type Isomorphisms

\[ \Box (\top A) \cong A \]
\[ \Box(A + B) \cong \Box A + \Box B \]
\[ \top (A \to B) \cong \top A \to \top B \]
\[ \top (\mu P) \cong \mu (\top P) \]

Context Isomorphisms

\[ - \cong \top - \]
\[ \top \Gamma, \top A \cong \top (\Gamma, A) \]
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Abstract

The invertible terms in Scott’s model $D_\infty$ are known as the hereditary permutators. Equivalently, they are terms which are invertible up to $\beta\eta$-conversion with respect to the composition of the $\lambda$-terms. Finding a type-theoretic characterization to the set of hereditary permutators was problem # 20 of TLCA list of problems. In 2008, Tatsuta proved that this was not possible with an inductive type system. Building on previous work, we use an infinitary intersection type system based on sequences (i.e., families of types indexed by integers) to characterize hereditary permutators with a unique type. This gives a positive answer to the problem in the coinductive case.
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0 Introduction

The study of $\beta\eta$-invertible terms goes back to Curry and Feys [7], who showed that the only regular combinators having an inverse are of the form $\lambda x_1 \ldots x_n. x_\sigma(1) \ldots x_\sigma(n)$ with $\sigma$ a permutation. Building on this work, Dezani [9] gave a characterization of the normal forms of all the invertible normalizing terms. This characterization was extended by Bergstra and Klop [3] for any term: $\beta\eta$-invertible terms were proved to have Böhm trees of a certain form, generalizing that given by Curry and Feys and suggesting to name them hereditary permutators.

On another hand, intersection types systems were introduced by Coppo and Dezani [6, 12] around 1980 (see [16] for a survey). They were extensively used to characterize various sets of terms having common semantic properties (including head, weak, strong normalization) in different calculi. Yet, hereditary permutators resisted such a characterization, so that the problem of finding a type system assigning a unique type to all hereditary permutators (and only to them) was inscribed in TLCA list of open problems by Dezani in 2006 (Problem # 20). Two years later, Tatsuta [14] proved that the set $HP$ of hereditary head permutators is not recursively enumerable. This entails that $HP$ cannot be characterized in an inductive type system.

However, in [17], using a coinductive intersection type system named system $S$, we characterized the so-called set of hereditary head normalizing (HHN) terms which is also a set of terms having Böhm trees of certain form (without the constant $\bot$), whereas this set was also proved not to be recursively enumerable by Tatsuta [13]. As in the finitary case, infinite types bring simpler semantic proofs of well-known theorems, e.g., system $S$ helps proving that an asymptotic reduction strategy produces the infinitary normal form of a term when it exists. In this paper, we extend system $S$ with a type constant characterizing the set of hereditary permutators and we thus give a positive answer to TLCA Problem # 20 in the coinductive case. This also proves that infinitary type systems may be used to characterize other sets of Böhm trees.

© Pierre Vial; licensed under Creative Commons License CC-BY.
Before properly starting the article, a few words should be said on system $\mathcal{S}$ and infinitary typing: intersections are represented by families of types indexed by sets $K$ of integers $\geq 2$. These indexes are called tracks. Thus, system $\mathcal{S}$ is close to non-idempotent intersection, introduced by Gardner [10] and de Carvalho [5], for which $A \land A \neq A$. In the finite case, non-idempotency gives very simple proofs of normalization (see [4] for a survey). Tracks allow tracing occurrences of a given type in a derivation (rigidity) while ensuring syntax-direction, whereas having both is not possible when non-idempotent intersection is represented by lists or multisets. Rigidity is crucial in the infinitary case, because coinductive type grammars give birth to unsound derivations, e.g., the unsolvable term $\Omega := (\lambda x.x) (\lambda x.x)$ becomes typable. However, rigidity allows defining a validity criterion, called approximability, which brings back semantic soundness. This is why system $\mathcal{S}$ provides a good framework to characterize hereditary permutators.

Last, Tatsuta defines a type system with a family of type constants $\mathsf{ptyp}_d$ (with $d \in \mathbb{N}$) such that $t : \mathsf{ptyp}_d$ iff $t$ is a hereditary permutator on $d$ levels. Then, a term is a hereditary permutator iff $t : \mathsf{ptyp}_d$ is derivable for all $d \in \mathbb{N}$. However, given a hereditary permutator $t$, there is no explicit relation between the different typings $t : \mathsf{ptyp}_d$ when $d$ ranges over $\mathbb{N}$. We reuse this idea here, but the notion of approximability hinted at above allows formally expressing the typing derivations concluding with $t : \mathsf{ptyp}_d$ as extensions of those concluding with $t : \mathsf{ptyp}_{d_0}$, with $d_0 < d$. Actually, we define a type constant $\mathsf{ptyp}$, which can be assigned to hereditary permutators and to them only, which is the “supremum” of all $\mathsf{ptyp}_d$ i.e., such that a typing $t : \mathsf{ptyp}$ is an extension of typings $t : \mathsf{ptyp}_d$ for all $d \in \mathbb{N}$.

Structure of the paper. We conclude this introduction with some technical background on hereditary permutators. Section 1 recalls some basic definitions about Böhm trees and the infinite $\lambda$-calculus, but also on system $\mathcal{S}$ and infinite types. In Section 2, we give a type-theoretic characterization of hereditary permutations in system $\mathcal{S}$. In Section 3, we introduce system $\mathcal{S}_{hp}$, an extension of system $\mathcal{S}$, such that hereditary permutators have a unique type. The technical contributions of this paper are found mainly in Section 2 and 3.1.

Hereditary Permutators

Let $V$ be a set of term variables. For all $n \in \mathbb{N}$, $\mathcal{S}_n$ denotes the set of permutations of $\{1, \ldots, n\}$, $\rightarrow_h$ denotes head reduction and the reflexive-transitive closure of a reduction $\rightarrow_R$ is denoted $\rightarrow_R^*$. To define hereditary permutators, we first consider headed hereditary permutators, i.e., hereditary permutators whose head variables have not been bound yet.

Definition 1. For all $x \in V$, the sets $\mathcal{H}(x)$ of $x$-headed Hereditary Permutators ($x$-HP) ($x \in V$) are defined by mutual coinduction:

\[
\begin{align*}
&h_1 \in \mathcal{H}(x_1) \ldots h_n \in \mathcal{H}(x_n) \quad (n \geq 0, \sigma \in \mathcal{S}_n, \ x_i \neq x, \ x_i \ pairwise \ distinct) \\
&\quad \text{and } h \rightarrow_h^* \lambda x_1 \ldots x_n.x h_{\sigma(1)} \ldots h_{\sigma(n)} \\
&\quad \implies h \in \mathcal{H}(x)
\end{align*}
\]

- A closed hereditary permutator, or simply, a Hereditary Permutator (HP) is a term of the form $h = \lambda x.h_0$ with $h_0 \in \mathcal{H}(x)$ for some $x$.

A headed hereditary permutator is the head reduct of a hereditary permutator applied to a variable.
Theorem 2 ([3]). A λ-term t is a hereditary permutator if and only if t is invertible modulo \( \beta\eta \)-conversion for the operation \( \cdot \) defined by \( u \cdot v = \lambda x.u(vx) \), whose neutral element is \( I = \lambda x.x \).

Thus, \( u \) is invertible when there exists \( v \) such that \( \lambda x.u(vx) = \beta\eta = \lambda x.v(ux) = \beta\eta I \). An extensive presentation of hereditary permutators and their properties is given in Chapter 21 of [2].

1 Infinite terms and types

In this section, we present Böhm trees (Chapter 10 of [2]) and the construction of one of the infinitary calculi introduced in [11]. See also [8, 1] for alternative presentations. We then present system \( S \), an infinitary intersection type system with a validity criterion (approximability) discarding unsound coinductive derivations and using sequences to represent conversion for the operation \( \cdot \). When there is no ambiguity, we usually just write \( t \cdot u \).

General notations. The set of finite words on \( \mathbb{N} \) is denoted with \( \mathbb{N}^* \). ε is the empty word, \( a \cdot a' \) the concatenation of \( a \) and \( a' \). The prefix order \( \preceq \) is defined on \( \mathbb{N}^* \) by \( a \preceq a' \) if there is \( a_0 \) such that \( a' = a \cdot a_0 \), e.g., \( 2 \cdot 3 = 2 \cdot 3 \cdot 0 \cdot 1 \).

Intuitively, 0 is dedicated to the constructor \( \lambda x.1 \) is dedicated to the left-hand side of applications and all the \( k \geq 2 \) to the possibly multiple typings of the arguments of applications. This also explains why 0 and 1 will have a particular status in the definitions to come. For instance, the applicative depth \( \text{ad}(a) \) of \( a \in \mathbb{N}^* \) is the number of nestings inside arguments, i.e., \( \text{ad}(a) \) is defined inductively by \( \text{ad}(\varepsilon) = 0 \), \( \text{ad}(a \cdot k) = \text{ad}(a) + 1 \) if \( k = 0 \) or \( k = 1 \) and \( \text{ad}(a \cdot k) = \text{ad}(a) + 1 \) if \( k \geq 2 \). The collapse is defined on \( \mathbb{N} \) by \( \overline{a} = \min(k, 2) \) and on \( \mathbb{N}^* \) inductively by \( \varepsilon = \varepsilon, \overline{a \cdot k} = \overline{a} \cdot \overline{k} \), e.g., \( \overline{7} = 2 \), \( \overline{1} = 1 \) and \( \overline{2 \cdot 3 \cdot 0 \cdot 1} = 2 \cdot 2 \cdot 0 \cdot 1 \). These notions are straightforwardly extended to words of infinite length, e.g., \( 2^\omega \), which is the infinite repetition of 2.

1.1 Infinite Lambda Terms

The set \( \Lambda^\omega \) of infinitary \( \lambda \)-terms is coinductively defined by:

\[
\begin{align*}
t, u & := \ x \in \mathcal{V} \parallel (\lambda x. t) \parallel (t \ u)
\end{align*}
\]

When there is no ambiguity, we usually just write \( \lambda x.t \) and \( tu_1 \ldots u_n \) instead of \( (\lambda x.t) \) and \( (\ldots(tu_1) \ldots u_n) \). If \( t \) is an infinitary term, then \( \text{supp}(t) \), the support of \( t \) (the set of positions in \( t \)) is defined in the usual way, i.e., coinductively, \( \text{supp}(x) = \{\varepsilon\}, \text{supp}(\lambda x.t) = \{\varepsilon\} \cup 0 \cdot \text{supp}(t) \) and \( \text{supp}(tu) = \{\varepsilon\} \cup 1 \cdot \text{supp}(t) \cup 2 \cdot \text{supp}(u) \). If \( \overline{a} \in \text{supp}(t) \), the subterm (resp. the constructor) of \( t \) at position \( \overline{a} \) is denoted \( t|_{\overline{a}} \) (resp. \( t(a) \)), e.g., if \( t = \lambda x.(xy)z \) and \( a = 0 \cdot 1 \) (resp. \( a = 0 \cdot 4 \) ), then \( t|_{\overline{a}} = xy \) and \( t(a) = \varepsilon \) (resp. \( t(a) = z \)).

Definition 3 (001-Terms). Let \( t \in \Lambda^\omega \). Then \( t \) is a 001-term, if, for all infinite branches \( \gamma \) in \( \text{supp}(t) \), \( \text{ad}(\gamma) = \infty \).

Once again, the vocable “001-term” comes from [11]. For instance, the 001-term \( f^\omega \) is formally defined as the tree such that \( \text{supp}(f^\omega) = \{2^n \mid n \in \mathbb{N}\} \cup \{2^n \cdot 1 \mid n \in \mathbb{N}\} \), \( f^\omega(2^n) = \varepsilon \) and \( f^\omega(2^n \cdot 1) = f \) for all \( n \in \mathbb{N} \). Its unique infinite branch is \( 2^\omega \) (since all the finite prefixes of \( 2^\omega \) are in \( \text{supp}(f^\omega) \)), which satisfies \( \text{ad}(2^\omega) = \infty \). In contrast, the infinite term \( t \) defined by \( t = tx \), so that \( t = (((\ldots)xx)x) \), is not a 001-term: indeed, \( \text{supp}(t) = \{1^n \mid n \in \mathbb{N}\} \cup \{1^n \cdot 2 \mid n \in \mathbb{N}\} \), so \( \text{supp}(t) \) has the infinite branch \( 1^\omega \) (this indicates a leftward infinite branch), which satisfies \( \text{ad}(1^\omega) = 0 \) since 2 does not occur in \( 1^\omega \).
1.2 The computation of Böhm trees

The notation $t[u/x]$ denotes the term obtained from $t$ by the capture-free substitution of the occurrences of $x$ with $u$ ([11] gives a formal definition in the infinitary calculus). The $\beta$-reduction $\rightarrow_\beta$ is obtained by the contextual closure of $(\lambda x.t)u \rightarrow_\beta t[u/x]$ and $t \rightarrow^b t'$ denotes the reduction of a redex at position $b$ in $t$, e.g., $\lambda y.((\lambda x.x)u)v \rightarrow^{0_1}_\beta \lambda y.uv$. A 001-Normal Form (001-NF) is a 001-term that does not contain a redex. A 001-term is solvable if $t \rightarrow^*_k \lambda x_1 \ldots x_p.x_1 \ldots t_q$, which is a head normal form (HNF) of arity $p$.

**Definition 4** (Böhm tree of a term). Let $t$ be a 001-term. The Böhm tree $BT(t)$ of $t$ is coinductively defined by:

- $BT(t) = \lambda x_1 \ldots x_p.x \cdot BT(t_1) \ldots BT(t_q)$ if $t \rightarrow^*_k \lambda x_1 \ldots x_p.x t_1 \ldots t_q$.
- $BT(t) = \bot$ if $t$ is unsolvable.

For instance, $BT(\Omega) = \bot$ where $\Omega = (\lambda x.x)(\lambda x.x)$ and $BT(t) = t$ if $t$ a 001-normal form. Definition 1 can be read as the specification of a set of terms whose Böhm trees have a particular form. Intuitively, the computation of Böhm trees is done by a possibly infinite series of head reductions at deeper and deeper levels. This corresponds to an asymptotic reduction strategy known as hereditary head reduction.

Some reduction paths are of infinite length but asymptotically produce a term.

**Definition 5** (Productive reduction paths). Let $t = t_0 \rightarrow^*_\beta t_1 \beta t_2 \ldots t_n \rightarrow^*_\beta t_{n+1} \ldots$ be a reduction path of length $\ell \leq \omega$. Then, this reduction path is said to be productive if either it is of finite length ($\ell \in \mathbb{N}$), or $\ell = \infty$ and $ad(b_n)$ tends to infinity (recall that $ad(\cdot)$ is applicative depth).

A productive reduction path is called a strongly converging reduction sequence in [11], in which numerous examples are found. When $BT(t)$ does not contain $\bot$, the hereditary head reduction strategy on a term $t$ gives a particular case of productive path.

**Lemma 6** (Limits of productive paths). Let $t = t_0 \rightarrow^*_\beta t_1 \beta t_2 \ldots t_n \rightarrow^*_\beta t_{n+1} \ldots$ be a productive reduction path of infinite length. Then, there is a 001-term $t'$ such that, for every $d \geq 0$, there is $N \in \mathbb{N}$ such that, for all $n \geq N$, $\supp(t_n) \cap \{b \in \{0, 1, 2\}^* | ad(b) \leq d\} = \supp(t') \cap \{b \in \{0, 1, 2\}^* | ad(b) \leq d\}$.

The term $t'$ in the statement of Lemma 6 is called the limit of the productive path. Intuitively, when $t'$ is the limit of $(t_n)_{n \geq 0}$, then $t'$ induces the same tree as $t_n$ at fixed applicative depth after sufficiently many reduction steps. We then write $t \rightarrow^\infty_\beta t'$ if $t \rightarrow^*_\beta t'$ or $t$ is the limit of a productive path starting at $t$. For instance, if $\Delta_f = \lambda x.f(x) x$, $Y_f = \Delta_f \Delta_f$ (with $f \in V$), then $Y_f \rightarrow^*_\beta f(Y_f)$, which gives the productive path $Y_f \rightarrow^*_\beta f(Y_f) \rightarrow^*_\beta f^n(Y_f) \rightarrow^*_\beta f^{n+1}(Y_f) \ldots$ since $ad(2^n) \rightarrow \infty$. The limit of this path – which implements hereditary head reduction on $Y_f$ – is $f^\omega$, i.e., $Y_f \rightarrow^\infty \omega f^\omega$ and also $BT(Y_f) = f^\omega$.

A 001-term $t$ is said to be infinitary weakly normalizing (WN$_\infty$) if there is a 001-NF $t'$ such that $t \rightarrow^\infty_\beta t'$. It turns out that $t$ is WN$_\infty$ iff its Böhm tree does not contain $\bot$. The result is proved in [11] in a syntactical way, but we give a semantic proof of this fact in [17].

1.3 System S (sequential intersection)

A sequence of elements of a set $X$ is a family $(x_k)_{k \in K}$ with $K \subseteq \mathbb{N} \setminus \{0, 1\}$. In this case, if $k_0 \in K$, $x_{k_0}$ is the element of $(x_k)_{k \in K}$ on track $k$. We often write $(k; x_k)_{k \in K}$ for $(x_k)_{k \in K}$, which, for instance, allows us to denote by $(2 \cdot a, 4 \cdot b, 5 \cdot a)$ or $(4 \cdot b, 2 \cdot a, 5 \cdot a)$ the sequence
(x_k)_{k \in K}$ with $K = \{2, 4, 5\}$, $x_2 = x_5 = a$ and $x_4 = b$. In this sequence, the element on track 4 is $b$. Sequences come along with a disjoint union operator, denoted $\uplus$. Let $(x_k)_{k \in K}$ and $(x'_k)_{k \in K'}$ be two sequences:

- If $K \cap K' = \emptyset$, then $(x_k)_{k \in K} \uplus (x'_k)_{k \in K'}$ is $(x''_k)_{k \in K''}$ with $K'' = K \cup K'$ and $x''_k = x_k$ when $k \in K$ and $x''_k = x'_k$ when $k \in K'$.
- If $K \cap K' \neq \emptyset$, $(x_k)_{k \in K} \uplus (x'_k)_{k \in K'}$ is not defined.

The operator $\uplus$ is partial, associative and commutative.

Let $\emptyset$ be a set of type atoms $o$. The set of $S$-types is coinductively defined by:

$$T, S_k ::= o \in \emptyset \mid (S_k)_{k \in K} \to T$$

A sequence of types $(S_k)_{k \in K}$ is called a sequence type and it represents an intersection of types. The types of system $S$ collapse on usual non-idempotent intersection types built on multisets [4], e.g., the $S$-types $(2 \cdot o, 3 \cdot o', 4 \cdot o) \to o$ and $(2 \cdot o', 8 \cdot o, 9 \cdot o) \to o$ collapse on $[o, o, o'] \to o$. The system is strict [12, 15, 16] since intersections occur only on left-hand sides of arrows. The domain and codomain of an arrow type are defined by $\text{dom}((S_k)_{k \in K} \to T) = (S_k)_{k \in K}$ and $\text{codom}((S_k)_{k \in K} \to T) = T$. The arity of a type is coinductively defined by $\text{ar}(o) = 0$ and $\text{ar}((S_k)_{k \in K} \to T) = \text{ar}(T) + 1$. For instance, if $T$ is defined by $T = (2 \cdot o) \to T = (2 \cdot o) \to (2 \cdot o) \to \ldots$, then $\text{ar}(T) = \infty$.

The support of a type or a type sequence $U$ is coinductively defined by $\text{supp}(o) = \{\varepsilon\}$, $\text{supp}((S_k)_{k \in K}) = \bigcup_{k \in K} \text{supp}(S_k)$ and $\text{supp}((S_k)_{k \in K} \to T) = \{\varepsilon\} \cup \text{supp}((S_k)_{k \in K}) \cup 1 \cdot \text{supp}(T)$. Since $1 \notin K$ by convention, this definition is correct. If $c \in \text{supp}(U)$, then $U|_c$ denotes the type or sequence type rooted at position $c$ in $U$ ($U|_c$ is a type when $U$ is a type or $c \neq \varepsilon$). For instance, if $U = (2 \cdot o) \to (2 \cdot o, 3 \cdot o') \to o$ and $c = 1$, then $U|_c = (2 \cdot o, 3 \cdot o') \to o$. Likewise, $U(c)$ denotes the type constructor $(o \in \emptyset$ or $\rightarrow)$ at position $c$. With the same example, $U(\varepsilon) = U(1) = \rightarrow$, $U(2) = o$ and $U(1 \cdot 3) = o'$.

A 001-type is a $S$-type $T$ such that, for all $c \in \text{supp}(T)$, $\text{ar}(T|_c) < \infty$, where $T|_c$ is the subtree rooted at $c$ in $T$ ($T|_c$ is a type). The target type $\text{targ}(T)$ of a 001-type $S$ is inductively defined by $\text{targ}(o) = o$ and $\text{targ}((S_k)_{k \in K} \to T) = \text{targ}(T)$.

An $S$-context $C$ (or $D$) is a total function from $V$ to the set of $S$-types. The operator $\uplus$ is extended point-wise. An $S$-judgment is a triple $C \vdash t : T$, where $C$, $t$ and $T$ are respectively an $S$-context, a 001-context and an $S$-type. A sequence judgment is a sequence of judgments $(C_k \vdash t : T_k)_{k \in K}$ with $K \subseteq \mathbb{N} \setminus \{0, 1\}$. For instance, if $8 \in K$, the judgment $C_8 \vdash t : T_8$ is specified on track 8. The set of $S$-derivations is defined coinductively by:

$$x : (k : T) x : T$$

$$C : x : (S_k)_{k \in K} \vdash t : T$$

$$C \vdash \lambda x.t : (S_k)_{k \in K} \to T$$

$$\text{app}$$

In $\text{app}$, $K$ may be empty, and then $u$ is untyped. We call $S_0$, the restriction of system $S$ to finite types and contexts, allowing infinite terms. The derivation $P_{\text{ax}}$ below is in $S_0$.

Let $P$ be a $S$-derivation typing a term $t$. The support of $P$ is the set of positions of judgments inside $P$ defined in the expected way: 0 to visit the premise of an abs-rule, 1 to visit the left-hand side of an app-rule and $k \geq 2$ to visit an argument judgment on track $k$ on the right-hand side of the app-rule. Thus, if $a \in \text{supp}(P)$, $P(a)$, which denotes the judgment at position $a$ in $P$, types the subterm $t_a$. We denote the type and the context of $P(a)$ by $T^P(a)$ and $C^P(a)$, so that $P(a) = C^P(a) \vdash t_a : T^P(a)$. Moreover:

- If $a \in \text{supp}(P)$ and $c \in \text{supp}(T^P(a))$, then the pair $(a, c)$ is a right biposition of $P$ and $P(a, c)$ denotes $T^P(a)(c)$, which is a type constructor $(o \in \emptyset$ or $\rightarrow)$. 


If \( a \in \text{supp}(P) \), \( x \in \mathcal{V} \) and \( k \cdot c \in \text{supp}(C^P(a)(x)) \), then the triple \((a, x, k \cdot c)\) is a left biposition in \( P \) and \( P(a, x, c) \) denotes \( C^P(a)(x)(c) \).

The set of bipositions of \( P \) is called the bisupport of \( P \) and is denoted by \( \text{bisupp}(P) \). An \( S \)-derivation \( P \) is finite, i.e., is a derivation of system \( S_0 \), iff \( \text{bisupp}(P) \) is a finite set. If \( a \in \text{supp}(P) \) and \( t(a) = x \), \( P(a) \) is an ax-rule and \( C^P(a) = x : (k \cdot T^P(a)) \).

**Example 7.** In the derivation, the notation [7] indicates that the judgment \( f : 2(\cdot) \vdash f^\omega : o \) is on track 7.

\[
P_{\text{ex}} = \frac{f : (2(\cdot) \vdash o \vdash x : (7 \cdot o) \vdash o')}{ax} \quad \frac{f : (2(\cdot) \vdash o \vdash f : (\cdot) \vdash o)}{ax}
\]

\[
\frac{x : (2 \cdot (7 \cdot o) \vdash o'), f : (2(\cdot) \vdash o) \vdash x f^\omega : o'}{app}
\]

\[
\frac{x : (2 \cdot (7 \cdot o) \vdash o') \vdash \lambda f.f^\omega : (2(\cdot) \vdash o) \vdash o'}{abs}
\]

We have \( \text{supp}(P_{\text{ex}}) = \{\varepsilon, 0, 0, 1, 0, 0, 7, 0, 7, 1\} \). Remark how \( f^\omega \) is typed in the derivation using the type \((\cdot) \vdash o \). We have \( P_{\text{ex}}(0, 7, 1) = f : (2(\cdot) \vdash o) \vdash f : (\cdot) \vdash o \) and \( T^P_{\text{ex}}(0, 1) = (7 \cdot o) \vdash o \). Since \( \text{supp}(T^P_{\text{ex}}) = \{\varepsilon, 7, 1\} \) and \( T^P_{\text{ex}}(\varepsilon) \vdash o \), \( T^P_{\text{ex}}(7) = o \) and \( T^P_{\text{ex}}(1) = o' \), we have \((0, 1, \varepsilon), (0, 1, 7), (0, 1, 1) \in \text{bisupp}(P_{\text{ex}})\) and \( P_{\text{ex}}(0, 1, \varepsilon) = \vdash, P_{\text{ex}}(0, 1, 7) = o, P_{\text{ex}}(0, 1, 1) = o' \). Likewise, \( T^P_{\text{ex}}(7) = o \) and \( C^P_{\text{ex}}(0) = x : (2(7 \cdot o) \vdash o) \vdash f : (2(\cdot) \vdash o) \), so that, e.g., \((0, x, 0, 7) = x : (2(7 \cdot o) \vdash o) \vdash f : (2(\cdot) \vdash o) \), therefore, \((0, x, 0, 7, 0, f, 2) \in \text{bisupp}(P_{\text{ex}})\), \( P_{\text{ex}}(0, x, 2, 7) = o, P_{\text{ex}}(0, f, 2) = o' \).

A derivation \( P \) is quantitative when the context is computable from the axioms:

**Definition 8 (Quantitative derivation).** Let \( P \) be a \( S \)-derivation. Then \( P \) is quantitative if, for all \( a \in \text{supp}(P) \), \( x \in \mathcal{V} \), \( k \in \mathbb{N} \setminus \{0, 1\} \) such that \((a, x, k) \in \text{bisupp}(P)\), there is \( a_0 \geq a \) such that \( P(a_0) = x : (k \cdot S) \vdash x : S \).

Observe that, in a quantitative derivation \( P \vdash C \vdash t : T \), if \( C(x) = (k \cdot S) \) i.e., \( x \) is assigned a singleton sequence type, then there is exactly one ax-rule typing \( x \) (we use this in the proof of Claim 21).

An example of non-quantitative derivations is given by the family \((P_k)_{k \geq 2}\) defined by:

\[
P_k = f : (k(2 \cdot o) \vdash o) \vdash f : (2 \cdot o) \vdash o \quad P_{k+1} \vdash f : (\ell(2 \cdot o) \vdash o) \ell_{\geq k+1} \vdash f^\omega : o \quad [2]
\]

\[
f : (\ell(2 \cdot o) \vdash o) \ell_{\geq k} \vdash x : (2 \cdot o) \vdash f^\omega : o
\]

The \( P_k \) type \( f^\omega \) with \( o \) but they assign a non-empty sequence type to \( x \notin \text{fv}(f^\omega) \): this is why there are not quantitative. Indeed, \((\varepsilon, x, 2) \in \text{bisupp}(P_k)\), but there is no \( a_0 \in \text{supp}(P_k) \) such that \( P_k(a_0) = x : (2 \cdot o) \vdash x : o \). Remark how the infinite branch of \( f^\omega \) is used to assign a type to \( x \) whereas it does not occur in the subject. In contrast, if \( t \) is a finite \( \lambda \)-term, every derivation typing \( t \) is quantitative. However, Lemma 16 below states that quantitativeness is a sufficient condition for soundness for normal forms.

### 1.4 Approximability

**Definition 9 (Approximation).** Let \( P_0 \) and \( P \) be two \( S \)-derivations typing the same term \( t \). Then \( P_0 \) is an approximation of \( P \) if \( \text{bisupp}(P_0) \subseteq \text{bisupp}(P) \) and, for all \( p \in \text{bisupp}(P_0) \), \( P_0(p) = P(p) \). When this holds, we write \( P_0 \preceq P \).
Intuitively, \( P_0 \leq P \) if the derivation \( P_0 \) can be obtained from the derivation \( P \) by erasing some symbols inside \( P \). For instance, let:

\[
P_{ex}^{0} = \frac{x : (2 \cdot (\_ \rightarrow o') \vdash x : (\_ \rightarrow o')} {\text{app}}
\]

Then \( P_{ex}^{0} \leq P_{ex} \), since \( P_{ex}^{0} \) has been obtained from \( P_{ex} \) by erasing all typing information on \( f^\omega \). Indeed, we check that \( \text{supp}(P_{ex}^{0}) \subseteq \text{supp}(P_{ex}) \), \( \text{bisupp}(P_{ex}^{0}) \subseteq \text{bisupp}(P_{ex}) \), and \( P_{ex}^{0}(p) = P_{ex}(p) \) for all \( p \in \text{bisupp}(P_{ex}^{0}) \).

The relation \( \leq \) is an order. There are \( S \)-derivations \( P \) that do not have finite approximations, e.g., any derivation typing \( \Omega \) (see [17] for an example), but these derivation are unsound: they do not ensure any form of finitary or infinitary normalization. In contrast, a finite derivation is sound.

To retrieve validity, we must specify that infinitary derivations should be obtained as asymptotic extensions of finite derivations:

\[\begin{align*}
\text{Definition 10 (Approximability).} & \quad \text{Let } P \text{ be a } S \text{-derivation. Then } P \text{ is approximable if } P \\
& \text{is the supremum of its finite approximations i.e., if, for all finite sets } B \subseteq \text{bisupp}(P), \text{there is a finite derivation } P_0 \text{ such that } P_0 \leq P \text{ and } B \subseteq \text{bisupp}(P_0). \]
\[\end{align*}\]

A term that is in the conclusion of an approximable derivation is said to be approximably typable. Quantitativity is of course a necessary condition for approximability, and types of infinite arity are unsound:

\[\begin{align*}
\text{Lemma 11.} & \quad \text{If } P \text{ is approximable, then } P \text{ is quantitative and contains only } 001-\text{types.} \]
\[\end{align*}\]

1.5 Soundness and completeness for system \( S \)

The main characterization theorem of system \( S \) states the equivalence between infinitary weak normalization and typability: more precisely, \( t \) is \( \text{WN}_\infty \) if there is an unforgetful and approximable \( S \)-derivation typing \( P \). This characterization is proved by the propositions below, that we will also use in this article. One recognizes usual properties that are expected from an intersection type system (subject reduction, expansion, typing of the normal forms), except that they pertain to infinitary objects and computations.

\[\begin{align*}
\text{Proposition 12 (Infinitary subject reduction).} & \quad \text{If } P \supset C \vdash t : T \text{ is approximable and } \beta t \rightarrow t', \text{ then there is an approximate derivation } P' \supset C \vdash t': T. \]
\[\end{align*}\]

If a term is approximably typable, then, in particular, it is finitely typable, so that it is \( \text{HN} \), as for usual, inductive intersection type systems:

\[\begin{align*}
\text{Lemma 13 (Approximability and Head Normalization).} & \quad \text{If } P \supset C \vdash t : T \text{ is approximable, then } t \text{ is head normalizing.} \]
\[\end{align*}\]

Approximable \( S \)-derivations ensure only head normalization because of the empty sequence (\( (\_ \rightarrow o) \)), which allows us to leave an argument untyped. For instance, if \( x \) is assigned \( (\_ \rightarrow o) \), then \( x t \) is typed with \( o \) for any term \( t \). To ensure \( \text{WN}_\infty \), one needs to control the occurrences of \( (\_ \rightarrow o) \); by definition, the empty sequence type \( (\_ \rightarrow o) \) occur negatively in \( (\_ \rightarrow T) \) (base case), \( (\_ \rightarrow o) \) occurs negatively (resp. positively) in \( (S_k)_{k \in K} \rightarrow T \) if it occurs negatively (resp. positively) in \( T \) or positively (resp. negatively) in one of the \( S_k \) (inductive case).
Typing Hereditary Permutators

Definition 14 (Unforgetfulness). Let \( P \vdash C \vdash t : T \) be a derivation. Then \( P \) is unforgetful when \( t \) does not occur negatively in \( C \) and does not occur positively in \( T \).

In particular, when \( t \) does not occur in \( C \) nor in \( T \), then \( P \) is unforgetful.

Proposition 15 (Correctness for system \( S \)). If \( P \vdash C \vdash t : T \) is approximable and unforgetful, then \( t \) is infinitary weakly normalizing.

Completeness for infinitary normal forms – i.e., the fact that they are approximably and unforgetfully typable – is proved in two steps: one shows that every quantitative derivation typing a normal form is approximable (this is not true for non-normal forms). Since one finds quantitative unforgetful derivations for each normal form, one concludes:

Lemma 16 (Completeness for Normal Forms). Let \( t \) be a NF\(_{\infty}\).

1. If \( P \vdash C \vdash t : T \) and \( P \) is quantitative, then \( P \) is approximable.
2. \( t \) is approximably typable by derivation \( P \) such that \( \text{supp}(P) = \text{supp}(t) \).

Subject expansion holds for productive reduction paths:

Proposition 17 (Infinitary subject expansion). If \( t \rightarrow_{\beta}^{\infty} t' \) and \( P' \vdash C \vdash t' : T \) is approximable, then there is an approximable derivation concluding with \( C \vdash t : T \).

From Lemma 16 and Proposition 17, one concludes that every infinitary weakly normalizing term is approximably and unforgettfully typable.

Last, Propositions 12 and 17 entail:

Lemma 18. If \( t \) is WN\(_{\infty}\), then \( t \) and BT\((t)\) have the same approximable typings.

Characterizing hereditary permutators

We now want to define the permutator pairs \((S, T)\) (with \( S, T \) types of system \( S \)) so that the judgments of the form \( x : (2 \cdot S) \vdash t : T \) characterize the x-HP (i.e., there is an approximable \( P \vdash x : (2 \cdot S) \vdash t : T \) iff \( t \) is an x-HP). Informally, if \( h = \lambda x_1 \ldots x_n \cdot x h_{\sigma(1)} \ldots h_{\sigma(n)} \) and \( h \) is typed with a type of arity \( n \) and \( x_1, \ldots, x_n \) are the respective head variables of \( h_1, \ldots, h_n \), then we have:

1. Type of \( h = (\text{type of } x_1) \rightarrow \ldots \rightarrow (\text{type of } x_n) \rightarrow o \) \hspace{1cm} (eq\(_1\))
2. Type of \( x = (\text{type of } h_{\sigma(1)}) \rightarrow \ldots \rightarrow (\text{type of } h_{\sigma(n)}) \rightarrow o \) \hspace{1cm} (eq\(_2\))

Since \( x_1, \ldots, x_n \) are the respective head variables of the headed hereditary permutators \( h_1, \ldots, h_n \), the equations (eq\(_1\)) and (eq\(_2\)), which are the golden thread of the proofs to come in the remainder of the paper, suggest the following coinductive definition:

Definition 19 (Permutators pairs).

1. When \( o \) ranges over \( \mathcal{O} \) (the set of type atoms), the set \( \text{PP}(o) \) of o-permutator pairs \((S, T)\), where \( S \) and \( T \) are \( S \)-types, is defined by mutual coinduction:

\[
(S_1, T_1) \in \text{PP}(o_1), \ldots, (S_n, T_n) \in \text{PP}(o_n) \quad o_1, \ldots, o_n, o \text{ pairwise distinct} \quad \sigma \in \mathcal{S}_n
\]

\[
(2 \cdot T_{\sigma(1)}) \rightarrow \ldots \rightarrow (2 \cdot T_{\sigma(n)}) \rightarrow o, (2 \cdot S_1) \rightarrow \ldots \rightarrow (2 \cdot S_n) \rightarrow o) \in \text{PP}(o)
\]

A pair \((S, T)\) \( \in \text{PP}(o)\) is said to be proper, if, for all \( o' \in \mathcal{O} \), \( o' \) occurs at most once in \( S \) and in \( T \). The set of proper o-permutator pairs is denoted \( \text{PPP}(o)\).
Figure 1 Hereditary permutators and permutator pairs.

Actually, we could allow other tracks than 2 in the definition (e.g., \( T = (\ell_1 \cdot S_1) \to \ldots \to (\ell_n \cdot S_n) \to o \) would be fine), but it is more convenient to consider this restriction, so that we are relieved of the care of specifying the values of \( \ell_1, \ldots, \ell_n \).

The condition of properness is here to ensure that every term variable occurs at exactly one level deeper than its binder and to distinguish them from one another: it is a key point of the proof of Claim 21, because two distinct variables will have types with distinct targets.

The first implication of the characterization is quite natural to prove:

▷ Claim 20 (From hereditary permutators to permutator pairs). Let \( y \in V \) and \( t \) be a \( y \)-head hereditary permutator. Then there is an approximable \( S \)-derivations \( P \) and a permutator pair \((S,T)\) such that \( P \vdash y : (2 \cdot S) \vdash h : T \).

Proof. We skip the proof of this property. Observe that Definition 19 is designed so that it holds. The converse claim (Claim 21) is more difficult to prove and requires to be carefully verified.

▷ Claim 21 (From permutator pairs to hereditary permutators). Let \( t \in \Lambda^{001} \) be a 001-normal form and \((S,T)\) a permutator pair and \( P \) a quantitative \( S \)-derivations typing \( t \).

\[ \begin{array}{l}
\text{Arguments (part 1):} \\
\quad t_i \text{ has type } T_{\sigma(i)} \text{ (proper)} \\
\quad \text{so } t_i \text{ is free-headed} \\
\quad \text{so the head var. of } t_i \text{ is one of the } x_j \\
\quad \text{so the head var. of } t_i \text{ is } x_{\sigma(i)} : S_{\sigma(i)} \\
\end{array} \]

\[ 
\begin{array}{l}
\text{Arguments (part 2):} \\
\quad C_1 \cup \ldots \cup C_p = x_1 : (2 \cdot S_1), \ldots, x_p : (2 \cdot S_p) \\
\quad \text{the head var. of } t_i \text{ is } x : S_{\sigma(i)} \\
\quad \text{so } C_t = x : (2 \cdot S_{\sigma(i)}) \\
\end{array} \]

Proof. The proof uses the following observation: let us say that a HNF is free-headed when its head variable is free. If \((S,T)\) is a proper permutator pair and \( t = \lambda x_1 \ldots x_p. x_1 \ell_1 \ldots \ell_q \) (with \( 1 \leq i \leq p \)) is a HNF which is not free headed, then \( t \) cannot have the types \( S \) and \( T \), since the target of the type of \( x_1 \) appears twice in the type of \( t \).

We now start the proof, whose main stages are summarized in Fig. 1, in which we abusively write \( S \) instead of \((2 \cdot S)\). Assume \( S = (2 \cdot T_{\sigma(1)}) \to \ldots \to (2 \cdot T_{\sigma(n)}) \to o \) and \( T = (2 \cdot S_1) \to \ldots \to (2 \cdot S_n) \to o \). We first prove that the first point of the claim reduces to the second one.

Since the context in \( \vdash t : (2 \cdot S) \to T \) is empty, the head variable of \( t \) is bound and the arity of \( t \) is \( \geq 1 \). Thus, \( t = \lambda x_0. \lambda x_1 \ldots x_p. x_1 \ell_1 \ldots \ell_q \) with \( t_1, \ldots, t_q \) normal forms whose respective head variables are denoted \( y_1, \ldots, y_q \). Note that:
x is \(x_1, \ldots, x_p\) or \(x_0\) since \(x\) is bound.

- The type assigned to \(x_0\) is \(S\). The respective types assigned to \(x_1, \ldots, x_p\) are \(S_1, \ldots, S_p\).

- The common target type of \(T\) and the type of \(x_0\) is \(o\).

Since \((S, T)\) is proper, \(o\) does not occur in \(S_1, \ldots, S_n\), so necessarily, \(x = x_0\) and \(x : (2 \cdot S) \vdash \lambda x_1 \ldots x_p. x_1 t_1 \ldots t_q : T\) is derivable by means of a quantitative derivation \(P\). Thus, we are now in the second case. The type of \(x t_1 \ldots t_q\) is both \(T_{\sigma(i+1)} \rightarrow \ldots \rightarrow T_{\sigma(n)} \rightarrow o\) since \(x : S\) and \(S_{p+1} \rightarrow \ldots \rightarrow S_n \rightarrow o\) since \(t : T\), so \(p = q\) and for \(p + 1 \leq i \leq n\), \(\sigma(i) = i\) and \(S_i = T_i\). Let us denote \(o_1, \ldots, o_n\) the respective target types of \(S_1, \ldots, S_n\). Since the type of \(x\) is \(S\), the respective types of \(t_1, \ldots, t_p\) must be \(T_{\sigma(1)}, \ldots, T_{\sigma(p)}\). Moreover, since the “tail” of \(T\) is made of singleton sequence types \((2 \cdot S_1), t_1, \ldots, t_p\) are typed once in \(P\) and the head variables \(y_1, \ldots, y_p\) of \(t_1, \ldots, t_p\) are also typed exactly once. In particular, \(P\) has a subderivation at depth \(n\) of the form:

\[
\begin{array}{c}
\hline
x : (2 \cdot S) \vdash x : S & P_1 \triangleright C_1 \vdash t_1 : T_{\sigma(1)}[2] \\
\hline
\vdots & \hline
x : (2 \cdot S), C_1 \vdash x t_1 : (2 \cdot S_{\sigma(2)}) \rightarrow \ldots \rightarrow o & \hline
\vphantom{\begin{array}{c}
\hline
\text{app} & \text{app}
\end{array}}
\hline
x : (2 \cdot S), C_1 \cup \ldots \cup C_p \vdash x t_1 \ldots t_p : T' & P_p \triangleright C_p \vdash t_p : T_{\sigma(p)}[2]
\end{array}
\]

where \(T' = T_{\sigma(p+1)} \rightarrow \ldots \rightarrow T_{\sigma(n)} \rightarrow o = S_{p+1} \rightarrow \ldots \rightarrow S_n \rightarrow o\).

Let us prove now that, for all \(1 \leq i \leq p\), the unique argument derivation of \(x\) in \(P\) typing \(t_i\), that we denote \(P_i\), concludes with a judgment of the form \(x_{\sigma(i)} : (2 \cdot S_{\sigma(i)}) \vdash t_i : T_{\sigma(i)}\).

First, since \(t_i\) is normal, \(t_i = \lambda z_1 \ldots z_p. y_i u_1 \ldots u'_p\). Since \(t_i : T_{\sigma(i)}\), \(t_i\) is free-headed by the observation above. Moreover, the head variable of \(t_i\) is typed once in \(P_i\) since \(t_i\) is typed once. Thus, \(y_i\) is one of the \(x_1, \ldots, x_p\). The only possibility is \(y_i = x_{\sigma(i)}\) since the types of \(x_1, \ldots, x_p\) have pairwise distinct targets.

Since \(P\) is quantitative and \((2 \cdot S_i)\) is a singleton sequence type, \(x_1, \ldots, x_p\) must be exactly typed once in \(P\), the subderivation of \(P\) typing \(x t_1 \ldots t_p\). This entails that the ax-rule typing \(x_{\sigma(i)}\) as the head variable of \(t_i\) concludes with \(x_{\sigma(i)} : (2 \cdot S_{\sigma(i)}) \vdash x_{\sigma(i)} : S_{\sigma(i)}\). Thus, \(P_i\) concludes with a judgment of the form \(x_{\sigma(i)} : (2 \cdot S_{\sigma(i)}) \cup C'_{\sigma(i)} \vdash t_i : T_{\sigma(i)}\) (2nd argument).

Since \(u_1 \ldots u_p \vdash x_{\sigma(i)} : (2 \cdot S_{\sigma(i)}) \cup C'_i = x_1 : (2 \cdot S_1), \ldots, x_p : (2 \cdot S_p)\), we deduce that \(C'_i\) is empty for all \(1 \leq i \leq p\) (3rd argument). Thus, \(P_i\) concludes with \(x_{\sigma(i)} : (2 \cdot S_{\sigma(i)}) \vdash t_i : T_{\sigma(i)}\).

This easily implies that \(x : (2 \cdot S_1) \vdash t_{\sigma^{-1}(1)} : T_1, \ldots, x_p : (2 \cdot S_p) \vdash t_{\sigma^{-1}(p)} : T_p\) are judgments of \(P_i\). In particular, they are approximately derivable. Thus, \(t_1, \ldots, t_p\) also satisfy the hypothesis of point 2 of the claim. Since \(t = \lambda x_1 \ldots x_p. x t_1 \ldots t_p\), we conclude using Definition 1.

The two claims, which are valid for 001-normal forms, along with infinitary subject reduction and expansion, give a type-theoretical characterization of hereditary permutators in system \(S\):

\textbf{Theorem 22.} Let \(t \in \Lambda^{001}\). Then \(t\) is a hereditary permutator iff \(\vdash t : (2 \cdot S) \rightarrow T\) is approximately derivable for some proper permutator pair \((S, T)\).

\textbf{Proof.}

- The implication \(\Leftarrow\) is given by Claim 21 and Proposition 17.

- Implication \(\Rightarrow\): let \(t\) be a hereditary permutator. By Definition 1, its Böhm tree is of the form \(\lambda x. h\) where \(h\) is a normal \(x\)-headed hereditary permutator. By Claim 20, there is a proper permutator pair \((S, T)\) and an approximable derivation \(P\) such that \(P \vdash x : (2 \cdot S) \vdash h : T\). By Proposition 17, \(\vdash t : (2 \cdot S) \rightarrow T\) is also approximately derivable.
3. A unique type to rule them all

In this section, we explain how to enrich system $\mathcal{S}$ with type constants and typing rules so that there is one type characterizing the set of hereditary permutators, as expected.

In Section 2, we proved that a term $t$ is a hereditary permutator iff it can be assigned a type of the form $(2 \cdot S) \to T$ where $(S, T)$ is a proper permutator pair. To obtain a unique type for all the hereditary permutators, one idea is to identify all the types of the form $(2 \cdot S) \to T$, where $(S, T)$ ranges over PPP with a type constant ptyp. However, since quotienting types may bring unsoundness (e.g., if $o$ and $o \to o$ are identified), one must then verify that the correctness and the completeness of system $\mathcal{S}$ is preserved, and that the approximability criterion can be suitably extended. The main argument, given by Lemma 26, is that the notions of hereditary permutators and permutator pairs, which are infinitary, have arbitrarily big finite approximations, which are defined as truncations at some applicative depth $d$. Thus, we may express hereditary permutators and permutator pairs as asymptotic limits and adapt the general methods of system $\mathcal{S}$.

Our approach parallels that of Tatsuta [14], which uses a family of constants ptyp$_d$, with a few differences: in the finite restriction of our system, it is easier to deal with hereditary permutators (normalization is simple to prove in finite non-idempotent type systems), but of course we have to treat the infinitary typings and we consider the constant ptyp, which is subsumed under all the ptyp$_d$, which represent hereditary permutators under level $d$.

3.1 Permutator schemes

Before presenting the system giving a unique type to all hereditary permutators, we must first explain how the typings of hereditary permutators are approximated in system $\mathcal{S}$.

Definition 23 (Permutator schemes). Let $d \geq 0$. A term $t$ is a $x$-headed (resp. closed) permutator scheme of degree $d$ if its Böhm tree is equal to that of a hereditary permutator on $\{ b \in \{0, 1, 2\}^* \mid \text{ad}(b) \leq d \}$. The set of $x$-headed (resp. closed) permutator schemes of degree $d$ is denoted $\text{PS}_d(x)$ (resp. $\text{PS}_d$).

The sequence $(\text{PS}_d)$ is decreasing, i.e., $\text{PS}_d \supseteq \text{PS}_{d+1}$, and $\text{HP} = \cap_{d \geq 0} \text{PS}_d$.

Definition 24 (Permutator pairs of degree $d$). Let $d \in \mathbb{N}$.

\begin{itemize}
  \item When $o$ ranges over $\mathbb{O}$, the set $\text{PP}_d(o)$ of $o$-permutator pairs of degree $d$ $(S, T)$, where $S$ and $T$ are $\mathcal{S}$-types, is defined by induction on $d$:

  $$(\underbrace{() \to \ldots ()}_{n} \to o, () \to \ldots () \to o) \in \text{PP}_0(o)$$

  $$(S_1, T_1) \in \text{PP}_{d-1}(o_1), \ldots, (S_n, T_n) \in \text{PP}_{d-1}(o_n) \quad o_1, \ldots, o_n, o \text{ pairwise distinct} \quad \sigma \in \mathcal{S}_n$$

  $$((2 \cdot T_{\sigma(1)}) \to \ldots \to (2 \cdot T_{\sigma(n)}) \to o, (2 \cdot S_1) \to \ldots (2 \cdot S_n) \to o) \in \text{PP}_d(o)$$

  \end{itemize}

A pair $(S, T) \in \text{PP}_d(o)$ is said to be proper if every type variable occurs at most once in $S$ and $T$. The set of proper permutator pairs of degree $d$ is denoted $\text{PPP}_d$.

We can also see permutator pairs of degree $d$ as truncation of permutator pairs: let $U$ be a $\mathcal{S}$-type or a sequence type and $d \in \mathbb{N}$. We denote by $(U)^{\leq d}$ the truncation of $T$ at depth $d$ i.e., $\text{supp}(U)^{\leq d} = \text{supp}(U) \cap \{ c \in \mathbb{N}^* \mid \text{ad}(c) \leq d \}$ and $(U)^{\leq d}(c) = U(c)$ for all $c \in \text{supp}(U)^{\leq d}$. It is easy to check that $(U)^{\leq d}$ is a correct type or sequence type. We extend the notation to $\mathcal{S}$-contexts. Note that, if $d \geq 1$, $((S_k)_{k \in K} \to T)^{\leq d} = ((S_k)^{\leq d-1})_{k \in K} \to (T)^{\leq d}$.
and $d = 1$, then $((S_k)_{k \in K} \to T)^{\leq d} = () \to (T)^{\leq 1}$. By induction on $d$, this entails that, if $(S, T) \in \text{PPP}$, then $((S)^{\leq d}, (T)^{\leq d}) \in \text{PPP}_d$. Indeed, the base case ($d = 0$) is obvious and if $d \geq 1$, $T = (2 \cdot S_1) \to \ldots \to (2 \cdot S_n) \to o$ and $S = (2 \cdot T_{\sigma(1)}) \to \ldots \to (2 \cdot T_{\sigma(n)}) \to o$ with $\sigma \in \mathcal{S}_n$, $(S_i, T_i) \in \text{PPP}$ for $1 \leq i \leq n$, then:

$$
\begin{align*}
&\quad = (T)^{\leq d} = (2 \cdot (S_1)_{i}^{\leq d-1}) \to \ldots \to (2 \cdot (S_n)_{i}^{\leq d-1}) \to o \\
&\quad = (S)^{\leq d} = (2 \cdot (T_{\sigma(1)}^{\leq d-1})_{i} \to \ldots \to (2 \cdot (T_{\sigma(n)}^{\leq d-1})_{i} \to o
\end{align*}
$$

so that, by Definition 24, $((S)^{\leq d}, (T)^{\leq d}) \in \text{PPP}_d(o)$.

**Proposition 25** (Characterizing permutation schemes). Let $d \geq 1$ and $t$ be a 001-term. Then $t \in \text{PS}_d$ iff $t : (2 \cdot S) \to T$ is approximably derivable for some $(S, T) \in \text{PPP}_d$.

**Proof.**

$\Rightarrow$ Straightforward induction on the structure of $t$.

$\Leftarrow$ The proof is the same as Claim 21, we also obtain that $x_i : (2 \cdot S_i) \vdash_{\sigma^{-1}(i)} : T_i$ are judgments of $P$, except that $(S_i, T_i) \in \text{PPP}_{d-1}$ instead of $(S_i, T_i) \in \text{PPP}$.

It is not enough to know that a $x$-headed hereditary permutator is approximable in a judgment $x : (2 \cdot S) \vdash t : T$ with $(S, T) \in \text{PPP}$, which implies that $T$ is the supremum of a direct family of finite types which be assigned to $t$: in order to prove soundness regarding quotienting, we must prove that this typing is the supremum of typings ensuring that $t$ is a permutator scheme of degree $d$, i.e., by Proposition 25, one must type $t$ with $(S_d, T_d) \in \text{PPP}_d$ for all $d$. The lemma below is the missing third ingredient (along with Claims 20 and 21) of this article and will allow us to define in Section 3.2 an extension of system $S$ giving a unique type to hereditary permutators:

**Lemma 26** (Approximations and permutator pairs). If $P \triangleright x : (2 \cdot S) \vdash t : P$ is approximable, where $(S, T) \in \text{PPP}$, then, for all $d \in \mathbb{N}$, there is a finite $P_d \leq P$ such that $P_d \triangleright x : (2 \cdot S_d) \vdash t : T_d$ with $(S_d, T_d) \in \text{PPP}_d$.

**Proof.** Since $(\cdot)$ does not occur in $S$ and $T$, by Lemma 18, we can assume that $t$ is a 001-normal form without loss of generality. We then reason by induction on $d$.

Let us present the argument informally. Say that $t = \lambda x_1 \ldots x_p. x_1 \ldots x_p, S = T_{\sigma(1)} \to \ldots \to T_{\sigma(n)} \to o$ and $T = S_1 \to \ldots \to S_n \to o$. Intuitively, $t : T$ with $x : S$ and for $1 \leq i \leq p$, $t_i : T_{\sigma(i)}$ is a hereditary permutator headed by $x_{\sigma(i)} : T_{\sigma(i)}$, as specified by Fig. 1. When we truncate the type of $t$ at applicative depth $d$, we have now $t : (T)^{\leq d}$ with $x : (S)^{\leq d}$. But, by (eq.) and (eq.), we must truncate the types of $t_1, \ldots, t_p$ and $x_1, \ldots, x_p$ at applicative depth $d - 1$. Inductively, this demands that we truncate the types of the arguments of $t_1, \ldots, t_p$ at applicative depth $d - 2$. By proceeding so, we obtain a finite derivation $P_d \leq P$ concluding with $x : (2 \cdot (S)^{\leq d}) \vdash t : (T)^{\leq d}$.

### 3.2 System $S_{hp}$

Let $\text{ptyp}_d$ and $\text{ptyp}_d$ be a family of type constants. The set of $S_{hp}$-types is defined by:

$T, S_k ::= o \| \text{ptyp}_d \| \text{ptyp} \| (S_k)_{k \in K} \to T$

System $S_{hp}$ has the same typing rules as system $S$ with the addition of:

$$
\begin{align*}
x : (2 \cdot S) \vdash t : (S, T) \in \text{PPP}_d & \quad \vdash \lambda x.t : \text{ptyp}_d \\
x : (2 \cdot S) \vdash t : (S, T) \in \text{PPP} & \quad \vdash \lambda x.t : \text{ptyp}
\end{align*}
$$
Thus, rule \( \text{hp}_d \) allows assigning the constant \( \text{ptyp}_d \) to any normal permutator scheme of degree \( d \) and rule \( \text{hp} \) assign the constant \( \text{ptyp} \) to any normal hereditary permutator by Claims 20 and 21. Intuitively, \( \text{ptyp} = \text{ptyp}_\infty \) and we will make this idea more precise with Definition 27. Note also that if \( t : \text{ptyp}_d \) or \( t : \text{ptyp} \), \( t \) cannot be applied to an argument \( u \), even if \( t \) is an abstraction: the rules \( \text{hp}_d / \text{hp} \) freeze the terms.

The notions of support, bisupport, permutator pairs etc naturally extend to \( S_{\text{hp}} \). We define an order \( \leq \) on \( \emptyset \cup \{ \to, \text{ptyp} \} \cup \{ \text{ptyp}_d \mid d \in \mathbb{N} \} \) by \( o \leq o, \to \leq \to, \text{ptyp}_d \leq \text{ptyp}_d \) and \( \text{ptyp}_d \leq \text{ptyp}_{d'} \) for \( d \leq d' \).

\[ \textbf{Definition 27 (Approximation and Approximability in system } S_{\text{hp}} \text{).} \]
- Let \( P_0 \) and \( P \) be two \( S_{\text{hp}} \)-derivations. We write \( P_0 \leq P \) (\( P_0 \) is an approximation of \( P \)) if \( \text{bisupp}(P_0) \subseteq \text{bisupp}(P) \) and, for all \( p \in \text{bisupp}(P_0) \), \( P_0(p) \leq P(p) \).
- Let \( P \) be a \( S_{\text{hp}} \)-derivation. Then \( P \) is \textit{approximable} if \( P \) is the supremum of its finite approximations.

This extends Definition 10: for all \( S \)-derivations \( P, P \) is approximable for system \( S \) iff it is approximable for system \( S_{\text{hp}} \). We first notice that rules \( \text{hp}_d \) are invertible for HNF.

\[ \textbf{Lemma 28 (Inverting rules } \text{hp}_d \text{ (for head normal forms).} \]
Let \( t \) be a HNF. If \( P \vdash t : \text{ptyp}_d \) (resp. \( P \not\vdash t : \text{ptyp} \)) is approximately derivable, then \( t = \lambda x.t_0 \) with \( x : (2 \cdot S) \vdash t_0 : T \) approximately derivable, for some \( (S, T) \in \text{PPP}_d \) (resp. \( (S, T) \in \text{PPP} \)).

\[ \textbf{Proof.} \]
We consider the case \( \text{ptyp} \) (the case \( \text{ptyp}_d \) is similar), i.e., we assume that \( P' \not\vdash t : \text{ptyp} \) is approximable. For one, \( t = x t_1 \ldots x_n \) is impossible, because we would have \( C(x) \neq () \) since the head variable \( x \) is free in \( x t_1 \ldots t_n \). So, \( t \) is an abstraction, i.e., \( t = \lambda x.t_0 \) and thus, the last rule of \( P \) is either \text{abs}, \text{hp}_d, \text{hp}. But it is neither \text{abs} (we would have an arrow type) nor \text{hp}_d, so it is \text{hp} and thus, \( P' \) is of the form:

\[
P' = \frac{P \dashv x : (2 \cdot S) \vdash t_0 : T}{\vdash t : \text{ptyp}}_{\text{hp}} (S, T) \in \text{PPP}
\]

Since \( P' \) is approximable, \( P \) also is. □

All is now in place to obtain the expected properties of system \( S_{\text{hp}} \):

\[ \textbf{Lemma 29 (Characterizing normal hereditary permutators).} \]
Let \( t \) be a 001-normal form.
- \( t \in \text{PS}_d \) iff \( \vdash t : \text{ptyp}_d \) is approximably derivable.
- \( t \in \text{HP} \) iff \( \vdash t : \text{ptyp} \) is approximably derivable.

\[ \textbf{Proof.} \]
The two points are handled similarly. We do not prove the first one, which uses Proposition 25:
- If \( t = \lambda x.h \) is a HP, then, by Claim 20, there is \((S, T) \in \text{PPP} \) and \( P \) a \( S \)-derivation such that \( P \vdash x : (2 \cdot S) \vdash h : T \). We then set:

\[
P' = \frac{P \vdash h : (2 \cdot S) \vdash p : T}{\vdash t : \text{ptyp}}_{\text{hp}}
\]

By Lemma 26, for all \( d \in \mathbb{N} \), there is a finite \( S \)-derivation \( P_d \leq P \) such that \( P_d \vdash x : (2 \cdot S_d) \vdash h : T_d \) with \((S_d, T_d) \in \text{PPP}_d \) and \( P = \sup_d P_d \). We then set:

\[
P'_d = \frac{P_d \vdash x : (2 \cdot S_d) \vdash h : T_d}{\vdash t : \text{ptyp}_d}_{\text{hp}_d}
\]

By construction, \( \sup_d P'_d = P' \).
Conversely, assume that $P' \vdash t : \texttt{ptyp}$ is approximable. By Lemma 28, $P'$ concludes with the $\text{hp}$-rule, so $P'$ is of the form:

$$P' = \frac{P \triangleright x : (2 \cdot S) \vdash t_0 : T \quad (S, T) \in \text{PPP} \quad \text{hp}}{\vdash t : \texttt{ptyp}}$$

Let $d \in \mathbb{N}$. Since $P'$ is the supremum of its finite approximations, there is a finite approximation $P'_0 \leq P'$ concluding with $\vdash t : \texttt{ptyp}$ or $\vdash t : \texttt{ptyp}_{d'}$ with $d' \geq d$. Thus, $t \in \mathcal{P}_{S_{d'}} \subseteq \mathcal{P}_{S_d}$ or $t \in \mathcal{H}$. This proves that $t \in \bigcap_{d \geq 0} \mathcal{P}_{S_d} = \mathcal{H}$. \hfill $\blacksquare$

**Lemma 30** (Soundness of system $\mathcal{S}_{\text{hp}}$). If $t$ is approximately typable in system $\mathcal{S}_{\text{hp}}$, then $t$ is head normalizing.

**Proof.** If $t$ is approximately typable, there is a finite $\mathcal{S}_{\text{hp}}$-derivation $P \triangleright C \vdash t : T$. If $t$ is a HNF, we are done. In the other case, $t \rightarrow_\beta t'$ for some $t'$. It is routine work in non-idempotent intersection type theory (see [4]) to prove a weighted subject reduction property, i.e., that there is $P' \triangleright C \vdash t' : T$ such that $|\text{supp}(P')| < |\text{supp}(P)|$, i.e., $P'$ contains strictly less judgments than $P$ does. The only unusual rules are $\text{hp}_d$ and $\text{hp}$, which are easily handled.

Since $|\text{supp}(P)| \in \mathbb{N}$ and $\mathbb{N}$ is well-founded, weighted subject reduction entails that head reduction terminates on $t$. \hfill $\blacksquare$

**Corollary 31.** If $\vdash t : \texttt{ptyp}$ is approximately derivable, then $t$ is WN$_\infty$.

**Proof.** By Lemma 30, $t$ reduces to a HNF $t'$. By subject reduction, $\vdash t' : \texttt{ptyp}$ is also approximately derivable. Then, Lemma 28 entails that $t = \lambda x.t_0$ and $x : (2 \cdot S) \vdash t_0 : T$ is approximably derivable in system $\mathcal{S}$ for some $t_0$ and permutation pair $(S, T)$. Since this latter judgment is ($\cdot$)-free, Proposition 15 entails that $t_0$ is WN$_\infty$. Thus, $t$ also is WN$_\infty$. \hfill $\blacksquare$

More generally, the dynamic properties of system $\mathcal{S}$ are preserved in system $\mathcal{S}_{\text{hp}}$.

**Proposition 32** (Infinitary subject reduction). If $t \rightarrow_\beta^\infty t'$ and $P \triangleright C \vdash t : T$ is an approximable $\mathcal{S}_{\text{hp}}$-derivation, then there exists an approximable derivation $P' \triangleright C \vdash t' : T$.

**Proposition 33** (Infinitary subject expansion). If $t \rightarrow_\beta^\infty t'$ and $P' \triangleright C \vdash t' : T$ is an approximable $\mathcal{S}_{\text{hp}}$-derivation, then there exists an approximable derivation $P \triangleright C \vdash t : T$.

**Proof.** The proofs of infinitary subject reduction and expansion in system $\mathcal{S}_{\text{hp}}$ do not differ of those for system $\mathcal{S}$, which can be found in [17] (in particular, Section II.D. and VI.D.) or in Chapter 10 of [18], so we do not give the details. Once again, the only new rules are $\text{hp}$ and $\text{hp}_d$, which are easily handled in the one step case, then in the asymptotic case.

Infinitary subject reduction is easy to prove, but infinitary subject expansion holds because we can expand finite approximations of a derivation $P'$ concluding a productive reduction path. Why? Because, if $t \rightarrow_\beta^\infty t'$ and $P'_j$ is finite and types $t'$, then there is a term $t \rightarrow_\beta^k t_k$ obtained from $t$ after a finite number $k$ of $\beta$-reduction steps such that, on $\text{supp}(P')$, $t_k$ and $t'$ induce the same subtree (this is a consequence of Definition 5). Thus, we can substitute $t'$ with $t_k$ in $P'_j$: we then obtain $P'^k_j$ typing $t_k$. After $k$ expansion steps, we obtain from $P'^k_j$ a derivation $P'_j$ typing $t$. To conclude this dense summary, let us just say that the infinitary subject expansion is not so about the rules than about the possibility to replace a derivation by its finite approximations, which is precisely what Definition 27 captures for system $\mathcal{S}_{\text{hp}}$. \hfill $\blacksquare$

---

1 The case $P'_0 \vdash t : \texttt{ptyp}$ is possible: there are finite HP and PPP, e.g., $\lambda x.x$ and $(o, o)$. 
We now give a positive answer to TLCA Problem # 20:

**Theorem 34** (Characterizing hereditary permutators with a unique type). Let \( t \in \Lambda^{001} \). Then \( t \) is a hereditary permutator iff \( \vdash t : \text{ptyp} \) is approximably derivable in system \( S_{hp} \).

**Proof.**

\( \Rightarrow \) If \( t \) is a HP, let \( t' \) be its 001-NF. By Lemma 29, there is an approximable derivation \( P' \vdash t' : \text{ptyp} \). By Proposition 33, there is \( P \vdash t' : \text{ptyp} \) approximable.

\( \Leftarrow \) Given by Corollary 31.

**Future work**

We plan to adapt system \( S \) to characterize other sets of Böhm trees and other notions of infinitary normalization, including weak normalization in the calculi \( \Lambda^{101} \) and \( \Lambda^{111} \) of \([11]\).
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1 Introduction

Strategies are meaningful for artificial intelligence, games, semantics of programming languages, automated reasoning, etc. Although their purposes and formalizations differ, they all honor the Greek etymology of the word, meaning the office of a general, who is in charge of the overall planning of the operations. In the modeling of concurrent systems using rewriting techniques, strategies are a useful resource to capture the global behavior of the intended models. Since rewriting consists of a successive, non-deterministic and somehow unrelated application of rules anywhere within a term, strategies have been studied in deep [32], and
different definitions have been proposed [8, 19]. Strategies as a first-class object have been 
exploited in tools like Stratego [10], Tom [4], and the specification languages ELAN [7], 
and Maude [13].

Model checking [11] is a consolidated formal method, which still evolves in multiple 
directions. Its classical setting is transition systems, where the notion of strategy is naturally 
defined. This paper studies the satisfaction of temporal properties by models controlled by 
strategies and how it can be checked, and applies the method to the Maude strategy language 
by implementing a strategy-aware model checker. It is built as an extension of the existing 
Maude LTL model checker [16] for systems specified in rewriting logic, already applied to 
various interesting systems [6, 23, 28].

Strategies and model checking together have already been addressed in the literature, 
but with a different approach and objectives. In the context of multiplayer games, several 
logics have been proposed to reason about player strategies like ATL* [1] and strategy 
logic [27]. However, strategies are not provided as input but quantified in the formula, and 
they are not represented explicitly. Other logics take past actions into account to condition 
its requirements like mCTL* [21]. In our case, strategies are part of the model specification 
while the property logic remains unaltered. As well, strategies should not be confused with 
heuristics to guide the search in the model-checker algorithms [14].

After reviewing the model-checking framework and strategies as defined in the literature, 
this paper discusses model checking linear temporal properties on strategy-controlled systems 
and a model transformation is proposed to match the classical setting and allow using the 
standard algorithms. Following a short introduction to rewriting logic [26], Maude [12], and 
its strategy language [15], we propose a small-step operational semantics from which model 
checking is defined according to the previous approach. The strategy-aware LTL model 
checker we have implemented is then described and illustrated by an example. The extended 
version of this document [30], the complete semantics of the Maude strategy language, and 
the model checker itself are all available at http://maude.sip.ucm.es/strategies.

2 Preliminaries

2.1 Model checking

Model checking [11] is a well-established formal method to ensure or refute the correctness of 
a model according to a temporal specification. In the classical setting, models are based on 
transition systems, formally described by Kripke structures [20] \( K = (S, \rightarrow, I, AP, \ell) \) where 
- \( S \) is the set of states,
- \( (\rightarrow) \subseteq S \times S \) is a serial binary relation on \( S \),
- \( I \subseteq S \) is a finite set of initial states,
- \( AP \) is a finite set of atomic propositions, and
- \( \ell : S \rightarrow \mathcal{P}(AP) \) labels each state with the propositions that hold on it.

In turn, the property is expressed by a formula \( \varphi \) in some temporal logic like CTL, CTL* or 
LTL, which describes the intended behavior in terms of the atomic properties \( p, q, \ldots \in AP \) 
combined by different temporal operators. The model-checking problem, deciding whether 
the model satisfies the formula \( K \models \varphi \), is decidable for any of the previous logics, a decidable 
transition relation, and a finite \( S \). However, for both CTL* and LTL, model checking is 
PSPACE-complete and the models of interest usually have a huge number of states. In 
various situations, the expectation of refuting correctness in reasonable time is good enough.
The actual model executions \( \pi = (s_k)_{k=1}^\infty \) leave propositional traces \( \ell(\pi) := (\ell(s_k))_{k=1}^\infty \), from which the satisfaction of the formula is decided.

\[
\begin{align*}
\pi & \quad s_1 \to s_2 \to \cdots \to s_n \to \cdots \in S^\omega \\
\ell(\pi) & \quad \{p\} \quad \emptyset \quad \cdots \quad \{p,q\} \quad \cdots \in \mathcal{P}(AP)^\omega
\end{align*}
\]

Linear-time properties can always be characterized by a satisfaction relation \( \ell(\pi) \vDash \varphi \) on propositional traces and an implicit universal quantification over all model paths \( \pi \). Differently, branching-time properties combine universal and existential requirements on any state of the derivation, so that the execution should be seen as a tree.

### 2.2 Strategies

In rewriting systems, rules typically represent local transitions that are often not enough to describe complex computations. These intricacies are usually expressed at a higher level, describing how rules should be applied. This is the task of strategies, whose study goes back to the \( \lambda \)-calculus, as fixed criteria for selecting the next redex to be reduced [5]. Later, strategies were allowed to be aware of the derivation history and to be explicitly [2, §11.5], expressed as programs that control the application of rules. We are interested in the latter kind of strategies, for which different abstract descriptions and practical representations have been proposed and implemented [8, 19].

Strategies are properly defined in the context of abstract reduction systems (ARS). An ARS \( \mathcal{A} = (S, \to) \) is a set of states \( S \) endowed with a binary relation \( \to \). An element \( (s,s') \in (\to) \) or \( s \to s' \) is called a reduction step, and a finite or infinite sequence of connected reduction steps \( s_0 \to s_1 \to \cdots \to s_n \) is a derivation. We denote by \( \Gamma_{\mathcal{A}}^\omega \) the set of infinite derivations of \( \mathcal{A} \) seen as words in \( S^\omega \),

\[
\Gamma_{\mathcal{A}}^\omega := \{s_0s_1\cdots s_n \cdots : s_k \in S \text{ and } s_k \to s_{k+1}, k \geq 0\},
\]

\( \Gamma_{\mathcal{A}}^\omega \) is the set of finite derivations as words in \( S^* \), and \( \Gamma_{\mathcal{A}} := \Gamma_{\mathcal{A}}^\omega \cup \Gamma_{\mathcal{A}}^\omega \) the union of both in \( S^\infty := S^\omega \cup S^* \). Considering both finite and infinite derivations is tedious, but we are interested in modeling computations and proofs as well as reactive systems behavior, for which they are respectively relevant. We say that \( \mathcal{A} \) is finite if \( S \) is finite, and \( \mathcal{A} \) is finitary if for any \( s \in S \) the states \( s' \) such that \( s \to s' \) are finitely many.

Several definitions of strategies are reviewed in [8], but two general formalizations are specially discussed:

1. **Abstract or extensional strategies** are subsets of derivations \( E \subseteq \Gamma_{\mathcal{A}} \), that is, languages in \( S^\infty \) whose words \( w \) are \( \mathcal{A} \)-derivations with \( w_k \to w_{k+1} \).

2. **Intensional strategies** are defined as partial functions \( \lambda : S^* \to \mathcal{P}(\mathcal{S} \cup \{\top\}) \) that decide the possible next steps according to the past of the derivation. They must satisfy that for all \( s, s' \in S \) and \( v \in S^* \), \( s' \in \lambda(vs) \) must imply \( s \to s' \). The symbol \( \top \) indicates that the derivation can stop there. In case \( \lambda(w) = \emptyset \), the derivation cannot stop or continue, so it is discarded. Hence, these strategies can attempt rewriting paths that may eventually fail.

Extensional strategies represent an abstract selection of ARS executions as a whole, while the more constructive intensional strategies determine the next reduction in each step. Unlike in [8], we have considered unlabeled transition systems to simplify the presentation. Since classical model checking only considers properties on the states, labels can be easily added without repercussions. Moreover, the definition of intensional strategies has been modified to include the \( \top \) symbol. Otherwise, derivations could stop at any step, which is inconvenient in practice. These definitions fall into the class of *history aware strategies* of [32], and intensional strategies are similar to *non-deterministic strategies* in games, except that these may select the next player action instead of the next state.
Example 1. Consider the ARS \( \{a, b\}, \{(a, a), (a, b), (b, a)\} \)

A strategy allowing at most one stay in \( b \) is described extensionally as \( \{a\}^* \{b, \varepsilon\} \{(a)^* \cup (a)^\omega\} \),

and intensionally as \( \lambda(v) = \{a, \top\} \) if \( v \) contains a \( b \), and \( \lambda(v) = \{a, b, \top\} \) otherwise.

An intensional strategy induces an extensional one \( E(\lambda) := \{w \in \Gamma_A : w_i \in \lambda(w_0 \cdots w_{i-1}) \land (w \in S^\omega \vee \top \in \lambda(w))\} \).

But the converse is not true, intensional strategies are less expressive than extensional ones.

In the ARS of Example 1, the intensional strategy for \( \{a\}^* \) has to be defined by \( \lambda(v) = \{a, \top\} \) for any \( v \in \{a\}^* \), since another \( a \) can always be added. And thus, the word \( a^\omega \) would be included in \( E(\lambda) \) by definition, so that \( E(\lambda) \neq \{a\}^* \). Intuitively, intensional strategies decide on-the-fly while constructing the derivation, so they cannot decide on properties on the infinity. Languages recognized by automata with non-trivial acceptance conditions are examples of strategies that are necessarily extensional, but the more realistic devices or computations we are interested in modeling are very likely to be intensional. In any case, the extensional definition is simpler and will be useful.

Formally, intensional strategies are characterized as closed sets \([8]\), which contain all words \( w \in S^\omega \) whose finite prefixes are all prefixes of derivations within the strategy \([1]\). When discussing model checking, we will find an alternative characterization.

3 Strategy-aware model checking

Given a Kripke structure \( K = (S, \rightarrow, I, AP, \ell) \) and a strategy \( E \subseteq \Gamma_K := \Gamma(S, \rightarrow) \cap IS^\omega \) starting from the initial states of \( K \), we want to give sense to model checking against a linear temporal formula \( \varphi \) and define the satisfaction relation \( (K, E) \models \varphi \). First, since temporal formulas are properly defined on infinite executions, we assimilate finite traces to infinite ones by repeating its last state forever. This is standard and fits with the idea of a finite machine that remains in its final state once stopped.

\[\begin{align*}
\text{system model} & \quad K \quad \text{Kripke structure + strategy } E \\
\text{property specification} & \quad \varphi \text{ temporal logic formula}
\end{align*}\]

\[\text{model checker} \quad \models \text{yes/no} \quad (K, E) \models \varphi\]


\[\begin{align*}
\text{Figure 1} \quad \text{Model-checking procedure sketch.}
\end{align*}\]

Model checking a system controlled by a strategy against a linear-time property has an unavoidable and clear definition. As pointed in Section 2, the satisfaction of a linear property follows from a satisfaction relation \( \rho \models \varphi \) on propositional traces \( \rho \in P(AP)^\omega \). Then,

\[\text{Definition 2. Let } \varphi \text{ be a linear formula, } (K, E) \models \varphi \text{ if } \ell(\pi) \models \varphi \text{ for all } \pi \in E.\]

The set of allowed propositional traces \( P = \{\rho \in P(AP)^\omega : \rho \models \varphi\} \) completely defines the property, and the model-checking problem is the language containment problem \( \ell(E) \subseteq P \), which is decidable and \( \text{PSPACE}\)-complete as long as \( \ell(E) \) and \( P \) are \( \omega\)-regular, like in the

\[\text{In fact, } X^\omega \text{ can be given a prefix topology (and even a distance) such that closed can be understood in the topological sense and the points so described are limits.}\]
LTL case [29]. Although this is a clear starting point and it would provide an actual algorithm if strategies were given as Büchi automata, this is not usually the case since they are rather expressed in some intensional or syntactical form like the Maude strategy language described in Section 4.1. Thus, to effectively decide model checking with standard algorithms, we propose to encode the model controlled by strategies as another abstract reduction system. Any intensional strategy can be so encoded, but the actual procedure will depend on the strategy representation. In Section 4.2, we do it for the Maude strategy language by means of a small-step operational semantics.

Definition 3. Given an ARS $\mathcal{A} = (S, \to)$ and a strategy $E \subseteq \Gamma_{\mathcal{A}}$, the pair $(\mathcal{A}', E)$ is represented in the ARS $\mathcal{A}' = (X, R)$ with descent function $d : X \rightarrow S$ if

$$d(\Gamma_{\mathcal{A}} \cap J X^\infty \cap (X^\omega \cup X^* F)) = E$$

for some sets $J, F \subseteq X$ of initial and final states of the strategy.

The representation $\mathcal{A}'$ simulates the system $\mathcal{A}$ constrained by $E$, in the sense that the executions of $\mathcal{A}'$ are the traces selected by the strategy. Intuitively, the representation states include something else to guarantee that the strategy is respected, which can be stripped with the descent function $d$. The initial states for the strategy execution are the subset $J$, since other states in $X$ may represent ongoing strategy executions. The final set $F$ is only required to distinguish admitted finite traces from incomplete ones. Still, we do not want them for model checking: the trace extension of the first paragraph can be implemented in the above representation by adding self-loops in $F$. However, this cannot be done without care. For example, observe the following encoding for the strategy $\{a, ab\}$, where $a$ and $b$ are final.

The extended language is $\{a^\omega, ab^\omega\}$ according to our criterion. However, a loop in $a$ will allow spurious derivations like $aab^\omega$. This can be solved by adding an extra copy of the final states, like in the right figure. Now, we assume that the strategies are over infinite words and define the concept of model checking.

Proposition 4. Let $\mathcal{K} = (S, \rightarrow, I, AP, \ell)$ be a Kripke structure, $E \subseteq \Gamma_{\mathcal{K}}$ a strategy, and $(X, R)$ a representation of $(\mathcal{A}, E)$ with descent function $d$ and initial states $J$, $(\mathcal{K}, E) \models \varphi$ iff $\mathcal{K}' \models \varphi$ where $\mathcal{K}' = (X, R, J, AP, \ell \circ d)$.

That is, model checking $\mathcal{K}$ controlled by $E$ is model checking its representation $\mathcal{K}'$. The reason is that the propositional traces of any such $\mathcal{K}'$ are exactly those of $E$. This method can be applied to any intensional strategy, but model checking will only be decidable if the ARS representation is finite.

Proposition 5. A strategy $E \subseteq \Gamma_{\mathcal{A}}$ on a finitary ARS $\mathcal{A}$ can be represented in a finitary ARS iff $E$ is intensional, i.e. there is an intensional strategy $\lambda$ such that $E = E(\lambda)$. In that case, it can be represented in a finite ARS iff $E$ is $\omega$-regular.
We can draw from this proposition that a strategy on a finite ARS must be intensional and $\omega$-regular to match the classical model-checking framework and apply its algorithms, because otherwise it cannot be represented in a finite Kripke structure.

Notice that the discussion in this section is restricted to linear-time properties. The representation of Definition 3 is not adequate for branching-time properties, since branches need not be preserved while descending with $d$. A suitable model-checking definition for logics like CTL* passes by model checking a more restricted representation, any bisimulation of the ARS $(S^+, R)$ where $v R v s$ if $v \in \lambda(v)$ and $\lambda$ is an intensional strategy.

4 Maude and its strategy language

Maude is a specification language [13, 12] based on rewriting logic [26], a general framework for modeling concurrency proposed in 1992 by José Meseguer. Its specifications are organized in modules of different kinds:

1. **Functional** modules define membership equational logic theories, composed of an order-sorted signature $\Sigma$, equations $E$, and sort membership axioms to express that a term $t$ belongs to a sort $s$. Equations and membership axioms can be conditional.

   \[
   (\forall X) \quad t = t' \quad t : s \quad \text{if} \quad \bigwedge_i u_i = u'_i \quad \text{and} \quad \bigwedge_j v_j : s_j
   \]

   For the specification to be executable, equations are oriented and functional modules must be confluent and terminating [12, §4.6]. Bidirectional relations, like commutativity, associativity and identity, are specified apart as structural axioms.

2. **System** modules specify rewriting theories $\mathcal{R} = (\Sigma, E, R)$ by adding rewriting rules $R$ to a functional specification. Unlike equations, rewriting rules need be neither confluent nor terminating, so they are likely to express non-deterministic behavior.

   \[
   (\forall X) \quad t \Rightarrow t' \quad \text{if} \quad \bigwedge_i u_i = u'_i \quad \text{and} \quad \bigwedge_j v_j : s_j \quad \text{and} \quad \bigwedge_k w_k \Rightarrow w'_k
   \]

   However, rules are required to be coherent with equations and axioms [12, 26]. Conditional rules take a third type of conditions called rewriting conditions, that are satisfied if the term $w_k$ can be rewritten to match $w'_k$.

The language syntax is a natural ASCII encoding of the mathematical notation above. Modules are a collection of declarations between mod NAME is ... endm (or fmod/endfm for functional modules). An operator $f : s_1 \times \cdots \times s_n \rightarrow s$ is defined as op f : s1 .. sn -> s . and structural axioms are inserted as attributes (comm, assoc, ...) between brackets. Equations are introduced by the keyword eq and rules by rl, prefixed by c if conditional.

▶ Example 6. The classical problem of the dining philosophers [18] is specified in the module PHILOSOPHER-DINNER of Listing 1. A philosopher is represented as a triple describing both hands contents (a fork $\psi$ or nothing o) and an identifier. Rules left and right allow them to take the forks at their sides if they are in the table. The release rule restores both forks to the table. Since a circular table is represented by a list, we adopt the convention that the fork between the last and first philosophers is on the right, ensure it by the equation, and add a second left rule to allow the first philosopher to take this fork.
**Listing 1** Dining philosophers problem specified in Maude.

```maude
fmod PHILOSOPHERS-TABLE is
  *** functional module
  protecting NAT .

  sorts Obj Phil List Table .
  *** declare some sorts
  subsorts Obj Phil < List .
  *** establish subsort relations

  op (_|_|_) : Obj Nat Obj -> Phil [ctor] .
  *** constructor
  ops o ψ : -> Obj [ctor] .
  op empty : -> List [ctor] .
  op <_> : List -> Table [ctor] .

  var L : List .
  var P : Phil .
  *** declare a variable
  eq < ψ L P > = < L P ψ > .

  op initial : -> Table .
  eq initial = < (o | 0 | o) ψ (o | 1 | o) ψ (o | 2 | o) ψ > .
endfm

mod PHILOSOPHERS-DINNER is
  *** system module
  protecting PHILOSOPHERS-TABLE .

  var Id : Nat .
  var X : Obj .
  var L : List .

  rl [left] :
    ψ (o | Id | X) => (ψ | Id | X) .
  rl [right] :
    (X | Id | o) ψ => (X | Id | ψ) .
  rl [left] :
    < (o | Id | X) L ψ > => < (ψ | Id | X) L > .
  rl [release] :
    (ψ | Id | ψ) => ψ (o | Id | o) ψ .
endm
```

Terms can be reduced equationally to a normal form using the `reduce` command. Rules can be applied using the `rewrite` and `frewrite` commands, which follow different fixed built-in strategies to choose which rule, which subterm, and which substitution to try first. Finally, `search` allows searching for any terms satisfying some given conditions in all possible rewriting paths from its argument [12, §5.4].

### 4.1 The strategy language

Effective manipulation of strategies requires expressing them in a convenient syntactical form. Since Maude is a reflective language, strategies have usually been expressed by explicitly applying rules at the metalevel. Because of its low-level, this is an awkward and error-prone method, so a strategy language was proposed [25, 15], conceived as an additional layer above functional and system specification. It has already been used in different contexts, among others [17, 24, 31, 33]. A strategy expression \( \alpha \) can be executed to rewrite a term \( t \) using the `srewrite t using \alpha` command. The language’s basic component is rule application

\[
\text{ruleLabel} \{x_1 \leftarrow t_1, \ldots, x_n \leftarrow t_n\} \{\alpha_1, \ldots, \alpha_m\}
\]

where rules are selected by their labels, an optional initial substitution can instantiate both rule sides before matching, and strategies between curly brackets must be provided for rules with rewriting conditions. The other basic construct is the test `match P s.t. C` that checks
if the subject term matches the pattern $P$ and the condition $C$ is satisfied. Tests come in three flavors: \text{match} that matches on top only, \text{xmatch} that can also match fragments by structural axioms, and \text{amatch} that matches anywhere within the term. These operators are combined by various constructs like

- concatenation $\alpha;\beta$, to execute $\alpha$ and then $\beta$ on its results;
- alternation $\alpha|\beta$, which non-deterministically chooses $\alpha$ or $\beta$;
- iteration $\alpha^*$, which executes $\alpha$ zero or more consecutive times;
- the constants \text{idle}, to do nothing, and \text{fail}, to discard the current execution path;
- the conditional $\alpha?\beta:\gamma$, with condition $\alpha$, positive $\beta$ and negative $\gamma$ branches, where $\gamma$ is only executed if $\alpha$ does not produce any result. Otherwise, $\beta$ is run after any of those. Notice that concatenation, alternation, \text{idle}, and \text{fail} are the counterparts of regular expression constructors. Derived operators are available too, like $\alpha^+ \equiv \alpha;\alpha^*$, $\text{not}(\alpha) \equiv \alpha?\text{fail}:\text{idle}$, a normalization operator $\alpha! \equiv \alpha^*;\text{not}(\alpha)$, etc. To control where rules are applied, the language counts with the \text{top($\alpha$)} operator that restricts rule applications to the top symbol, and with a subterm rewriting operator

\[
\text{matchrew } P(x_1,\ldots,x_n) \text{ s.t. } C \text{ by } x_1 \text{ using } \alpha_1,\ldots,x_n \text{ using } \alpha_n
\]

that matches the subject term against a pattern $P$, extracts the matched subterms, and rewrites them by means of substrategies $\alpha_1,\ldots,\alpha_n$ in parallel. Like the \text{match} operator, three different versions of this operator exist. Finally, the language allows the declaration of named strategies with arguments in separate strategy modules $\text{smod NAME is } \ldots \text{ endsm}$:

\[
\text{strat slabel } [ : \text{parameterTypes} ] @ \text{subjectType} .
\]

Strategies are called $\text{slabel}(t_1,\ldots,t_n)$ by citing its strategy name and providing the required arguments in a comma-separated list between parentheses, as a typical function invocation. They can be recursive and mutually recursive, and are defined in strategy modules with any number of (potentially conditional) definitions of the form

\[
[c]sd \text{slabel(arguments)} := \text{strategyExpression} [ \text{if } C ] .
\]

where the strategy expression can use the variables in the left-hand side and in the condition. All strategy definitions whose left-hand side matches the call term are executed. An example is shown in Listing 2.

\begin{verbatim}
Listing 2 Dining philosophers strategy module.

smod DINNER-STRAT is
  protecting PHILOSOPHERS-DINNER .

  strats free parity @ Table .

  sd free := all ? free : idle .

  sd parity := (release
    *** The even take the left $\psi$ first
    | (amatchrew L s.t. $\psi$ (o | Id | o) := L /\ 2 divides Id
      by L using left)
    | left[Id <- 0]
    *** The odd take the right $\psi$ first
    | (amatchrew L s.t. (o | Id | o) $\psi$ := L
      /\ not (2 divides Id) by L using right)

\end{verbatim}
When they already have one, they take the other \( \psi \) s.t. \( (\psi \mid \text{Id} \mid o) \psi := L \) by \( L \) using right \( \)
\( (\text{matchrew} \ M \ s.t. \ < L (o \mid \text{Id} \mid \psi) L' > := M \) by \( M \) using left[Id <- Id]) \)
\) \( \) parity : idle \).

The DINNER-STRAT module imports the module PHILosophers-DINNER (Example 6) that it will control, and defines two recursive strategies. The first one, free, is the recursive application of any rule (all allows the application of any available rule) until it cannot be further applied. It behaves like the built-in rewrite strategy. The other strategy, parity, forces a particular order in which to take the forks, which is alternative for evens and odds, that is, for neighbors. In Section 5.1, we will see properties that are satisfied with parity but not with free.

More details on the language syntax and semantics are provided in [15, 9] and the companion web page, where the complete implementation of the strategy language is available for download.

### 4.2 An operational semantics for model checking

This section provides the basis to model check systems specified in Maude and controlled by its strategy language. In this situation, it is essential to know which rewriting paths are allowed by the strategy. However, the semantics of a strategy expression applied to a term has usually been given as a set of result terms [15], so that the intermediate execution states remain unknown. A small-step operational semantics is required to observe them all. One has already been given in [9] by means of a rewrite theory transformation. Still and all, it specifies a global strategic search where multiple execution paths advance in parallel, in a way that they cannot be easily isolated. Based on these, we propose a non-deterministic operational semantics whose derivations clearly denote the full rewriting paths allowed by the strategy. Some technical details have been omitted, but are available in [30].

First, we define the strategy execution states on which the semantics is defined. Essentially, states consist of a term \( t \) in some rewrite theory \( \mathcal{R} = (\Sigma, E, R) \) and a stack \( s \) of pending strategies and variable contexts, represented by substitutions \( \sigma : X \rightarrow T_{\Sigma/E}(X) \). However, the subterm rewriting operator and rewriting conditions require executing strategies in nested contexts that are represented by the “subterm” and “rewc” symbols. In summary, execution states are generated by the following grammar where \( x \) is a variable, \( t \) is a term in \( \mathcal{R} \), \( \alpha \) is a strategy expression, and \( \varepsilon \) is the empty word.

\[
s ::= \varepsilon \mid \sigma s \mid \alpha s
\]

\[
p ::= t \mid \text{subterm}(x : q, \ldots, x : q; t) \mid \text{rewc}(p : q, \sigma, C, \alpha \cdots \alpha, \sigma, t, t, t)
\]

\[
q ::= p @ s
\]

Any execution state can be projected to a term by the recursive function \( \text{cterm}(t @ s) = t \), \( \text{cterm}(\text{subterm}(x_1 : q_1, \ldots, x_n : q_n; t) @ s) = t[x_1/\text{cterm}(q_1), \ldots, x_n/\text{cterm}(q_n)] \) and finally \( \text{cterm}(\text{rewc}(p : q, \sigma, C, \alpha, \theta, r, c, t; t) @ s) = t \). Moreover, every stack designates a variable context by looking at the top-most substitution, \( \text{vctx}(\varepsilon) = \text{id} \), \( \text{vctx}(\theta s) = \theta \) and \( \text{vctx}(\alpha s) = \text{vctx}(s) \) where \( \text{id} \) is the identity function. States of the form \( t @ \varepsilon \) are called solutions and represent successful strategy executions.
The semantics is defined by two distinct transition relations: control \( \rightarrow_c \) and system \( \rightarrow_s \) steps. The latter represents real transitions in the underlying system, i.e., rule rewrites, while the first does the auxiliary work to make strategies run. Among control transitions, some are devoted to handle alternation and iteration by taking non-deterministic choices,

\[
\begin{align*}
& t @ \alpha \beta \rightarrow_c t @ \alpha \beta, \\
& t @ \alpha \rightarrow_c t @ \alpha \beta, \\
& t @ \alpha \theta \rightarrow_c t @ \varepsilon, \\
& t @ \alpha \theta \rightarrow_c t @ \alpha \alpha \beta
\end{align*}
\]

Concatenation is reduced by a rule \( t @ \alpha \beta \rightarrow_c t @ \alpha \beta \) that pushes \( \alpha \) on top of \( \beta \) in the pending strategies stack. The rule for tests simply pops the operator on success

\[
\begin{align*}
& t @ (\text{match } P \text{ s.t. } C) \theta \rightarrow_c t @ \theta & \text{ if there is } \sigma \text{ s.t. } \sigma(P) = t \text{ and } \sigma(C) \text{ holds}
\end{align*}
\]

where substitutions \( \sigma \) are extended to substitute variables within terms and conditions. The other test flavors have similar rules. There is no rule for the negative case: the execution path arrives to a deadlock state and will later be discarded. The positive case behaves like an \( \text{idle} \), whose rule is \( t @ \text{idle} \rightarrow_c t @ \varepsilon \). The semantics of conditionals is given by two rules

\[
\begin{align*}
& t @ \alpha ? \beta : \gamma \rightarrow_c t @ \alpha \beta, \\
& \text{the derivations from } t @ \alpha \theta \text{ are finite and no solution is reached}
\end{align*}
\]

The first rule simply tries the condition followed by the positive branch: in case \( \alpha \) does not produce any result, \( \beta \) will not be executed. Then, the second strategy must be triggered to run \( \gamma \). Notice that the \( \rightarrow_c \) rule is undecidable in general since the negative branch condition implies deciding whether the derivations from \( t @ \alpha \theta \) are all terminating.

Strategy calls are handled with rule instances of the form

\[
\begin{align*}
& t @ s(l_1, \ldots, l_n) \theta \rightarrow_c t @ \delta \sigma \theta & \text{ for any matching } \sigma \text{ of } \{t_i\}_{i=1}^n \text{ in } \{l_i\}_{i=1}^n \text{ s.t. } \sigma(C) \text{ holds}
\end{align*}
\]

for each strategy definition \( \text{call} \ s(l_1, \ldots, l_n) := \delta \text{ if } C \) (or its unconditional version). When a strategy call finishes, its variable context is popped \( t @ \theta \rightarrow_c t @ \varepsilon \).

The mission of the execution stack is holding pending strategies and also active call contexts. Only the top element determines the possible next steps, but the current variable context may be determined by a substitution buried by multiple strategies inside the stack. Rules have been defined for states with almost empty stacks, but they can be easily extended from the bottom as long as the variable context is preserved.

\[
\begin{align*}
& t @ s = t @ \text{id} \\
& \text{if } \text{vctx}(s_0) = \theta
\end{align*}
\]

where \( \rightarrow_\bullet \) can be replaced by both \( \rightarrow_s \) and \( \rightarrow_c \).

The \text{matchrew} rewrites matched subterms independently via the subterm execution states,

\[
\begin{align*}
& q_i \rightarrow^*_s q_i' \text{ subterm}(\ldots, x_i : q_i, \ldots ; t) @ s \rightarrow^*_s \text{ subterm}(\ldots, x_i : q_i', \ldots ; t) @ s
\end{align*}
\]

These structured states are created with the rule

\[
\begin{align*}
& t @ (\text{matchrew } P(x_1, \ldots, x_n) \text{ s.t. } C \text{ by } x_1 \text{ using } \alpha_1, \ldots, x_n \text{ using } \alpha_n) \theta \\
& \rightarrow_c \text{ subterm}(x_1 : \sigma(x_1) @ \alpha_1 \rho, \ldots, x_n : \sigma(x_n) @ \alpha_n \rho, \ldots) @ \theta
\end{align*}
\]

for any matching \( \sigma \) of \( \theta(P) \) in \( t \) such that \( \sigma(\theta(C)) \) holds, and where \( \rho(x) = \sigma(x) \) if \( \sigma(x) \neq x \) and \( \theta(x) \) otherwise. And they are resolved, once its subterms have arrived to solutions, with

\[
\begin{align*}
& \text{subterm}(x_1 : t_1 @ \varepsilon, \ldots, x_n : t_n @ \varepsilon ; t) @ s \rightarrow_c t[x_1/t_1, \ldots, x_n/t_n] @ s
\end{align*}
\]
Finally, system transitions \( \rightarrow_s \) are generated by rule applications. The execution of a maybe conditional rule without rewriting fragments is

\[
t @ rl[x_1 \leftarrow t_1, \ldots, x_n \leftarrow t_n] \theta \rightarrow_s t[p/\sigma(\rho(r))] @ \theta
\]

if for a position \( p \) within \( t \) and for a rule \( l \rightarrow r \), there is a matching \( \sigma \) such that \( t_p = \sigma(\rho(l)) \) and \( \sigma(\rho(C)) \) holds, where \( \rho \) is the initial substitution that maps \( x_i \) to \( \theta(t_i) \). If the rule application is surrounded by the top modifier, it is only applied on top. For rules with rewriting conditions \( l \Rightarrow r \), substrategies must be provided between curly brackets and these must be used to rewrite its condition fragments. This is achieved using a structured execution state similar to the subterm construct, where the nested state \( q \) executes the corresponding strategy in the rewriting fragment initial term.

\[
t @ rl[\ldots, x_i \leftarrow t_i, \ldots] \{\alpha_1, \ldots, \alpha_m\} \theta \rightarrow_c \text{rewc}(t_r : \sigma(t_1) @ \alpha_1 \theta, \sigma, C, \alpha_2 \cdots \alpha_m, \theta, r, c; t)
\]

for any rule \( rl \) with condition \( C_0 \land t_1 \Rightarrow t_r \land C \) where \( C_0 \) is an equational condition, and any matching substitution \( \sigma \) and matching context \( c \) such that \( \sigma(C_0) \) holds. Like in the previous case, the rule is first instantiated with the given initial substitution. The right-hand side of the rule \( r \) is kept to do the actual rewriting once the conditions have been checked:

\[
\text{rewc}(p : t' @ \epsilon, \sigma, C_0, \epsilon, \theta, r, c; t) \rightarrow_c c(\sigma'(r))
\]

where the substitution \( \sigma' \) extends \( \sigma \) by matching \( t' \) against \( \sigma(p) \) and satisfies the equational condition \( \sigma'(C_0) \). If the remaining condition contains more rewriting fragments, these are tried one after another accumulating variable bindings:

\[
\text{rewc}(p : t' @ \epsilon, \sigma, C_0 \land t_1 \Rightarrow t_r \land C, \alpha \delta, \theta, r, c; t) \rightarrow_c \text{rewc}(t_r : \sigma'(t_1) @ \alpha \theta, \sigma', C, \delta, \theta, r, c; t)
\]

The rewrite state follows the transitions of the inner state,

\[
\frac{q \rightarrow q'}{\text{rewc}(p : q, C, \delta, \theta, r, c; t) \rightarrow_c \text{rewc}(p : q', C, \delta, \theta, r, c; t)}
\]

However, transitions inside this nested state are always control transitions in the outer one, because they are not applied to the subject term.

Finally, this semantics can be used to define the translation of the strategy expression \( \alpha \) to an abstract strategy \( E(\alpha) \) in \((T_{\Sigma/E}, \rightarrow^1_{\Sigma})\) where \( T_{\Sigma/E} \) is the initial term algebra and \( \rightarrow^1_{\Sigma} \) the one-step rewrite relation of the rewrite theory \( \mathcal{R} \). The derived relation \( \rightarrow = \rightarrow^1_{\Sigma} \circ \rightarrow_s \) a single system transition preceded with all the necessary strategic preparation, has the property that \( q \rightarrow q' \) implies \( \text{cterm}(q) \rightarrow_{\mathcal{R}} \text{cterm}(q') \).

\begin{definition}
For a strategy expression \( \alpha \) and a set of initial states \( I \), we define

\[
E(\alpha) := \{ t \text{cterm}(q_1) \cdots \text{cterm}(q_n) : t @ \alpha \rightarrow q_1 \rightarrow \cdots \rightarrow q_n \rightarrow \cdots, t \in I \} \\
\quad \cup \quad \{ t \text{cterm}(q_1) \cdots \text{cterm}(q_n) : t @ \alpha \rightarrow q_1 \rightarrow \cdots \rightarrow q_n \rightarrow^1 t_n @ \epsilon, t \in I \}
\]

Observe that finite derivations end with solutions, perhaps modulo some control transitions. The strategy \( E(\alpha) \) is intensional and can be encoded in the ARS \( \mathcal{A}' = (\mathcal{X} \mathcal{S}, \rightarrow, \{ t @ \alpha : t \in I \}) \) with final states \( F = \{ q \in \mathcal{X} \mathcal{S} : \exists t \in T_{\Sigma/E} \quad q \rightarrow^1 t @ \epsilon \} \), and \( d = \text{cterm} \) the descent function. \( \mathcal{X} \mathcal{S} \), the set of execution states, is always an infinite set, but we can restrict to the reachable execution states from the initial ones. For model checking to be decidable, the ARS needs to be finite. Some sufficient conditions can be established:
Proposition 8. Given a term \( t \in T_{\Sigma/E} \) and a strategy expression \( \alpha \), if the reachable terms from \( t \alpha \) are finitely many, and the recursive strategy calls are tail recursive and their call arguments only take a finite number of values, \( \rightarrow \) is decidable and the set of reachable execution states is finite.

Both premises are reasonable, since they bound the number of state and strategy combinations that may appear during execution. This also implies the decidability of the \( \rightarrow \) relation, whose threats are the negative branch of the conditional combinator and rewriting conditions. We understand by reachable terms all the elements of \( T_{\Sigma/E} \) that occur while executing the strategy, while rewriting both the state and the rewriting conditions of rules. It is easy to observe that expressions without iterations and recursive calls never produce an infinite number of execution states, but they are not usually interesting.

Often, this sufficient condition holds and is checked easily, like in the example strategies of Listing 2. In the free and parity definitions, all strategy calls are tail recursive and do not take parameters. The reachable terms from initial are finitely many since, even by unrestricted rewriting, only \( 3^3 \) tables are reachable, as shown by counting the possible positions of the forks.

## 5 The Maude strategy-aware model checker

Following the principles of Section 3 and the strategy language semantics, the new Maude strategy-aware model checker was programmed in C++ as an extension of the already existing explicit-state LTL model checker [16]. Both have a similar interface [12, §10] and are accessed using separate special operators declared in Maude itself.

The built-in modules of the model checker appear on the left of Figure 3. All but STRATEGY-MODEL-CHECKER are shared with the standard model checker. The right side of the figure shows the typical structure of the user specification of the model and properties. The user must:

1. Specify the model in a system module \( M \), and define strategies to control \( M \) in a strategy module \( SM \).
2. In a protecting\(^2\) extension of \( M \), say \( M\text{-PREDs} \), choose the sort of the model states, making it a subsort of the State sort declared in SATISFACTION, declare atomic propositions as operators of type Prop, and define the satisfaction relation \(|=|\) for all of them.

```
fmod SATISFACTION is
  protecting BOOL . sorts State Prop .
  op _|=_: State Prop -> Bool .
endfm
```

\(^2\) Protecting means that it does not alter the signature, equations and rules of the types defined in \( M \).
3. Declare a strategy module, say SM-CHECK, to combine the model $M$ with the property specification in M-PREDS and the strategies SM. Import STRATEGY-MODEL-CHECKER too.

```plaintext
smod SM-CHECK is
  protecting M-PREDS .
  protecting SM .
  including STRATEGY-MODEL-CHECKER .
endsm
```

Once this is done, model checking is invoked using the operator

```plaintext
op modelCheck : State Formula Qid QidList
  -> ModelCheckerResult [ special (....) ] .
```

which receives an initial state, an LTL formula as defined in the LTL module [12, §10], and a strategy identifier, which must correspond to a strategy without parameters defined in the module. The last argument is an optional list of opaque strategy names: when a strategy in this list is called, instead of the transitions occurring during the strategy execution, the model checker will see direct transitions to its results. This optional feature produces traces that do not fit in the base $M$ model, but allows model checking coarse-grain and fine-grain models with little changes.

The result is either **true** if the model satisfies the specification, or a counterexample, expressed as a cycle of rewriting steps and a path to it, if it does not. Additionally, the model checker optionally outputs an extended dump, from which graphical representations of the system automaton and counterexamples can be generated using an auxiliary program. The model checker, the auxiliary program, additional documentation, and various examples can be downloaded at [http://maude.sip.ucm.es/strategies](http://maude.sip.ucm.es/strategies).

The fundamentals of the strategy-aware model checker are given by the small-step operational semantics of Section 4.2 and the fundamentals of the original model checker. The model controlled by a strategy $\alpha$ from an initial term $t \in T_{\Sigma/E}$ can be encoded in the Kripke structure

\[
K = (AS, \rightarrow, \{ t @ \alpha \}, AP_\Pi, L_\Pi \circ cterm),
\]

where atomic propositions are defined as in the standard model checker, for $\Pi$ the signature of M-PREDS and $D$ its set of equations,

\[
AP_\Pi := \{ \theta(p(x_1, \ldots, x_n)) \mid p \in \Pi, \theta \text{ ground substitution} \}.
\]

The labeling function $L_\Pi : T_{\Sigma/E} \rightarrow \mathcal{P}(AP_\Pi)$ is given by

\[
L_\Pi([t]) := \{ \theta(p(x_1, \ldots, x_n)) \in AP_\Pi \mid (E \cup D) \vdash t \models \theta(p(x_1, \ldots, x_n)) = \text{true} \}.
\]

For the model checking to be decidable the conditions in [12, §10.3] for the standard one must be fulfilled, and additionally the reachable execution states must be finitely many.
5.1 Example: dining philosophers

In this section, we resume the dining philosophers problem (Example 6) to model check some properties with different strategies. Although the example is presented with three philosophers, it can be instantiated with many more. We already know that some unwanted situations may appear during the dinner: a philosopher may starve or, even worse, none of them could be able to eat. First, we express the collection of properties “the philosopher \( n \) eats” as atomic propositions and prepare the model checker input data.

### Listing 3 Atomic proposition for the dining philosophers example.

```plaintext
mod DINNER-PREDS is
  protecting PHILOSOPHERS-DINNER . *** From Example 6 (Listing 1)
  including SATISFACTION .

  subsort Table < State .
  op eats : Nat -> Prop [ctor] .

  var Id : Nat .
  vars L M : List .

  eq < L (ψ | Id | ψ) M > |= eats(Id) = true .
  eq < L > |= eats(Id) = false [wise] .  *** otherwise
endm
```

Then, we put together and include the built-in model checker module.

```plaintext
smod DINNER-CHECK is
  protecting DINNER-PREDS .
  protecting DINNER-STRAT . *** From Listing 2
  including STRATEGY-MODEL-CHECKER .
  including MODEL-CHECKER . *** the standard model checker too
endsm
```

Now, we can check that the property \( □♦ (eats(0) ∨ eats(1) ∨ eats(2)) \) (no deadlock) does not hold for free rewriting, either using the standard model checking or the strategy-aware one with the free strategy, but it does hold when using the parity strategy.

Maude > red modelCheck ( initial, 
[] <> (eats(0) \ eats(1) \ eats(2))) .
ModelCheckerSymbol: Examined 4 system states.
rewrites: 43 in 4ms cpu (0ms real) (10750 rewrites/second)
result ModelCheckResult: counterexample:
  {< (o | 0 | o) ψ (o | 1 | o) ψ (o | 2 | o) ψ >,'left} 
  {< (ψ | o | o) ψ (o | 1 | o) ψ (o | 2 | o) >,'left},
  {< (ψ | o | o) (ψ | 1 | o) (ψ | 2 | o) >,deadlock}

Maude > red modelCheck ( initial, 
[] <> (eats(0) \ eats(1) \ eats(2)), 'parity) .
StrategyModelCheckerSymbol: Examined 12 system states.
rewrites: 159 in 0ms cpu (2ms real) (~ rewrites/second)
result Bool: true
```

However, parity does not guarantee that all of them eat, because the property \( ♦ eats(0) \) does not hold. The model checker presents a counterexample, where the philosopher number two takes both forks and releases them in a loop, while the rest keep inactive.
In order to ensure that all of them eat, the strategy should act as a referee. A succinct and direct solution is fixing turns, like in the following strategy:

\[
\text{sd turns}(K, N) := \text{left}[\text{Id} <- K] ; \text{right}[\text{Id} <- K] ; \text{release} ; \\
\text{turns}(s(K) \mod N, N) .
\]

If the number of diners is greater, a more parallel version can be written allowing \( n \div 2 \) philosophers to eat at the same time. By model checking with \textit{turns}, we obtain

```
Maude> red modelCheck(initial, <> eats(0) /
\text{\&} <> eats(1) /
\text{\&} <> eats(2)), 'turns).  
rewrites: 131 in 0ms cpu (1ms real) (~ rewrites/second)  
result Bool: true
```

### 5.2 Implementation notes

We have programmed the new model checker in C++ as part of a modified version of the Maude interpreter that includes full strategy language support. The implementation reuses both the existing explicit-state LTL model checker and the existing infrastructure for strategic execution [15], which we have completed to support strategy modules and the \textit{matchrew} operator. This infrastructure is based on a collection of \textit{tasks}, which reflect continuations and call frames, and \textit{processes} that are in charge of finding matches, applying rules, etc. The already existing model checker follows the automata-theoretic approach [11, §4] based on testing the emptiness of the language recognized by the synchronous product of the model and the negation of the linear property as Büchi automata. The model automaton is built specifically for the system controlled by the strategy, while the LTL to Büchi automaton translation and the nested depth-first algorithm are reused.

Each model state corresponds to a strategy execution state in the proposed semantics, and stores some identifying information and a list of processes from which successors are obtained on-the-fly when requested. Control operations \( \rightarrow_c \) are handled as in usual execution, but rule rewrites trigger the commitment of a new state. Different techniques are used to detect cycles and already visited states in order to reuse previous work.

### 6 Conclusions and future work

Strategies and languages to express them are useful resources to specify restrictions and global control in rewriting systems, following the \textit{separation of concerns} principle. This approach has already been used to specify deduction procedures, semantics of programming languages, chemical and biological processes, ... Such models need to be formally verified and analyzed. In this paper, we show that model checking has a natural definition in this context, and we tell how to effectively model check specifications for the Maude strategy language, by means of a small-step operational semantics that emphasizes rewriting sequences.
This procedure can be applied to other strategy representations. A model checker for systems specified in Maude and controlled by its strategy language has been implemented in C++ as an extension of the existing explicit-state LTL model checker, which can be downloaded from http://maude.sip.ucm.es/strategies. It has already been tested with classical examples and its performance is comparable to the original model checker.

The ongoing work comprises the study of branching-time properties and other theoretical aspects, as well as the development of examples to exploit and test the performance of the tool. The model checker can also be improved by providing clearer counterexamples with more information on the strategy execution, and updating the inherited LTL-to-automaton algorithm to more recent and efficient proposals [3, 22].
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