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This volume contains the papers presented at DISC 2019, the 33rd International Symposium on Distributed Computing, held on October 14–18, 2019 in Budapest, Hungary. It also includes the citations for two awards jointly sponsored by DISC and the ACM Symposium on Principles of Distributed Computing (PODC):


In response to the call for papers, this year we received 145 regular submissions (four of them withdrawn after submission), and 13 brief submissions. All submissions were evaluated by at least three reviewers; we had a program committee with 38 members, and the committee was assisted by 171 external reviewers. For the first time in the history of DISC, we used double-blind peer review: the submissions were anonymous and the PC members and external reviewers did not see the names of the authors.
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2019 Edsger W. Dijkstra Prize in Distributed Computing

The Edsger W. Dijkstra Prize in Distributed Computing is awarded for outstanding papers on the principles of distributed computing, whose significance and impact on the theory or practice of distributed computing have been evident for at least a decade. It is sponsored jointly by the ACM Symposium on Principles of Distributed Computing (PODC) and the EATCS Symposium on Distributed Computing (DISC). The prize is presented annually, with the presentation taking place alternately at PODC and DISC.

The committee decided to award the 2019 Edsger W. Dijkstra Prize in Distributed Computing to

Alessandro Panconesi and Aravind Srinivasan

for their paper

Randomized Distributed Edge Coloring via an Extension of the Chernoff–Hoeffding Bounds,


The paper presents a simple synchronous algorithm in which processes at the nodes of an undirected network color its edges so that the edges adjacent to each node have different colors. It is randomized, using $1.6\Delta + O(\log^{1+\delta} n)$ colors and $O(\log n)$ rounds with high probability for any constant $\delta > 0$, where $n$ is the number of nodes and $\Delta$ is the maximum degree of the nodes. This was the first nontrivial distributed algorithm for the edge coloring problem and has influenced a great deal of follow-up work. Edge coloring has applications to many other problems in distributed computing such as routing, scheduling, contention resolution, and resource allocation.

In spite of its simplicity, the analysis of their edge coloring algorithm is highly nontrivial. Chernoff–Hoeffding bounds, which assume random variables to be independent, cannot be used. Instead, they develop upper bounds for sums of negatively correlated random variables, for example, which arise when sampling without replacement. More generally, they extend Chernoff–Hoeffding bounds to certain random variables they call $\lambda$-correlated. This has directly inspired more specialized concentration inequalities. The new techniques they introduced have also been applied to the analyses of important randomized algorithms in a variety of areas including optimization, machine learning, cryptography, streaming, quantum computing, and mechanism design.
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2019 Principles of Distributed Computing
Doctoral Dissertation Award

The winner of the 2019 Principles of Distributed Computing Doctoral Dissertation Award is

Dr. Sepehr Assadi

for his dissertation

Combinatorial Optimization on Massive Datasets:
Streaming, Distributed, and Massively Parallel Computation,

written under the supervision of Prof. Sanjeev Khanna at the University of Pennsylvania.

The thesis resolves a number of long-standing problems in the exciting and still relatively new area of sublinear computation. The area of sublinear computation focuses on design of algorithms that use sublinear space, time, or communication to solve global optimization problems on very large datasets. In addition to addressing a wide range of different problems, comprising graph optimization problems (matching, vertex cover, and connectivity), submodular optimization (set cover and maximum coverage), and resource-constrained optimization (combinatorial auctions and learning), these problems are studied in three different models of computation, namely, streaming algorithms, multiparty communication, and massively parallel computation (MPC). The thesis also reveals interesting relations between these different models, including generic algorithmic and analysis techniques that can be applied in all of them.

For many fundamental optimization problems, the thesis gives asymptotically matching algorithmic and intractability results, completely resolving several long-standing problems. This is accomplished by using a broad spectrum of mathematical methods in very detailed and intricate proofs. In addition to a wide variety of classic techniques, ranging from graph theory, combinatorics, probability, linear algebra and calculus, it also makes heavy use of communication complexity and information theory, for example.

Sepehr’s dissertation work has been published in a remarkably large number of top-conference papers. It received multiple best paper awards and multiple special issue invitations, as well as two invitations to the Highlights of Algorithms (HALG) conference. Due to its contributions to the field of distributed computing and all the merits mentioned above, the award committee unanimously selected this thesis as the winner of the 2019 Principles of Distributed Computing Doctoral Dissertation Award.

The award is sponsored jointly by the ACM Symposium on Principles of Distributed Computing (PODC) and the EATCS Symposium on Distributed Computing (DISC). It is presented annually, with the presentation taking place alternately at PODC and DISC. The 2019 award was presented at PODC 2019 in Toronto, Canada.

2019 Award Committee:
Prasay Jayanti, Dartmouth College
Nancy A. Lynch, MIT
Boaz Patt-Shamir, Tel Aviv University
Ulrich Schmid, chair, TU Wien
Abstract

We consider the problem of implementing randomized wait-free consensus from max registers under the assumption of an oblivious adversary. We show that max registers solve \(m\)-valued consensus for arbitrary \(m\) in expected \(O(\log^* n)\) steps per process, beating the \(\Omega\left(\frac{\log m}{\log \log m}\right)\) lower bound for ordinary registers when \(m\) is large and the best previously known \(O(\log \log n)\) upper bound when \(m\) is small. A simple max-register implementation based on double-collect snapshots translates this result into an \(O(n \log n)\) expected step implementation of \(m\)-valued consensus from \(n\) single-writer registers, improving on the best previously-known bound of \(O(n \log^2 n)\) for single-writer registers.

1 Introduction

Most work on randomized wait-free shared-memory consensus, dating back to the initial papers of Abrahamson [1] and Chor, Israeli, and Li [13], assumes either single-writer or multi-writer atomic registers as the base object provided by the system. Atomic registers have consensus number 1 [19], meaning they can solve consensus deterministically for no more than one process [21]. They are also assumed to be available by default when computing the consensus number of an object [19, 20]. This makes them the weakest object that is usually considered when solving shared-memory consensus. But there are other objects that also have consensus number 1 that may provide better performance than registers when implementing randomized consensus for many processes.

We examine the power of consensus protocols built from max registers, which are register-like objects for which the writeMax operation writes values, and the readMax operation returns the largest value previously written [6]. We show that against an oblivious adversary, the expected individual step complexity of binary consensus can be improved from \(O(\log \log n)\) [5] using standard registers to \(O(\log^* n)\) using max registers, closing the gap between the best previously-known upper bounds for consensus and the closely-related problem of test-and-set [16].

Consensus protocols built from max registers also tolerate more than two possible input values better than those built from atomic registers. We show that max registers can implement an \(m\)-valued adopt-commit object [2, 15, 22] in \(O(1)\) steps using \(O(1)\) max registers. Adopt-commit objects can be derived from any shared-memory consensus protocol, and there is a tight \(\Omega(\log m / \log \log m)\) lower bound on the individual step complexity of implementations of adopt-commit objects from atomic registers that carries over to consensus [8]. Using max registers, we can avoid this lower bound and obtain \(m\)-valued consensus for any \(m\) while still getting \(O(\log^* n)\) individual step complexity.
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Consensus with Max Registers

By implementing a max register from single-writer registers accessed via collects (in which a process sequentially reads \( n \) registers, one for each process), we can get consensus for single-writer registers in \( O(n \log n) \) expected steps per process. This improves on the previous best known \( O(n \log^2 n) \) upper bound [10] for single-writer registers, although at the cost of weakening the adversary from adaptive to oblivious. It also gets close to the \( \Omega(n) \) lower bound on the worst-case expected individual step complexity that follows immediately from the need for the first process to check the registers belonging to all other processes. We suspect that further improvements may be possible through a more careful analysis of how maximum values interact with collects, but this analysis is beyond the scope of the present work.

1.1 Model

We consider the standard model of an asynchronous shared-memory system, where a collection of \( n \) processes communicate by applying operations to shared objects. Typically these objects are atomic registers, which support a write \((v)\) operation that changes the state of the register to \( v \) (and returns nothing) and a read operation that returns the value of the most recent previous write operation, or a default initial value if there is no previous write operation. But we will also consider max registers, in which a readMax operation instead returns the largest value of any preceding writeMax operation, or a default initial value if there is none.

Concurrency is modeled by interleaving. An execution \( C_0\pi_1C_1\pi_2\ldots \) consists of an alternating sequence of configurations \( C_i \) giving the state of all processes and objects in the system, and operations \( \pi_i \), each of which is carried out by some process. An operation \( \pi \) is enabled in a configuration \( C \) if there is a process in \( C \) that chooses \( \pi \) as its next operation. The effect of applying the operation is to transition to a new configuration \( C' \) that updates the state of the process executing \( \pi \) and the object to which it is applied. At each step, an adversary chooses which of the enabled operations occurs.

For deterministic protocols with known initial configuration \( C_0 \), an execution can be summarized by giving a schedule \( \pi_1\pi_2\ldots \), consisting only of the operations.

For randomized protocols, an adaptive adversary chooses \( \pi_i \) with full knowledge of \( C_i \), including internal states of the processes. An oblivious adversary instead fixes a sequence of process ids \( p_1, p_2, \ldots \) at the start of the execution, and \( p_i \) carries out the \( j \)-th step in all executions. In both cases, the execution obtained is a random variable that depends on both the adversary’s strategy and the outcomes of any random choices made by the processes.

The total step complexity of an execution is the number of operations carried out by all processes during the execution. The individual step complexity is the maximum number of operations carried out by any individual process during the execution.

The space complexity of a protocol is the total number of objects in the system, whether they are used in a particular execution or not. This does not depend on the capacity of each object: a register that holds one bit and a register that holds an unbounded number of bits both count as a single object for this purpose. The allocate-on-use space complexity [9] of an execution is the number of objects to which at least one operation is applied during the execution.

2 Consensus using max registers

Consensus [23] has three requirements:

- **Termination** All processes finish.
- **Validity** The output value of every process is the input value of some process.
- **Agreement** All processes return the same output value.
We will be building wait-free consensus, meaning that the termination condition must hold for each process in all executions, regardless of the relative speeds of the other processes.

For our consensus protocol, we follow the modular construction suggested in [4]. This construction alternates conciliator objects with adopt-commit objects, and gives step complexity and space complexity proportional to the sum of the corresponding complexities of the conciliator and adopt-commit objects.

A conciliator object [4] is similar to a consensus protocol, but it replaces the agreement condition with a probabilistic agreement condition, that says that all processes return the same output with some minimum probability $\delta > 0$.

An adopt-commit object [3, 22] abstracts the adopt-commit protocol of Gafni [15], which is used to detect and enforce agreement obtained through other means. In addition to an output value, it also supplies a tag adopt or commit. Termination and validity hold as in consensus, but the agreement condition is now replaced by two new conditions: 1 convergence, which says that if all inputs are equal to some value $v$ then all processes return $\langle$commit, $v$$\rangle$; and coherence, which says that if any process returns $\langle$commit, $v$$\rangle$ then all processes return either $\langle$commit, $v$$\rangle$ or $\langle$adopt, $v$$\rangle$. The significance of these conditions is that once all processes have the same input (for example, as the result of a preceding conciliator successfully producing agreement), then all will commit, and if any process commits even without all process having the same input, it will force all processes to agree on their outputs, allowing the first process to safely return knowing that any others will return the same value after the next adopt-commit.

Each execution of a conciliator has a $\delta$ chance of resulting in agreement, meaning that a protocol using this construction finishes in $1/\delta + 1$ expected phases. For constant $\delta$, this makes the expected cost of the consensus protocol a constant multiple of the sum of the costs of the conciliator and adopt-commit objects. So our goal will be to use max registers to make both of these objects cost as little as possible.

### 2.1 Conciliator using max registers

To implement a conciliator from max registers, we construct a sifter [2] supplemented by the persona construction of [5]. A sifter is a mechanism for getting rid of processes quickly. The persona construction allows losers in this process to effectively take over the role of winners by copying sufficient control information (the persona) to duplicate the winning process’s behavior.

The intuition behind our construction is that if a sequence of $s$ distinct random ranks is written to a max register, only the left-to-right maxima will actually appear in the register. If the ranks are chosen independently of each other and of the order of the writes, there are $\sum_{i=1}^{s} \frac{1}{i} = H_s \leq 1 + \ln s$ such maxima on average, and we get a reduction from $s$ to $O(\log s)$ values each time we apply this trick. This remains true if correlated duplicate ranks appear in the sequence, so long as the random ranks are independent of the order in which they first appear. This is enforced by having each process associate a sequence of independent random ranks (the persona) with its input value at the start of the protocol. When another process adopts the same value, it also adopts the same random ranks. This allows a fast process to pick up the value of a slow process and carry it to victory – a necessary condition for wait-freedom, since processes cannot leave until a winner is determined – without creating correlations that the adversary can exploit in the sifter mechanism.

---

1 Our choice of names for these conditions follows [8].
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Pseudocode for the conciliator is given in Algorithm 2.1. It uses $\ell = 4 + \log^* n$ rounds, with an independent random rank associated with each process’s input value for each round. The ranks can be chosen from a variety of distributions, but for simplicity we assume that each rank is an independent uniform random integer in the range 1 through $n^3$.

\begin{algorithm}
\caption{Conciliator using max registers.} \label{alg:conciliator}
\begin{algorithmic}[1]
\Procedure{conciliator}{$v$}
\State Choose random ranks $r_1 \ldots r_{\ell}$
\For{$i \leftarrow 1 \ldots \ell$}
\State \text{writeMax}($M_i, \langle r_i, \ldots, r_{\ell}, v \rangle$)
\EndFor
\State $\langle r_1, \ldots, r_{\ell}, v \rangle \leftarrow \text{readMax}(M_i)$
\EndProcedure
\end{algorithmic}
\end{algorithm}

\begin{lemma}
Algorithm \ref{alg:conciliator} implements a conciliator with a constant probability of agreement for sufficiently large $n$.
\end{lemma}

\begin{proof}
Termination and validity are immediate from inspection of the code. Probabilistic agreement requires more work.

Define the persona of process $p$ after 0 rounds as its initial tuple $\langle r_1, \ldots, r_{\ell}, v \rangle$ and after $i$ rounds as the tuple $\langle r_{i+1}, \ldots, r_{\ell}, v \rangle$ that it stores after completing its $i$-th \text{readMax} operation in Line 5.

Let $D$ be the event that all $r_i$ are distinct from each other for each $i$. For $r_i$ chosen uniformly in the range 1 through $n^3$ we will have $\Pr[\overline{D}] \leq n^{-3}(\binom{n}{1})\ell = O(n^{-1} \log^* n)$ by the union bound.

Let $X_i$ be the number of distinct personae that appear across all processes after round $i$. We will argue by induction that $\mathbb{E}[X_i | D] \leq f^{(i)}(n)$, where $f(x) = 1 + \ln x$ and $f^{(i)}$ is the $i$-fold iteration of $f$ defined by $f^{(0)}(x) = x$ and $f^{(i+1)}(x) = f(f^{(i)}(x))$.

Initially, $\mathbb{E}[X_0 | D] = n = f^0(n)$. For the induction step, observe that any persona after $i > 0$ rounds is read from $M_i$ and thus must be a left-to-right maximum of the values written to $M_i$. The adversary is oblivious, so it cannot observe $r_i$ when scheduling the operations on $M_i$; at best, it knows only which processes share the same persona. But any particular persona $\langle r_1, \ldots, r_{\ell}, v \rangle$ is a left-to-right maximum if and only if the first occurrence of this persona in the sequence is a left-to-right maximum. There are $X_{i-1}$ such distinct personae, and by symmetry a persona that appears first after $j - 1$ other distinct personae has a $1/j$ chance of being a left-to-right maximum. This gives $\mathbb{E}[X_i | D, X_{i-1}] = \sum_{j=1}^{X_{i-1}} \frac{1}{j} = H_{X_{i-1}} \leq 1 + \ln X_{i-1} = f(X_{i-1})$. Because $f$ is concave, Jensen’s inequality gives $\mathbb{E}[X_i | D] = \mathbb{E}[\mathbb{E}[X_i | D, X_{i-1}] | D] \leq \mathbb{E}[f(X_{i-1}) | D] \leq f(\mathbb{E}[X_{i-1} | D]) = f^{(i-1)}(n) = f^{(i)}(n)$.

A straightforward numerical calculation shows that $f(x) \leq \log_2 x$ for $x \geq 10$, which implies that $f^{(i+1)}(n) \leq \log_2^{(i+1)}(n)$ as long as $f^{(i)}(n) \geq 10$. It follows that $f^{(i)}(n) < 10$ when $i = \log^* n$. Applying $f$ four more times gives $f^{(4+2 \log^* n)} < f^{(4)}(10) < 1.59$. So $\mathbb{E}[X_{\ell} | D] < 1.59$.

Because $X_{\ell}$ is always at least 1, $X_{\ell} - 1 \geq 0$, so Markov’s inequality applies to $X_{\ell} - 1$, giving $\Pr[X_{\ell} \geq 2 | D] = \Pr[X_{\ell} - 1 \geq 1 | D] \leq \mathbb{E}[X_{\ell} - 1 | D] < 0.59$. We can remove the conditioning to get $\Pr[X_{\ell} \geq 2] \leq 0.59 + \Pr[D] = 0.59 + o(1)$. This completes the proof of probabilistic agreement.
\end{proof}


2.2 Adopt-commit using max registers

Pseudocode for an adopt-commit object implemented from max registers is given in Algorithm 2.2. The structure is similar to the implementation of adopt-commit from a generic conflict detector given in [8, Algorithm 2].

Here a pair of max registers $\min$ and $\max$ serve as the conflict detector, which detects when multiple distinct values have arrived at the adopt-commit. The mechanism for this is that $\min$ holds the smallest input value (negated to turn the max register into a min register), while $\max$ holds the largest, so that distinct values will cause these to diverge.

To obtain a commit, a process must successfully write its value to the proposal register before any process with a distinct value finishes writing to both max registers. This will cause later processes to see and adopt the same value.

\begin{verbatim}
procedure adoptCommit(v)
  writeMax(min, -v)
  writeMax(max, v)
  if proposal != ⊥ then
    v <- proposal
  end
  proposal <- v
  if readMax(min) = -v and readMax(max) = v then
    return ⟨commit, v⟩
  else
    return ⟨adopt, v⟩
  end
end
\end{verbatim}

\begin{lemma}
Algorithm 2.2 implements an adopt-commit object.
\end{lemma}

\begin{proof}
Termination and validity are immediate from inspection of the code.

For convergence, suppose that all calls to adoptCommit have the same input $v$. Then no value other than $v$ is ever written to proposal or max, and no value other than $-v$ is ever written to min. It follows that (a) every process has value $v$ when it reaches Line 8, and (b) all processes read $-v$ from min and $v$ from max in this line, causing them to return $⟨commit, v⟩$.

For coherence, suppose that some process $p$ returns $⟨commit, v⟩$. Then at the point where $p$ starts executing Line 8, proposal $\neq ⊥$, Process $p$ subsequently reads $-v$ from min and $v$ from max, which implies that at this same point no process $p'$ with a value $v' < v$ has yet written to min and no process with a value $v' > v$ has yet written to max. Since a process must do both before checking proposal in Line 4, any such process will read $v$ from proposal and adopt this value.
\end{proof}

The proposal register is assumed to be a standard atomic register, but if a max-register-only implementation is desired, proposal can be replaced by a max register without affecting the complexity or proof of correctness.
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2.3 Full result

Combining Lemmas 1 and 2 gives:

\textbf{Theorem 3.} Alternating Algorithms 2.1 and 2.2 implements randomized consensus for any number of input values against an oblivious adversary, with expected individual step complexity $O(\log^* n)$ and expected space complexity $O(\log^* n)$ in the allocate-on-use model.

3 Consensus using collects

If max registers are not available, we can replace them with an array of $n$ ordinary atomic registers over which we perform collect operations, a non-atomic operation that involves a process reading all $n$ registers in some arbitrary order. We use a variant of the classic double-collect technique [24] to ensure that the value returned is in fact the maximum value in the array at some point during the execution. We will show that this does not impose too much additional cost and does not create opportunities for the adversary to bias the outcome.\(^2\)

For the adopt-commit object, we skip the max register implementation entirely and simply use Gafni’s original implementation of adopt-commit from two collects [15, §4.2].

Pseudocode for the conciliator is given in Algorithm 3.1. We assume that each $A[i][j]$ is an atomic register that initially holds a default value $\perp$ that is treated as smaller than all non-default values.

\begin{algorithm}
\caption{Conciliator using collect. Code for process $j$.}
\begin{algorithmic}[1]
\Procedure{conciliator}{$v$}
\State Choose random ranks $r_1 \ldots r_\ell$
\For{$i \leftarrow 1 \ldots \ell$}
\State $A[i][j] \leftarrow \langle r_1, \ldots, r_\ell, v \rangle$
\State $\text{cur} \leftarrow \perp$
\Repeat
\State $\text{prev} \leftarrow \text{cur}$ // Perform collect on $A[i]$
\State $\text{cur} \leftarrow A[i][1 \ldots n]$
\Until{prev $\neq \perp$ and $\max(\text{cur}) = \max(\text{prev})$}
\State $\langle r_1, \ldots, r_\ell, v \rangle \leftarrow \max(\text{cur})$
\EndFor
\State \textbf{return} $v$
\EndProcedure
\end{algorithmic}
\end{algorithm}

\(^2\)An alternative might be to use an existing implementation of bounded max registers from atomic registers, such as the original linearizable implementation of [6] or the strongly linearizable implementation of [18]. This runs into two difficulties. First, these implementations assume multi-writer registers, and there are implementations of conciliators directly from multi-writer registers that run in $O(\log \log n)$ steps [5], much less than the $\Omega(\log n)$ steps needed for a single operation of a polynomially-bounded max register [6]. Second, neither linearizability nor strong linearizability is enough to guarantee that an implementation can be used in place of the original atomic object without affecting the behavior of the algorithm when scheduling is controlled by an oblivious adversary [17]. Though the stronger condition of \textbf{uniform linearizability} can allow such composition [14], we are not aware of any uniformly linearizable implementations of max registers.
To show that this works, we must first argue that the maximum value computed in Line 10 corresponds to the actual maximum value in $A[i][1 \ldots n]$ at some point in the execution.

\begin{lemma}
Let $x = \langle r_1, \ldots, r_\ell, v \rangle$ be computed in Line 10 during some execution of Algorithm 3.1. Then at some point during the execution, $x$ is the maximum value in registers $A[i][1]$ through $A[i][n]$.
\end{lemma}

\begin{proof}
First observe that each $A[i][j]$ can only increase over time, and thus the same holds for the maximum value in $A[i]$.

Because $x$ is the maximum of the non-overlapping collects that provided $\text{prev}$ and $\text{cur}$, we know that (a) the maximum value at the end of the first collect is at least $x$, and (b) the maximum value at the start of the second collect is at most $x$. So throughout the interval between these collects, the maximum value is exactly $x$.
\end{proof}

Applying the same argument as in Lemma 1, if $X_i$ distinct personae with distinct random ranks appear across all processes after $i$ rounds, then on average there are $H_{X_i}$ left-to-right maxima in the sequence of values written to $A[i]$, giving $X_{i+1} \leq H_{X_i} \leq 1 + \ln X_i$ on average. Since each repetition of the inner loop of Algorithm 3.1 by some process requires a new maximum, this means that (a) on average, only $O(\log n)$ collects are performed during the first round, and (b) on average, at most $O(\log \log n)$ collects are performed during subsequent rounds. The first round dominates, giving an expected individual step complexity of $O(n \log n)$. We can similarly argue that after $\ell$ rounds there is only one surviving persona with constant probability.

As written, the algorithm uses $O(n \log^* n)$ registers. However, we can trivially have each process consolidate its $O(\log n)$ registers $A[i][j]$ through $A[\ell][j]$ into a single register divided into $\ell$ fields, giving an implementation with only $n$ registers.

Applying the appropriate corrections to deal with the small chance of duplicate ranks, we get:

\begin{lemma}
Algorithm 3.1 implements a conciliator with constant agreement probability with expected individual step complexity $O(n \log n)$ and space complexity $n$.
\end{lemma}

Since it is possible to implement adopt-commit using $O(1)$ write operations and two collects [15], and since we can consolidate all registers used by a particular process, even across rounds, into a single register, we get

\begin{theorem}
There is an implementation of randomized consensus that achieves consensus against an oblivious adversary with expected individual step complexity $O(n \log n)$ using $n$ single-writer registers.
\end{theorem}

The step complexity of this algorithm compares favorably with the best previously known implementation of consensus from single-writer registers, the $O(n \log^2 n)$ algorithm of [10]. It should be noted however that the price of this improvement is that we have assumed an oblivious adversary instead of an adaptive adversary.

\section{Conclusion and open problems}

We have shown that using max registers as a base object allows for a significant improvement in the time and space complexity of randomized consensus over previous solutions based on atomic registers. We have also shown that this approach gives improvements even for single-writer atomic registers, by implementing max registers from collects over arrays of single-writer registers.
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At present there is no known non-trivial lower bound on the expected individual step complexity of randomized consensus with an oblivious adversary, even for ordinary registers, although a lower bound on the distribution of the individual step complexity is known \cite{12}. So it may be that a more sophisticated algorithm could reduce the expected time for max-register-based consensus from $O(\log^* n)$ to as little as $O(1)$.

Similarly, there is no stronger lower bound on the individual step complexity of consensus implemented from single-writer registers than the trivial $\Omega(n)$ bound. Here we suspect that a more careful analysis of the possible set of maximum values returned by concurrent single collects could reduce the gap between this lower bound and the $O(n \log n)$ upper bound obtained using double collects.

It is also interesting to consider what happens in a message-passing system. It is known that the classic Attiya-Bar-Noy-Dolev (ABD) implementation of an atomic register from asynchronous message-passing with fewer than $n/2$ failures \cite{11} extends in a straightforward way to give a linearizable implementation of a max register in $O(1)$ time using $O(n)$ messages per operation \cite{7}. However, the same problem of linearizability interacting poorly with randomization that required using double collects in Algorithm 3.1 applies here, and it is not clear if simply using ABD in Algorithm 2.1 would prevent even an oblivious adversary from preserving more values than expected. As in the case of single collects, further analysis is needed.
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Abstract
It has been observed that linearizability, the prevalent consistency condition for implementing concurrent objects, does not preserve some probability distributions. A stronger condition, called strong linearizability has been proposed, but its study has been somewhat ad-hoc. This paper investigates strong linearizability by casting it in the context of observational refinement of objects. We present a strengthening of observational refinement, which generalizes strong linearizability, obtaining several important implications.

When a concrete concurrent object refines another, more abstract object – often sequential – the correctness of a program employing the concrete object can be verified by considering its behaviors when using the more abstract object. This means that trace properties of a program using the concrete object can be proved by considering the program with the abstract object. This, however, does not hold for hyperproperties, including many security properties and probability distributions of events.

We define strong observational refinement, a strengthening of refinement that preserves hyperproperties, and prove that it is equivalent to the existence of forward simulations. We show that strong observational refinement generalizes strong linearizability. This implies that strong linearizability is also equivalent to forward simulation, and shows that strongly linearizable implementations can be composed both horizontally (i.e., locality) and vertically (i.e., with instantiation).

For situations where strongly linearizable implementations do not exist (or are less efficient), we argue that reasoning about hyperproperties of programs can be simplified by strong observational refinement of non-atomic abstract objects.

1 Introduction
Abstraction is key to the design and verification of large, complicated software. In concurrent programs, featuring intricate interactions between multiple threads, abstraction is often used to encapsulate low-level shared memory accesses within high-level abstract data types, called concurrent objects. Arguing about properties of such a program \( P \) is greatly simplified by
considering a concurrent object as a refinement of another, more abstract one: a concrete object $O_1$ is said to observationally refine another, abstract object $O_2$ if any behavior $P$ can observe with $O_1$ is also observed by $P$ with $O_2$. When $O_2$ is an atomic object, in which each operation is applied in exclusion, observational refinement is equivalent to linearizability [5, 12].

Intuitively, linearizability, and more generally, observational refinement, seem to imply that anything we can prove about $P$ with $O_2$ also holds when $P$ executes with $O_1$. This is indeed the case when considering trace properties, i.e., properties that are specified as sets of traces, in particular, safety properties.

Unfortunately, many interesting properties cannot be specified as properties of individual traces, i.e., as trace properties. Notable examples are security properties such as noninterference [13], stipulating that commands executed by users with high clearance have no effect on system behavior observed by users with low clearance. Other examples are quantitative properties like bounds on the probability distribution of events, e.g., the mean response time over sets of executions. Indeed, while the fact that the average response time of an operation in an execution is smaller than some bound $X$ is a trace property, the requirement that the average response time over all executions is smaller than $X$ cannot be stated as a trace property.

Hyperproperties [9], namely, sets of sets of traces, allow to capture such expectations. By definition, every property of system behavior (for systems modeled as trace sets) can be specified as a hyperproperty. It is known that observational refinement does not preserve hyperproperties [18], in general. More recently, it has been shown that linearizability does not preserve probability distributions over traces [14], allowing an adversary scheduler additional control over the possible outcomes of a distributed randomized program. (An example appears in Section 2.)

This paper defines the notion of strong observational refinement, relates it to hyperproperties, and shows its equivalence to forward simulations. We show that strong observational refinement generalizes strong linearizability [14]. We also explore the possibility of using – instead of the classical sequential specifications – concurrent specifications, which are nevertheless simpler.

To explain our results in more detail, consider a labeled transition system (LTS) that, intuitively, represents all the executions of the object under the most general client (that may call methods in any order and from any thread). A state of the LTS corresponds to a state of the object and transitions correspond to method calls/returns, or internal steps within a method invocation. A sequential specification corresponds to a concurrent object where essentially, method bodies consist of a single atomic step that acts according to the sequential specification (hence, they are totally ordered in time during any execution).

An LTS $O_1$ observationally refines an LTS $O_2$ if and only if the histories (i.e., sequences of call/return actions) generated by $O_1$ are included in those generated by $O_2$ [5]. In this way, observational refinement of two LTSs reduces to an inclusion between their traces, when projected over some alphabet $\Gamma$ (in this case, $\Gamma$ is the set of call/return actions), called $\Gamma$-refinement.

A forward simulation maps every step of $O_1$ to a sequence of steps of $O_2$, starting from the initial state of $O_1$ and advancing in a forward manner; a backward simulation is similar, but it goes in the reverse direction, from end states back to initial states. When proving

1 Linearizability [16] states that a concurrent execution of operations corresponds to some serial sequence of the same operations permitted by the specification.

2 Strong linearizability requires that the linearization of a prefix of a concurrent execution is a prefix of the linearization of the whole execution, see Section 5.
A program with three threads using a concurrent stack (we assume that \texttt{push} returns the value \texttt{OK}). Statements in the same thread are aligned vertically. The statement \texttt{assume} blocks the program when the Boolean condition is not satisfied and \texttt{highBooleanInput} returns a Boolean value labeled as high clearance. The \texttt{assume} statement enforces that \texttt{push(0)} and \texttt{push(1)} finish before \texttt{push(2)} starts.

linearizability, an important special case of forward simulation is the identification of fixed linearization points. A forward/backward simulation can be parameterized by an alphabet $\Gamma$, in which case the sequence of steps of $O_2$ associated to a step of $O_1$ should contain a step labeled by an action $a \in \Gamma$ if and only if the step of $O_1$ is also labeled by $a$. It is known \cite{17} that $\Gamma$-refinement holds if and only if there is a combination of $\Gamma$-forward and $\Gamma$-backward simulations from $O_1$ to $O_2$; a forward simulation suffices when the projection of $O_2$ on $\Gamma$ is deterministic. (See Section 3.)

The notion of strong observational refinement relies on the concept of a deterministic scheduler that resolves the non-determinism introduced for instance, from the execution of internal actions by parallel threads (it is similar to the notion of strong adversary introduced in the context of randomized algorithms \cite{4}). $O_1$ strongly (observationally) refines $O_2$ if a program $P$ running under a deterministic schedule with $O_1$ makes the same observations as when $P$ runs with $O_2$ with a possibly-different deterministic schedule. (The complete definition appears in Section 4.) We prove that strong observational refinement implies the existence of a forward simulation. The converse direction is fairly straightforward, proving the equivalence of these two notions, and imply compositional proof methodologies. (These results appear in Section 5.) By relating strong linearizability to strong observational refinement, we prove that a concrete object is a strong linearization of an atomic object \textit{if and only if} there is an appropriate forward simulation between the two. This immediately implies methods for composing strongly linearizable concurrent objects.

To address situations where there is no concrete object that strongly linearizes a particular atomic object \cite{15, 10}, or in cases where such an object is less efficient, we suggest concrete objects that strongly refine other, more abstract objects that still expose some concurrency. This follows \cite{6} and allows to simplify reasoning about randomized programs even when using objects like the Herlihy&Wing queue \cite{16} or snapshot objects \cite{1}, which are not strongly linearizable. For example, in the case of atomic snapshots, the abstract object that obtains several instantaneous snapshots during the \texttt{scan} operation and then \textit{arbitrarily} returns one of them (see Section 6). Arguing about a program using this abstract object is simpler, while still exposing the power of an adversarial scheduler to manipulate the responses of a scan.

2 Motivating Example: A Stack Implementation that Leaks Information

When an object $O_1$ refines a specification object $O_2$, any safety property of a program $P$ using $O_2$ (that refers only to $P$'s state and is agnostic to the internal state of the object $O_2$) is preserved when $O_2$ is replaced by its refinement $O_1$. However, refinement does not preserve hyperproperties \cite{9}, i.e., properties of sets of traces.
We explain this issue by considering noninterference [13] in the program of Figure 1. This program invokes methods of a concurrent stack, and we wish to show that independently of the thread scheduler, none of the low clearance variables $low1$ and $low2$ can leak the value of the high clearance variable $high$, i.e., it is impossible to define a thread scheduler which admits only executions where $low1 = high$ or only executions where $low2 = high$. A precise notion of scheduler will be defined below, but for now, it is enough to think of a thread scheduler as a monitor that chooses to activate threads depending on the history of the execution. This property is satisfied by the program when invoking an atomic concurrent stack. Indeed, assuming that push($0$) is scheduled before the one of push($1$) (the other case is similar), then either (i) push($2$) is scheduled before at least one of the pop invocations, and then, $low1, low2 \in \{1, 2\}$ which shows that none of these two variables equals the value of $high$ when $high = 0$, or (ii) push($2$) is scheduled after the pop invocations, and then, the scheduler admits executions where $low1 = b_1$, $low2 = b_2$, and $high = 0$ if and only if it admits executions where $low1 = b_1$, $low2 = b_2$, and $high = 1$ (for $b_1, b_2 \in \{0, 1, 2\}$).

This property is however not satisfied by this program when using the concurrent stack of Afek et al. [2]. This stack stores the elements into an infinite array items; a shared variable range keeps the index of the first unused position in items. The push method stores the input value in the array while also incrementing range (the details are irrelevant for our example). The pop method first reads range and then traverses the array backwards starting from the predecessor of this position, until it finds a position storing a non-null element (array cells can be nullified by concurrent pop invocations). It atomically reads this element and stores null in its place. If the pop reaches the bottom of the array without finding non-null cells, then it returns that the stack is empty. Unlike the case of atomic stacks, Figure 2 shows a thread scheduler where $low1$ stores the value of $high$. This scheduler imposes that push($0$) executes before push($1$) (so that 0 occurs before 1 in the array items).³ and then

³ A similar scheduler can be defined when push($1$) executes before push($0$).
preempts pop invocations just after reading the value of range which equals 2 (assuming the array indexing starts at 0). Then, it schedules the third thread and, depending on the value of high, it schedules the rest of the pop invocations such that the pop in the first thread extracts a value which equals high. This ensures that low1 == high.

This shows that noninterference in programs invoking the atomic stack is not preserved when the latter is replaced by the concurrent stack of Afek et al. [2], although the latter is a refinement of the atomic stack. Section 4 presents a stronger notion of observational refinement that preserves hyperproperties and in particular, noninterference.

3 Modelling Concurrent Objects as Labeled Transition Systems

Labeled transition systems (LTS) capture shared-memory programs with an arbitrary number of threads, abstracting away the details of any particular programming system irrelevant to our development.

An LTS $A = (Q, \Sigma, s_0, \delta)$ over the possibly-infinite alphabet $\Sigma$ is a possibly-infinite set $Q$ of states with initial state $s_0 \in Q$, and a transition relation $\delta \subseteq Q \times \Sigma \times Q$. The $i$th symbol of a sequence $\tau \in \Sigma^*$ is denoted $\tau_i$, and $\epsilon$ is the empty sequence. An execution of $A$ is an alternating sequence of states and transition labels (also called actions) $\rho = s_0, a_0, s_1 \ldots a_{k-1}, s_k$ for some $k > 0$ such that $(s_i, a_i, s_{i+1}) \in \delta$ for each $0 \leq i < k$. We write $s_i \xrightarrow{a_i} A s_j$ as shorthand for the subsequence $s_1, a_i, \ldots, s_{j-1}, a_{j-1}, s_j$ of $\rho$. (in particular $s_i \xrightarrow{a_i} s_j$).

The projection $\tau|\Gamma$ of a sequence $\tau$ is the maximum subsequence of $\tau$ over alphabet $\Gamma$. This notation is extended to sets of sequences as usual. A trace of $A$ is the projection $\rho|\Sigma$ of an execution $\rho$ of $A$. The set of executions of an LTS $A$ is denoted by $E(A)$, while the set of traces of $A$ is denoted $T(A)$. An LTS is deterministic if for any state $s$ and any sequence $\tau \in \Sigma^*$, there is at most one state $s'$ such that $s \xrightarrow{\tau} s'$. More generally, for an alphabet $\Gamma \subseteq \Sigma$, an LTS is $\Gamma$-deterministic if for any state $s$ and any sequence $\tau \in \Gamma^*$, there is at most one state $s'$ such that $s \xrightarrow{\tau} s'$ and $\tau$ is a subsequence of $\tau'$.

An object is a deterministic LTS over alphabet $C \cup R \cup \Sigma_o$ where $C$ is the set of call actions, $R$ is the set of return actions, and $\Sigma_o$ is an alphabet of internal actions. Formally, a call action call$(m, d, k)$ combines a method $m$ and argument $d$ with an operation identifier $k$, while a return action ret$(m, d, k)$ combines a method $m$ and return value $d$ with an operation identifier $k$. Operation identifiers are used to pair call and return actions. We assume that the traces of an object satisfy standard well-formedness properties, e.g., return actions correspond to previous call actions. Given a standard description of an object implementation as a set of methods, its LTS represents the executions of its most general client (that may call methods in any order and from any thread). The states of the LTS represent the shared state of the object together with the local state of each thread. The transitions correspond to statements in the method bodies (in which case they are labeled by internal actions in $\Sigma_o$), or call and return actions. For simplicity, we ignore the association of method invocations to threads since it is irrelevant to our development. A trace $\tau$ of an object $O$ projected over call and return actions is called a history of $O$, and it is denoted by hist$(\tau)$. The set of histories admitted by an object $O$ is denoted by $H(O)$. Call and return actions call$(m, \_, k)$ and ret$(m, \_, k)$ are called matching when they contain the same operation identifier. A call action is called unmatched in a history $h$ when $h$ does not contain the matching return. A history $h$ is called sequential if every call call$(m, d, k)$ is immediately followed by the matching return ret$(m, \_, k)$. Otherwise, it is called concurrent.

Linearizability [16] is a standard correctness criterion for concurrent objects expressing conformance to a given sequential specification. This criterion is based on a relation $\equiv$ between histories: $h_1 \equiv h_2$ iff there exists a well-formed history $h'$ obtained from $h_1$ by appending
return actions that correspond to unmatched call actions in $h_1$ or deleting unmatched call actions, such that $h_2$ is a permutation of $h_1'$ that preserves the order between return and call actions, i.e., a given return action occurs before a given call action in $h_1'$ iff the same holds in $h_2$. We say that $h_2$ is a linearization of $h_1$. A history $h_1$ is called linearizable w.r.t. an object $O_2$ iff there exists a sequential history $h_2 \in H(O_2)$ such that $h_1 \equiv h_2$. An object $O_1$ is linearizable w.r.t. $O_2$, written $O_1 \leq O_2$, iff each history $h_1 \in H(O_1)$ is linearizable w.r.t. $O_2$.

Linearizability has been shown equivalent to a criterion called observational refinement which states that every behavior of every program possible using a concrete object would also be possible were the abstract object used instead [5, 12] (the precise meaning of behavior is given below). Actually, this result holds only when the abstract object is atomic, i.e., an implementation where the methods of a sequential object are guarded by a global-lock acquisition. Formally, given a set of sequential histories $Seq$, an atomic object is an LTS $O = (Q, \Sigma, s_0, \delta)$ where the states are pairs formed of a history $h$ and a linearization $h_s$ of $h$, i.e., $Q = \{(h, h_s) : h, h_s \in Seq\}$, the internal actions are linearization point actions $lin(k)$ (for linearizing an operation with identifier $k$), i.e., $\Sigma = C \cup R \cup \{lin(k) : k \in 1\}$ where $\parallel$ denotes the set of operation identifiers, the initial state contains an empty history and linearization, $s_0 = (\epsilon, \epsilon)$, and the transition relation is defined by: $((h, h_s), a, (h', h'_s)) \in \delta$ if

\[
\begin{align*}
a &\in C \implies h' = h \cdot a \text{ and } h'_s = h_s \\
a &\in R \implies h' = h \cdot a \text{ and } h'_s = h_s \text{ and } a \text{ occurs in } h'_s \\
a = lin(k) \implies h' = h \text{ and } h'_s = h_s \cdot call(m, d_1, k) \cdot ret(m, d_2, k), \text{ for some } m, d_1, \text{ and } d_2.
\end{align*}
\]

Call actions are only appended to the history $h$, return actions ensure that additionally, the linearization $h'_s$ contains the corresponding operation, and linearization points extend the linearization with a new operation. Note that $O$ admits every history which is linearizable w.r.t. $Seq$, i.e., $H(O) = \{h : \exists h' \in Seq. h \equiv h'\}$.

A program is a deterministic LTS over alphabet $C \cup R \cup \Sigma_p$ where $\Sigma_p$ is an alphabet of program actions. Program actions can be interpreted for instance, as assignments to some program variables which are disjoint from the variables used by the object, or as different outcomes of a random choice. The executions of a program $P$ with an object $O$ are obtained as the executions of the LTS product $P \times O$ 4. As program and object alphabets only intersect on call and return actions, our formalization supposes that programs and objects communicate only through method calls and returns, and not, e.g., through additional shared random-access memory.

Observational refinement between objects $O_1$ and $O_2$ means that any “observation” extracted from a program execution possible with $O_1$ (referred to as a “concrete” object), is also possible with $O_2$ (referred to as the “specification”). We define observations as projections of traces over program actions. The methods invoked by a program along with their inputs and return values can be recorded using additional program actions. In the context of a concrete programming language, one can use additional program variables to record the inputs before calling a method and the return values upon their return.

\textbf{Definition 1.} The object $O_1$ observationally refines $O_2$, written $O_1 \leq O_2$, iff

\[
T(P \times O_1) |_{\Sigma_p} \subseteq T(P \times O_2) |_{\Sigma_p}
\]

for all programs $P$ over alphabet $\Sigma_p \cup C \cup R$.

\[
4 \text{ The product } A_1 \times A_2 \text{ of two LTSs is defined as usual, respecting } E(A_1 \times A_2)(\Sigma_1 \cap \Sigma_2) = E(A_1)(\Sigma_2 \cap E(A_2)) |_{\Sigma_1}.
\]
The following theorem relates observational refinement to a standard notion of refinement between LTSs, defined roughly as inclusion of traces, in the context of concurrent objects.\footnote{This relationship has been shown under natural assumptions about objects and programs [5]. For instance, concerning objects, it is assumed that call actions cannot be disabled and they cannot disable other actions (they can be reordered to the left while preserving the computation), and return actions cannot enable other actions.}

For two LTSs $A_1$ and $A_2$, we say that $A_1$ refines $A_2$ when $T(A_1) \subseteq T(A_2)$. More generally, for an alphabet $\Gamma$, $A_1 \Gamma$-refines $A_2$ when $T(A_1)\Gamma \subseteq T(A_2)\Gamma$. By an abuse of notation, $A_1 \subseteq \Gamma A_2$ denotes the fact that $A_1 \Gamma$-refines $A_2$ (we will omit $\Gamma$ when it is understood from the context).

Intuitively, the alphabet $\Gamma$ represents a set of actions which are “observable” in both $A_1$ and $A_2$, the actions not in $\Gamma$ are considered to be “internal” to $A_1$ or $A_2$. Observational refinement is equivalent to $(C \cup R)$-refinement which means that the histories of the concrete object are included in those of the specification (note that “plain” refinement would not hold because the internal actions may differ).

**Theorem 2** ([5, 12]). $O_1 \leq O_2$ iff $O_1 \subseteq_{C\cup R} O_2$. If $O_2$ is atomic, then $O_1 \leq O_2$ iff $O_1 \subseteq O_2$.

In the rest of the paper, since observational refinement and $(C \cup R)$-refinement are equivalent, we will not make the distinction between the two and refer to both as refinement.

## 4 Strong Observational Refinement

As discussed in Section 2, refinement does not preserve hyperproperties, which are properties of sets of traces and not individual traces as in the case of safety properties. In the following, we define a stronger notion of observational refinement that preserves such properties, using a notion of scheduler that is actually just a mechanism for resolving the non-determinism induced by internal actions, irrespectively of whether it comes from executing a set of parallel threads.

A scheduler for a deterministic LTS $A = (Q, \Sigma, s_0, \delta)$ over alphabet $\Sigma$ is a function $S: \Sigma^* \rightarrow 2^\Sigma$ which prescribes a possible set of next actions to continue an execution based on a sequence of previous actions. A trace $\tau = a_0 \cdot \ldots \cdot a_{k-1}$ is consistent with a scheduler $S$ if $a_i \in S(a_0 \cdot \ldots \cdot a_{i-1})$ for all $0 \leq i < k$ (where by an abuse of notation, $a_0 \cdot a_{-1}$ represents the empty sequence). An execution is consistent with a scheduler $S$ if its trace is. The set of executions of an LTS $A$ consistent with a scheduler $S$ can be defined using an LTS which is the product between $A$ and an LTS $A_S$ whose states are sequences in $\Sigma^*$ and the transitions link a state $\tau \in \Sigma^*$ to a state $\tau \cdot a \in \Sigma^*$ provided that $a \in S(\tau)$ (such a transition is labeled by $a$). Let $T(A, S)$ denote the set of traces of $A$ consistent with $S$. A scheduler is admitted by $A$ if for every $k$, if $\tau = a_0 \cdot \ldots \cdot a_{k-1}$ is a trace of $A$ consistent with $S$, then $S(a_0 \cdot \ldots \cdot a_{k-1})$ is non-empty and every $a \in S(a_0 \cdot \ldots \cdot a_{k-1})$ is enabled in the state $s_k$ with $s_0 \xrightarrow{a_0 \cdot \ldots \cdot a_{k-1}} A \cdot s_k$.

A scheduler of an LTS $P \times O$ (the product of a program $P$ and an object $O$) is called deterministic when it fixes in a unique way the actions of $O$ to continue an execution, i.e., for every sequence $\tau$, $S(\tau) \subseteq \Sigma_p$ or $|S(\tau)| = 1$ (where $\Sigma_p$ is the set of program actions). When program actions represent outcomes of random choices made by the program, a deterministic scheduler can be used to model a strong adversary [4] which schedules threads depending on those outcomes. An object $O_1$ strongly (observationally) refines an object $O_2$ if any deterministic schedule admitted by a program $P$ when using $O_1$ leads to exactly the same set of “observations” as a deterministic schedule admitted by $P$ were $O_2$ used instead. Formally,
Definition 3. The object \(O_1\) strongly (observationally) refines \(O_2\), written \(O_1 \preceq_s O_2\), iff for every deterministic scheduler \(S_1\) admitted by \(P \times O_1\), there exists a deterministic scheduler \(S_2\) admitted by \(P \times O_2\), such that \(T(P \times O_1, S_1)\Sigma_p = T(P \times O_2, S_2)\Sigma_p\) for all programs \(P\) over alphabet \(\Sigma_p \cup C \cup R\).

A hyperproperty of a program \(P\) over alphabet \(\Sigma_p \cup C \cup R\) is a set of sets of sequences over \(\Sigma_p\). For instance, the hyperproperty discussed in the context of the program in Figure 1 is the set of all sets \(T\) s.t.

\[
(\exists \tau \in T. \text{low1(}_\tau\text{)} \neq \text{high(}_\tau\text{)}) \land (\exists \tau \in T. \text{low2(}_\tau\text{)} \neq \text{high(}_\tau\text{)})
\]

where for any variable \(x\), \(x(t)\) is the value of \(x\) at the end of trace \(t\). A hyperproperty \(\varphi\) is satisfied by a program \(P\) with an object \(O\), written \(P \times O \models \varphi\), if \(T(P \times O, S)\Sigma_p \in \varphi\) for every deterministic scheduler \(S\).

Theorem 4. If \(O_1 \preceq_s O_2\), then \(P \times O_2 \models \varphi\) implies \(P \times O_1 \models \varphi\) for every hyperproperty \(\varphi\) of \(P\).

Proof. Assume that \(O_1 \preceq_s O_2\) and \(P \times O_2 \models \varphi\) for some hyperproperty \(\varphi\) of \(P\). Let \(S_1\) be a deterministic scheduler admitted by \(P \times O_1\). Since \(O_1 \preceq_s O_2\), there exists a deterministic scheduler \(S_2\) admitted by \(P \times O_2\) such that \(T(P \times O_1, S_1)\Sigma_p = T(P \times O_2, S_2)\Sigma_p\). Since, \(P \times O_2 \models \varphi\), we get that \(T(P \times O_2, S_2)\Sigma_p \in \varphi\), which implies that \(T(P \times O_1, S_1)\Sigma_p \in \varphi\). Therefore, \(P \times O_1 \models \varphi\).

This preservation result applies to probabilistic hyperproperties as well, for instance when reasoning about randomized consensus protocols [4]. Since a deterministic scheduler fixes in a unique way the object’s actions to continue an execution, probability distributions can be assigned only to actions which are internal to the program \(P\). This holds for randomized protocols, where randomization is due to coin flip operations that are internal to the protocol and do not concern the behavior of the objects it invokes. Then, the probabilities associated with program actions can be encoded in the action names, thereby encoding probabilistic (hyper)properties as properties of (sets of) traces (see [9] for more details).

5 Characterizing Strong Refinement Using Forward Simulations

In general, proving refinement between two LTSs relies on simulation relations which roughly, are relations between the states of the two LTSs showing that one can mimic every step of the other one. Forward simulations show that every outgoing transition from a given state can be mimicked by the other LTS while backward simulations show the same for every incoming transition to a given state. Applying induction, forward simulations show that every trace of an LTS is admitted by the other LTS starting from initial states and advancing in a forward manner, while backward simulations consider the backward direction, from end states to initial states. It has been shown that \((\Gamma_\cdot)\)-refinement is equivalent to the existence of a composition of forward and backward simulations, and to the existence of only a forward simulation provided that the specification\(^6\) is \((\Gamma_\cdot)\)-deterministic [17]. In the following, we show that strong observational refinement is equivalent to the existence of a forward simulation, which implies that refinement is strictly weaker than strong observational refinement (forward simulations do not suffice to establish refinement in general).

\(^6\) When an LTS \(A_1\) \((\Gamma_\cdot)\)-refines another LTS \(A_2\), we refer to \(A_2\) as the specification.
Definition 5. Let $A_1 = (Q_1, \Sigma_1, s_0^1, \delta_1)$ and $A_2 = (Q_2, \Sigma_2, s_0^2, \delta_2)$ be two LTSs and $\Gamma$ an alphabet. A relation $F \subseteq Q_1 \times Q_2$ is called a $\Gamma$-forward simulation from $A_1$ to $A_2$ iff $(s_0^1, s_0^2) \in F$ and:

- for all $s_1, s'_1 \in Q_1$, $a \in \Sigma_1$, and $s_2 \in Q_2$, such that $(s_1, a, s'_1) \in \delta_1$ and $(s_1, s_2) \in F$, we have that there exists $s'_2 \in Q_2$ and $\tau \in \Sigma_2$ such that $(s'_1, s'_2) \in F$ and $s_2 \xrightarrow{\tau} A_2 s'_2$ and $\tau[\Gamma] = a[\Gamma]$.

A $\Gamma$-forward simulation states that every step of $A_1$ is simulated by a sequence of steps of $A_2$ (this sequence can be empty to allow for stuttering). Since it should imply that $A_1$ $\Gamma$-refines $A_2$, every step of $A_1$ labeled by an observable action $a \in \Gamma$ should be simulated by a sequence of steps of $A_2$ where exactly one transition is labeled by $a$ and all the other transitions are labeled by non-observable actions (this is implied by $\tau[\Gamma] = a[\Gamma]$). Also, every internal step of $A_1$ should be simulated by a sequence of internal steps of $A_2$.

An instantiation of forward simulations are linearizability proofs using the so-called “fixed linearization points”. Linearizability of a history can be proved by showing that each invocation can be seen as happening at some point, called linearization point, occurring somewhere between the call and return actions of that invocation. Then, the linearization points are fixed when they are mapped to a certain fixed set of statements (usually, one statement per method). This defines a mapping between steps of a concrete implementation and steps of an atomic object, i.e., those fixed statements map to linearization point actions in the atomic object and all the other statements correspond to stuttering steps of the atomic object, thereby defining a forward simulation between the two. As a side remark, backward simulation is necessary to prove linearizability w.r.t. atomic specifications, when linearization points depend on future steps in the execution, the Herlihy&Wing queue [16] being a classic example (Schellhorn et al. [21] present such a proof).

The easier direction is showing that forward simulations imply strong refinement. A forward simulation from $O_1$ to $O_2$ can be used to simulate any scheduler $S_1$ of a program $P$ using $O_1$ by a scheduler of the same program $P$ when using $O_2$. Program actions will be replayed exactly as in $S_1$ while the actions of $O_2$ simulating actions of $O_1$ can be chosen according to the forward simulation.

Lemma 6. If there exists a $(C \cup R)$-forward simulation from $O_1$ to $O_2$, then $O_1 \leq_s O_2$.

Proof. Let $O_1 = (Q_1, \Sigma_1, s_0^1, \delta_1)$ and $O_2 = (Q_2, \Sigma_2, s_0^2, \delta_2)$ be two objects, and $F$ a $(C \cup R)$-forward simulation from $O_1$ to $O_2$. Let $P$ be a program over alphabet $\Sigma_p \cup C \cup R$ and $S_1$ a deterministic scheduler admitted by $P \times O_1$. We define a rewriting relation $\Rightarrow$ between traces of $P \times O_1$ consistent with $S_1$ and traces of $P \times O_2$ such that intuitively, if $\tau \Rightarrow \tau'$ then $\tau'$ is a trace of $P \times O_2$ which simulates the trace $\tau$ of $P \times O_1$ with respect to the simulation relation $F$. Formally, $\Rightarrow$ is the smallest relation satisfying the following:

- $\epsilon \Rightarrow \epsilon$

- if $\tau \Rightarrow \tau'$, $S_1(\tau) \subseteq \Sigma_p$, and $a \in S_1(\tau)$, then $\tau \cdot a \Rightarrow \tau' \cdot a$,

- if $\tau \Rightarrow \tau'$, $S_1(\tau) \cap \Sigma_p = \emptyset$, and $a \in S_1(\tau)$ (in this case, $a \in \Sigma_1$ and $S_1(\tau)$ is a singleton because $S_1$ is deterministic), then $\tau \cdot a \Rightarrow \tau' \cdot F(S_1(\tau))$, where $F(S_1(\tau))$ is a sequence of actions of $O_2$ simulating the action $a \Rightarrow S_1(\tau)$ in the state reached after the trace $\tau[\Sigma_1]$.

Formally, if $s_0^1 \xrightarrow{\tau[\Sigma_1]} O_1 s_1$, then a simple induction on the length of executions can show that $(s_1, s_2) \in F$ where $s_0^1 \xrightarrow{\tau[\Sigma_2]} O_2 s_2$. Then, since $s_1 \xrightarrow{S_1(\tau)} O_1 s'_1$ is a transition of $O_1$ and $F$ is a forward simulation, we get that there exists $s'_2$ such that $(s'_1, s'_2) \in F$ and $s_2 \xrightarrow{\sigma} O_2 s'_2$ and $\sigma(C \cup R) = S_1(\tau)(C \cup R)$. We define $F(S_1(\tau)) = \sigma$. 
Putting Strong Linearizability in Context

Then, we define a deterministic scheduler $S_2$ admitted by $P \times O_2$ inductively as follows:

$$S_2(\epsilon) = S_1(\epsilon) \quad \text{if } \tau \rightarrow \tau', \text{ then } S_2(\tau') = \begin{cases} S_1(\tau), & \text{if } S_1(\tau) \in \Sigma_p \\ F(S_1(\tau)), & \text{otherwise} \end{cases}$$

Note that $S_2$ is a slight deviation from the definition of a scheduler because $F(S_1(\tau))$ is not necessarily a single action, but a sequence of actions. However, the definition of $S_2$ can be adapted easily such that this sequence of steps is performed one by one. For any other sequence $\tau'$ which is not considered in the definition above, $S_2(\tau')$ is defined arbitrarily.

Since $F$ is a $(C \cup R)$-forward simulation, $T(P \times O_1, S_1)[\Sigma_p] \subseteq T(P \times O_2, S_2)[\Sigma_p]$ is obvious. The reverse, i.e., $T(P \times O_2, S_2)[\Sigma_p] \subseteq T(P \times O_1, S_1)[\Sigma_p]$, follows from the fact that $S_2$ is defined inductively following the definition of $S_1$.

We now prove our key technical result: strong observational refinement (from $O_1$ to $O_2$) implies the existence of a $(C \cup R)$-forward simulation (from $O_1$ to $O_2$). Since the latter implies refinement, a corollary of this result is that strong observational refinement implies observational refinement. Thus, we define a program $P$ which corresponds to the most general client (of $O_1$) and which uses particular program actions to guess the possible continuations of a given execution with call and return actions. Then, we define a scheduler $S_1$ which ensures that the executions of $P$ with $O_1$ are consistent with the guesses made by the program. By strong observational refinement, there exists a scheduler $S_2$ such that $P$ produces the same sequences of “guess” actions and call/return actions when using $O_2$ and constrained by $S_2$ as when using $O_1$ and constrained by $S_1$ (since strong observational refinement considers traces projected over program actions, the preservation of call/return actions is not guaranteed explicitly, but it can be enforced using additional program actions used to record them). If $\Gamma$ is the union of the set of “guess” actions and the set of call/return actions, then the program $P$ used in conjunction with $O_2$ and constrained by the scheduler $S_2$ is $\Gamma$-deterministic. Therefore, there exists a forward simulation between the two variations of $P$. Because the program states are disjoint from the object states, this forward simulation between programs leads to a forward simulation between objects.

**Lemma 7.** If $O_1 \preceq s O_2$, then there exists a $(C \cup R)$-forward simulation from $O_1$ to $O_2$.

**Proof.** Let $O_1 = (Q_1, \Sigma_1, s_0^1, \delta_1)$ and $O_2 = (Q_2, \Sigma_2, s_0^2, \delta_2)$ be two objects. Also, let $\Sigma_p = \{\text{record}(a), \text{guess}(H) : a \in C \cup R, H \in (C \cup R)^*\}$ be a set of program actions for recording a call/return action $a$ (record($a$)) or guessing a set $H$ of possible continuations with sequences of call/return actions (guess($H$)). We define a program $P$ with a single state and self-loop transitions labeled by all symbols in $\Sigma_p \cup C \cup R$, i.e., $P = (\{s_0\}, \Sigma_p \cup C \cup R, s_0, \delta)$ where $(s_0, a, s_0) \in \delta$ for all $a \in \Sigma_p \cup C \cup R$.

We define a deterministic scheduler $S_1$ which ensures that the guesses made by $P$ when using $O_1$ are correct, and that the call/return actions are tracked correctly using record actions. To ensure the correctness of guesses, we define a mapping after$_1 : Q_1 \rightarrow 2^{(C \cup R)^*}$ which associates every state $s$ with the set of call/return sequences admitted from $s$, i.e., after$_1(s) = \{\sigma : \sigma \in (C \cup R)^*, \exists \tau, s' \in S_1, s \xrightarrow{\tau} O_1, s' \wedge \tau \in (C \cup R) = \sigma\}$.

Let $S_1$ be a deterministic scheduler such that for every $a_0, \ldots, a_{k-1} \in \Sigma_1$ and $k \geq 0$,

$$S_1(a_0 \ldots a_{k-1}) = \{\text{record}(a_{k-1})\} \text{ if } a_{k-1} \in C \cup R \text{ and } k \geq 1$$

$$S_1(a_0 \ldots a_{k-1}[\text{record}(a_{k-1})]) = \{\text{guess}(H) : \exists a. s_0^1 \xrightarrow{a_0 \ldots a_{k-1}[\text{record}(a_{k-1})]} O_1, s \xrightarrow{a} O_1, s' \wedge H = \text{after}_1(s')\}$$

$$S_1(a_0 \ldots a_{k-1} \cdot \text{guess}(H)) = \{a\}, \text{ for some } a \in \Sigma_1 \text{ s.t. } s_0^1 \xrightarrow{a_0 \ldots a_{k-1} a[\text{record}(a_{k-1})]} O_1, s \wedge H = \text{after}_1(s)$$
Informally, the first rule enforces that every call/return action $a$ is followed by a program action $\text{record}(a)$. The second rule ensures that $S_1$ is permissive enough, i.e., it allows all the successors of the current object state that have different $\text{after}_1$ images. More precisely, for every sequence $\sigma$ ending in an internal object action $a_{k-1} \in \Sigma_1 \setminus (C \cup R)$ or the sequence $a_{k-1} \cdot \text{record}(a_{k-1})$ when $a_{k-1} \in C \cup R$ (we use $\cdot[a]$ to denote a sequence where the character $a$ is optional), $S_1$ schedules every $\text{guess}(H)$ action, where $H$ is the $\text{after}_1$ image of a successor of the current object state. The third rule ensures that every $\text{guess}(H)$ is followed by an action leading to an object state $s$ with $H = \text{after}_1(s)$. The last two cases ensure that every action $a$ of $O_1$ is preceded by a $\text{guess}(H)$ program action where $H$ is the set of call/return sequences admitted from the post-state of $a$.

Although $S_1$ does not admit all the executions of $O_1$ (because of the arbitrary choice of $a$ in the third case above), we show that the set of executions it admits simulate all the executions of $O_1$: let $O_1[S_1]$ be an LTS representing the set of executions of $O_1$ consistent with $S_1$ (obtained from the set of executions of $P$ consistent with $S_1$ by projecting out the program state and actions). We show that the relation $F_1$ between states of $O_1$ and $O_1[S_1]$, respectively, defined by $(s, s') \in F_1$ iff $\text{after}_1(s) = \text{after}_1(s')$, is a $(C \cup R)$-forward simulation from $O_1$ to $O_1[S_1]$. The fact that it relates the initial object states is trivial. Now, let $s, s_1 \in Q_1$, and $a \in \Sigma_1$ such that $(s, a, s_1) \in \delta_1$ and $(s, s') \in F_1$. Using a simple induction on the length of executions, it can be shown that there exists a state $s'_1$ with $\text{after}_1(s'_1) = \text{after}_1(s'_1)$ such that $(s', b, s'_1)$ for some action $b$. If $a \in C \cup R$, then $b = a$ because otherwise, the continuations with call/return actions admitted from $s_1$ will be different from those admitted from $s'_1$ (for instance, if $a$ is a call action and $b$ is an internal action, then the matching return action will be eventually enabled in executions starting from $s_1$ but not from $s'_1$, at least not before $a$ occurs). For the same reason, if $a$ is an internal action, then $b$ is also an internal action. This concludes the proof that $F_1$ is a forward simulation.

Since $O_1 \subseteq_1 O_2$, there exists a scheduler $S_2$ such that $T(P \times O_1, S_1)[\Sigma_p] = T(P \times O_2, S_2)[\Sigma_p]$. Let $P(O_2, S_2)$ denote the LTS representation of the set of executions of $P$ with $O_2$ and consistent with $S_2$ (explained in Section 4). It can be easily seen that $P(O_2, S_2)$ is $\Sigma_p$-deterministic (the interleaving of a sequence of $\Sigma_p$ actions with internal actions of $O_2$ is uniquely determined by $S_2$ because it is a deterministic scheduler). Let $P(O_1, S_1)$ be the LTS representation of the set of executions of $P$ with $O_1$ and consistent with $S_1$. Since $T(P(O_1, S_1))|\Sigma_p \subseteq T(P(O_2, S_2))|\Sigma_p$, we get that there exists a $\Sigma_p$-forward simulation $F_{S_1, S_2}$ from $P(O_1, S_1)$ to $P(O_2, S_2)$. Such a forward simulation defines a relation between states of $O_1$ and $O_2$, respectively, by removing the program state, i.e., $s_1$ and $s_2$ are related whenever $((s_0, s_1), (s_0, s_2)) \in F_{S_1, S_2}$. For simplicity, this relation is denoted by $F_{S_1, S_2}$ as well. Because of the $\text{record}(a)$ actions in $\Sigma_p$, we get that $F_{S_1, S_2}$ is a $(C \cup R)$-forward simulation from $O_1[S_1]$ to $O_2$. It is easy to check that $F_1 \circ F_{S_1, S_2}$ (where $\circ$ is the usual composition of relations) is a $(C \cup R)$-forward simulation from $O_1$ to $O_2$.

The two lemmas above imply that:

\textbf{Theorem 8.} $O_1 \subseteq_1 O_2$ iff there exists a $(C \cup R)$-forward simulation from $O_1$ to $O_2$.

The fact that forward simulations are necessary for strong refinement makes it possible to derive in a simple way compositional methods for proving strong refinement. In the following we consider the case of \textit{composed} objects defined as a product of a fixed set of objects, and \textit{parametrized} objects defined from a set of \textit{“base”} objects which are considered as parameters.

\footnote{Note that $T(P \times O_i, S_i)$ and $T(P(O_i, S_i))$ with $i \in \{1, 2\}$ denote exactly the same set of traces.}
Putting Strong Linearizability in Context

We show that strong refinement is a \textit{local} property, i.e., it holds for composed objects if and only if it holds for individual objects in this composition. As usual, we consider compositions of objects with disjoint states and sets of actions. Indeed, any forward simulation between composed objects can be "projected" to a set of forward simulations that hold between individual objects, and vice versa. We state this result for compositions of two objects, the extension to an arbitrary number of objects is obvious.

**Theorem 9.** Let \( O_1 \) and \( O_2 \), resp., \( O_1' \) and \( O_2' \), be two objects over an alphabet \( \Sigma \), resp., \( \Sigma' \), such that \( \Sigma \cap \Sigma' = \emptyset \). Then, \( O_1 \times O_1' \preceq_s O_2 \times O_2' \) iff \( O_1 \preceq_s O_2 \) and \( O_1' \preceq_s O_2' \).

Next, we consider the case of parametrized objects whose implementation is parametrized by a set of base objects, e.g., snapshot objects defined from a set of atomic registers. We show that if the parametrized object is a strong refinement of an abstract specification \( \text{Spec} \) asserting that the base objects behave according to their own abstract specifications \( \text{Spec}_i \), then instantiating any base object with an implementation that is a strong refinement of \( \text{Spec}_i \) leads to an object which remains a strong refinement of \( \text{Spec} \). Assuming for simplicity only one base object, a parametrized object \( O \) can be formally defined as a product \( O = \text{Spec}_1 \times C \) where \( \text{Spec}_1 \) is the base object’s specification and \( C \) is the context in which this object is used to derive the implementation of \( O \). To distinguish parametrization from composition, we use \( O(\text{Spec}_1) \) to denote an object parametrized by a base object \( \text{Spec}_1 \). The next result is an immediate consequence of the fact that the forward simulation admitted by the base object can be composed with the one admitted by the parametrized object (assuming base object’s specification) to derive a forward simulation for the instantiation.

**Theorem 10.** If \( O(\text{Spec}_1) \preceq_s \text{Spec} \) and \( B_1 \preceq_s \text{Spec}_1 \), then \( O(B_1) \preceq_s \text{Spec} \).

Finally, it can be shown that the existence of forward simulations is equivalent to strong linearizability \cite{14} when concrete objects are related to atomic abstract objects. Thus, let \( O_2 \) be an atomic object defined by a set of sequential histories \( \text{Seq} \), i.e., \( H(O_2) = \{ h : \exists h' \in \text{Seq}. h \in h' \} \) (according to the definition in Section 3). We say that an object \( O_1 \) is strongly linearizable w.r.t. \( O_2 \), written \( O_1 \preceq_s O_2 \), when there exists a function \( f : T(O_1) \rightarrow \text{Seq} \) such that (1) for any trace \( \tau \in T(O_1) \), \( \text{hist}() \in f(\tau) \), and (2) \( f \) is prefix-preserving, i.e., for any two traces \( \tau_1, \tau_2 \in T(O_1) \) such that \( \tau_1 \) is a prefix of \( \tau_2 \), \( f(\tau_1) \) is a prefix of \( f(\tau_2) \). It can be shown that the function \( f \) induces a forward simulation and vice-versa.

The easier direction is showing that existence of a forward simulation \( F \) implies strong linearizability. Essentially, the sequential history associated to a given trace \( \tau \) (by the function \( f \)) is extracted from the atomic object state related by \( F \) with the end state of \( \tau \).

**Lemma 11.** Let \( O_1 \) be an object and \( O_2 \) an atomic object. If there exists a \( (C \cup R) \)-forward simulation from \( O_1 \) to \( O_2 \), then \( O_1 \) is strongly linearizable w.r.t. \( O_2 \).

**Proof.** Let \( F \) be a \( (C \cup R) \)-forward simulation from \( O_1 \) to \( O_2 \). Also, let \( \text{state}(\tau) \) denote the state of \( O_1 \) reached after a trace \( \tau \) (since \( O_1 \) is deterministic, this state is unique). We define a function \( f : T(O_1) \rightarrow \text{Seq} \) by \( f(\tau) = h_x \) where \( h_x \) satisfies \( (\text{state}(\tau), (h, h_x)) \in F \). The fact that \( \text{hist}(\tau) \in f(\tau) \) for every trace \( \tau \) follows from the definition since \( (h, h_x) \) is a valid state of \( O_2 \) and \( h = \text{hist}(\tau) \) (because \( F \) preserves call and return actions). The fact that \( f \) is prefix-preserving follows from the fact that \( F \) is a forward simulation.

---

\(^8\) For a parametrized object \( O = \text{Spec}_1 \times C \), the alphabets of \( \text{Spec}_1 \) and \( C \) share the call/return actions of \( \text{Spec}_1 \) (the base object) and the alphabet of \( C \) contains the call/return actions of \( O \). This is different from the the composition of two objects \( O_1 \times O_2' \) where the alphabets of \( O_1 \) and \( O_2' \) are disjoint.

\(^9\) Here, we refer to classical composition of relations.
For the reverse direction, strong linearizability implies the existence of a forward simulation where a “concrete” object state \( s_1 \) is related to an atomic object state which contains the sequential history associated by the function \( f \) witnessing strong linearizability to a trace leading to \( s_1 \).

▶ Lemma 12. Let \( O_1 \) be an object and \( O_2 \) an atomic object. If \( O_1 \) is strongly linearizable w.r.t. \( O_2 \), then there exists a \((C \cup R)\)-forward simulation from \( O_1 \) to \( O_2 \).

Proof. Let \( F \) be a relation between states of \( O_1 \) and \( O_2 \) defined by \((s_1, s_2) \in F\) iff there exists a trace \( \tau \) such that \( s_1 = state(\tau) \) and \( s_2 = (hist(\tau), f(\tau)) \) (by the definition of \( f \) in strong linearizability, the latter is a valid state of \( O_2 \)).

We show that \( F \) is a \((C \cup R)\)-forward simulation from \( O_1 \) to \( O_2 \). The fact that it relates the initial object state \( s_1^{\delta} \) and the initial state \((\epsilon, \epsilon)\) of \( O_2 \) is trivial. Now, let \( s_1, s_1' \in Q_1 \), \( a \in \Sigma_1 \), and \( s_2, s_2' \in Q_2 \), such that \((s_1, a, s_1') \in \delta_1 \) and \((s_1, s_2) \in F\). We have to show that there exists \( s_2' \in Q_2 \) and \( \sigma \in S_2 \) such that \((s_1', s_2') \in F \), \( s_2 \overset{a}{\rightarrow} O_2 \), and \( \sigma(C \cup R) = a(C \cup R) \).

(ighbors the reverse direction, strong linearizable, if \( a \in C \), then \( hist(\tau \cdot a) = hist(\tau) \cdot a \) and \( hist(\tau) \cdot a \in f(\tau) \) provided that \( hist(\tau) \in f(\tau) \).

Therefore, \( s_2 \overset{a}{\rightarrow} O_2 \) \((hist(\tau) \cdot a, f(\tau))\) and \((s_1', hist(\tau) \cdot a, f(\tau))\) \( \in F \).

If \( a \in R \) and the operation identifier \( k \) in \( a \) occurs in \( f(\tau) \), then \( s_2 \overset{a}{\rightarrow} O_2 \) \((hist(\tau) \cdot a, f(\tau))\) and \((s_1', hist(\tau) \cdot a, f(\tau))\) \( \in F \) like above. If \( k \) does not occur in \( f(\tau) \), then \( f(\tau \cdot a) = f(\tau) \cdot c \cdot a \) where \( c \) is the call action corresponding to \( a \) (otherwise, \( f(\tau \cdot a) \) would not be a linearization of \( hist(\tau \cdot a) \)). By the definition of \( O_2 \), we have that \( s_2 \overset{lin(k) \cdot a}{\rightarrow} O_2 \) \((hist(\tau) \cdot a, f(\tau \cdot a))\) which concludes the proof of this case.

If \( a \notin C \cup R \), then \( f(\tau \cdot a) \) is obtained from \( f(\tau) \) by appending some sequence of operations with identifiers \( k_1, \ldots, k_n \) (this follows from the fact that \( f \) is prefix-preserving). Then, \( s_2 \overset{lin(k_1) \cdot \ldots \cdot lin(k_n)}{\rightarrow} O_2 \) \((hist(\tau), f(\tau \cdot a))\) and \((s_1', hist(\tau), f(\tau \cdot a))\) \( \in F \) (because in this case, \( hist(\tau \cdot a) = hist(\tau) \)).

Lemma 11 and Lemma 12 imply the following.

▶ Theorem 13. If \( O_2 \) is atomic, then \( O_1 \preceq O_2 \) iff there exists a \((C \cup R)\)-forward simulation from \( O_1 \) to \( O_2 \).

6 Strong Observational Refinements of Non-Atomic Specifications

We demonstrate that many concurrent objects defined in the literature are strong observational refinements of much simpler abstract objects, even though not necessarily atomic (w.r.t. the definition of atomic object in Section 3). We focus on objects which are not strongly linearizable, since by Theorem 13, the latter are strong refinements of atomic objects.

Figure 3 lists an implementation of a snapshot object with two methods update\((i, data)\) for writing the value \( data \) to a location \( i \) of a shared array \( mem \), and scan() for returning a snapshot of the array \( mem \).

While the implementation of update is obvious, a scan operation performs several “collect” phases, where it reads successively all the cells of \( mem \), until two consecutive phases return the same array.

\[This is a simplified version of the snapshot object defined by Afek et al. [1].\]
Figure 3 A snapshot object (on the left), and a concurrent specification (on the right). The shared state of both is an array \texttt{mem} of size \(n\). The local variables \(r_1, r_2, \) and \(r\) are arrays of size \(n\) (initialized to the same value as \texttt{mem}). The local variable \texttt{snaps} is a sequence of arrays of size \(n\) (denotes the concatenation operator), initially containing a single array which equals the initial value of \texttt{mem}. The use of \texttt{nondet} means that the loop is executed for an arbitrary number of times. The procedure \texttt{atomic\_snapshot} returns a snapshot of \texttt{mem} in a single step executed in isolation.

This object does not admit a forward simulation towards the standard atomic specification where \texttt{scan} takes a single instantaneous snapshot of the entire array which is subsequently returned (it is not a strong refinement of such a specification). Intuitively, this holds because the linearization point of \texttt{scan} depends on future steps in the execution, e.g., a read in the second \texttt{for} loop is a linearization point only if it is not followed by updates on array cells before and after the current loop index. This is exactly the scenario in which backward simulations are necessary, intuitively, reading an execution backwards it is possible to identify precisely the linearization points of \texttt{scan} invocations. The impossibility of defining such a forward simulation is also a consequence of this object not being strongly linearizable [14].

However, this object is a strong refinement of the simpler “concurrent” specification given on the right of Figure 3 (see more explanation in the full version). The implementation of \texttt{update} remains the same, while a \texttt{scan} operation performs a sequence of instantaneous snapshots of the entire array \texttt{mem} and returns any snapshot in this sequence. Compared to the implementation on the left, it is simpler because it does not allow that reading the array \texttt{mem} is interleaved with other operations. However, it is not atomic since an execution of \texttt{scan} contains more than one step. In comparison with the atomic specification, the sequence of snapshots in \texttt{scan} allows that an adversary (scheduler) decides on the return value “lazily” after observing other invocations, e.g., updates, exactly as in the concrete implementation. Therefore, the abstract specification in Figure 3 can be used while reasoning about hyperproperties of clients, which is not the case for the atomic specification.

Beyond snapshot objects, Bouajjani et al. [6] show that a similar simplification holds even for concurrent queues and stacks which are not strongly linearizable, e.g., Herlihy&Wing queue [16] and Time-Stamped Stack [11]. These objects admit forward simulations towards “concurrent” specifications where roughly, the elements are stored in a partially-ordered set instead of a sequence (which is consistent with the real-time order between the enqueues/-pushes that added those elements). The enqueues/pushes have no internal steps, while the dequeues/pops have a single internal step which roughly, corresponds to a linearization point that extracts a minimal (for queues) or maximal (for stacks) element from the partially-ordered set. The stack of Afek at al. [2] can also be proved to be a strong refinement of such a specification. These forward simulations imply that these objects are strong refinements of their specifications.
7 Related Work and Discussion

An important contribution of our paper is to put the work on strong linearizability [10, 14, 15] in the context of standard results concerning hyperproperties [8, 9] and property-preserving refinements [3, 17, 18]. McLean [18] showed that refinements do not preserve security properties, which were later found to be instances of the more generic notion of hyperproperty [9]. By exploiting the equivalence between linearizability and refinement [5, 12], our paper clarifies that a stronger notion of linearizability is needed because standard linearizability does not preserve hyperproperties.

Our notion of strong observational refinement is a variation of the hyperproperty-preserving refinement introduced in [9], which takes into account the specificities of concurrent object clients. The relationship between forward simulations and preservation of hyperproperties has been investigated in [3]. They show that the existence of forward simulations is sufficient for preserving some specific class of hyperproperties (information-flow security properties like non-interference), corresponding to the straightforward direction of Theorem 8 (Lemma 6); they also show that their condition is not necessary in their context. In contrast, our work shows that the existence of forward simulations is both necessary and sufficient for preserving any hyperproperty in the context of concurrent object clients.

An important consequence of our results is that strong linearizability is equivalent to the existence of a forward simulation towards an atomic specification. This equivalence has been established independently by Rady [20], albeit using a different formalism that leads to a relatively more complex proof. The equivalence to the well-studied notion of forward simulation immediately implies methods for composing concurrent objects, in particular, locality and instantiation. This stands in contrast to the effort needed to prove similar results in [14] and [19].

While [14] relates strong linearizability to preserving a rather unspecified class of properties of randomized programs when replacing objects by their atomic specifications, the equivalence we prove implies that strong linearizability is necessary and sufficient for preserving hyperproperties in this context. Note that forward simulations are more general than strong linearizability. Section 6 presents several objects which are not strongly linearizable, but which admit forward simulations towards non-atomic abstract specifications. Our results imply that it is sound to use such specifications when reasoning about hyperproperties of client programs. Moreover, as opposed to strong linearizability, forward simulations are applicable to interval-linearizable objects [7], which do not have any atomic specification, but are essentially LTSs as in our formalization.

Finally, Bouajjani et al. [6] show that intricate implementations of concurrent stacks and queues like Herlihy&Wing queue [16] and Time-Stamped Stack [11] admit forward simulations towards non-atomic abstract specifications, but they do not discuss the connection between existence of forward simulations and preservation of hyperproperties, which is the main contribution of our paper.

Our definition of strong observational refinement and its relation to forward simulations deepens our understanding of the role of strong linearizability in preserving hyperproperties. We plan to explore strong observational refinement of almost-atomic objects and develop additional proof methodologies. Also, our notion of strong refinement uses deterministic schedulers that model strong adversaries w.r.t. Aspnes’ classification [4], and it is interesting to explore variations of this notion that take into account other adversary models.
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Abstract

A shared-memory counter is a well-studied and widely-used concurrent object. It supports two operations: An \texttt{Inc} operation that increases its value by 1 and a \texttt{Read} operation that returns its current value. Jayanti, Tan and Toueg [16] proved a linear lower bound on the worst-case step complexity of obstruction-free implementations, from read and write operations, of a large class of shared objects that includes counters. The lower bound leaves open the question of finding counter implementations with sub-linear \textit{amortized} step complexity.

In this paper, we address this gap. We present the first wait-free \(n\)-process counter, implemented using only read and write operations, whose amortized operation step complexity is \(O(\log^2 n)\) in all executions. This is the first non-blocking read/write counter algorithm that provides sub-linear amortized step complexity in executions of arbitrary length. Since a logarithmic lower bound on the amortized step complexity of obstruction-free counter implementations exists, our upper bound is optimal up to a logarithmic factor.

1 Introduction

A shared-memory \textit{counter} [18] is a well-studied and widely-used concurrent object [2, 5, 7, 10, 17]. A counter supports two operations: An \texttt{Inc} operation that increases its value by 1 and a \texttt{Read} operation that returns its current value.

A wait-free counter can be constructed easily by using an \textit{atomic snapshot} [1, 3, 7] object, allowing each process to update its own component (by invoking an \texttt{Update} operation) and to obtain an atomic view of all components (by invoking a \texttt{Scan} operation).
the counter, a process $p$ simply increments its component. To read the counter’s value, $p$ invokes \texttt{Scan} and returns the sum of all components in the view it obtains. Since wait-free atomic snapshot can be implemented, using reads and writes only, in step complexity linear in the number of processes $n$ \cite{8, 14}, so can counters.

Indeed, a well-known result by Jayanti, Tan and Toueg \cite{16} proved a linear lower bound on the worst-case step complexity of obstruction-free read/write implementations of a large class of shared objects that includes counters. Aspnes, Attiya and Censor-Hillel \cite{4} observed that the lower bound holds only when numerous operations are applied to the object and does not rule out the possibility of obtaining algorithms whose step complexity is sub-linear when the number of operations is bounded. Leveraging this observation, they presented constructions of several data structures for which operations’ step complexity is polylogarithmic in $n$ as long as the object’s value is polynomial in $n$. Specifically, they presented a wait-free counter for which the step complexities of \texttt{Inc} and \texttt{Read} operations are $O\left(\min(\log n \log v, n)\right)$ and $O\left(\min(\log v, n)\right)$, respectively, where $v$ is the object’s current value. However, the worst-case and amortized step complexities of the counter algorithm of \cite{4} deteriorate as the number of \texttt{Inc} operations increases. For executions in which the number of \texttt{Inc} operations is exponential in $n$, both the worst-case and the amortized step complexities become the same as those of the snapshot-based algorithm, that is, linear in $n$.

\textbf{Our contribution.} The lower bound of \cite{16} leaves open the question of whether there exists a counter algorithm with sub-linear amortized step complexity. In this paper, we answer this question in the affirmative, by presenting the first wait-free read/write counter whose amortized step complexity is polylogarithmic. This is the first non-blocking read/write counter that provides sub-linear amortized step complexity in executions of arbitrary length. Our counter implementation is based on the counter algorithm presented in \cite{4}. Their counter algorithm uses max registers, an object type they introduced and implemented. A max register $r$ supports a \texttt{WriteMax}(r, v) operation that writes a non-negative integer $v$ to $r$ and a \texttt{ReadMax}(r) operation that returns the maximum value previously written to $r$.

We present a novel wait-free deterministic implementation of an unbounded max register and “plug it” into the counter algorithm of \cite{4}, thus obtaining a counter with $O(\log^2 n)$ amortized step complexity. Aspnes et al. also presented an unbounded max register, however the step complexities of both \texttt{ReadMax} and \texttt{WriteMax} operations in their algorithm are $O\left(\min(\log v, n)\right)$, where $v$ is the object’s current value. Thus, executions of arbitrary length can have linear amortized complexity. Aspnes and Censor-Hiller \cite{6} presented an unbounded max register implementation for which every operation terminates in a constant number of steps with high probability, under the assumption that the max register’s value does not grow too quickly. Our unbounded max algorithm makes a similar assumption. The max register algorithm of \cite{6} is randomized since it relies on a randomized helping mechanism, whereas ours is deterministic.

Using information-theoretic arguments, Jayanti established a logarithmic lower bound on the worst-case operation step complexity for obstruction-free implementations of a set of one-time objects that includes a \texttt{fetch\&increment} object, from operations such as load-linked/store-condition, move and swap \cite{15}. Attiya and Hendler \cite{9} presented lower bounds on the time and space complexities of obstruction-free implementations of several objects from $k$-word compare-and-swap operations. Specifically, using an information-theoretic argument as well, they proved a logarithmic lower bound on the amortized step complexity of implementing an obstruction-free one-time \texttt{fetch\&increment} object \cite[Theorem 9]{9}. Their proof can be modified in a straightforward manner to establish the same result for counters, implying that our algorithm is optimal in terms of amortized step complexity up to a logarithmic factor.
The rest of this paper is organized as follows. We present the system model we assume and additional required definitions in Section 2. In Section 3, we present our key technical contribution—an unbounded max register algorithm that guarantees linearizability and logarithmic amortized step complexity when its value is not increased “too quickly”. In Section 4, we prove that by “plugging” our unbounded max register into the counter algorithm of [4] (instead of using the max register algorithm of [4]) we obtain a linearizable counter with polylogarithmic amortized step complexity. The paper is concluded with a short discussion in Section 5.

2 Model and Preliminaries

Read/write shared memory. We consider a standard shared-memory model, where a set \( P \) of \( n \) crash-prone asynchronous processes communicate via shared registers, supporting only atomic read and write operations. A concurrent object implementation specifies the object’s state representation and the algorithms processes follow when they perform operations supported by the object. An execution is a series of steps performed by processes as they follow their algorithms, in each of which a process applies at most a single read or write operation to a register (possibly in addition to some local computation). In what follows, we only consider finite executions. Roughly speaking, an implementation is linearizable [13] if each operation appears to take effect atomically at some point between its invocation and response; it is wait-free [11] if each process completes its operation if it performs a sufficiently large number of steps; it is lock-free if at least one process completes its operation after a sufficiently large number of steps is performed; it is obstruction-free [12] if each process completes its operation if it performs a sufficiently large number of steps when running solo. Operation \( O_{p_1} \) precedes operation \( O_{p_2} \) in an execution \( E \), if \( O_{p_1} \)’s response appears in \( E \) before \( O_{p_2} \)’s invocation.

Complexity measure. The worst-case amortized step complexity (henceforth simply amortized step complexity) is defined as the worst-case (taken over all possible executions) average number of steps performed by operations. It measures the performance of an implementation as a whole rather than the performances of individual operations. Indeed, in an execution of a lock-free implementation, some operations may never terminate and the worst-case operation step complexity may thus be infinite. More precisely, given a finite execution \( E \), an operation \( O \) appears in \( E \) if it is invoked in \( E \). We denote by \( N_{\text{steps}}(O, E) \) the number of steps performed by \( O \) in \( E \) and by \( \text{Ops}(E) \) the set of operations that appear in \( E \). The amortized step complexity of an implementation \( A \) is then:

\[
\text{AmtSteps}(A) = \max_{E: \text{finite execution of } A} \frac{\sum_{O \in \text{Ops}(E)} N_{\text{steps}}(O, E)}{|\text{Ops}(E)|}.
\]

Max registers. A max register \( r \) supports a \texttt{WriteMax}(\( r, v \)) operation that writes a non-negative integer \( v \geq 0 \) to \( r \) and a \texttt{ReadMax}(\( r \)) operation that returns the maximum value previously written to \( r \). A bounded max register \( \text{MaxReg}_{m} \) can assume values from \( \{0, \ldots, m - 1\} \), for some integer \( m \). An unbounded max register \( \text{UnboundedMaxReg} \) can store any non-negative integer.
3 Long-Lived Counters with Polylogarithmic Amortized Step Complexity

3 Polylogarithmic Amortized Step Complexity Max Register

The pseudo-code of our unbounded max register is presented in Algorithm 1. Lines in black font constitute a lock-free version of the algorithm, which we describe and analyze in this section. Lines in lighter (metal) color add a helping mechanism that makes the algorithm wait-free. For presentation simplicity, we defer the description of this mechanism to Subsection 3.3.

We proceed with a description of Algorithm 1. An UnboundedMaxReg\(_m\) object \(M\) consists of an infinite number of shared bounded MaxReg\(_m\) max registers, denoted \(\text{max}_j\), for all \(j \in \mathbb{N}_0\). Register \(\text{max}_j\) will be used for representing values in the range \([m \cdot j, m \cdot (j + 1) - 1]\). Henceforth, the subscript \(m\) in the type UnboundedMaxReg\(_m\) refers to the bound \(m\) of the bounded max registers used by objects of this type. Each bounded max register \(\text{max}_j\) is associated with a shared \texttt{switch}\_bit, bit. All max registers and their corresponding switches are initialized to 0. Each process \(i\) has a variable \texttt{last}_i, storing the largest index \(j\) such that \(i\) accessed \(\text{max}_j\), initialized to 0 as well.

The \texttt{Write} function. To write value \(v\), process \(i\) first computes the index \(k\) of the bounded max register to write to and the residue \(v'\) to be written to it (lines 2–3). Next, \(i\) checks in line 4 whether \(\text{max}_k\) is obsolete. We say that a (bounded) max register is obsolete, if its corresponding switch is set, indicating that values were already written to higher-indexed max registers and thus \(\text{max}_k\) should no longer be accessed. If \(\text{max}_k\) is obsolete, \(i\) does not need to write to it, so it proceeds to line 12 for increasing its \texttt{last} index, if required, and returns. Otherwise, \(\text{max}_k\) is not obsolete, so \(i\) writes to it the residue \(v'\) (line 5). If the max object written to is not the first (line 6), then \(i\) ensures that the previous max object is obsolete (lines 8, 11), updates its \texttt{last} index (line 12), if required, and returns.

\begin{algorithm}

\textbf{Algorithm 1} Unbounded Max Register UnboundedMaxReg\(_m\), code for process \(i\).

\textbf{Shared variables:}

\begin{itemize}
  \item \texttt{switch}_b \in \{0, 1\}: a 1-bit register for each \(j \in \mathbb{N}_0\), initially all 0
  \item \texttt{max}_j: a MaxReg\(_m\) object for each \(j \in \mathbb{N}_0\), initially all 0
  \item \texttt{last}_i \in \mathbb{N}_0: stores the largest index \(j\) such that process \(i\) accessed \texttt{max}_j, initially 0
  \item \(H[n][n]\) initially all 0: a 2D integer array, \(H[i][j]\) used by process \(j\) to help process \(i\)
  \item \(\texttt{nextToHelp}_i\): identifier of last process helped by \(i\)
\end{itemize}

1: \textbf{function} \texttt{Write}(UnboundedMaxReg\(_m\), \texttt{v})
2: \(v' \leftarrow v \mod m\)
3: \(k \leftarrow \lfloor v/m \rfloor\)
4: \textbf{if} \texttt{switch}_b = 0 \textbf{then}
5: \textbf{WriteMax}(\texttt{max}_k, \texttt{v}')
6: \textbf{if} \(k > 0\) \textbf{then}
7: \(\texttt{curMax} \leftarrow \texttt{ReadMax(\texttt{max}_{k - 1}) + (k - 1) \cdot m}\)
8: \textbf{if} \texttt{switch}_{k - 1} = 0 \textbf{then}
9: \(H[\texttt{nextToHelp}_i][i] \leftarrow \texttt{curMax}\)
10: \(\texttt{nextToHelp}_i \leftarrow (\texttt{nextToHelp}_i + 1) \mod n\)
11: \(\texttt{switch}_{k - 1} \leftarrow 1\)
12: \(\texttt{last}_i \leftarrow \max(k, \texttt{last}_i)\)

13: \textbf{function} \texttt{Read}(UnboundedMaxReg\(_m\))
14: \textbf{local} \(c\) initially 0
15: \textbf{while} \texttt{switch}_{\texttt{last}_i} \neq 0 \textbf{do}
16: \(\texttt{last}_i \leftarrow \texttt{last}_i + 1, c \leftarrow c + 1\)
17: \textbf{if} \((c \mod n) = 0\) \textbf{then}
18: \(\textbf{if} \ (hVal \leftarrow \texttt{GetHelp}(c)) > 0\ \textbf{then return} hVal\)
19: \(v \leftarrow \texttt{ReadMax(\texttt{max}_{\texttt{last}_i})}\)
20: \textbf{return} \(v + (\texttt{last}_i, \cdot m)\)

\end{algorithm}
The Read function. Process $i$ scans the switches in increasing order in lines 15–16, increasing the value of its last index in the process, until it finds the first non-obsolete bounded max register (this might never happen). Once it does, it reads the maximum residue previously written to that max object (line 19), adds to the residue a multiple of $m$ corresponding to the index of that (non-obsolete) max register and returns the sum (line 20).

3.1 Linearizability

The correctness of Algorithm 1 is guaranteed only in executions in which the max register’s value is increased in bounded increments. This requirement is formalized by the following definition.

Definition 1 ($\ell$-Bounded-Increment Execution). Let $E$ be an execution and let $M$ be an UnboundedMaxReg object. We say that $E$ is an $\ell$-bounded-increment execution for $M$ if for each write operation $op = \text{Write}(v)$ on $M$ in $E$, with $v > \ell$, there exists a write operation $op' = \text{Write}(v')$ on $M$ in $E$ that precedes $op$, such that $v - \ell \leq v' < v$.

In Section 4, we present an $n$-process unbounded counter implementation that uses UnboundedMaxReg objects. As we prove, all the executions of that counter are $n$-bounded-increment executions for all these objects. Let $M$ be an UnboundedMaxReg$_m$ object, implemented by Algorithm 1, for $m \geq n$, and let $E$ be an $n$-bounded-increment execution for $M$, we now show that $M$ is linearizable in $E$. We classify every write operation $W$ on $M$ that appears in $E$ to exactly one of the 4 following types.

(i) $W$ did not yet execute line 4 in $E$.
(ii) $W$ executed line 4 and read $\text{switch}_k = 0$, but its $\text{WriteMax}$ in line 5 was not yet linearized.
(iii) $W$ executed line 4, read $\text{switch}_k = 0$ and its $\text{WriteMax}$ operation in line 5 was linearized.
We say that $W$ is associated with that $\text{WriteMax}$ operation.
(iv) $W$ executed line 4 and read $\text{switch}_k = 1$.
Similarly, we classify every read operation $R$ on $M$ to the following 2 types:

(i) $R$ did not yet perform in $E$ a $\text{ReadMax}$ operation in line 19 that was linearized.
(ii) $R$ read $\text{switch}_k = 0$, for some $k$, and its $\text{ReadMax}$ in line 19 was linearized. We say that $R$ is associated with that $\text{ReadMax}$ operation.

We associate with each $k \in \mathbb{N}_0$ two sets of operations on $M$ in $E$, denoted $\text{Down}_k$ and $\text{Futile}_k$.

Operations on $M$ are partitioned into these sets as follows:

- $\text{Down}_k$ contains $\text{Write}$ operations of type (iii) and $\text{Read}$ operations of type (ii) that are associated with $\text{WriteMax/ReadMax}$ operations on $\text{max}_k$.
- $\text{Futile}_k$ contains $\text{Write}$ operations of type (iv).

Operations that were not assigned to any $\text{Down}$ or $\text{Futile}$ set are $\text{Write}$ operations of types (i) and (ii) and $\text{Read}$ operations of type (i). All these operations did not complete in $E$ and will not appear in its linearization. We refer to these as removed operations. The rest of the operations are linearized according to the following ordering rules.

1. For all pairs $k, k'$ such that $k < k'$, all the operations in $\text{Down}_k$ are ordered before all the operations in $\text{Down}_{k'}$.
2. We order the operations within each set $\text{Down}_k$ according to the linearization order of the $\text{WriteMax}$ and $\text{ReadMax}$ operations on the $\text{max}_k$ register with which they are associated.
3. Rules 1-2 order all Down operations. Enumerate them as Dop_1, Dop_2, ..., Dop_r. For any futile operation Fop ∈ \bigcup_{k \in \mathbb{N}} Futile_k, define the set

\[ S_{Fop} = \{ Dop \in \bigcup_{k \in \mathbb{N}} Down_k \mid Fop \text{ precedes } Dop \text{ in } E \} \]

If \( S_{Fop} \) is empty, we put Fop after Dop_r. Otherwise, let Dop_i be the least operation in \( S_{Fop} \) according to the ordering on Down operations, we put Fop immediately before Dop_i. For each set of the Futile operations put either immediately before some Dop_i or after Dop_r, the set of Futile operations is ordered according to their real-time order in E.\(^1\)

Rules 1-3 define a full ordering among all non-removed operations.

\(\triangleright\) **Observation 2.** An operation Op on M in E is associated with a ReadMax or WriteMax operation on max_j if and only if Op ∈ Down_k.

\(\triangleright\) **Observation 3.** The sets Down_k and Futile_k (for all values of k) are mutually exclusive and contain all the operations on M that appeared in E except for removed operations.

\(\triangleright\) **Claim 4.** M’s switch_j switches are set to 1 in E in increasing order, starting from switch_0.

**Proof.** Follows since M is an UnboundedMaxReg_m object, for m ≥ n, E is an n-bounded-increment execution for M, and from Lines 8,11.

\(\triangleright\) **Claim 5.** For all k′ ≤ k, there are no two operations Fop, Dop such that Fop ∈ Futile_k, Dop ∈ Down_k′, and Fop is linearized before Dop in the ordering given by rules 1-3.

**Proof.** Suppose towards a contradiction that Fop is linearized before Dop. If Fop was placed after Dop_r when applying rule 3, we immediately reach a contradiction. Assume otherwise, then, from rule 3, there exists a Down operation Dop_i, such that Fop precedes Dop_i. Fop is linearized before Dop_i, and no Down operation is linearized between Fop and Dop_i. Consequently, it must be that Dop is linearized after Dop_i. From rules 1-2, we have that Dop_i ∈ Down_k, such that k_1 ≤ k′ ≤ k. Since Dop_i ∈ Down_k, Dop_i reads 0 from Switch_k_i. However, Fop reads Switch_k = 1 before Dop_i starts, hence, by Claim 4, Switch_k_i = 1 when Dop_i starts. This is a contradiction.

\(\triangleright\) **Lemma 6.** Ordering rules 1-3 define a sequential order between E’s non-removed operations that preserves the real-time order between non-overlapping operations in E.

**Proof.** From ordering Rule 2, Observation 2 and the linearity of the max_j objects, for each j, the real-time order between all operations in Down_k is preserved. From Claim 4, M’s switches are set to 1 in increasing order. Consequently, for any two operations Op ∈ Down_k and Op’ ∈ Down_k’, such that k < k’, Op’ does not precede Op in E. It follows that the real-time order between each pair of Down operations is preserved by the linearization.

It remains to argue about Futile operations. Let Dop_1, Dop_2, ..., Dop_r be the linear order among all Down operations, as specified by rules 1-2. Let Dop_1, Dop_2 be Futile operations such that Fop_1 is linearized before Fop_2. There are two cases to consider. If both operations are put after Dop_r or immediately before the same operation Dop, then, according to rule 3, their order preserves E’s real-time order. Otherwise, there exists at least one Down operation linearized between them. Let Dop be the first Down operation ordered

\(1\) In general, this induces a partial order on Futile operations, which can be extended to a full order arbitrarily.
after $Op_1$. From rule 3, $Op_1$ precedes $Dop$ in real-time order. Suppose $Op_2$ precedes $Op_1$ in real-time order, then $Dop \in S_{Fop_2}$ holds. Since $Op_2$ is linearized by rule 3 before all the Down operations that follow it in real-time order, this is a contradiction.

Let $Op$ and $Dop$ respectively be a Futile$_k$ and a Down$_k$ operation. Suppose $Op$ is linearized before $Dop$ but $Dop$ precedes $Op$ in real-time order. If $k' \leq k$, then, by Claim 5, this is a contradiction. Assume, then, that $k < k'$ holds and consider the application of ordering rule 3 to $Op$. If $Op$ is put after $Dop$, then it is linearized after $Dop$, which is a contradiction. Assume, then, that $Op$ is put by rule 3 immediately before some $Dop \in S_{Fop}$, so $Op$ precedes $Dop$ in real-time order. It follows that $Dop$ precedes $Op$, in real-time order, so $Dop$ is linearized before $Dop$. Since no Down operation can be linearized between $Op$ and $Dop$, it follows that $Dop$ is linearized before $Op$. This is a contradiction.

Finally, suppose that $Op$ precedes $Dop$ in real-time order. In this case, from rule 3, $Op$ is linearized before $Dop$, preserving real-time order.

Lemma 7. The linearization defined by ordering rules 1-3 satisfies the sequential semantics of a max register.

Proof. For an integer $v \in \mathbb{N}$, let $v' = v \mod m$ and $k = \lfloor v/m \rfloor$. Consider a Read operation $Op_r$ on $M$ in $E$ that returns value $v$. Then $Op_r$ is associated with a ReadMax($\max_k$) operation that returned $v'$. First, we prove that there is a Write operation $Op_w$ that wrote $v$ to $M$ and $Op_w$ is linearized before $Op_r$. From the linearizability of $\max_k$, there is a WriteMax($\max_k$, $v'$) operation that is linearized before the ReadMax($\max_k$) associated with $Op_r$. Thus, there is a Write operation $Op_w(v' + k \cdot m)$ on $M$ and, by Observation 2, it belongs to Down$_k$, so $Op_w$ is ordered before $Op_r$ according to ordering rule 2. To conclude the proof, we show that there is no Write operation $Op_1$ that writes value $v_1 > v$ to $M$ and is linearized before $Op_r$. Suppose towards a contradiction that $Op_1$ exists. The following two cases exist:

- $\lfloor v_1/m \rfloor = k$. This implies that $(v_1 \mod m) > (v \mod m)$. If $Op_1 \in$ Down$_k$, this contradicts the linearizability of $\max_k$, because the ReadMax operation associated with $Op_r$ does not return the maximum value written to $\max_k$ before it. If $Op_1 \in$ Futile$_k$, this contradicts Claim 5.

- $\lfloor v_1/m \rfloor > k$. In this case, either $Op_1 \in$ Down$_{k'}$ or $Op_2 \in$ Futile$_{k'}$, for some $k' > k$. In the first case, $Op_1$ is linearized after $Op_r$ by rule 1. In the second case, Claim 5 ensures that $Op_1$ is linearized after $Op_r$.

Lemma 8. Algorithm 1 (without the helping mechanism) is lock-free.

Proof. Write operations perform a single invocation of the wait-free WriteMax operation and a constant number of additional steps, hence they are wait-free. A Read operation may loop forever in lines 15–16, searching for a non-obsolete max register, but only if Write operations keep making additional max registers obsolete (in line 11). If no more Write operations complete, each Read operation is guaranteed to complete.

3.2 Step Complexity Analysis

The step complexity analysis provided in this section relates to the implementation of Algorithm 1 without the helping mechanism. In the following, we denote by $Ops(E)$ the set of all operations that appear in $E$ and by $Ops_R(E)$ (resp. $Ops_W(E)$) the set of all Read operations (resp. all Write operations) that appear in $E$. For an operation $Op$, we let $N_{steps}(Op, E)$ denote the number of steps performed by $Op$ in $E$.

Lemma 9. If $m \geq n^2$, then the UnboundedMaxReg$_m$ implementation of Algorithm 1 has amortized step complexity of $O(\log m)$ in any $n$-bounded-increment execution.
Proof. Let $E$ be an $n$-bounded-increment execution. We wish to bound:

$$\text{AmtSteps}(E) = \sum_{op \in \text{Ops}(E)} \frac{N\text{steps}(op, E)}{|\text{Ops}(E)|}.$$  

(1)

Let $r$ be the number of read operations and $w$ be the number of write operations in $\text{Ops}(E)$. $\text{WriteMax}$ and $\text{ReadMax}$ operations on an $m$-bounded max register perform $O(\log m)$ steps each. Clearly from the pseudo-code of Algorithm 1, each $\text{Write}$ operation performs a constant number of steps in addition to possibly invoking a single $\text{WriteMax}$ operation, thus the step complexity of each $\text{Write}$ operation is $O(\log m)$.

A $\text{Read}$ operation $Op$ performs $\ell_{op} + O(\log m)$ steps, where $\ell_{op}$ is the number of steps performed in the while loop of lines 15–16 and $O(\log m)$ is the number of steps performed by the invocation of $\text{ReadMax}$ in line 19. We get:

$$\text{AmtSteps}(E) = O\left(\left(\sum_{op \in \text{Ops}_w(E)} \log m + \sum_{op \in \text{Ops}_r(E)} \log m + \ell_{op}\right)/(w + r)\right).$$  

(2)

If $r = 0$, then clearly $\text{AmtSteps}(E) = O(\log m)$, so assume that $r > 0$. From lines 12 and 16, for every process $i$, $\text{last}_i$ is never decreased and is incremented once in every iteration of the while loop of lines 15–16. Therefore:

$$\sum_{op \in \text{Ops}_r(E)} \ell_{op} = O\left(r + \sum_{i \in \mathcal{P}} \text{last}_i\right).$$  

(3)

Consequently,

$$\text{AmtSteps}(E) = O\left(\frac{w \cdot \log m + r \cdot \log m + (r + \sum_{i \in \mathcal{P}} \text{last}_i)}{w + r}\right).$$  

(4)

Assume that max register $\text{max}_\alpha$ is accessed in $E$. Since $E$ is an $n$-bounded-increment execution and all $\text{max}_\alpha$ registers are $m$-bounded, at least $m \cdot (\alpha - 1)/n$ $\text{Write}$ operations have completed prior to this access. Letting $\ell = \max_{i \in \mathcal{P}} \text{last}_i$ denote the maximum value of all $\text{last}_i$ variables at the end of $E$, we get that $w \geq m \cdot (\ell - 1)/n$. Furthermore, $\sum_{i \in \mathcal{P}} \text{last}_i \leq n \cdot \ell$. Thus,

$$\text{AmtSteps}(E) = O\left(\frac{w \log m + r \log m + (r + n \cdot \ell)}{w + r}\right) = O\left(\frac{(w + r) \log m}{w + r} + \frac{r}{w + r} + \frac{n \cdot \ell}{w + r}\right)$$

$$= O\left(\log m + \frac{n^2 \ell}{m (\ell - 1) + r}\right) = O\left(\log m + \frac{n^2 \ell}{(\ell - 1) + \frac{n}{m} r}\right).$$  

(5)

The lemma now follows, since $r > 0$ and $m \geq n^2$ hold.

From Lemmata 6–9, we obtain:

**Theorem 10.** Algorithm 1 is a linearizable implementation of an unbounded max register with amortized step complexity of $O(\log m)$ in any $n$-bounded-increment execution, if $m \geq n^2$. The algorithm (without the helping mechanism) is lock-free.
We now explain the helping mechanism that makes Algorithm 1 wait-free (presented in the metal-colored lines of that algorithm). It uses a 2-dimensional shared array H. Entry H[i][j] is used by process j to help process i by writing to it a (maximum) value of M that process j was able to compute. Each process i owns variable nextToHelpi, storing the index of the next process it should help. Helping is attempted by process i inside Write operations, whenever i is about to make another max register obsolete. Specifically, if i is about to write to a max register k > 0 (line 6), it reads the maximum residue written so far to maxk−1, computes the corresponding value of M based on it and stores it to a local variable curMax (line 7). If switchk−1 is 0 (line 8), then maxk−1 must be made obsolete. As we prove, in this case, curMax was indeed a value of M at some point during the execution interval of i’s execution interval, so i attempts to help process nextToHelpi by writing to the appropriate entry of array H and increments nextToHelpi modulo n (lines 9–10).

The goal of the helping mechanism is to ensure that every Read operation eventually completes. Every n iterations of the while loop of lines 15–18, the GetHelp utility function is called, receiving an integer that is a multiple of n, indicating whether or not this is its first invocation by the current Read operation (line 14, lines 17–18). If GetHelp returns a positive value then, as we prove, this was indeed M’s value at some point during the execution interval of Read, so it returns this value in line 18. Otherwise, the search for a non-obsolete max register is resumed.

The pseudo-code of GetHelp is presented by Algorithm 2, described next. In its first invocation by Read operation R (performed by some process i), initialization is done by copying the i’th row of the H array to array HRi and initializing all elements of a second array Ci to 0 (lines 2–4). Both HRi and Ci are only accessed by process i. Element Ci[j] counts the number of times in which i observed that it was helped by process j in the course of R. In the first invocation, 0 is returned (line 10), indicating that a maximum value is not yet available. In each subsequent invocation of GetHelp (lines 5–9), if any, i checks, for each j, if it was helped by j since the last time it read H[i][j], in which case it updates HRi[j] and increments Ci[j]. If i was helped by some process j at least twice since R started then, as we prove, the maximum value computed by j for i was indeed M’s value at some point during R’s execution interval, so GetHelp returns it in line 9 and R then returns this value in line 18 of Algorithm 1. Otherwise, 0 is returned in line 10.

3.3 The Helping Mechanism

Algorithm 2 The GetHelp utility function, code for process i.

Shared variables:
- HRi[n]: an integer array, to which the i’th row in the H array is copied
- Ci[n]: an integer array, counting number of times in which process i was able to compute. Each process
- for j ∈ {0, . . . , n − 1} do
- HRi[j] ← H[i][j], Ci[j] ← 0
- else
- for j ∈ {0, . . . , n − 1} do
- if HRi[j] < H[i][j] then
- HRi[j] ← H[i][j], Ci[j] +=
- if Ci[j] = 2 then return HRi[j]
- return 0
3.4 Correctness

In this section we prove that the algorithm with the helping mechanism (henceforth the full algorithm) is linearizable. We classify read and write operations to types as we did in Section 3.1, except that now we have a 3rd class of read operations — those that return in line 18 of Algorithm 1 after being helped. We say that these are \texttt{Read} operations of type (iii).

Let \( R \) be a type (iii) \texttt{Read} operation by process \( i \) that returns value \( u \) and let \( k' = \lceil u/m \rceil \), then there is a \texttt{Write} operation \( W \) by process \( j \), concurrent with \( R \), that wrote \( u \) to \( H[i][j] \) (in Line 9 of Algorithm 1) after performing a \texttt{ReadMax} operation on \( \max_{k'} \) (in Line 7 of Algorithm 1) and \( R \) returns value \( u \) after reading it from \( H[i][j] \) (Lines 8, 9 of \texttt{GetHelp}). We say that \( R \) is associated with that \texttt{ReadMax} operation.

As in Section 3.1, we partition the operations of \( E \) to the sets \( \text{Down}_k \) and \( \text{Futile}_k \), except that we now add each \texttt{Read} operation of type (iii) that is associated with a \texttt{ReadMax} on \( \max_{k'} \) to \( \text{Down}_k \). We use the ordering rules defined in Section 3.1 to linearize all of \( E \)'s non-removed operations. It is easily verified that Observations 2–3 and Claim 4 hold also with the extended definition of the sets \( \text{Down}_k \).

\textbf{Observation 11.} Let \( R \) be a type (iii) \texttt{Read} operation associated with a \texttt{ReadMax} operation \( R' \) on \( \max_{k'} \). Then all throughout the execution of \( R' \), \( \text{switch}_{k'} = 0 \) holds.

\textbf{Proof.} Immediate from Claim 4 and the fact that the \texttt{Write} operation that invokes \( R' \) in line 7 of Algorithm 1 writes the value read by \( R' \) (in line 9) to the \( H \) array only after verifying that \( \text{switch}_{k'} = 0 \) holds (in line 8).

Based on Observation 11, we now prove that Claim 5 holds for full algorithm.

\textbf{Claim 12.} In any ordering of operations for the full algorithm, for all \( k' \leq k \), there are no two operations \( Fop, Dop \) such that \( Fop \in \text{Futile}_k, Dop \in \text{Down}_{k'} \) and \( Fop \) is linearized before \( Dop \) in the ordering given by rules 1–3.

\textbf{Proof.} Suppose towards a contradiction that \( Fop \) is linearized before \( Dop \). If \( Fop \) was placed after \( Dop \) when applying rule 3, then we immediately reach a contradiction. Assume otherwise, then, from rule 3, there exists a \texttt{Down} operation \( Dop_1 \), such that \( Fop \) precedes \( Dop_1 \), \( Fop \) is linearized before \( Dop_1 \), and no \texttt{Down} operation is linearized between \( Fop \) and \( Dop_1 \). Consequently, it must be that \( Dop_1 \) is linearized after \( Dop_1 \). From rules 1-2, we have that \( Dop_1 \in \text{Down}_k \), such that \( k_1 \leq k' \leq k \). Since \( Dop_1 \in \text{Down}_k \), either \( Dop_1 \) reads \( 0 \) from \( \text{Switch}_{k_1} \), or, otherwise, it is a type (iii) \texttt{Read} operation, in which case, from Observation 11, \( \text{Switch}_{k_1} = 0 \) holds at some point during its execution. However, \( Fop \) reads \( \text{Switch}_{k_1} = 1 \) before \( Dop_1 \) starts, hence, by Claim 4, \( \text{Switch}_{k_1} = 1 \) when \( Dop_1 \) starts. This is a contradiction.

We next show that Lemma 6 holds also for the full algorithm.

\textbf{Lemma 13.} Ordering rules 1-3 for the full algorithm define a sequential order between \( E \)'s non-removed operations that preserves the real-time order between non-overlapping operations in \( E \).

\textbf{Proof.} In Lemma 6, the corresponding claim was proven w.r.t. the algorithm without the helping mechanism for operations of all types, except for \texttt{Read} operations of type (iii). A type (iii) operation \( R \in \text{Down}_k \) by process \( i \) is associated with a \texttt{ReadMax} operation \( R' \) on \( \max_k \) invoked from a concurrent \texttt{Write} operation, performed by some process \( j \neq i \). Since the condition of line 9 of \texttt{GetHelp} was satisfied when evaluated by \( i \), the execution interval of \( R' \)
is fully contained within that of \( R \). It follows that \( R \) can be linearized when \( R' \) is linearized on \( \text{max}_k \). Thus, \( R \) is ordered w.r.t. other operations in \( \text{Down}_k \) by applying ordering rule 2 to \( R' \) breaking ties arbitrarily which, from Observation 2 and the linearizability of \( \text{max}_k \), ensures that real-time order is maintained between all operations in \( \text{Down}_k \).

Let \( \text{Op} \in \text{Down}_k \) and \( \text{Op}' \in \text{Down}_k' \) be two operations such that \( k < k' \). From Claim 4, \( M \)'s switches are set to 1 in increasing order. Based on this and on Observation 11 (which is required if either \( \text{Op} \) or \( \text{Op}' \) is a type (iii) \text{Read} operation), \( \text{Op}' \) does not precede \( \text{Op} \) in \( E \). it follows that the real-time order between each pair of \text{Down} operations is preserved by the linearization.

Let \( \text{Fop} \) and \( \text{Dop} \) respectively be a \text{Futile}_k \) and a \text{Down}_k \) operation. Suppose \( \text{Fop} \) is linearized before \( \text{Dop} \) but \( \text{Dop} \) precedes \( \text{Fop} \) in real-time order. If \( k' \leq k \), then, by Claim 12, this is a contradiction. The rest of the proof proceeds exactly as in the proof of Lemma 6.

It is easily verified that Lemma 7 holds also for the full algorithm. The only change required in its proof is to use Claim 12 instead of Claim 5.

\[ \text{Claim 14.} \] If a monotonically-increasing sequence of values is written to \( M \), then some process performs line 9 of Algorithm 1 infinitely often.

\[ \text{Proof.} \] If a monotonically-increasing sequence of values is written to \( M \), then \text{max} registers are made obsolete infinitely often. Since a \text{max} register is only made obsolete in line 11 of Algorithm 1, it is immediate from the code that line 9 of that algorithm is performed infinitely often as well. Since the number of processes is finite, it follows that some process performs that line infinitely often.

\[ \text{Lemma 15.} \] The full Algorithm 1 is wait-free.

\[ \text{Proof.} \] As proven in Lemma 8, the algorithm is lock-free and \text{Write} operations are wait-free. It remains to show that \text{Read} operations are wait-free as well. From Claim 14, if a monotonically-increasing sequence of values is written to \( M \), then there is some process \( i \) that performs line 9 of Algorithm 1 infinitely often. Thus, any \text{Read} operation, say by process \( i \), eventually either finds a non-obsolete \text{max} register in line 15 or increments \( C_i[j] \) twice in line 9 of \text{GetHelp} and is therefore able to terminate.

Otherwise, there is no such sequence of monotonically-increasing values. Thus, starting from some point in the execution, \( M \)'s value does not increase, so the set of obsolete \text{max} object stops growing, hence every \text{Read} operation that does not fail-stop eventually reaches a non-obsolete \text{max} register and completes.

\[ \text{Theorem 16.} \] If \( m \geq n^2 \), then the full algorithm is a wait-free linearizable \( n \)-process implementation of an unbounded \text{max} register with amortized step complexity of \( O(\log m) \) in any \( n \)-bounded-increment execution.

\[ \text{Proof.} \] From Lemmata 7, 13 and 15 the full algorithm is linearizable and wait-free, so it remains to argue regarding its complexity. In Algorithm 2, every iteration of the \text{for} loop at either line 3 or line 6 incurs a constant number of steps. Thus, every invocation of \text{GetHelp} incurs \( O(n) \) steps. In Algorithm 1, a \text{Write} operation performs at most one \text{WriteMax} and at most one \text{ReadMax} operation, incurring a total of \( O(\log m) \) steps. We note that any \text{Read} operation invokes \text{GetHelp} once every \( k \cdot n \) steps, for some \( k > 1 \), when \( c = 0 \mod n \). Thus, at any point in the course of the execution, the number of steps taken by a \text{Read} operation \( R \) inside \text{GetHelp} is \( O(\text{loop}_R) \). Consequently, as in the proof of Lemma 9, we get:

\[
\text{AmtSteps}(E) = O \left( \sum_{\text{op} \in \text{Ops}_W(E)} \log m + \sum_{\text{op} \in \text{Ops}_R(E)} \log m + \text{loop}_\text{op} \right) = O(\log m). \tag{6}
\]
Algorithm 3 presents a wait-free recursive construction of a linearizable counter that has polylogarithmic amortized step complexity in all executions, regardless of their length. The algorithm is essentially the same as the (non-recursive) counter construction of Aspnes et al. [4], except that the latter uses the max registers of [4], whose amortized step complexity is linear for sufficiently long executions, whereas ours uses our wait-free unbounded max registers.

Let $C_j$ denote a counter, shared by $n$ processes, implemented by Algorithm 3. For simplicity and without loss of generality, assume in the following that each of $n$ and $j$ is an integral power of 2. $C_j$’s value is stored in an $n$-process wait-free unbounded max register $R$, which is of type UnboundedMaxReg$_{n^2}$. If $j > 1$ holds, then $C_j$ also contains two $C_{j/2}$ child-counters – left and right. A counter $C_n$ serves as a root of a tree of counters and all processes can invoke Inc operations on $C_n$. At the bottom layer of the tree, each process $i$ is associated with a single $C_1$ leaf-counter on which only $i$ can invoke Inc operations.

To read $C_j$, process $i$ simply invokes a ReadMax operation on $C_j$’s $R$ object and returns the response (line 11). Incrementing a $C_1$ object consists of simply reading $R$ and writing to it a value larger by one (lines 3–4). To increment a $C_j$ counter, for $j > 1$, process $i$ increments either the left or the right child counter, depending on whether its $C_1$ leaf-counter is on the left or the right subtree of $C_j$, reads the values of both child counters and writes their sum to $R$ (lines 6–9). Observe that at most $j$ distinct processes can invoke Inc operations on any specific $C_j$ counter.

In the following proofs we let $C$ denote a $C_n$ object implemented by Algorithm 3 and $E$ be an execution of $C$.

Lemma 17. The $C_j$ counter implementation of Algorithm 3 is linearizable.

Proof. The proof is by induction on $j$.

Base Case. For $j = 1$, the UnboundedMaxReg object $R$ of a $C_1$ counter may only be incremented by a single process. Since $R$’s value is always increased by exactly 1, the execution is 1-bounded-increment for $R$, so the correctness of $R$ follows from Theorem 16. Increment operations on $C_1$ are linearized when the WriteMax operation invoked in line 4 is linearized and read operations on $C_1$ are linearized when the ReadMax operation invoked in line 11 is linearized.
**Induction Hypothesis.** For all \( k < j, C_k \) is a linearizable counter and the value of the max object \( R \) it uses is never increased by more than \( k \).

**Inductive Step.**

> **Sub-Lemma 17.1.** \( E \) is a \( j \)-bounded-increment execution for \( C_j, R \).

**Proof.** The proof is divided into two parts. We first prove the left-hand inequality of Definition 1. Let \( E' \) be a prefix of \( E \) immediately after which process \( p \) is about to invoke a `WriteMax()` operation \( Op_v \) on \( C_j, R \) with input \( v \) (in line 9). Let \( I \) be the set of Inc operations that have completed on \( C_j \) in \( E' \). Observe that each operation \( Op \in I \) has performed one Inc operation on either \( C_j, \text{left} \) or \( C_j, \text{right} \). We partition \( I \) accordingly: \( I = I_0 \cup I_1 \), where for any \( Op \in I, Op \in I_0 \) if \( Op \) performed an Inc operation on \( C_j, \text{left} \) and \( Op \in I_1 \) if \( Op \) performed an Inc operation on \( C_j, \text{right} \).

By IH, both \( C_j, \text{left} \) and \( C_j, \text{right} \) are linearizable counters. Let \( Op_0 \in I_0 \) be the operation whose Inc operation on \( C_j, \text{left} \) is linearized last among all Inc operations on \( C_j, \text{left} \) performed by the operations in \( I_0 \). Let \( c_0 \) be the value of \( C_j, \text{left} \) immediately after the Inc operation on that object by \( Op_0 \). \( Op_0 \) and \( c_1 \) are defined similarly. From lines 7–9, for each \( r \in \{0, 1\} \), after performing an Inc operation on either \( C_j, \text{left} \) or \( C_j, \text{right} \), \( Op_r \) performs read operations on both \( C_j, \text{left} \) and \( C_j, \text{right} \) before writing the sum \( u_r \) of the values read to \( C_j, R \). We show that \( v' = \max\{u_0, u_1\} \geq c_0 + c_1 \). Indeed, assume that \( Op_0 \)’s read operation on \( C_j, \text{right} \) returns a value strictly smaller than \( c_1 \). Then, \( Op_1 \)’s Inc operation on \( C_j, \text{right} \) is linearized after \( Op_0 \)’s Read operation on \( C_j, \text{right} \). It thus follows that \( Op_1 \)’s read operation on \( C_j, \text{left} \) starts after \( Op_0 \)’s Inc operation on \( C_j, \text{left} \) has completed. We thus conclude that \( v_1 \geq c_0 + c_1 \).

As both \( Op_0 \) and \( Op_1 \) have completed in \( E' \), a `WriteMax` operation on \( R \) of value \( v' \geq c_0 + c_1 \) has completed in \( E' \). If \( v \leq v' \) then \( v - j \leq v' \) and the claim holds. Otherwise, again from lines 7–9, the operand \( v \) of the `WriteMax` operation \( Op_v \) is the sum of the values \( v_0, v_1 \) returned by the `Read` operations performed on the counters \( C_j, \text{left} \) and \( C_j, \text{right} \), respectively. \( v_0 = c_0 + \delta \), for \( \delta > 0 \), implies that there are \( \delta \) Inc operations on \( C_j, \text{left} \) that have been linearized after the Inc operation on the same counter by \( Op_0 \). From the definition of \( Op_0 \), these \( \delta \) operations take place within \( \delta \) Inc operations on \( C_j \) that did not complete in \( E' \). The same argument applies for \( v_1 \). Since there are at most \( j \) processes that may invoke Inc operations on \( C_j \) and thus at most \( j \) incomplete Inc operations on \( C_j \) after \( E' \), it follows that \( v = v_0 + v_1 \leq j + c_0 + c_1 \). Hence, there is a value \( v' = \max\{u_0, u_1\} \) such that \( v - v' \leq j \) and a `WriteMax`(\( v' \)) on \( R \) has completed before the operation \( Op_v = \text{WriteMax}(v) \) on \( R \) starts.

We next prove both inequalities of Definition 1. Let \( Op \) be a `WriteMax` operation on \( C_j, R \) with input \( v > j \). The first part above established that there exists a `WriteMax` operation \( Op' \) on \( C_j, R \) with input \( v' \) that finishes before \( Op \) starts, such that \( v - n \leq v' \). Assume that \( v' \geq v \). Let \( \mathcal{O}_> \) be the set of `WriteMax` operations on \( C_j, R \) that (1) precede \( Op \) and (2) whose input is larger than or equal to \( v \). We define a partial order \( \prec \) on the operations in \( \mathcal{O}_> \) as follows:

\[
\forall W, W' \in \mathcal{O}_>, W \prec W' \iff W \text{ precedes } W' \text{ in } E.
\]

Let us observe that \( \mathcal{O}_> \) is non-empty and finite. The latter is because \( E \) is finite and so only finitely many operation precede \( Op \) in \( E \) and the former follows from the existence of \( Op' \). Consider any minimal element in the partially ordered set \( \mathcal{O}_> \), that is any operation \( W' \) such that for any operation \( W' \in \mathcal{O}_> \), \( W' \) does not precede \( W \). Since \( \mathcal{O}_> \) is finite, there is
at least one such operation \(W\). Let \(i_{nW}\) denote its input. Since \(W \in O,\) we have \(i_{nW} \geq v\). Also, by applying the left-hand inequality (proved in the first part of the proof) to \(W\), there exists an operation \(W'\) with input \(i_{nW'}\) that precedes \(W\) such that \(i_{nW'} \geq i_{nW} - j \geq v - j\). As \(W' < W\), and \(W\) is chosen as a minimal element of \(O\), it follows that \(W' \notin O\). Since \(W'\) precedes both \(W\) and \(Op\), we get that \(i_{nW'} < v\), which concludes the proof.

From Sub-lemma 17.1 and Theorem 16 we conclude that \(C_n.R\) is linearizable in \(E,\) Based on this, the proof proceeds similarly to the proof of [4, Lemma 4].

From IH, \(C_j.left\) and \(C_j.right\) are linearizable counters. We associate with every increment operation \(Op\) on \(C_j\) a value as follows. Let \(c_0\) and \(c_1\) respectively denote the values of \(C_j.left\) and \(C_j.right\) immediately after \(p\)'s increment of \(C_j\)'s child (corresponding to \(p\)'s identifier), in line 6, is linearized. Then we associate with \(Op\) the value \(v = c_0 + c_1\). We linearize an \(Inc\) operation \(Op\), associated with value \(v\), when a value \(v' \geq v\) is first written to \(C_j.R\) in line 9 (either by \(p\) or by another process). We linearize a \(Read\) operation on \(C_j\) when it reads \(C_j.R\) in line 11.

We now prove that each linearization point lies within its operation execution interval. Consider an \(Inc\) operation \(Op\) associated with value \(v\). A value \(v' \geq v\) cannot be written to \(C_j.R\) before \(Op\) starts, because, from the linearizability of \(C_j.left\) and \(C_j.right\), before \(Op\) starts, the sum of these two counters is less than \(c_0 + c_1\). Since \(Op\) itself writes value \(v\) to \(C_j.R\) before it terminates, the linearization point occurs before \(Op\) terminates. The fact that the linearization point of a \(Read\) operation on \(C_j\) lies within its execution interval follows immediately from the linearizability of \(C_j.R\), established by Sub-lemma 17.1. Finally, the linearization points result in a valid sequential execution, because every \(Read\) operation on \(C_j\) that returns value \(v\) is preceded by exactly \(v\) \(Inc\) operations on \(C_j\).

**Lemma 18.** Algorithm 3 has \(O(\log^2 n)\) amortized operation step complexity.

**Proof.** From Algorithm 3 and the fact that \(C\) is shared by \(n\) processes, every operation on \(C\) applies a constant number of \(ReadMax/WriteMax\) operations to each of \(O(\log n)\) different \(UnboundedMaxReg_{n^2}\) objects, as the recursive calls in lines 7–9 and 11 unfold. Letting \(COps(E)\) denote the number of operations on \(C\) that appear in \(E\), the total number of \(ReadMax/WriteMax\) operations on all the implementation’s \(UnboundedMaxReg_{n^2}\) objects is therefore \(O(\log n \cdot COps(E))\). From Theorem 16, letting \(m = n^2\), it follows that the total number of steps performed in \(E\) is \(O(\log^2 n \cdot COps(E))\).

**Theorem 19.** Algorithm 3 is a wait-free linearizable \(n\)-process implementation of an unbounded counter with amortized step complexity of \(O(\log^2 n)\).

**Proof.** From Lemma 17, the algorithm is linearizable. From Lemma 15, all the \(UnboundedMaxReg\) objects used by Algorithm 3 are wait-free, thus, clearly from the pseudo-code, Algorithm 3 is wait-free as well. The claimed complexity follows from Lemma 18.

Attiya and Hendler proved a logarithmic lower bound on the amortized step complexity of implementing an obstruction-free one-time \(fetch\&increment\) object from read, write and \(k\)-word compare-and-swap operations [9, Theorem 9]. Their proof can be easily adapted to obtain the following result:

**Lemma 20.** Any \(n\)-process obstruction-free implementation from read/write registers of a counter object has an execution that contains \(\Omega(n \log n)\) steps, in which every process performs a single \(Inc\) operation followed by a single \(Read\) operation.
Lemma 20 establishes that every non-blocking read/write counter implementation has an execution whose amortized step complexity is at least logarithmic in the number of processes, showing that our counter algorithm is optimal in terms of amortized step complexity up to a logarithmic factor.

5 Discussion

In this work, we presented the first non-blocking read/write counter algorithm that provides sub-linear amortized step complexity in all executions, regardless of their length. The amortized operation step complexity of our algorithm is $O(\log^2 n)$, where $n$ is the number of processes sharing the implementation. This is optimal up to a logarithmic factor, since there exists a logarithmic lower bound on the amortized step complexity of $n$-process one-time counters.

It is unclear whether there exists a wait-free (or even lock-free or obstruction-free) read/write counter implementation with $o(\log^2 n)$ amortized step complexity. Interestingly, a similar gap between an $O(\log^2 n)$ upper bound and an $\Omega(\log n)$ lower bound exists for the worst-case step complexity of counters [4].

The space complexity of our counter is infinite, since it uses our unbounded max registers, and each of these encapsulates an infinite number of bounded max registers. A second question is that of finding a bounded-space read/write counter with sub-linear amortized step complexity. These questions are left for future work.
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1 Introduction and Related Work

Trees are easy, general graphs are hard. This can be said as a first-order summary for a wide range of graph problems, especially in the area of approximation algorithms. Starting with the work of Alon et al. [3], there has been a beautiful line of developments that try to combat this issue and make general graphs (almost) as easy as trees, for several families of graph problems (including distances, cuts, and more) [5, 6, 8, 14, 7, 12, 29, 1, 13, 4, 26, 2]. In a very rough sense, these methods transform any general graph $G$ to a tree $T$ that approximately preserves some of the structural properties of $G$, thus opening the road for the following (generic) algorithmic approach: (1) transform the graph $G$ into a tree $T$; (2) solve the problem on $T$; and (3) project the solution in $T$ back to a solution in $G$. The quality of the obtained
solution depends on how well $T$ preserves the relevant structure of $G$. Such transformations have been a key driver in many of the algorithmic developments in the past two decades, in centralized approximation algorithms. Our focus in this paper is on distance-related graph problems and transformations of graphs into spanning trees that approximately preserve distances, based on the notion of stretch.

**Spanning Trees and Stretch**

Consider some graph $G = (V, E, \ell)$, where $\ell : E \to \mathbb{R}_{\geq 0}$ is an edge length function. A tree $T = (V_T, E_T, \ell_T)$ is said to be a spanning tree of $G$ if (i) $V_T = V$; (ii) $E_T \subseteq E$; and (iii) $\ell_T$ is the restriction of $\ell$ to the edges in $E_T$. By definition, the distances in $T$ are at least as large as those in $G$, namely, $d_T(u, v) \geq d_G(u, v)$ for every two vertices $u, v \in V$, where the distances $d_T(\cdot, \cdot)$ and $d_G(\cdot, \cdot)$ are defined with respect to the edge length functions $\ell_T$ and $\ell$, respectively. The notion of stretch provides a bound in the converse direction: given an edge $e = (u, v) \in G$, the stretch of $e$ in $T$ is defined to be $\text{str}_T(e) = d_T(u, v)/\ell(e)$.

Ideally, we would have wanted to construct a spanning tree $T$ that admits a small stretch for every edge $e \in E$, but this is clearly hopeless, e.g., if the graph has high girth. Instead, we wish to construct a random spanning tree $T$ so that the expected stretch of every edge $e \in E$ satisfies $E_T[\text{str}_T(e)] \leq \alpha$ for some small $\alpha$ (cf. [5]). This notion is closely related (and essentially equivalent) to constructing a (deterministic) spanning tree with average stretch $\alpha$ [3]. More precisely, the per-edge expected stretch guarantee trivially leads to a bound of $O(m \cdot \alpha)$ on the expected total stretch. Using standard techniques, this leads to a distributed construction of a spanning tree whose total stretch is $O(m \cdot \alpha)$ with high probability. Therefore, the per-edge expected stretch guarantee is sufficient for the method to be functional as a subroutine.

There is an extensive literature on constructing (random) spanning trees for general graphs with low expected stretch, starting with the pioneering work of Alon et al. [3] which paved the way for the developments in [3, 12, 1, 2]. The state-of-the-art in this line of work is Abraham and Neiman’s construction of random spanning trees with expected stretch $O(\log n \log \log n)$ [2]. In a related line of work [5, 6, 8, 14, 7], it is only the distances in $G$ that matter, essentially ignoring the graph topology so that the tree $T$ can include vertices and edges that are not part of $G$, subject to the constraint that the distances in $T$ are lower-bounded by the corresponding distances in $G$. The common practice here is to think of $T$ as a dominating tree metric into which the metric space defined by the distances in $G$ can be embedded without contracting the distances. The construction of Fakcharoenphol et al. [14] (often referred to as FRT) provides an asymptotically optimal $O(\log n)$ upper bound on the expected stretch in this setting (see also [7]).

Following the influential work of Bartal [5], random dominating tree metrics with low expected stretch have contributed greatly to the design of approximation and online algorithms, for problems in which the topology of the underlying graph $G$ is abstracted away. More recently though there are new applications that require that $T$ is a subgraph of $G$ including fast solvers for symmetric diagonally dominant (SDD) linear systems [23, 21, 10, 11] and approximate max-flow and minimum cut algorithms [26, 9, 25, 31, 20], these applications point the flashlight back in the direction of low stretch spanning trees.

1 Unless stated otherwise, all graphs in this paper are assumed to be undirected and finite.
Distributed Constructions

Low stretch spanning trees, as well as low stretch dominating tree metrics, have also been studied and used in distributed graph algorithms. For instance, low stretch spanning trees were a key component in the max-flow algorithm of Ghaffari et al. [18] which gave the first sublinear-time distributed max-flow approximation. However, currently known distributed constructions of these trees have a suboptimal running time and/or suboptimal stretch.

Khan et al. [22] were the first to investigate distributed algorithms for random dominating tree metrics with low expected stretch, designing a distributed implementation for the FRT construction that works in $\tilde{O}(SPD)$ rounds of the CONGEST model [28], where $SPD$ denotes the shortest-path-diameter of the network, which can be as large as $\Theta(n)$, even in graphs with very small hop diameter $D$. Similar to many other graph problems, a lower bound of $\Omega(D + \sqrt{n})$ rounds follows from the work of Das Sarma et al. [30] which set $\tilde{O}(D + n^{0.5})$ as the target desired round complexity. Ghaffari and Lenzen [19] provided a faster distributed construction that runs in $\tilde{O}(D + n^{0.5+c})$ rounds and builds a random dominating tree metric with expected stretch $O(\log n/\varepsilon)$. Friedrichs and Lenzen [16] further advanced this line of work by developing a distributed algorithm that outputs a random dominating tree metric with expected stretch $O(\log n)$ in $\tilde{O}((D + n^{0.5}) \cdot n^{o(1)})$ rounds.

The aforementioned distributed constructions suffer from two drawbacks: (1) the round complexity is still somewhat far from the $\tilde{O}(D + \sqrt{n})$ target; and (2) the constructed trees do not have any guarantees regarding the topology of the underlying network and in particular, they are not spanning trees of this network, thus complicating their usage in distributed settings. For the more desirable, but also more stringent, notion of low stretch spanning trees, where the tree $T$ has to be a subgraph of the $G$, the only known distributed construction is due to Ghaffari et al [18]. It gives a tree with a much worse stretch of $2^{O(\sqrt{\log n \cdot \log \log n})}$ and it runs in $\tilde{O}((D + n^{0.5}) \cdot 2\sqrt{\log n \cdot \log \log n})$ rounds, both of which are a factor of $2^{O(\sqrt{\log n \cdot \log \log n})}$ away from ideal. Indeed, this suboptimality (in both stretch and running time) is one of the two bottlenecks in turning the round complexity of the max-flow approximation to the optimal bound of $\tilde{O}(D + \sqrt{n})$.

1.1 Our Contribution

We provide a new distributed algorithm, operating in the CONGEST model, that improves the state-of-the-art for low stretch spanning trees. For unweighted graphs (i.e., graphs with unit edge lengths), our algorithm runs in asymptotically optimal $O(D)$ rounds and builds a random spanning tree with expected stretch $O(\log^3 n)$. In terms of both round complexity and stretch, this improves considerably on the algorithm of Ghaffari et al [18] which has round complexity $\tilde{O}((D + n^{0.5}) \cdot 2\sqrt{\log n \cdot \log \log n})$ and stretch $2^{O(\sqrt{\log n \cdot \log \log n})}$. Our algorithm also extends to weighted graphs with the same expected stretch guarantee, in which case the round complexity grows to $\tilde{O}(\min\{\sqrt{nD}, \sqrt{nD^{1/4}} + n^{3/5} + D\})$, i.e., boiling down to the best known complexity for exact single-source shortest path computation, which is due to Forster and Nanongkai [15]. We stress that this is the first distributed construction of spanning trees leading to poly-logarithmic expected stretch with non-trivial round complexity.

- **Theorem 1.** A spanning tree of expected stretch $O(\log^3 n)$ for each edge can be computed in $\tilde{O}(\min\{\sqrt{nD}, \sqrt{nD^{1/4}} + n^{3/5} + D\})$ rounds w.h.p.\(^2\) If the input graph is unweighted, then the same can be achieved in $O(D)$ rounds w.h.p.

\(^2\) We say that event $A$ occurs with high probability, abbreviated w.h.p., if $\Pr(A) \geq 1 - n^{-c}$ for a constant $c$ that can be made arbitrarily large.
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More generally, our method can be seen as an efficient reduction of the task of computing a low-stretch spanning tree of expected stretch $O(\log^2 n)$ to single-source shortest path computations with a virtual super-source, which is formalized in Definition 2. Any improvements in distributed algorithms for this task will thus carry over to our construction.

We note that, unfortunately, our approach cannot be used to reduce to approximate single-source shortest path computations, as the decomposition technique that we will use [27] crucially relies on the subtractive form of the triangle inequality, which fails even under small relative errors in distances.

1.2 Our Method In a Nutshell

The general approach taken in the current paper is very similar to the divide and conquer technique due to Elkin et al. [12]. That is, we apply a graph partitioning scheme called star decomposition (introduced formally in Section 2) that given a root or center node $x_0$, decomposes the graph into a center part $V_0$ and cone parts $V_1, \ldots, V_k$ centered at nodes $x_1, \ldots, x_k$, respectively, referred to as the cone anchors. This star decomposition has the following properties: (1) the radius of $V_i$ with respect to $x_i$, $0 \leq i \leq k$, is smaller than the radius $r$ of $G$ with respect to $x_0$ by a constant factor; and (2) each anchor node $x_i$, $i \in [k]$, is connected via a direct edge, referred to as a bridge edge, to some node $y_i \in V_0$ so that, for every cone, the distance between anchor node and center of the decomposition plus the radius of the cone is at most a factor of $1+\varepsilon$ larger than the radius $r$ with respect to $x_0$.

The idea is then to apply such star decompositions recursively to each of the obtained parts $V_0, \ldots, V_k$, leading to spanning trees $T_0, \ldots, T_k$. The spanning tree $T$ that is returned by the algorithm is then constructed by connecting the trees $T_1, \ldots, T_k$ to the central tree $T_0$ using the bridge edges $(x_1, y_1), \ldots, (x_k, y_k)$. Clearly this approach leads to a spanning tree, however from the description so far, it is not clear why $T$ has small expected stretch.

For this, we need that the star decompositions that we construct have the additional small cut property: For each edge $e = (u, v) \in E$, the probability that $e$ is cut by the decomposition, i.e., that $u \in V_i$ and $v \in V_j$ for $i \neq j$, is at most $O(\log n \cdot \ell(e)/(\varepsilon r))$. Elkin et al. [12] use an intricate cone growing procedure in order to construct the parts $V_1, \ldots, V_k$ in a way that ensures the (deterministic counterpart of the) small cut property. It is not clear though how to implement the cone growing procedure efficiently in a distributed manner.

In this paper, we replace the cone growing process of [12] by a graph partitioning technique due to Miller et al. [27]. This technique has the desirable property that it can be implemented in the CONGEST model of computation in a straightforward way based on single source shortest path (SSSP) computations. Specifically, after constructing the center part $V_0$, we let every node $u$ that is “just outside” $V_0$ (we make this notion precise in Section 3) draw a value $\delta_u$ from an exponential distribution with mean $\beta = \Theta(\log n / \varepsilon)$. We now conceptually start a ball growing process from all such nodes, where node $u$ joins the process at time $\delta_u$.

Miller et al. [27] have shown (for the unweighted case) that this leads to a decomposition that “cuts edges” with a probability sufficiently small for their needs (they were not concerned with star decompositions). We observe that when applied to the graph $H = G \setminus V_0$, this leads to a star decomposition that satisfies the desired small cut property, see Section 3.2. In Section 4, we furthermore show that this is sufficient for the resulting tree (after recursing on the parts of the decomposition and connecting the obtained trees using the bridge edges) to have expected stretch $O(\log^2 n)$ for every edge. Replacing the cone growing process with this decomposition technique also results in a conceptually much simpler algorithm for constructing spanning trees of small expected stretch in standard centralized models of computation. This can be of independent interest. Lastly, we remark that, also for the PRAM model, our technique yields a similar reduction of computing spanning trees of low expected stretch to exact SSSP with virtual super-source.
2 Preliminaries

Our algorithm runs on an undirected, connected input graph $G = (V, E, \ell)$ with positive integer edge lengths $\ell$ that are polynomially bounded, i.e., bounded by $n^c$ for some constant $c$. For graphs $H$, we denote by $d_H(u, v)$ the length of the shortest path between two nodes $u$ and $v$. If $H$ is the input graph $G$, we may omit $H$ and simply write $d(u, v)$ for $d_G(u, v)$.

For a node $u \in V$ and a radius $r > 0$, we call $B(u, r) := \{v \in V : d(u, v) \leq r\}$ the ball of radius $r$ around $u$, i.e., the set of nodes of distance at most $r$ from $u$. For any graph $G$ with node set $V$ and a node $u \in V$, we call $\operatorname{rad}_u(G) = \max\{d_G(u, v) : v \in V\}$ the radius of $G$ with respect to $u$. For a subset of nodes $S \subset V$, we denote with $G[S]$ the subgraph of $G$ induced by $S$. By $W(H) = \max_{u, v \in V_H}\{d_H(u, v)\}$ we denote the weighted diameter of $H = (V_H, E_H, \ell_H)$ and by $D(H) = W(H')$ its hop diameter, where $H' = (V_H, E_H, 1)$, i.e., $H$ with all edges being assigned unit length; again, we omit $G$ from the notation in case $H = G$.

Model of Computation

Our algorithm works in the standard CONGEST model of computation [28]. In this model, every node hosts a processor (of unlimited computational power) and is labeled by a unique $O(\log n)$-bit identifier. The computation proceeds in synchronous rounds, in each of which a node (1) performs local computations, (2) sends $O(\log n)$-bit messages to its neighbors, and (3) receives the messages that its neighbors sent. Initially, every node in the input graph $G = (V, E, \ell)$ knows its identifier and its incident edges together with their length. At the end of computation every node needs to know its part of the output. That is every node needs to know for its incident edges whether or not they belong to the output spanning tree.

Distributed SSSP Computation in Super-Source Graphs

At its heart, our algorithm reduces the problem to a series of single source shortest path (SSSP) computations. Accordingly, we will need to compute SSSP in graphs $G_s$ that result from subgraphs of $G$ by adding a (virtual) super-source node $s \notin V$.

► Definition 2 (Super-source graphs). Fix a subgraph $H = (V_H, E_H, \ell|_H)$ of $G$. Construct $G_s = (V_H \cup \{s\}, E_H \cup E_s, \ell|_{G_s})$ by choosing $E_s \subseteq V_H \times \{s\}$, picking $\ell|_{G_s}(e) \in \{1, \ldots, n^c\}$ for $e \in E_s$, and setting $\ell|_{G_s}(e) = \ell_e$ for all $e \in E_H$. We refer to $G_s$ as a super-source graph (of $G$) and to $s$ as its super-source. For distributed algorithms, we assume that each node $v \in V$ initially knows which of its incident edges in $G$ are in $V_H$, whether it is connected to $s$, and, if so, the length of edge $(s, v)$.

Although both distributed CONGEST algorithms for SSSP that we employ (for the unweighted and weighted case) assume to be run on the input graph, we observe that it is straightforward to generalize them to super-source graphs. Both considered algorithms output a tree $T$ that is a subgraph of $G_s$, where each node $v \in V_H$ learns its parent and the distance $d_T(v, s)$ from $v$ to $s$ in $T$, which is exactly the distance $d_{G_s}(v, s)$ from $v$ to $s$ in $G_s$.

► Lemma 3 (folklore result). SSSP in super-source graphs can be solved in $O(W(G_s))$ rounds. In particular, if $G_s$ is unweighted (i.e., $\ell|_{G_s} = 1$), SSSP can be solved in $O(D(G_s))$ rounds.

Proof. For unweighted graphs, this is done by standard flooding to construct a BFS tree, where communication by $s$ is simulated locally based on nodes knowing whether they are connected to $s$ and by which length. For weighted graphs, one simulates the algorithm on the unweighted graph obtained by subdividing each edge $e$ into $\ell_e$ many length-1 edges. Termination is detected via the resulting spanning forest $T \setminus \{s\}$ of $G_s \setminus \{s\}$. ▶
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\textbf{Corollary 4 (of [15]).} \textit{SSSP in super-source graphs can be solved in }\tilde{O}(\min\{\sqrt{nD}, \sqrt{nD}^{1/4} + n^{3/5} + D\}) \textit{ rounds w.h.p.}

\textbf{Comment.} We comment that the algorithm of Forster and Nanongkai [15] can be directly extended to the case of super-source graphs.\textsuperscript{3} In short, the reason is as follows: there are only two differences between the case considered here and the one of [15]. (1) We cannot communicate on the virtual edges that connect \( s \) to \( V_H \), as there are no such physical edges. (2) We work on a subgraph of the base graph, whose hop diameter may be much larger than \( D \). Regarding the first point, we note that in the algorithm of [15], besides the initial coordination message from the source that can be delivered to all nodes in \( O(D) \) rounds, the source \( s \) never changes its state. Hence, it does not need to send any message to its neighbors in \( V_H \) or to receive a message from them. Regarding the second point, we note that the algorithm of [15] relies on the hop diameter \( D \) only for the purpose of global communication. In our setting, even though our computation is about a subgraph, we can still use the base graph to perform computation and in particular we can deliver any \( B \) messages to all nodes in \( O(D + B) \) rounds.

\textbf{Exponential Distribution}

By \( \text{Exp}_\beta \) we denote the exponential distribution with mean \( 1/\beta \). Its density function is given by \( f_{\text{Exp}_\beta}(x) = \beta \exp(-\beta x) \cdot H(x) \), where \( H(\cdot) \) denotes the Heaviside step function and its cumulative density function by \( F_{\text{Exp}_\beta}(x) = (1 - \exp(-\beta x)) \cdot H(x) \).\textsuperscript{4} First, we observe that drawing from this distribution results in values of \( O(\log n/\beta) \) w.h.p.

\textbf{Lemma 5.} \textit{For parameters }\( 0 < \varepsilon < 1, \beta > 0 \), \textit{and a sufficiently large constant }\( c > 0 \), \textit{let }\( t := c \log n/(4(1 + \varepsilon)\beta) \) \textit{and }\( X \sim \text{Exp}_\beta \). \textit{Then }\( P[X \geq t] \in n^{-\Omega(c)} \), \textit{i.e., }\( X < t \) \textit{w.h.p.}

\textbf{Proof.} The proof is a simple calculation:

\[
P[X \geq t] = \int_0^\infty e^{-\beta x} dx = \frac{e^{-\beta t} \int_0^\infty e^{-\beta x} dx}{\int_0^\infty e^{-\beta x} dx} = \frac{e^{-\beta t}}{e^{-\beta}} = n^{-\Omega(c)}.
\]

Intuitively, the next lemma (taken from [27]) is used as follows. Imagine that ball centers \( u \in S \subseteq V \) each grow a ball independently and in parallel, but with starting times shifted by \(-\delta_u\). Then, no matter how far exactly the ball centers are from a given edge \( e \) in the graph, the arrival times of the first and second ball differ by at least \( 2\ell_e \) with probability \( 1 - O(\beta \ell_e) = 1 - O(\ell_{e, \log n}/\varepsilon) \), using \( \beta = \Theta(\log n/\varepsilon) \). For any edge \( e \) of length \( \ell_e \), this means that the ball arriving first at one endpoint of the edge also is the first to arrive at the other endpoint with probability at least \( 1 - O(\ell_{e, \log n}/\varepsilon) \).

\textbf{Lemma 6 (Lemma 4.4 in [27]).} \textit{Let }\( d_1 \leq \ldots \leq d_s \) \textit{be arbitrary values and }\( \delta_1, \ldots, \delta_s \) \textit{be independent random variables picked from }\text{Exp}_\beta. \textit{Then the probability that the smallest and the second smallest values of }\( d_i - \delta_i \) \textit{are within }\( c \) \textit{of each other is at most }\( O(\beta c) \).

\textsuperscript{3} Verified through personal communication with Sebastian Forster and Danupon Nanongkai.

\textsuperscript{4} Here the Heaviside step function is defined as \( H(x) = 0 \) if \( x < 0 \) and \( H(x) = 1 \) otherwise.
3 Computing a $(1/3, \varepsilon)$-Star Decomposition

We formally introduce $(\delta, \varepsilon)$-star decompositions following their presentation in [12].

**Definition 7.** We call a partition $V_0, \ldots, V_k$ of $V$ that satisfies
(a) for all $i \in [k] \cup \{0\} : G[V_i]$ is connected,
(b) for all $i \in [k]$ there is $e_i = (x_i, y_i) \in E$ with $x_i \in V_i$, $y_i \in V_0$ a $(\delta, \varepsilon)$-star decomposition, if, in addition,
(1) $r_0 \leq (1 - \delta)r$, using the notation $r_i = \text{rad}_{x_i}(G[V_i])$ and $r = \text{rad}_{x_0}(G)$
(2) for all $i \in [k] : d(x_0, x_i) \geq \delta r$
(3) for all $i \in [k] : d(x_0, x_i) + r_i \leq (1 + \varepsilon)r$

We call the nodes $x_1, \ldots, x_k$ the anchor nodes of the parts $V_1, \ldots, V_k$ and the edges $e_1, \ldots, e_k$ are called the bridge edges. We refer the reader to Figure 1 for an illustration. Note also that properties (2) and (3) imply that the radius of each of the graphs $G[V_1], \ldots, G[V_k]$ is upper bounded by $(1 + \varepsilon - \delta) \cdot r$.

**Figure 1** An illustration of a $(\delta, \varepsilon)$-star decomposition. The center part $V_0$ of radius $r_0 \leq (1 - \delta)r$ is connected to each part $V_i$ via a bridge edge $e_i = (x_i, y_i)$. The anchor nodes $x_i$ have distance at least $\delta r$ to $x_0$. Moreover, the distance of $x_0$ to $x_i$ with $i \geq 1$ plus the radius $r_i$ of the part $V_i$ is at most $(1 + \varepsilon)$ times the radius $r$ of the original graph. Note that the decomposition that we construct leads the stronger property that, for any node $v \in V_i$, the length of the path from $x_0$ to $v$ over the bridge edge $e_i$ (drawn in yellow) is at most $\varepsilon r$ longer than the shortest path $P_{x_0v}$ from $x_0$ to $v$ (drawn in green).

Given a root node $x_0 \in V$ and a radius $r_0$, let $V_0 := B(x_0, r_0)$. We let $S := \{ u \in V \setminus V_0 : \exists v \in V_0, (u, v) \in E \text{ and } d(x_0, u) = d(x_0, v) + \ell_{(u, v)} \}$ be the so-called ball-shell of $V_0$, i.e., the nodes $u$ outside $V_0$ that have a neighbor $v$ in $V_0$ such that a shortest path from $x_0$ to $u$ passes through $v$. For a node $u \in S$, we fix $v^u_0$ to be some neighbor of $u$ in $V_0$ such that $d(x_0, u) = d(x_0, v^u_0) + \ell_{(v^u_0, u)}$.

Now, let $\delta : S \to \mathbb{R}_{\geq 0}$ be a function that assigns a non-negative real to every node on the ball-shell. For every node $u \in S$, we define the adjusted $\delta$-shifted distance of $u$ as

$$\text{ad}_{x_0}^{-\delta}(u) := d(x_0, u) + \max_{v \in S} \{ \delta_v \} - \delta_u.$$

We remark that the shift by $\max_{v \in S} \{ \delta_v \}$ is simply used in order to ensure non-negativity. These numbers define the delay after which $u$ starts to grow its ball (if it has not yet joined another ball), which we adjust compared to [27] by the distance of $u$ to $x_0$. This adjustment allows us to treat the general weighted case; in the unweighted setting, all of these distances would be identical as $u$ is a node on the ball-shell of $V_0$ and thus the resulting decomposition would remain unaffected by the adjustment.
Algorithm 1 star_decompose($G, x_0, \varepsilon$).

**Input**: graph $G = (V, E, \ell)$, node $x_0 \in V$, $\varepsilon > 0$

**Output**: $(1/3, \varepsilon)$-star decomposition of $G$ w.h.p.

1. Compute $r = \text{rad}_{x_0}(G)$.
2. Set $\beta := \frac{\log n}{\ell_r}$, sample $r_0 \in [\frac{\beta}{4}, \frac{2\beta}{7}]$ u.a.r. // $c$ is a suff. large constant
3. Let $V_0 = B(x_0, r_0)$ and $H := G[V \setminus V_0]$.
4. Let $S := \{u \in V \setminus V_0 : \exists v \in V_0, (u, v) \in E \text{ and } d(x_0, u) = d(x_0, v) + \ell(u, v)\}$.
5. For each $u \in S$, pick $\delta_u \sim \text{Exp}_\beta$ independently.
6. $G_s := \text{super-source graph obtained from } H \text{ by attaching } u \in S \text{ to } s \text{ with length } \text{ad}_{u}^{-\delta}(u)$.
7. Compute SSSP tree $T$ of $G_s$ rooted at $s$.
8. Let $x_1, \ldots, x_k$ be the children of $s$ in $T$ and $V_1, \ldots, V_k$ be the node sets of their subtrees.
9. For each $x_i$ let $y_i = v_0^{x_i} \in V_0$.
10. return sets $V_0, V_1, \ldots, V_k$, anchors $x_1, \ldots, x_k$, nodes $y_1, \ldots, y_k$.

We now describe Algorithm 1, which computes a $(1/3, \varepsilon)$-star decomposition. The algorithm starts by carving out the center ball around $x_0$, which has a randomized radius $r_0$ to ensure that edges $e$ are cut with probability $O(\ell_e/r)$. It then grows balls in $G[V \setminus V_0]$ around the shell nodes $S$, where the starting times are delayed according to random shifts $\delta_u \sim \text{Exp}_\beta$ (this is the technique from [27]). Here, $\beta \in \Theta(1/r)$ with $r$ being the radius of $G$ w.r.t. $x_0$, so that the probability to cut an edge $e$ of length $\ell_e$ is $O(\ell_e/r)$. This is implemented by an SSSP computation with super-source $s$, which is attached to shell node $u$ by an edge of length $\text{ad}_{u}^{-\delta}(u)$, which results in the desired behavior. The subtrees rooted at children of $s$ then correspond to the balls, and the algorithm can return the desired decomposition.

For ease of presentation, we assume in our analysis the non-integrality of the $\delta_u$’s is not an issue for the single source shortest path computations used; it is straightforward to use values that are rounded to integers.\(^5\)

**Corollary 8.** Algorithm 1 can be implemented in $\tilde{O}(\min\{\sqrt{nD}, \sqrt{nD^{1/4} + n^{3/5}} + D\})$ rounds w.h.p. If $G$ is unweighted, it can be implemented in $O(D)$ rounds w.h.p.

**Proof.** From the pseudo-code of the algorithm, it is immediate that all computations are local except (i) determining rad$_{x_0}(G)$, (ii) finding $B(x_0, r_0)$, (iii) determining $T$, and (iv) determining the subtrees of $T \setminus \{s\}$. (i) and (ii) can be performed by a call to an SSSP algorithm (a single call suffices, in fact) and making $r_0$ known to all nodes. The same holds true for (iii). Regarding (iv), in order to determine the connected components of $T \setminus \{s\}$, we can invoke a variant of the minimum spanning tree algorithm by Garay, Kutten and Peleg [17, 24], which runs in $\tilde{O}(\sqrt{n} + D)$. Applying Corollary 4, the first claim follows.

\(^5\) This can be interpreted as distorting edge lengths by $O(1)$ in our analysis (possibly even inconsistently in different bounds). As all probability bounds involving edge lengths $\ell_e$ are asymptotic and linear in $\ell_e$ and the minimum edge length is 1, there is no change in the asymptotic results.
If $G$ is unweighted, the first SSSP computation has running time $O(D)$ by Lemma 3. The same holds for the second, provided that $W(G_s) ∈ O(D)$. By Lemma 5, $\max_{w ∈ S}\{δ_u\} ∈ O(\log n/β) ⊂ O(D)$ w.h.p. Thus,

$$W(G_s) ≤ 2 rad_s(G_s) ≤ 2(\max_{w ∈ S}\{δ_u\} + rad_{x_0}(G)) ∈ O(D)$$

w.h.p. As the depth of $T$ is at most $W(G_s)$, the naive algorithm for finding the connectivity components of $T \setminus \{s\}$ completes in $O(D)$ rounds w.h.p. as well. △

3.1 Correctness

We now show that Algorithm 1 indeed returns a $(1/3, ε)$-star decomposition of $G$ w.h.p.

**Theorem 9.** Algorithm 1 outputs a $(1/3, ε)$-star decomposition w.h.p.

In order to prove the theorem, we examine the conditions in Definition 7. First, observe that the graphs $G[V_i]$ are spanned by the components of $T \setminus \{s\} ⊂ V$ and thus connected (in $G$). Therefore, condition (a) of the $(δ, ε)$-star decomposition holds by construction. In particular, $r_i := \text{rad}_{x_0}(G[V_i])$ is well-defined for every $i ∈ [k]$. Similarly, (b) is immediate from the construction, (1) holds since $r_0 ≤ 2r/3$, and (2) holds since $r_0 ≥ r/2 > r/3$. We show that condition (3) holds w.h.p., the proof is based on Lemma 5.

**Lemma 10.** Let $x_0 ∈ V$ be the root node given to the algorithm. Moreover, let $V_0, V_1, … , V_k, S$, and $x_0, x_1, … , x_k$, as well as $y_1, … , y_k$ be as in Algorithm 1. Let $r = \text{rad}_{x_0}(G)$ and $G'$ be the subgraph of $G$ in which all edges in $V_i × V_j$ for $i ≠ j ∈ \{0, … , k\}$ are deleted except for the bridge edges $(x_i, y_1), … , (x_k, y_k)$. Then $\text{rad}_{x_0}(G') ≤ (1 + ε) · r$ w.h.p., i.e., property (3) of Definition 7 holds.

**Proof.** For arbitrary $v ∈ V \setminus V_0$, denote by $x_i ∈ S$ a shell node such that $v ∈ V_i$. As $H = G[V \setminus V_0]$ is a subgraph of $G_s$ and $d(x_i, v) = d_H(x_i, v)$ by construction, we have that

$$d_{G'}(x_0, v) = d(x_0, y_i) + \ell_{(x_i, y_i)} + d(x_i, v) = d(x_0, x_i) + d_H(x_i, v) ≤ d_{G_s}(x_0, v).$$

By Lemma 5 and a union bound, $\max_{w ∈ S}\{δ_w\} < c \log n/β ≤ εr$ w.h.p. Let $u ∈ S$ be a shell-node on a shortest path from $x_0$ to $v$, i.e., $d(x_0, v) = d(x_0, u) + d(u, v)$. Then, w.h.p.,

$$d_G(x_0, v) ≤ d_G(x_0, u) + d_G(u, v) ≤ d(x_0, u) + \max_{w ∈ S}\{δ_w\} − δ_u + d_H(u, v) ≤ d(x_0, u) + εr + d(u, v) = d(x_0, v) + εr ≤ (1 + ε)r,$$

where we again used that $H = G[V \setminus V_0]$ is a subgraph of $G_s$ and $d(u, v) = d_H(u, v)$ by construction. As $G'$ preserves distances to all nodes in $V_0 ∪ S$, the claimed bound on the radius follows. Note that property (3) of Definition 7 follows as well, as in $G'$ the edges $(x_1, y_1), … , (x_k, y_k)$ are bridges and thus

$$\text{rad}_{x_0}(G') = \max_{i ∈ [k]}\{d(x_0, x_i) + \text{rad}_{x_0}(G[V_i])\}.$$

3.2 Probability To Cut an Edge

Given a $(δ, ε)$-star decomposition $V_0, … , V_k$, we say that an edge is cut if its endpoints belong to different parts $V_i$ of the decomposition. There are two different ways in which an edge can be cut by Algorithm 1. (1) It can be cut by the process of growing the center $V_0$ or (2) it is cut during the procedure in lines 5-8. We call $E^\text{cut}_0 := \{(u, v) ∈ E : u ∈ V_0, v ∈ V_1, i ∈ [k]\}$,
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We now give an algorithm that uses our \(1/\max\) edges between \(V_0, V_i\) for \(i \in [k]\) the edges resulting from (1) and \(E_{\Delta}^{\text{cut}} := \{(u, v) \in E : u \in V_i, v \in V_j, i, j \in [k]\}\), i.e. edges between \(V_i, V_j\) for \(i, j \in [k]\) the cut edges resulting from (2). Moreover we let \(E := E_{\Delta}^{\text{cut}} \cup E_{\Delta}^{\text{cut}}\). The goal of this subsection is to prove the following lemma. Its proof is split in two lemmata, Lemma 12 and Lemma 13.

\textbf{Lemma 11.} For an edge \(e = (u, v) \in E\), it holds that \(\Pr[e \in E_{\Delta}^{\text{cut}}] = O\left(\frac{\log n}{r^2}\right)\).

It is simple to bound the probability of an edge \(e\) being in \(E_{\Delta}^{\text{cut}}\):

\textbf{Lemma 12.} For an edge \(e = (u, v) \in E\), it holds that \(\Pr[e \in E_{\Delta}^{\text{cut}}] \leq \frac{6f_{\Delta}}{r} = O\left(\frac{f_{\Delta}}{r}\right)\).

\textbf{Proof.} W.l.o.g. assume that \(d(x_0, u) \leq d(x_0, v)\). It then follows that

\[
\Pr[e \in E_{\Delta}^{\text{cut}}] \leq \Pr[r_0 \in [d(x_0, u), d(x_0, u) + \ell_{\Delta}] = \frac{6f_{\Delta}}{r} = O\left(\frac{f_{\Delta}}{r}\right),
\]

since \(r_0\) was picked u.a.r. from the interval \([r/2, 2r/3]\) of width \(r/6\).

We now wish to bound the probability that an edge \(e = (u, v) \in E\) belongs to \(E_{\Delta}^{\text{cut}}\). Essentially, the desired bound is implicit in [27], but due to our modifications for the weighted setting we cannot apply the statements from this work as a black box entirely. However, the statement follows without much effort from Lemma 6.

\textbf{Lemma 13.} For an edge \(e = (u, v) \in E\), it holds that \(\Pr[e \in E_{\Delta}^{\text{cut}}] \in O\left(\frac{f_{\Delta}\log n}{r^2}\right)\).

\textbf{Proof.} Recall that \(H = G[V \setminus V_0]\). If \((u, v) \notin E_H\), then \((u, v) \notin E_{\Delta}^{\text{cut}}\), so assume that \(e = (u, v) \in E_H\). Denote by \(x_u \in S\) the anchor node of the part \(u\) belongs to, i.e.,

\[
d_{\Delta, H}(x_u, u) = d(x_0, x_u) + \max_{x \in S \{\delta_{x}\} - \delta_{x_u} + d(x_u, u).\]

We apply Lemma 6 to the values \(d_e = d(x_0, x) + d(x, u)\) and \(\ell_{\Delta}\) chosen in line 5, where \(x \in S\). This shows that with probability \(1 - O(\beta \ell_{\Delta})\), we have for all \(x \neq u\) that

\[
d(x_0, x) + d(x, u) - \delta_x > d(x_0, x_u) + d(x_u, u) - \delta_{x_u} + 2\ell_{\Delta}.
\]

Adding \(\max_{x \in S \{\delta_{x}\} - \ell_{\Delta}}\) on both sides of this inequality and applying the triangle inequality, this entails that

\[
\max_{x \in S \{\delta_{x}\}} + d(x_u, v) \leq d(x_0, x_u) - \delta_{x_u} + \max_{x \in S \{\delta_{x}\}} + d(x_u, v) + \ell_{\Delta}
\]

\[
\leq d(x_0, x) + d(x, u) - \delta_x - \ell_{\Delta} + \max_{x \in S \{\delta_{x}\}} \leq \max_{x \in S \{\delta_{x}\}} d(x_0, x) + d(x, v)
\]

for all \(x \in S \setminus \{x_u\}\). It follows that the shortest path from \(x_0\) to \(v\) in \(G_s\) passes through \(x_u\), i.e., \(v\) is in the same part as \(u\) and \(e\) is not cut. Accordingly, the probability that \(e \in E_{\Delta}^{\text{cut}}\) is bounded by \(O(\beta \ell_{\Delta}) = O\left(\frac{f_{\Delta}\log n}{r^2}\right)\), as claimed.

\section{Building the Low-Stretch Spanning Tree}

We now give an algorithm that uses our \((1/3, \varepsilon)\)-star decomposition algorithm recursively in order to compute a spanning tree of low expected stretch, see Algorithm 2. As described above, the algorithm takes as input the graph \(G = (V, E, \ell)\) with \(n\) nodes and a root node \(x_0 \in V\) (\(x_0\) can be chosen arbitrarily) and outputs a tree \(T\) such that \(E[\text{str}_T(e)] = O(\log^3 n)\) for any edge \(e \in E\).

Consider an invocation of Algorithm 2 on an input graph \(G\) with root node \(x_0 \in V\). Let \((H^{(0)}, x^{(0)}), (H^{(1)}, x^{(1)}), \ldots\) with \(G = H^{(0)}\) and \(x_0 = x^{(0)}\) be a sequence of graphs and root nodes corresponding to a path in the recursion tree. Moreover, let \(r^{(k)} = \text{rad}_{x_0}(H^{(k)})\) be the radius of the \(k\)th graph in this sequence with respect to \(x^{(k)}\).
As opposed to the sequence \( H^{(i)} \), \( H^{(1)} \), \ldots that we considered previously (corresponding to a recursive path in the recursion tree) however, each of the graphs in \( R^{(0)}(G), R^{(1)}(G), \ldots \) contains all the nodes of \( G \). In fact, \( R^{(0)}(G) \) is the graph that we would obtain when interrupting Algorithm 2 at recursion level \( \ell \).

\textbf{Lemma 15.} For a graph \( G \) and the sequence \( R^{(i)}(G) \) as defined above, let \( \rho^{(k)} := \text{rad}_{x_0}(R^{(k)}(G)) \) and let \( \gamma^{(k)} = \rho^{(k)} / \rho^{(k-1)} \). Then

\[ E[\gamma^{(k)}] \leq 1 + 2\varepsilon \quad \text{and} \quad E[\rho^{(k)}] \leq (1 + 2\varepsilon)^k \cdot \text{rad}_{x_0}(G) . \]

\textbf{Proof.} By Lemma 10, we have \( \Pr[\rho^{(k)} \leq (1 + \varepsilon)\rho^{(k-1)}] = \Pr[\gamma^{(k)} \leq 1 + \varepsilon] \geq 1 - n^{-c} \) for a constant \( c \) under our control. Choosing \( c \) sufficiently large, thus

\[ E[\gamma^{(k)}] \leq (1 + \varepsilon) + n \cdot n^{-c} \leq 1 + 2\varepsilon, \quad \text{using} \quad \varepsilon = 1 / \log n \geq n^{-c+1} . \]

For the second claim, we get

\[ E[\rho^{(k)}] = E \left[ \rho^{(0)} \cdot \prod_{i=1}^{k} \gamma^{(k)} \right] = \rho^{(0)} \cdot \prod_{i=1}^{k} E[\gamma^{(k)}] \leq (1 + 2\varepsilon)^k \cdot \text{rad}_{x_0}(G) , \]

since the events are independent.
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Lemma 16. $E[\text{str}_T(e)] = O(\log^3 n)$ for the expected stretch of each edge $e = (u, v) \in E$.

Proof. By Corollary 14, the recursion depth $\lambda$ of Algorithm 2 satisfies $\lambda \in O(\log n)$ w.h.p. W.l.o.g., condition on this event.\(^6\) Let us denote with $E_k$ the set of edges being cut at recursive level $k$ and let $d := d_T(u, v)$ for notational convenience. Note that the event that edge $e$ is cut in depth $i$ of the recursion is disjoint from the event that it is cut in depth $j \neq i$. Hence, using the law of total expectation and Lemma 11, we get that

$$E[d] = E[d \mid e \in T] + \sum_{k=0}^{\lambda} E[d \mid e \in E_k] \cdot \Pr[e \in E_k] = \ell_e + \sum_{k=0}^{\lambda} E[d \mid e \in E_k] \cdot \Pr[e \in E_k].$$

Consider the special case that $e \in E_0$. Clearly, $E[d \mid e \in E_0] \leq E[2\text{rad}_{x_0}(R^\lambda(G))]$ (i.e., twice the radius of the computed spanning tree) in the notation of Lemma 15. By the lemma and the fact that $\varepsilon \leq 1/\log n$, we get that

$$E[d \mid e \in E_0] \leq E[2\text{rad}_{x_0}(R^\lambda(G))] \leq 2(1 + 2\varepsilon)^\lambda \cdot \text{rad}_{x_0}(G) \in O(\text{rad}_{x_0}(G)).$$

Applying Lemma 11, we arrive at $E[d \mid e \in E_0] \cdot \Pr[e \in E_0] \in O\left(\frac{\ell_e \log n}{\varepsilon}\right) = O(\ell_e \log^2 n)$.

Now consider the case that $e \in E_k$ for some $k \neq 0$. Thus, $e$ was contained in some connected subgraph $H$ of $G$ that Algorithm 2 was called on recursively. The same reasoning hence shows that $E[d \mid e \in E_k] \cdot \Pr[e \in E_k] \in O(\ell_e \log^2 n)$. We conclude that

$$E[\text{str}_T(e)] = \frac{E[d]}{\ell_e} = 1 + \sum_{k=0}^{\lambda} E[d \mid e \in E_k] \cdot \Pr[e \in E_k] \ell_e \in 1 + O(\lambda \log^2 n) \subseteq O(\log^3 n).$$

We now have everything in place to infer Theorem 1.

Proof of Theorem 1. By Lemma 16, Algorithm 2 achieves the stated guarantee on the stretch. By Corollary 14, its recursion depth is $O(\log n)$ w.h.p. Each call performs a call to Algorithm 1, which can be implemented with the stated running time bound by Corollary 8. Observe that we can perform for each SSSP computation step of Algorithm 1 on recursion level $i$ the computation for all instances on this recursion level with a single instance of the SSSP algorithm we use: we perform the computation on the union of the subgraphs induced by disjoint sets, yielding for each subgraph the correct tree $T$ by deleting all nodes not belonging to the induced subgraph. By Corollary 8, the stated running time bounds follow, where in the unweighted case we exploit that radii (and thus diameters) decrease exponentially with the recursion depth (cf. Corollary 14).

References


\(^6\) As edge weights are from $1, \ldots, n^{O(1)}$, stretch is trivially bounded by $n^{O(1)}$. By choosing the constant $c$ large enough, the expected contribution of events that occur with probability at most $1/n^c$ can be made negligible.
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Abstract

We present a time-optimal deterministic distributed algorithm for approximating a minimum weight vertex cover in hypergraphs of rank \( f \). This problem is equivalent to the Minimum Weight Set Cover problem in which the frequency of every element is bounded by \( f \). The approximation factor of our algorithm is \((f + \varepsilon)\). Let \( \Delta \) denote the maximum degree in the hypergraph. Our algorithm runs in the CONGEST model and requires \( O(\log \Delta / \log \log \Delta) \) rounds, for constants \( \varepsilon \in (0, 1] \) and \( f \in \mathbb{N}^+ \). This is the first distributed algorithm for this problem whose running time does not depend on the vertex weights nor the number of vertices. Thus adding another member to the exclusive family of provably optimal distributed algorithms.

For constant values of \( f \) and \( \varepsilon \), our algorithm improves over the \((f + \varepsilon)\)-approximation algorithm of \cite{18} whose running time is \( O(\log \Delta + \log W) \), where \( W \) is the ratio between the largest and smallest vertex weights in the graph. Our algorithm also achieves an \( f \)-approximation for the problem in \( O(f \log n) \) rounds, improving over the classical result of \cite{15} that achieves a running time of \( O(f \log^2 n) \). Finally, for weighted vertex cover \((f = 2)\) our algorithm achieves a deterministic running time of \( O(\log n) \), matching the randomized previously best result of \cite{16}.

We also show that integer covering-programs can be reduced to the Minimum Weight Set Cover problem in the distributed setting. This allows us to achieve an \((f + \varepsilon)\)-approximate integral solution in \( O((1 + f / \log n) \cdot (\log \Delta / \log \log \Delta + (f \cdot \log M)^{1.01} \cdot \log \varepsilon^{-1} \cdot (\log \Delta)^{0.01})) \) rounds, where \( f \) bounds the number of variables in a constraint, \( \Delta \) bounds the number of constraints a variable appears in, and \( M = \max \{1, [1/\alpha_{\text{min}}]\} \), where \( \alpha_{\text{min}} \) is the smallest normalized constraint coefficient. This improves over the results of \cite{18} for the integral case, which combined with rounding achieves the same guarantees in \( O(e^{-4} \cdot f^4 \cdot \log f \cdot \log(M \cdot \Delta)) \) rounds.
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1 Introduction

In the Minimum Weight Hypergraph Vertex Cover (mwhvc) problem, we are given a hypergraph \( G = (V, E) \) with vertex weights \( w : V \to \{1, \ldots, W\} \). The goal is to find a minimum weight cover \( U \subseteq V \) such that \( \forall e \in E : e \cap U \neq \emptyset \). In this paper we develop a distributed approximation algorithm for mwhvc in the CONGEST model. The approximation ratio is \( f + \epsilon \), where \( f \) denotes the rank of the hypergraph (i.e., \( f \) is an upper on the size of every hyperedge). The mwhvc problem is a generalization of the Minimum Weight Vertex Cover (mwvc) problem (in which \( f = 2 \)). The mwhvc problem is also equivalent to the Minimum Weight Set Cover Problem (the rank \( f \) of the hypergraph corresponds to the maximum frequency of an element). Both of these problems are among the classical NP-hard problems presented in [14].

We consider the following distributed setting for the mwhvc problem. The communication network is a bipartite graph \( H(\{E \cup V, \{\{e, v\} : v \in e\}\}) \). We refer to the network vertices as nodes and network edges as links. The nodes of the network are the hypergraph vertices on one side and hyperedges on the other side. There is a network link between vertex \( v \in V \) and hyperedge \( e \in E \) iff \( v \in e \). The computation is performed in synchronous rounds, where messages are sent between neighbors in the communication network. As for message size, we consider the congest model where message sizes are bounded to \( O(\log |V|) \). This is more restrictive than the LOCAL model where message sizes are unbounded.

1.1 Related work

We survey previous results for mwhvc and mwvc. A comprehensive list of previous results appears in Tables 1 and Table 2.

**Vertex Cover.** The understanding of the round complexity for distributed mwvc has been established in two papers: a lower bound in [19] and a matching upper bound in [4]. Let \( \Delta \) denote the maximum vertex degree in the graph \( G \). The lower bound states that any distributed constant-factor approximation algorithm requires \( \Omega(\log \Delta / \log \log \Delta) \) rounds to terminate. This lower bound holds for every constant approximation ratio, for unweighted graphs and even if the message lengths are not bounded (i.e., LOCAL model) [19]. The matching upper bound is a \((2 + \epsilon)\)-approximation distributed algorithm in the congest model, for every \( \epsilon = \Omega(\log \log \Delta / \log \Delta) \). In [16] an \( O(\log n) \)-round 2-approximation randomized algorithm for weighted graphs in the CONGEST model is given. We note that [16] was the first to achieve this running time with no dependence on \( W \), the maximum weight of the nodes. Recently, Ben-Basat et al. [6] showed an \( O(OPT^2 \log OPT) \) rounds algorithm for computing the minimal (unweighted) vertex cover and a \( O(OPT) \) rounds for a \((2 + \epsilon)\)-approximation. Here, \( OPT \) is the size of the smallest cover and thus these algorithms are adequate when a small solution exists.

**Hypergraph Weighted Vertex Cover.** For constant values of \( f \), Astrand et al. [2] present an \( f \)-approximation algorithm for anonymous networks whose running time is \( O(\Delta^2 + \Delta \cdot \log^* W) \). Khuller et al. [15] provide a solution that runs in \( O(f \cdot \log \epsilon^{-1} \cdot \log n) \) rounds in the CONGEST model for any \( \epsilon > 0 \) and achieves an \((f + \epsilon)\)-approximation. Setting \( \epsilon = 1/W \) (recall that

---

1. Let \( n \triangleq |V| \). We assume that \( |E| = n^{O(1)} \) and \( W = n^{O(1)} \).

2. Recently, the range of \( \epsilon \) for which the runtime is optimal was improved to \( \Omega(\log^{-c} \Delta) \) for any \( c = O(1) \) [5].
\( W = \text{poly}(n) \) results in a \( f \)-approximation in \( O(f \log^2 n) \)-rounds. For constant \( \varepsilon \) and \( f \) values, Kuhn et al. [17, 18] present an \((f + \varepsilon)\)-approximation algorithm that terminates in \( O(\log \Delta + \log W) \) rounds.

For the Minimum Cardinality (i.e., unweighted) Vertex Cover in Hypergraphs Problem, the lower bound was recently matched by [9] with an \((f + \varepsilon)\)-approximation algorithm in \( f \)-rounds. For constant \( f \) and \( \varepsilon \), the round complexity in [9] is \( O(\log \Delta + \log W) \) rounds.

For the Minimum Cardinality (i.e., unweighted) Vertex Cover in Hypergraphs Problem, the lower bound was recently matched by [9] with an \((f + \varepsilon)\)-approximation algorithm in \( f \)-rounds. For any constants \( \varepsilon \in (0, 1) \) and \( f \in \mathbb{N}^+ \) this implies a running time of \( O(\log \Delta/\log \log \Delta) \), which is optimal according to [19]. This is the first distributed algorithm for this problem whose round complexity does not depend on the node weights nor the number of vertices.

Our algorithm is one of a handful of distributed approximation algorithms for local problems which are provably optimal [8, 7, 3, 4, 11, 9]. Among these are the classic Cole-Vishkin algorithm [8] for 3-coloring a ring, the more recent results of [3] and [4] for MWVC and Maximum Matching, and the result of [9] for Minimum Cardinality Hypergraph Vertex Cover.

Our algorithm also achieves a deterministic \( f \)-approximation for the problem in \( O(f \log n) \) rounds. This improves over the best known deterministic result for hypergraphs \( O(f \log^2 n) \) [15] and matches the best known randomized results for weighted vertex cover (\( f = 2 \)) of \( O(\log \Delta) \)-rounds [16].

We also show that general covering Integer Linear Programs (ILPs) can be reduced to MWVC in the distributed setting. That is, LP constraints can be translated into hyperedges such that a cover for the hyperedges satisfies all covering constraints. This allows us to achieve an \( O\left((1 + f/\log n) \cdot \left(\frac{\log \Delta}{\log \log \Delta} + (f \cdot \log M)^{1.01} \cdot \log \varepsilon^{-1} \cdot (\log \Delta)^{0.01}\right)\right) \) rounds \((f + \varepsilon)\)-approximate integral solution, where \( f \) bounds the number of variables in a constraint, \( \Delta \) bounds the number of constraints a variable appears in, and \( M = \max \{1, \lceil 1/a_{\text{min}} \rceil\} \), where \( a_{\text{min}} \) is the smallest normalized constraint coefficient. This significantly improves over the results of [18] for the integral case, which combined with rounding achieves the same guarantees in \( O(\log \Delta) \)-rounds. Note that the results of [18] also include a \((1 + \varepsilon)\)-approximation for the fractional case, while our result only allows for an integral solution. We also note that plugging \( \varepsilon = 1/(nWM) \) into our algorithm, achieves an \( f \)-approximation for ILPs in polylogarithmic time, a similar result cannot be achieved using [18].

3 The authors state their result for an \( f(1 + \varepsilon)\)-approximation which removes the \( f \) factor from the runtime.
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the node \( v \) tight vertices is at most \( \sum_{v \in \beta} \delta(v) \leq w(v) \). If for some \( \beta \in [0, 1) \) it holds that \( \sum_{v \in \beta} \delta(v) \geq (1 - \beta) \cdot w(v) \), we say
\( \beta \) tight. Let \( \beta = \epsilon/(f + \epsilon) \). For every feasible dual solution, the weight of the set of \( \beta \) tight vertices is at most \( (f + \epsilon) \) times the weight of an optimal (fractional) solution. The algorithm terminates when the set of \( \beta \) tight edges constitutes a vertex cover.

The challenge. When designing a Primal-Dual distributed algorithm, the main challenge
is in controlling the rate at which we increase the dual variables. On the one hand, we must
grow them rapidly to reduce the number of communication rounds. On the other hand, we
may not violate the edge packing constraints. This is tricky in the distributed environments
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to hypergraphs, as hyperedges require the coordination of more than two nodes in order to
increment edge variables.
The number of iterations in which the increment bid(e) is multiplied by $\alpha$ is bounded by $\log_\alpha \Delta$. Similarly to [5] (where bids are called deals), we use levels to measure the progress made by a vertex. Whenever the level of a vertex increases, it sends a message about it to all incident edges, which multiply (decrease) their bids by 0.5. Intuitively, the level of a vertex equals the logarithm of its uncovered portion. Formally, we define the level of a vertex $v$ as $\ell(v) \triangleq \log \frac{w(v)}{\sum_{e \ni v} \delta(e)}$. That is, the initial level of $v$ is 0 and it is increased as the dual variables of the edges incident to $v$ grow. The level of a vertex never reaches $z \triangleq \lceil \log \beta^{-1} \rceil$ as this implies that it is $\beta$-tight and entered the cover. Loosely speaking, the algorithm increases the increments bid(e) exponentially (multiplication by $\alpha$) provided that no vertex $v \in e$ is $(0.5^{\ell(v)}/\alpha)$-tight with respect to the bids of the previous iteration. Here, $\alpha \geq 2$ is a positive parameter that we determine later. The analysis builds on two observations: (1) The number of times that the increment bid(e) is multiplied by $\alpha$ is bounded by $\log_\alpha \Delta$. (2) The number of iterations in which bid(e) is not multiplied by $\alpha$ is bounded by $O(f \cdot \zeta \cdot \alpha)$. Loosely speaking, each such iteration means that for at least one vertex $v \in e$ the sum of bids is at least an $1/(2\alpha)$-fraction of its slack. Therefore, after at most $O(\alpha)$ such iterations that vertex will level up. Since there are $z$ levels per vertex and $f$ vertices in $e$, we have that the number of such iterations is at most $O(f \cdot \zeta \cdot \alpha)$. Hence the total number of iterations is bounded by $O(\log_\alpha \Delta + f \cdot \zeta \cdot \alpha)$.

**Integer linear programs (ILPs).** We show distributed reductions that allow us to compute an $(f + \varepsilon)$-approximation for general covering integer linear programs (ILPs). To that end, we first show that any Zero-One covering program (where all variables are binary) can be translated into a set cover instance in which the vertex degree is bounded by $O(\log \beta^{-1} / \alpha)$. That is, the initial level of $v$ is 0 and it is increased as the dual variables of the edges incident to $v$ grow. The level of a vertex never reaches $z \triangleq \lceil \log \beta^{-1} \rceil$ as this implies that it is $\beta$-tight and entered the cover. Loosely speaking, the algorithm increases the increments bid(e) exponentially (multiplication by $\alpha$) provided that no vertex $v \in e$ is $(0.5^{\ell(v)}/\alpha)$-tight with respect to the bids of the previous iteration. Here, $\alpha \geq 2$ is a positive parameter that we determine later. The analysis builds on two observations: (1) The number of times that the increment bid(e) is multiplied by $\alpha$ is bounded by $\log_\alpha \Delta$. (2) The number of iterations in which bid(e) is not multiplied by $\alpha$ is bounded by $O(f \cdot \zeta \cdot \alpha)$. Loosely speaking, each such iteration means that for at least one vertex $v \in e$ the sum of bids is at least an $1/(2\alpha)$-fraction of its slack. Therefore, after at most $O(\alpha)$ such iterations that vertex will level up. Since there are $z$ levels per vertex and $f$ vertices in $e$, we have that the number of such iterations is at most $O(f \cdot \zeta \cdot \alpha)$. Hence the total number of iterations is bounded by $O(\log_\alpha \Delta + f \cdot \zeta \cdot \alpha)$.

### Problem Formulation

Let $G = (V, E)$ denote a hypergraph. Vertices in $V$ are equipped with positive weights $w(v)$. For a subset $U \subseteq V$, let $w(U) \triangleq \sum_{v \in U} w(v)$. Let $E(U)$ denote the set of hyperedges that are incident to some vertex in $U$ (i.e., $E(U) \triangleq \{ e \in E \mid e \cap U \neq \emptyset \}$).

The Minimum Weight Hypergraph Vertex Cover Problem (MWHVC) is defined as follows.

**Input:** Hypergraph $G = (V, E)$ with vertex weights $w(v)$.

**Output:** A subewt $C \subseteq V$ such that $E(C) = E$.

**Objective:** Minimize $w(C)$.

The MWHVC Problem is equivalent to the Weighted Set Cover Problem. Consider a set system $(X, \mathcal{U})$, where $X$ denotes a set of elements and $\mathcal{U} = \{ U_1, \ldots, U_m \}$ denotes a collection of subsets of $X$. The reduction from the set system $(X, \mathcal{U})$ to a hypergraph $G = (V, E)$ proceeds as follows. The set of vertices is $V \triangleq \{ u_1, \ldots, u_m \}$ (one vertex $u_i$ per subset $U_i$). The set of edges is $E \triangleq \{ e_x \}_{x \in X}$ (one hyperedge $e_x$ per element $x$), where $e_x \triangleq \{ u_i : x \in U_i \}$. The weight of vertex $u_i$ equals the weight of the subset $U_i$. We now detail the setting for computing a distributed $(f + \varepsilon)$-approximation of the problem.
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**Input.** The input is a hypergraph $G = (V, E)$ with non-negative vertex weights $w : V \rightarrow \mathbb{N}^+$ and an approximation ratio parameter $\epsilon \in (0, 1]$. We denote the number of vertices by $n$, the rank of $G$ by $f$ (i.e., each hyperedge contains at most $f$ vertices), and the maximum degree of $G$ by $\Delta$ (i.e., each vertex belongs to at most $\Delta$ edges).

**Assumptions.** We assume that
1. Vertex weights are polynomial in $n \triangleq |V|$ so that sending a vertex weight requires $O(\log n)$ bits.
2. Vertex degrees are polynomial in $n$ (i.e., $|E(v)| = n^{O(1)}$) so that sending a vertex degree requires $O(\log n)$ bits. Since $|E(v)| \leq nf$, this assumption trivially holds for constant $f$.
3. The maximum degree is at least 3 so that $\log \log \Delta > 0$.

**Output.** The nodes compute a vertex cover $C \subseteq V$. Namely, for every hyperedge $e \in E$, the intersection $e \cap C$ is not empty. The set $C$ is maintained locally in the sense that every vertex $v$ knows whether it belongs to $C$ or not.

**Communication Network.** The communication network $N(E \cup V, \{(e, v) \mid v \in e\})$ is a bipartite graph. There are two types of nodes in the network: servers and clients. The set of servers is $V$ (the vertex set of $G$) and the set of clients is $E$ (the hyperedges in $G$). There is a link $(v, e)$ from server $v \in V$ to a client $e \in E$ if $v \in e$. We note that the degree of the clients is bounded by $f$ and the degree of the servers is bounded by $\Delta$.

**Notation.**
- We say that an edge $e$ is covered by $C$ if $e \cap C \neq \emptyset$.
- Let $E(v) \triangleq \{e \in E \mid v \in e\}$ denote the set of hyperedges that contain $v$.
- For every vertex $v$, the algorithm maintains a subset $E'(v) \subseteq E(v)$ that consists of the uncovered hyperedges in $E(v)$ (i.e., $E'(v) = \{e \in E(v) \mid e \cap C = \emptyset\}$).

## 3 Distributed Approximation Algorithm for MWHVC

### 3.1 Parameters and Variables

- The algorithm computes an $(f + \epsilon)$-approximation where $\epsilon \in (0, 1]$. The parameter $\beta$ is defined by $\beta \triangleq \epsilon/(f + \epsilon)$, where $f$ is the rank of the hypergraph.
- Each vertex $v$ is assigned a level $\ell(v)$ which is a nonnegative integer.
- We denote the dual variables at the end of iteration $i$ by $\delta_i(e)$ (see Appendix A for a description of the dual edge packing linear program). The amount by which $\delta_i(e)$ is increased in iteration $i$ is denoted by $\text{bid}_i(e)$. Namely, $\delta_i(e) = \sum_{j \leq i} \text{bid}_j(e)$.
- The parameter $\alpha \geq 2$ determines the factor by which bids are multiplied. We determine its value in the analysis in the following section.

### 3.2 Algorithm MWHVC

1. Initialization. Set $C \leftarrow \emptyset$. For every vertex $v$, set level $\ell(v) \leftarrow 0$ and uncovered edges $E'(v) \leftarrow E(v)$.
2. Iteration $i = 0$. Every edge $e$ collects the weight $w(e)$ and degree $|E(v)|$ from every vertex $v \in e$, and sets: $\text{bid}(e) = 0.5 \cdot \min_{v \in e}\{w(v)/|E(v)|\}$. The value $\text{bid}(e)$ is sent to every $v \in e$. The dual variable is set to $\delta(e) \leftarrow \text{bid}(e)$. 
3. For $i = 1$ to $\infty$ do:
   a. Check $\beta$-tightness. For every $v \not\in C$, if $\sum_{e \in E(v)} \delta(e) \geq (1 - \beta)w(v)$, then $v$ joins the cover $C$, sends a message to every $e \in E'(v)$ that $e$ is covered, and vertex $v$ terminates.
   b. For every uncovered edge $e$, if $e$ receives a message that it is covered, then it tells all its vertices that $e$ is covered and terminates.
   c. For every vertex $v \not\in C$, if it receives a message from $e$ that $e$ is covered, then $E'(v) \leftarrow E'(v) \setminus \{e\}$. If $E'(v) = \emptyset$, then $v$ terminates (without joining the cover).
   d. Increment levels and scale bids.
      For every active (that has not terminated) vertex$^4$:
      While $\sum_{e \in E(v)} \delta(e) > w(v)(1 - 0.5^{(v)+1})$
      i. $\ell(v) \leftarrow \ell(v) + 1$
      ii. For every $e \in E'(v)$: $\text{bid}(e) \leftarrow 0.5 \cdot \text{bid}(e)$
   e. For every active vertex, if $\sum_{e \in E'(v)} \text{bid}(e) \leq \frac{1}{\alpha} \cdot 0.5^{(v)+1} \cdot w(v)$, then send the message “raise” to every $e \in E'(v)$; otherwise, send the message “stuck” to every $e \in E'(v)$.
   f. For every uncovered edge $e$, if all incoming messages are “raise” $\text{bid}(e) \leftarrow \alpha \cdot \text{bid}(e)$.
      Send $\text{bid}(e)$ to every $v \in e$, who updates $\delta(e) \leftarrow \delta(e) + \text{bid}(e)$.

   - Termination. Every vertex $v$ terminates when either $v \in C$ or every edge $e \in E(v)$ is covered (i.e., $E'(v) = \emptyset$). Every edge $e$ terminates when it is covered (i.e., $e \cap C \neq \emptyset$).

   We say that the algorithm has terminated if all the vertices and edges have terminated.

   - Execution in congest. See Section B in the Appendix for a discussion of how Algorithm MWHVC is executed in the CONGEST model.

4 Algorithm Analysis

In this section, we analyze the approximation ratio and the running time of the algorithm. Throughout the analysis, we attach an index $i$ to the variables $\text{bid}_i(e), \delta_i(e)$ and $\ell_i(v)$. The indexed variable refers to its value at the end of the $i$'th iteration.

4.1 Feasibility and Approximation Ratio

The following invariants are satisfied throughout the execution of the algorithm. In the following claim we bound the sum of the bids of edges incident to a vertex.

\begin{flushleft}
\textbf{Claim 1.} If $v \not\in C$ at the end of iteration $i$, then $\sum_{e \in E'(v)} \text{bid}_i(e) \leq 0.5^{\ell_i(v)+1} \cdot w(v)$.
\end{flushleft}

\textbf{Proof.} The proof is by induction on $i$. For $i = 0$, the claim holds because $\ell_0(v) = 0$ and $\text{bid}_0(e) \leq 0.5 \cdot w(v)/|E(v)|$. The induction step, for $i \geq 1$, considers two cases. (A) If $v$ sends a “raise” message in iteration $i$, then Step 3e implies that $\sum_{e \in E'(v)} \text{bid}_i(e) \leq 0.5^{\ell_i(v)+1} \cdot w(v)$, as required. (B) Suppose $v$ sends a “stuck” message in iteration $i$. By Step 3d, $\text{bid}_i(e) \leq 0.5^{\ell_i(v)-\ell_{i-1}(v)} \cdot \text{bid}_{i-1}(e)$ for every $e \in E'(v)$. The induction hypothesis states that $\sum_{e \in E'(v)} \text{bid}_{i-1}(e) \leq 0.5^{\ell_{i-1}(v)+1} \cdot w(v)$. The claim follows by combining these inequalities. \hfill $\blacksquare$

If an edge $e$ is covered in iteration $j$, then $e$ terminates and $\delta_j(e)$ is not set for $i \geq j$. In this case, we define $\delta_i(e) = \delta_{j-1}(e)$, namely, the last value assigned to a dual variable.

\footnote{For simplicity of the description, we assume in step 3(d)ii that every $v \in e$ decides whether bid($e$) is halved. In a distributed setting, bid($e$) is halved if there exists a vertex $v \in e$ that requests such a halving. The distributed implementation of this step is further discussed in Appendix B.}
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\[ \text{Claim 2. For every } i \geq 1 \text{ and every a vertex } v \text{ that has not terminated the following inequality holds:} \]
\[ w(v)(1 - 0.5^{\ell_i(v)}) \leq \sum_{e \in E(v)} \delta_{i-1}(e) \leq (1 - 0.5^{\ell_i(v)+1}) \cdot w(v). \quad (1) \]

In addition the dual variables \( \delta_i(e) \) constitute a feasible edge packing. Namely,
\[ \sum_{e \in E(v)} \delta_i(e) \leq w(v) \quad \text{for every vertex } v \in V, \]
\[ \delta_i(e) \geq 0 \quad \text{for every edge } e \in E. \]

**Proof.** We prove the claim by induction on the iteration number \( i \). To simplify the proof, we reformulate the statement of the feasibility of the dual variables to \( i = 1 \). We first prove the induction basis for \( i = 1 \).

**Proof of Eq. 1 for \( i = 1 \).** Fix a vertex \( v \). At the end of iteration 0, \( \ell_0(v) = 0 \) and 0 \( < \) bid\(_0\)(e) \( \leq w(v)/(2|E(v)|) \), for every \( e \in E(v) \). Hence 0 \( < \) \( \sum_{e \in E(v)} \text{bid}_0(e) \) \( \leq w(v)/2 \). Because \( \delta_0(e) = \text{bid}_0(e) \), the condition in Step 3d does not hold, and \( \ell_1(v) = \ell_0(v) = 0 \). We conclude that Eq. 1 holds for \( i = 1 \).

**Proof of feasibility of \( \delta_0(e) \) for \( i = 1 \).** Non-negativity follows from the fact that \( \delta_0(e) = \text{bid}_0(e) > 0 \). The packing constraint for vertex \( v \) is satisfied because \( \sum_{e \in E(v)} \text{bid}_0(e) \leq w(v)/2 \). This completes the proof of the induction basis.

We now prove the induction step assuming that Eq. 1 holds for \( i = 1 \).

**Proof of Eq. 1 for \( i > 1 \).** Since \( v \) is not in the cover it is also not \( \beta \)-tight. Step 3d in iteration \( i \) increases \( \ell(v) \) until Eq. 1 holds for \( i \).

**Proof of feasibility of \( \delta_{i-1}(e) \) for \( i > 1 \).** Consider a vertex \( v \). If \( v \) joins \( C \) in iteration \( i - 1 \), then \( \delta_{i-1} = \delta_{i-2} \), and the packing constraint of \( v \) holds by the induction hypothesis. Otherwise, then by \( \delta_{i-1}(e) = \delta_{i-2}(e) + \text{bid}_{i-1}(e) \), Claim 1, and the induction hypothesis for Eq. 1, we have
\[ \sum_{e \in E(v)} \delta_{i-1}(e) = \sum_{e \in E(v)} (\delta_{i-2}(e) + \text{bid}_{i-1}(e)) \leq \left( 1 - 0.5^{\ell_{i-1}(e)+1} + 0.5^{\ell_{i-1}(e)+1} \right) \cdot w(v) = w(v). \]

Let \( \text{opt} \) denote the cost of an optimal (fractional) weighted vertex cover of \( G \).

**Corollary 3.** Upon termination, the approximation ratio of Algorithm MWHVC is \( f + \varepsilon \).

**Proof.** Throughout the algorithm, the set \( C \) consists of \( \beta \)-tight vertices. By Claim 20, \( w(C) \leq (f + \varepsilon) \cdot \text{opt} \). Upon termination, \( C \) constitutes a vertex cover (as an edge only terminate once covered), and the corollary follows.

### 4.2 Communication Rounds Analysis

In this section, we prove that the number of communication rounds of Algorithm MWHVC is bounded by (where \( \gamma > 0 \) is a constant, e.g., \( \gamma = 0.001 \))
\[ O\left( f \cdot \log(f/\varepsilon) + \frac{\log \Delta}{\gamma \cdot \log \log \Delta} + \min \{\log \Delta, f \cdot \log(f/\varepsilon) \cdot (\log \Delta)^\gamma \} \right). \]

It suffices to bound the number of iterations because each iteration consists of a constant number of communication rounds.

Let \( z \equiv \lfloor \log_2 \frac{1}{\varepsilon} \rfloor \). Note that \( z = O(\log(f/\varepsilon)) \).
Claim 4. The level of every vertex is always less than $z$.

Proof. Assume that $\ell_i(v) \geq z$. By Eq. 1, $\sum_{e \in E(v)} \delta(e) \geq w(v) \cdot (1 - 2^{-z}) \geq (1 - \beta) \cdot w(v)$. This implies that $v$ is $\beta$-tight and joins the cover in Line 3a before $\ell_i(v)$ reaches $z$.  

4.2.1 Raise or Stuck Iterations

Definition 5 (e-raise and v-stuck iterations). An iteration $i \geq 1$ is an e-raise iteration if in Line 3f we multiplied bid$(e)$ by $\alpha$. An iteration $i \geq 1$ is a v-stuck iteration if $v$ sent the message “stuck” in iteration $i$.

Note that if iteration $i$ is a v-stuck iteration and $v \in e$, then bid$_i(e) \leq$ bid$_{i-1}(e)$ and $i$ is not an e-raise iteration.

We bound the number of e-raise iterations as follows.

Lemma 6. The number of e-raise iterations is bounded by $\log_\alpha (\Delta \cdot 2^{f \cdot z})$.

Proof. Let $v^*$ denote a vertex with minimum normalized weight in $e$ (that is, $v^* \in \arg\min_{v \in e} \{w(v)/|E(v)|\}$). The first bid satisfies $\text{bid}_0(e) = 0.5 \cdot w(v^*)/|E(v^*)| \geq 0.5 \cdot w(v^*)/\Delta$. By Claim 1, bid$_i(e) \leq 0.5 \cdot w(v^*)$. The bid is multiplied by $\alpha$ in each e-raise iteration and is halved at most $f \cdot z$ times. The bound on the number of halvings holds because the number of vertices in the edge is bounded by $f$, and each vertex halves the bid each time its level is incremented. The lemma follows.

We bound the number of v-stuck iterations as follows.

Lemma 7. For every vertex $v$ and level $\ell(v)$, the number of v-stuck iterations is bounded by $\alpha$.

Proof. Notice that when $v$ reached the level $\ell(v)$, we had $\sum_{e \in E(v)} \delta(e) \geq w(v)(1 - 0.5^{f(v)})$. The number of v-stuck iterations is then bounded by the number of times it can send a “stuck” message without reaching $\sum_{e \in E(v)} \delta(e) > w(v)(1 - 0.5^{f(v)+1})$. Indeed, once this inequality holds, the level of $v$ is incremented. Every stuck iteration implies, by Line 3e, that $\sum_{e \in E(v)} \text{bid}(e) > \frac{1}{\alpha} \cdot 0.5^{f(v)+1} \cdot w(v)$. Therefore, we can bound the number of iteration by $\frac{w(v)(1 - 0.5^{f(v)+1}) - w(v)(1 - 0.5^{f(v)})}{\frac{1}{\alpha} \cdot 0.5^{f(v)+1} \cdot w(v)} = \alpha$.

4.2.2 Bound on the Number of Rounds

Theorem 8. For every $\alpha \geq 2$, the number of iterations of Algorithm MWHVC is

$$O(\log_\alpha (\Delta \cdot 2^{f \cdot z}) + f \cdot z \cdot \alpha) = O(\log_\alpha \Delta + f \cdot \log(f/z) \cdot \alpha).$$

Proof. Fix an edge $e$. We bound the number of iterations until $e$ is covered. Every iteration is either an e-raise iteration or a v-stuck iteration for some $v \in e$. Since $e$ contains at most $f$ vertices, we conclude that the number of iterations is bounded by the number of e-raise iterations plus the sum over $v \in e$ of the number of v-stuck iterations. The theorem follows from Lemmas 6 and 7.

In Theorem 9 we assume that all the vertices know the maximum degree $\Delta$ and that $\Delta \geq 3$. The assumption that the maximal degree $\Delta$ is known to all vertices is not required. Instead, each hyperedge $e$ can compute a local maximum degree $\Delta(e)$, where $\Delta(e) \geq \max_{u \in E} |E(u)|$. The local maximum degree $\Delta(e)$ can be used instead of $\Delta$ to define local value of the multiplier $\alpha = \alpha(e)$. Let $T(f, \Delta, \varepsilon)$ denote the round complexity of Algorithm MWHVC. By setting $\alpha$ appropriately, we bound the running time as follows.
Theorem 9. Let $\gamma > 0$ denote a constant and set
\[
\alpha = \begin{cases}
\max \left( 2, \frac{\log \Delta}{f \log(f/\varepsilon) \log \log \Delta} \right) & \text{if } \frac{\log \Delta}{f \log(f/\varepsilon) \log \log \Delta} \geq (\log \Delta)^{\gamma/2} \\
2 & \text{otherwise.}
\end{cases}
\]

Then, the round complexity of Algorithm mwhvc satisfies:
\[
T(f, \Delta, \varepsilon) = O \left( f \cdot \log(f/\varepsilon) + \frac{\log \Delta}{\log \log \Delta} + \min \{ \log \Delta, f \cdot \log(f/\varepsilon) \cdot (\log \Delta)^\gamma \} \right).
\]

Proof. We prove the theorem using a case analysis.

Case $\alpha = \frac{\log \Delta}{f \log(f/\varepsilon) \log \log \Delta} \geq 2$ and $\alpha \geq (\log \Delta)^{\gamma/2}$.

This means that the runtime is bounded by $O \left( \log \Delta + f \cdot \log(f/\varepsilon) \cdot (\log \Delta)^{\gamma/2} \right)$.

Case $\alpha = 2$ and $2 > \frac{\log \Delta}{f \log(f/\varepsilon) \log \log \Delta} \geq (\log \Delta)^{\gamma/2}$.

Notice that in this case $2 > (\log \Delta)^{\gamma/2}$ which implies that $\Delta$ is constant. Therefore, the round complexity of our algorithm is bounded by $O \left( \log \Delta + f \cdot \log(f/\varepsilon) \right) = O \left( f \cdot \log(f/\varepsilon) \right)$.

Case $\frac{\log \Delta}{f \log(f/\varepsilon) \log \log \Delta} < (\log \Delta)^{\gamma/2}$.

This implies that
\[
\log \Delta \leq \min \left\{ \log \Delta, f \cdot \log(f/\varepsilon) \cdot (\log \Delta)^{\gamma/2}, \log \log \Delta \right\}
\]

Therefore, since $\alpha = 2$ in this case, the runtime is bounded by
\[
O \left( \log \Delta + f \cdot \log(f/\varepsilon) \right) = O \left( f \cdot \log(f/\varepsilon) + \min \{ \log \Delta, f \cdot \log(f/\varepsilon) \cdot (\log \Delta)^\gamma \} \right).
\]

Let $W = \max_v w(v)/\min_v w(v)$. By setting $\varepsilon = 1/(nW)$, we conclude the following result for an $f$-approximation (recall that the vertex degrees and weights are polynomial in $n$):

Corollary 10. Algorithm mwhvc computes an $f$-approximation in $O(f \log n)$ rounds.

Additionally, we get the following range of parameters for which the round complexity is optimal:

Corollary 11. Let $f = O \left( (\log \Delta)^{0.99} \right)$ and $\varepsilon = (\log \Delta)^{-O(1)}$. Then, Algorithm mwhvc computes an $(f + \varepsilon)$-approximation in $O \left( \frac{\log \Delta}{\log \log \Delta} \right)$ rounds.

For $f = O(1)$ we also get an extension of range of parameters for which the round complexity is optimal. This extension is almost exponential compared to the $\varepsilon = (\log \Delta)^{-O(1)}$ of [5].

Corollary 12. Let $f = O(1)$ and $\varepsilon = 2^{-O((\log \Delta)^{0.99})}$. Then our algorithm computes an $(f + \varepsilon)$-approximation and terminates in $O \left( \frac{\log \Delta}{\log \log \Delta} \right)$ rounds.

5 The statement of the theorem is asymptotic (in $\Delta$). This means that for every constant $\gamma$, it holds that either $\log^{\gamma/2} \Delta \geq \log \log \Delta$ or $\Delta$ is bounded by a constant (determined by $\gamma$) in which case expressions involving $\Delta$ can be omitted from the asymptotic expression.
5 Approximation of Covering ILPs

In this section, we present a reduction from solving covering integer linear programs (ILPs) to MWHVC. This reduction implies that one can distributively compute approximate solutions to covering ILPs using a distributed algorithm for MWHVC.

Notation. Let \(\mathbb{N}\) denote the set of natural numbers. Let \(A\) denote a real \(m \times n\) matrix, \(\vec{b} \in \mathbb{R}^n\), and \(\vec{w} \in \mathbb{R}^n\). Let \(LP(A, \vec{b}, \vec{w})\) denote the linear program \(\min \vec{w}^T \cdot \vec{x}\) subject to \(A \cdot \vec{x} \geq \vec{b}\) and \(\vec{x} \geq 0\). Let \(ILP(A, \vec{b}, \vec{w})\) denote the integer linear program \(\min \vec{w}^T \cdot \vec{x}\) subject to \(A \cdot \vec{x} \geq \vec{b}\) and \(\vec{x} \in \mathbb{N}^n\).

Definition 13. The linear program \(LP(A, \vec{b}, \vec{w})\) and integer linear program \(ILP(A, \vec{b}, \vec{w})\) are covering programs if all the components in \(A, \vec{b}, \vec{w}\) are non-negative.

5.1 Distributed Setting

We denote the number of rows of the matrix \(A\) by \(m\) and the number of columns by \(n\). Let \(f(A)\) (resp., \(\Delta(A)\)) denote the maximum number of nonzero entries in a row (resp., column) of \(A\).

Given a covering ILP, \(ILP(A, \vec{b}, \vec{w})\), the communication network \(N(ILP)\) over which the ILP is solved is the bipartite graph \(N = (X \times C, E)\), where: \(X = \{x_j\}_{j \in [n]}, C = \{c_i\}_{i \in [m]}\), and \(E = \{(x_j, c_i) \mid A_{ij} \neq 0\}\). We refer to the nodes in \(X\) as variable nodes, and those in \(C\) as constraint nodes. Note that the maximum degree of a constraint node is \(f(A)\) and the maximum degree of a variable node is \(\Delta(A)\).

We assume that the local input of every variable node \(x_j\) consists of \(w_j\) and the \(j\)th column of \(A\) (i.e., \(A_{ij}\), for \(i \in [n]\)). Every constraint vertex \(c_i\) is given the value of \(b_i\) as its local input. We assume that these inputs can be represented by \(O(\log(mn))\) bits. In \((f + 1)\) rounds, every variable node \(v_j\) can learn all the components in the rows \(i\) of \(A\) such that \(A_{ij} \neq 0\) as well as the component \(b_i\).

5.2 Zero-One Covering Programs

The special case in which a variable may be assigned only the values 0 or 1 is called a zero-one program. We denote the zero-one covering ILP induced by a matrix \(A\) and vectors \(\vec{b}\) and \(\vec{w}\) by \(ZO(A, \vec{b}, \vec{w})\). Every instance of the MWHVC problem is a zero-one program in which the matrix \(A\) is the incidence matrix of the hypergraph. The following lemma deals with the converse reduction.

Lemma 14. Every feasible zero-one covering program \(ZO(A, \vec{b}, \vec{w})\) can be reduced to an MWHVC instance with rank \(f' < f(A)\) and degree \(\Delta' < 2^{f(A)} \cdot \Delta(A)\).

Proof. Let \(A_i\) denote the \(i\)th row of the matrix \(A\). For a subset \(S \subseteq [n]\), let \(I_S\) denote the indicator vector of \(S\). Let \(\vec{x} \in \{0, 1\}^n\) and let \(\sigma_i \triangleq \{j \in [n] \mid A_{ij} \neq 0\}\). Feasibility implies that \(A_i \cdot \sigma_i \geq b_i\) for every row \(i\). Let \(\mathcal{S}_i\) denote the set of all subsets \(S \subseteq [n]\) such that the indicator vector \(I_S\) does not satisfy the \(i\)th constraint, i.e., \(A_i \cdot I_S < b_i\) The \(i\)th constraint is not satisfied, i.e., \(A_i \cdot \vec{x} < b_i\), if and only if there exists a set \(S \in \mathcal{S}_i\) such that \(\vec{x} = I_S\). Hence, \(A_i \cdot \vec{x} < \vec{b}\) if and only if the truth value of the following DNF formula is false: \(\varphi_i(x) \triangleq \bigvee_{S \in \mathcal{S}_i, \bigvee_{j \in \sigma_i \setminus S} \text{not}(x_j)} \). By De Morgan’s law, we obtain that \(\text{not}(\varphi_i(x))\) is equivalent to a monotone CNF formula \(\psi_i(x)\) such that \(\psi_i(x)\) has less than \(2^{f(A)}\) clauses, each of which has length less than \(f(A)\). We now construct the hypergraph \(H\) for the MWHVC instance as follows. For every row \(i\) and every \(S \in \mathcal{S}_i\), add the hyperedge \(e_{i,S} = \sigma_i \setminus S\). (Feasibility implies that \(e_{i,S}\) is not empty.) Given a vertex cover \(C\) of the
hypergraph, every hyperedge is stabbed by \( C \), and hence \( I_C \) satisfies all the formulae \( \psi_i(x) \), where \( i \in [m] \). Hence, \( A_i \cdot I_C \geq b_i \), for every \( i \). The converse direction holds as well, and the lemma follows.

How does \( N(ILP) \) (a bipartite graph with \( m + n \) vertices) simulate the execution of \( \text{mwhvc} \) over the hypergraph \( H \) ? Each variable node \( x_j \) simulates all hyperedges \( e_{i,S} \), where \( j \in \sigma_i \) and \( S \in \mathcal{S}_i \). First, the variable nodes exchange their weights with the variables nodes they share a constraint with in \( O(f(A)) \) rounds – first every \( x_j \) broadcasts its own weight and then each \( c_i \) sends all neighbors the weights it received. At each iteration, the variable node sends a raise/stuck message and whether its level was incremented.\(^6\) Notice that the number of rounds required for each such iteration is \( O(1 + f(A)/\log n) \) (i.e., constant for \( f(A) = O(\log n) \)). Each edge node \( c_i \) then broadcasts to all vertices two \( f(A) \)-bit messages that indicate two subsets of vertices of the edge: those that sent a raise message (the complement sent a stuck message) and those that incremented their level. Each variable node \( x_j \) knows how to update its bid with every \( e_{i,S} \) for which \( j \in \sigma_i \) and \( S \in \mathcal{S}_i \).

We summarize the complexity of the distributed algorithm for solving a zero-one covering program.

\( \triangleright \) **Claim 15.** Denoting by \( T(f, \Delta, \epsilon) \) is the running time of Algorithm \( \text{mwhvc} \), there exists a distributed \text{congest} algorithm for computing an \((f + \epsilon)\)-approximate solution for zero-one covering programs with running time of \( O((1 + f(A)/\log n)T(f(A), 2^{f(A) \cdot \Delta(A), \epsilon})) \).

### 5.3 Reduction of Covering ILPs to Zero-One Covering

Consider the covering ILP \( ILP(A, \vec{b}, \vec{w}) \). We present a reduction of the ILP to a zero-one covering program.

**Definition 16.** Define \( M(A, \vec{b}) \triangleq \max_j \max_i \left\{ \frac{A_{i,j}}{\alpha_i} \mid A_{i,j} \neq 0 \right\} \).

We abbreviate and write \( M \) for \( M(A, \vec{b}) \) when the context is clear.

**Proposition 17.** Limiting \( \vec{x} \) to the box \([0, M]^n\) does not increase the optimal value of the ILP.

\( \triangleright \) **Claim 18.** Every covering ILP \( ILP(A, \vec{b}, \vec{w}) \) can be solved by a zero-one covering program \( \text{ZO}(A', \vec{b}, \vec{w'}) \), where \( f(A') \leq f(A) \cdot \log_2(M + 1) \) and \( \Delta(A') = \Delta(A) \).

**Proof.** Let \( B = \lceil \log_2 M \rceil \). Limiting each variable \( x_j \) by \( M \) means that we can replace \( x_j \) by \( B \) zero-one variables \( \{x_{j,t}\}_{t=0}^{B-1} \) that correspond to the binary representation of \( x_j \), i.e., \( x_j = \sum_{t=0}^{B-1} 2^t x_{j,t} \). This replacement means that the dimensions of the matrix \( A' \) are \( m \times n' \), where \( n' = n \cdot B \). The \( j \)th column \( A^{(j)} \) of \( A \) is replaced by \( B \) columns, indexed 0 to \( B - 1 \), where the \( \ell \)th column equals \( 2^\ell \cdot A^{(j)} \). The vector \( \vec{w'} \) is obtained by duplicating and scaling the entries of \( \vec{w} \) in the same fashion. \( \triangleright \)

Combining Claims 15 and 18, we obtain the following result.

**Theorem 19.** There exists a distributed \text{congest} algorithm for computing an \((f + \epsilon)\)-approximate solution for covering integer linear programs ILP\( (A, \vec{b}, \vec{w}) \) with running time of \( O((1 + f(A)/\log n)T(f(A) \cdot \log M, 2^{f(A) \cdot \Delta(A), \epsilon})) \), where \( T(f, \Delta, \epsilon) \) is the running time of Algorithm \( \text{mwhvc} \).

\( ^6 \) One needs to modify the \( \text{mwhvc} \) algorithm slightly so that, in each iteration, the level of every vertex is increased by at most 1. We defer the details to Appendix C.
Proof. Let \( f_{HVC}, f_{ZO}, F_{ILP} \) denote the ranks of the hypergraph vertex cover instance, zero-one covering program, and ILP, respectively. We use the same notation for maximum degrees. The reduction of zero-one programs to \( mwhvc \) in Lemma 14 implies that \( f_{HVC} \leq f_{ZO} \) and \( \Delta_{HVC} \leq 2f_{ZO} \cdot \Delta_{ZO} \). The reduction of covering ILPs to zero-one programs in Claim 18 implies that \( f_{ZO} \leq F_{ILP} \cdot (1 + \log M) \) and \( \Delta_{ZO} \leq \Delta_{ILP} \). The composition of the reductions gives
\[
\begin{align*}
f_{HVC} &\leq F_{ILP} \cdot (1 + \log M) \\
\Delta_{HVC} &\leq 2 F_{ILP} \cdot 2 M \cdot \Delta_{ILP}
\end{align*}
\]
After some simplifications, the running time of the resulting algorithm for \((f + \varepsilon)\)-approximate integer covering linear programs is
\[
O \left( (1 + f / \log n) \cdot \left( \frac{\log \Delta}{\log \log \Delta} + (f \cdot \log M)^{1.01} \cdot \log \varepsilon^{-1} \cdot (\log \Delta)^{0.01} \right) \right).
\]
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A Primal-Dual Approach

The fractional LP relaxation of $mwhvc$ is defined as follows.

\[
\begin{align*}
\text{minimize:} & \quad \sum_{v \in V} w(v) \cdot x(v) \\
\text{subject to:} & \quad \sum_{v \in e} x(v) \geq 1, \quad \forall e \in E; \quad x(v) \geq 0, \quad \forall v \in V
\end{align*}
\]

(P)

The dual LP is an *Edge Packing* problem defined as follows:

\[
\begin{align*}
\text{maximize:} & \quad \sum_{e \in E} \delta(e) \\
\text{subject to:} & \quad \sum_{e \ni v} \delta(e) \leq w(v), \quad \forall v \in V; \quad \delta(e) \geq 0, \quad \forall e \in E
\end{align*}
\]

(D)

The following claim is used for proving the approximation ratio of the $mwhvc$ algorithm.

\[\clubsuit\text{ Claim 20.}\]

Let $\text{opt}$ denote the value of an optimal fractional solution of the primal LP (P). Let $\{\delta(e)\}_{e \in E}$ denote a feasible solution of the dual LP (D). Let $\varepsilon \in (0, 1)$ and $\beta \triangleq \varepsilon/(f + \varepsilon)$. Define the $\beta$-tight vertices by $T_\varepsilon \triangleq \{v \in V | \sum_{e \ni v} \delta(e) \geq (1 - \beta) \cdot w(v)\}$. Then $w(T_\varepsilon) \leq (f + \varepsilon) \cdot \text{opt}$.

Proof.

\[
w(T_\varepsilon) = \sum_{v \in T_\varepsilon} w(v) \leq \frac{1}{1 - \beta} \left(\sum_{e \ni v} \sum_{v \in e} \delta(e)\right) \leq \frac{f}{1 - \beta} \sum_{e \in E} \delta(e) \leq (f + \varepsilon) \cdot \text{opt}
\]

The last transition follows from $f/(1 - \beta) = f + \varepsilon$ and by weak duality. The claim follows.

\[\square\]

B Adaptation to the CONGEST model

We need to show that the message lengths in Algorithm $mwhvc$ are $O(\log n)$.

1. In round 0, every vertex $v$ sends its weight $w(v)$ and degree $|E(v)|$ to every hyperedge in $e \in E(v)$. We assume that the weights and degrees are polynomial in $n$, hence the length of the binary representations of $w(v)$ and $|E(v)|$ is $O(\log n)$.

   Every hyperedge $e$ sends back to every $v \in e$ the pair $(w(v_e), |E(v_e)|)$, where $v_e$ has the smallest normalized weight, i.e., $v_e = \arg\min_{v \in e} \{w(v)/|E(v)|\}$.

   Every vertex $v \in e$ locally computes $\text{bid}_0(e) = w(v_e)/(2 \cdot |E(v_e)|)$ and $\delta_0(e) = \text{bid}_0(e)$.
2. In round $i \geq 1$, every vertex sends messages. Messages of the sort: “$e$ is covered”, “raise”, or “stuck” require only a constant number of bits. The increment of $v$’s level needs to be sent to the edges in $E(v)$. These increments require $O(\log z) = O(\log n)$ bits.

3. Every edge $e$ sends to every $v \in e$ the number of times that $\text{bid}(e)$ is halved in this iteration. This message is $O(\log z)$ bits long.

4. Every edge sends the final bid to the vertices. Instead of sending the value of the bid, the edge can send a single bit indicating whether the bid was multiplied by $\alpha$.

5. Finally, if $\alpha = \alpha(e)$ is set locally based on the local maximum degree $\max_{v \in e} |E(v)|$, then every vertex $v$ sends its degree to all the edges $e \in E(v)$. The local maximum degree for $e$ is sent to every vertex $v \in V$, and this parameter is used to compute $\alpha(e)$ locally.

C Algorithm with At Most One Level Increment per Iteration

We propose to do a single change that will ensure that no vertex levels up more than once per iteration. To that end, we modify Line 3f of our MWHVC algorithm to:

- For every uncovered edge $e$, if all incoming messages are “raise” $\text{bid}(e) \leftarrow \alpha \cdot \text{bid}(e)$. Send $\text{bid}(e)$ to every $v \in e$, who updates $\delta(e) \leftarrow \delta(e) + \text{bid}(e)/2$.

That is, the algorithm remains intact except that the dual variables $\delta(e)$ are raised by $\text{bid}(e)/2$ rather than by $\text{bid}(e)$. Intuitively, this guarantees that a vertex’s slack does not reduce by more than 50% in each iteration and therefore its level may increase by at most one. We revisit the proof of 2, and, specifically, the Proof of feasibility of $\delta_{i-1}(e)$ for $i > 1$.

**Proof of feasibility of $\delta_{i-1}(e)$ for $i > 1$.** Consider a vertex $v$. If $v$ joins $C$ in iteration $i - 1$, then $\delta_{i-1} = \delta_{i-2}$, and the packing constraint of $v$ holds by the induction hypothesis. If $v \notin C$, then by $\delta_{i-1}(e) = \delta_{i-2}(e) + \text{bid}_{i-1}(e)/2$, Claim 1, and the induction hypothesis for $\ell 1$, we have

$$
\sum_{e \in E(v)} \delta_{i-1}(e) = \sum_{e \in E(v)} (\delta_{i-2}(e) + \text{bid}_{i-1}(v)/2)
\leq \left(1 - 0.5^{\ell_{i-1}(v)+1} + 0.5^{\ell_{i-1}(v)+2}\right) \cdot w(v) = \left(1 - 0.5^{\ell_{i-1}(v)+1} + 1\right) \cdot w(v).
$$

(2)

As evident by Eq. 2, the vertex $v$’s level may increase by at most once in each iteration.

- **Corollary 21.** For any iteration $i \geq 1$ and vertex $v$: $\ell_i(v) \leq \ell_{i-1}(v) + 1$.

We note that the change to the algorithm does not affect the correctness of claims 1, 2, 4 and Lemma 6. Lemma 7 changes slightly, as there can now be twice as many $v$-stuck iterations:

- **Lemma 22.** For every vertex $v$ and level $\ell(v)$, the number of $v$-stuck iterations is bounded by $2\alpha$.

**Proof.** Notice that when $v$ reached the level $\ell(v)$, we had $\sum_{e \in E(v)} \delta(e) \geq w(v)(1 - 0.5^{\ell(v)})$. The number of $v$-stuck iterations is then bounded by the number of times it can send a “stuck” message without reaching $\sum_{e \in E(v)} \delta(e) > w(v)(1 - 0.5^{\ell(v)+1})$. Indeed, once this inequality holds, the level of $v$ is incremented. Every stuck iteration implies, by Line 3e, that

$$
\sum_{e \in E(v)} \text{bid}(e) > \frac{1}{\alpha} \cdot 0.5^{\ell(v)+1} \cdot w(v).
$$

Therefore, we can bound the number of iteration by

$$
\frac{w(v)(1-0.5^{\ell(v)+1}) - w(v)(1-0.5^{\ell(v)})}{\frac{1}{\alpha} \cdot 0.5^{\ell(v)+1} \cdot w(v)/2} = 2\alpha.
$$

We conclude that the algorithm remains correct and its asymptotic complexity does not change.
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1 Introduction

We initiate the study of distributed algorithms for graph optimization problems parameterized on output size which are fundamental both in the sequential and distributed settings. When we refer to parametrized algorithms in this paper, we consider the output size as the parameter, which is called the standard parametrization [27]. Broadly speaking, in these problems we aim to find some underlying graph structure (e.g., a set of nodes) that abides a set of constraints (e.g., cover all edges) while minimizing the cost.
While parameterized algorithms have received much attention in the sequential setting, not even the most fundamental problems (e.g., Vertex Cover) have a distributed counterpart\(^1\). We present parameterized upper and lower bounds for fundamental problems such as Minimum Vertex Cover, Maximum Matching and many more.

**Motivation.** In the sequential setting, some combinatorial optimization problems are known to have polynomial time algorithms (e.g., Maximum Matching), while others are NP-complete (e.g., Minimum Vertex Cover). To deal with the hardness of finding an optimal solution to these problems, the field of parameterized complexity asks what is the best running time we may achieve with respect to some parameter of the problem, instead of the size of the input instance. This parameter, usually denoted by \(k\), is typically taken to be the size of the solution. Thus, even a running time that is exponential in \(k\) may be acceptable for small values of \(k\).

In the distributed setting, a network of nodes, which is represented by a communication graph \(G(V,E)\), aims to solve some graph problem with respect to \(G\). Computation proceeds in synchronous rounds, in each of which every vertex can send a message to each of its neighbors. The running time of the algorithm is measured as the number of communication rounds it takes to finish. There are two primary communication models: LOCAL, which allows sending messages of unbounded size, and CONGEST, which limits messages to \(O(\log n)\) bits (where \(n = |V|\)).

The above definition implies that the notion of “hardness” in the distributed setting is different. Because we do not take the computation time of the nodes into account, we can solve any problem in \(O(D)\) rounds of the LOCAL model (where \(D\) is the diameter of the graph), and \(O(n^2)\) rounds of the CONGEST model. This is achieved by having every node in the graph learn the entire graph topology and then solve the problem. Indeed, there exist “hard” problems in the distributed setting, where the dependence on \(D\) and \(n\) is rather large.

There are several lower bounds for distributed combinatorial optimization problems for both the LOCAL and the CONGEST models. For example, [28] provides lower bounds of \(\tilde{\Omega}(\sqrt{n} + D)\) (Where \(\tilde{\Omega}\) hides polylogarithmic factors in \(n\)), for a range of problems including MST, min-cut, min s-t cut and many more. There are also \(\tilde{\Omega}(n)\) bounds in the CONGEST model for problems such as approximating the network’s diameter [1] and finding weighted all-pairs shortest paths [10]. Recently, the first near-quadratic (in \(n\)) lower bounds were shown by [10] for computing exact Vertex Cover and Maximum Independent Set.

The above shows that, similar to the sequential setting, the distributed setting also has many “hard” problems that can benefit from the parameterized complexity lens. Recently, the study of parameterized algorithms for MVC and MaxM was also initiated in the streaming environment by [11, 12]. This provides further motivation for our work, showing that indeed non-standard models of computation can benefit from parameterized algorithms.

### 1.1 Our results

Given the above motivation we consider the following fundamental problems (See Section 2 for formal definitions): Minimum Vertex Cover (MVC), Maximum Independent Set (MaxIS), Minimum Dominating Set (MDS), Minimum Feedback Vertex Set (MFVS), Maximum Matching (MaxM), Minimum Edge Dominating Set (MEDS), Minimum Feedback Edge Set (MFES). We use \(\mathcal{P}\) to denote this problem set.

---

\(^1\) Many parameters other than the output size have been considered, such as the maximum degree, arboricity, etc.
The problems are considered in both the LOCAL and CONGEST model, where we present lower bounds for the round complexity of solving parameterized problems in both models, together with optimal and near-optimal upper bounds. We also extend existing results [10,22] to the parameterized setting. Some of these extensions are rather direct, but are presented to provide a complete picture of the parameterized distributed complexity landscape.

Our results also extend beyond the scope of parameterized problems. We show that any LOCAL \((1 + \epsilon)\)-approximation algorithm for the above problems must take \(\Omega(\epsilon^{-1})\) rounds. Joined with the \((\epsilon^{-1} \log n)^O(1)\) rounds algorithm of [18] and the \(\Omega \left( \sqrt{\log n / \log \log n} \right)\) lower bound of [22], the lower bounds match the upper bound up to polynomial factors in both parameters. We also show that our parameterized approach reduces the runtime of exact and approximate CONGEST algorithms for MVC and MaxM if the optimal solution is small, without knowing its size beforehand. Finally, we propose the first \(o(n^2)\) rounds CONGEST algorithms that approximate MVC within a factor strictly smaller than 2.

We note that considering parameterized algorithms in the distributed setting presents interesting challenges and unique opportunities compared to the classical sequential environment. In essence, we consider the communication cost of solving a parameterized problem on a network. On one hand, we have much more resources (and unlimited computational power), but on the other we need to deal with synchronizations and bandwidth restrictions.

We consider combinatorial minimization (maximization) problems where the size of the solution is upper bounded (lower bounded) by \(k\). A parameterized distributed algorithm is given a parameter \(k\) (which is known to all nodes), and must output a solution of size at most \(k\) (at least \(k\) for maximization problems) if such a solution exists. Otherwise, all vertices must output that no such solution exists. A similar definition is given for parameterized approximation problems (see Section 2 for more details). For every \(P \in \mathcal{P}\) we denote by \(k\text{-}P\) its parameterized variant and by \(k\text{-P}\) all these problems.

**Lower bounds (partially deferred to the full version [7]).** We show that the problem of MVC can be reduced to MFVS and MFES via standard reductions which also hold in the CONGEST model. There are no known results for MFVS and MFES in the distributed setting, so the above reductions, albeit simple, immediately imply that all existing lower bounds for MVC also apply for MFVS and MFES. Using the fact that MFVS and MFES have a global nature, we can achieve stronger lower bounds for the problems. Specifically, we show that no reasonable approximation can be achieved for MFVS and MFES in \(o(D)\) rounds in the LOCAL model. This is formalized in the following theorem.

\[\text{Theorem 1. For any } k \in \mathbb{N}^+, \text{ any algorithm that solves MFVS or MFES on a graph with a solution of size } k \text{ to within an additive error of } O(n/D) \text{ must take } \Omega(D) \text{ rounds in the LOCAL model.}\]

Our main result is a novel lower bound for \((1 + \epsilon)\)-approximation for all problems in \(\mathcal{P}\). Our lower bound states that any \((1 + \epsilon)\)-approximation (deterministic or randomized) algorithm in the LOCAL model for any problem in \(\mathcal{P}\) requires \(\Omega(\epsilon^{-1})\) rounds. Usually, lower bounds in the distributed setting are given as a function of the input (size, max degree), and not as a factor of approximation ratio. Our lower bound also applies to Max-Cut and Max-DiCut, whose parameterized variants are not considered in this paper, and thus are not in \(\mathcal{P}\). We state the following theorem.

\[\text{Theorem 9. For any } \epsilon = \Omega(1/n) \text{ and } \delta < 1/2 - \text{EXP}(-\Omega(n \epsilon)), \text{ any Monte-Carlo LOCAL algorithm that computes a } (1 + \epsilon)\text{-multiplicative approximation with probability at least } 1 - \delta \text{ for a problem } P \in \{MVC, MaxM, MaxIS, MDS, MEDS, Max-DiCut, Max-Cut, MFVS, MFVS\} \text{ requires } \Omega(\epsilon^{-1}) \text{ rounds.}\]
In the full version [7], we show a more involved lower bound construction which extends our lower bound to Max-$k$-Cut\(^2\) where $k = O(1)$. Our lower bound also has implications for non-parameterized algorithms.

The problem of finding a maximum matching in the distributed setting is a fundamental problem in the field that received much attention [2,3,15,25,26]. Despite the existence of a variety of approximation algorithms for the problem, no non-trivial result is known for computing an exact solution for general graphs.

Our lower bounds also have implications for computing a $(1 + \epsilon)$-approximation of MVC, MaxM and MaxIS in the LOCAL model. Combined with the $\Omega(\sqrt{\log n / \log \log n})$ lower bound of [22], we can express a lower bound to the problem as $\Omega\left(\epsilon^{-1} \frac{\log n}{\log \log n}\right) = (\epsilon^{-1} \log n)^{O(1)}$. Together with the result of [18], which presents an $(\epsilon^{-1} \log n)^{O(1)}$ upper bound, this implies that the complexity of computing a $(1 + \epsilon)$-approximation is given by $(\epsilon^{-1} \log n)^{\Theta(1)}$.

Finally, we show a simple and generic way of extending lower bounds to the parameterized setting. The problem with many of the existing lower bounds (e.g., [10,22]) is that the size of the solution is $O(n)$ (linear up to polylogarithmic factors). Thus, it might be the case that if the solution is substantially smaller than the input we might achieve a much faster running time. We show that by simply attaching a large graph to the lower bound graph we can achieve the same lower bounds as a function of $k$, rather than $n$. This allows us to restate our $(1 + \epsilon)$-approximation lower bound and the bounds of [22] and [10] as a function of $k \ll n$. We show that these lower bounds hold for parameterized problems as defined in this paper.

**Theorem 2.** There exists a family of graphs $G_{k,n}(V,E)$, such that for any $\epsilon = \Omega(1/k)$ and $\delta < 1/2 - \text{EXP}(-\Omega(k\epsilon))$, any Monte-Carlo LOCAL algorithm that computes a $(1 + \epsilon)$-multiplicative approximation with probability $1 - \delta$ for some $k$-P $\in k$-P requires $\Omega(\epsilon^{-1})$ rounds. Here, $n = |V|$ can be arbitrarily larger than $k$.

**Theorem 3.** There exists $k \in \mathbb{N}$ such that for any $k \leq k \leq 0.99n$, there exists a family of graphs $G_{k,n}(V,E)$, such that any algorithm that solves $k$-MVC on $G_{k,n}$ in the CONGEST model requires $\Omega(k^2 / \log k \log n)$ rounds, where $n = |V|$ can be arbitrarily larger than $k$.

**Theorem 4.** There exists a family of graphs $G_{k,n}(V,E)$, for sufficiently large $k$, such that any algorithm that computes a constant approximation for $k$-MVC, $k$-MaxM, or $k$-MaxIS for $G_{k,n}$ in the LOCAL model requires $\Omega\left(\sqrt{\log k / \log \log k}\right)$ rounds, where $n = |V|$ can be arbitrarily larger than $k$.

**Upper bounds.** We first define the family of problems whose optimal solution is lower bounded by the graph diameter (DLB, see Section 2 for a formal definition). If the optimal solution size ($\text{OPT}$) is small, then for minimization DLB problems we can learn the entire graph in $O(\text{OPT})$ LOCAL rounds. The problem is actually for the case when the optimal solution is large, and all vertices in the graph must output that no $k$-sized solution exists. Here we introduce an auxiliary result which we use as a building block for all of our algorithms.

**Theorem 12.** There exists an $O(k)$ rounds deterministic algorithm in the CONGEST model that terminates with all vertices outputting SMALL if the diameter is bounded by $k$, and LARGE if the diameter is larger than $2k$. If the diameter is between $k + 1$ and $2k$, the vertices answer unanimously, but may return either SMALL or LARGE.

\(^2\) In Max-$k$-Cut, we wish to divide the vertices into $k$ sets $\{A_i\}_{i=1}^k$ such that the number of edges whose endpoints are in different sets is maximized. Notice that this is not a parameterized problem.
Using the above, we can check the diameter, have all vertices reject if it is too large, and otherwise have a leader learn the entire graph in \(O(k)\) rounds. As for maximization problems (such as \(MaxM\) and \(MaxIS\)) the challenge is somewhat different, as the parameter \(k\) does not bound the diameter for legal instances. We first check whether the diameter is at most \(2k\) or at least \(4k\). If it is bounded by \(2k\), we can learn the entire graph. Otherwise, we note that any \(maximal\) solution has size at least \(k\) and is a legal solution to the parameterized problem. Thus, we can efficiently compute a maximal solution by having every node/edge which is a local minimum (according to id) enter the matching/independent set. We repeat this \(k\) times and finish (this also works in the \(CONGEST\) model). We formalize this in the following theorem.

**Theorem 13.** There exist \(O(k)\) rounds \(LOCAL\) algorithms for \(k-MaxM\), \(k-MaxIS\), and any minimization problem \(k-P\) for \(P \in DLB\).

Next, we consider the problems of \(k-MVC\) and \(k-MaxM\) as case studies for the \(CONGEST\) model. We show deterministic upper bound of \(O(k^2)\) for \(k-MVC\) and \(k-MaxM\) (For \(k-MVC\) this is near-tight according to Theorem 3). We also note that as the complement of a \(k-MVC\) is a \(k-MaxIS\) we have a near-tight upper bound of \(O(n-k)^2\) for the problem. This means that if \(k\) is large (e.g., \(k = n - \log n\)) the problem is easy to solve. In the \(CONGEST\) model, we first verify that the diameter is indeed small. If it is large, we proceed as we did in the \(LOCAL\) model for both problems. For \(k-MVC\), we use a standard kernelization procedure to reduce the size of the graph. This is done by adding every node of degree larger than \(k\) into the cover. The remaining graph has a bounded diameter and a small number of edges; thus we use a leader node to collect the entire graph. The problem of \(k-MaxM\) is more challenging, as we do not use existing kernelization techniques. Instead, we introduce a new augmentation-based approach for the parameterized problem.

We then show how with the help of randomization we can achieve a running time of \(O(k + k^2 \log k / \log n)\) for both problems. Note that for \(k \ll n\) this can be a substantial, up to quadratic, improvement. Further, for \(k-MVC\) it brings our round complexity to within a \(O(\log^2 k)\) factor from the lower bound.

**Approximations.** We consider approximation algorithms, in the \(CONGEST\) model, for parameterized \(MVC\) and \(MaxM\). We make non-trivial use of the Fidelity Preserving Transformation framework [14] and simultaneously apply multiple reduction rules that reduce the parameter from \(k\) to \(O(\sqrt{k})\). Using this technique, we derive \((2-\epsilon)\)-approximations that run faster than our exact algorithms for any \(\epsilon = o(1)\). We summarize our other results in Table 1.
Table 2 Our CONGEST round complexity for deterministic MVC and MaxM, where ϵ is a positive constant (the actual dependency in ϵ⁻¹ is logarithmic). Here, OPT is the size of the optimal solution and is not known to the algorithm.

<table>
<thead>
<tr>
<th></th>
<th>Exact</th>
<th>(1 + ϵ)-approx.</th>
<th>2-approx.</th>
<th>(2 + ϵ)-approx.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVC</td>
<td>O (min {OPT² log OPT, n²})</td>
<td>O (OPT²)</td>
<td>O (min {OPT log OPT, log log OPT})</td>
<td>O (min {OPT log OPT, log log OPT})</td>
</tr>
<tr>
<td>MaxM</td>
<td>O (min {OPT² log OPT, n²})</td>
<td></td>
<td>O (min {OPT log OPT, n log n})</td>
<td>O (min {OPT log OPT, n log n})</td>
</tr>
</tbody>
</table>

Applications to non-parameterized algorithms (deferred to the full version [7]). We show that our algorithms can also imply faster non-parameterized algorithms if the optimal solution is small, without needing to know its size. Specifically, we combine our exact and approximation algorithms for parameterized k-MVC and k-MaxM with doubling and a partial binary search for the value of k. Additionally, our solutions can determine whether to run the existing non-parameterized algorithm or follow the parameterized approach. This results in an algorithm whose runtime is the minimum between current approaches and the number of rounds required for the binary search. Our results are presented in Table 2.

We also present deterministic algorithms for MVC, MaxM in the CONGEST model with an approximation ratio strictly better than 2. Namely, our algorithms terminate in O(OPT log OPT) = O(n log n) rounds and provide an approximation ratio of 2 − 1/√OPT. Here, OPT is the size of the optimal solution and is not known to the algorithm. This is the first non-trivial (2 − ϵ)-approximation for MVC.

1.2 Related work

Distributed Matching and Covering. Both MVC and MaxM have received significant attention in the distributed setting. We survey on the results relevant to this paper. We start with existing lower bounds. In [10] a family of graphs of increasing size is presented, such that computing an MVC for any graph in the family requires Ω(n²/ log² n) rounds in the CONGEST model. In [22] a family of graphs is introduced such that any constant approximation for MVC requires Ω min {√log n/log log n, log Δ/ log log Δ} rounds in the LOCAL model. Both bounds hold for deterministic and randomized algorithms.

For MVC, no non-trivial exact distributed algorithms are known. As for approximations, an optimal (for constant values of ϵ) (2 + ϵ)-approximate deterministic algorithm (for the weighted variant) in the CONGEST model running in O(ϵ⁻¹ log Δ/ log log Δ) rounds is given in [4], [5] then improved the dependency on ϵ to O(log Δ/ log log Δ + log ϵ⁻¹ log Δ/ log² log Δ), which also results in a faster 2-approximation algorithm by setting ϵ = 1/n. Recently, this was improved further with a O(log n) rounds deterministic 2-approximation algorithm [6]. In LOCAL, a randomized (1 + ϵ)-approximation in (ϵ⁻¹ log n)O(1) rounds is due to [18].

For MaxM, there are no non-trivial known lower bounds for the exact problem. At the time this paper was first made public, the best lower bound for approximations was due to [22], and no exact non-trivial solution was known for the problem in both the LOCAL and CONGEST models. Independently and simultaneously to our results, [2] show an exact algorithm for bipartite graphs running in O(n log n) rounds in the CONGEST model. They also show an Ω(D + √n) lower bound for computing an O(1 + Θ(1/√n))-approximation for unweighted fractional matching in the CONGEST model.

When this paper was first made public no better than 2 deterministic approximation for MaxM was known in the CONGEST model. Independently and simultaneously [2], provide a deterministic algorithm in the CONGEST model achieving a (1.5 + ϵ)-approximation for the problem.
As for approximations, much is known. We survey the results for the unweighted case. An optimal randomized \((1 + \epsilon)\)-approximation in the CONGEST model, running in \(O(\log \Delta / \log \log \Delta)\) rounds for constant \(\epsilon\) is given in [3]. As for deterministic algorithms, the best known results in the LOCAL model are due to [15] and [20]. In [15] a maximal matching algorithm running in \(O(\log^2 \Delta \log 1/\epsilon + \log^* n)\) are given. In [20], a \((1 + \epsilon)\)-approximate randomized algorithm that runs in \(\tilde{O}(\epsilon^{-5} \log^2 \Delta + \epsilon^{-1} \log^* n)\) round \((1 + \epsilon)\)-approximation algorithm are presented. Recently, [2] showed a deterministic algorithm running in \(\tilde{O}(\epsilon^{-2} \log(\Delta W) + \epsilon^{-1} (\log^2 (\Delta/\epsilon) + \log^* n))\) CONGEST rounds, achieving a \((1 + \epsilon)(g/(g - 1))\)-approximation for weighted maximum matching, where \(g\) is the length of the shortest odd cycle in the graph.

**Distributed parameterized algorithms.** Parameterized distributed algorithms were previously considered for detection problems. Namely, in [21] it was shown the detecting \(k\)-paths and trees on \(k\)-nodes can be done deterministically in \(O(k2^k)\) rounds of the broadcast CONGEST model. Similar results were obtained independently by [13] in the context of distributed property testing [9]. Other distributed algorithms have running times which are parameterized by topological properties of the input graph, see for example [17,19].

## 2 Preliminaries

In this paper, we consider the classic and parameterized variants of several popular graph packing and covering problems, in the LOCAL and CONGEST models. A solution to these problems is either a vertex-set or an edge-set. In vertex-set solutions, we require that each vertex will know if it is in the solution or not. For edge-set problems, each vertex must know which of its edges are in the solution, and both end-points of an edge must agree. Computation takes place in synchronous rounds during which each node first receives messages from its neighbors, then perform local computation, and finally send messages to its neighbors. Each of the messages sent to a node neighbor may be different from the others, while the size of messages is unbounded in the LOCAL model or of size \(O(\log n)\) in the CONGEST. In both models, the communication graph is identical to the graph on which the problem is solved. That is, two nodes may send messages to each other only if they share an edge. In this paper, we consider the following problems: Minimum Vertex Cover \((MVC)\), Maximum Independent Set \((MaxIS)\), Minimum Dominating Set \((MDS)\), Minimum Feedback Vertex Set \((MFVS)\), Maximum Matching \((MaxM)\), Minimum Edge Dominating Set \((MEDS)\), Minimum Feedback Edge Set \((MFES)\). For completeness, we provide formal problem definitions in the full version [7]. We use \(\mathcal{P} = \{MVC, MaxM, MaxIS, MDS, MEDS, MFVS, MFES\}\) to denote the above set of problems. Given a parameter \(k\), a parameterized algorithm computes a solution of size bounded by \(k\) if such exists; otherwise, the nodes must report that no such solution exists. For a problem \(P \in \mathcal{P}\), we denote by \(k-P\) (e.g., \(k-MVC\)) the parameterized variant of the problem. We use \(k-P\) to denote all these problems. We note that all nodes know \(k\) when the algorithm starts and that the result may not be the optimal solution to the problem.

**Definition 5.** An algorithm for a minimization (respectively, maximization) problem \(k-P\) must find a solution of size at most (respectively, at least) \(k\) if such exists. If no such solution exists then all nodes must report so when the algorithm terminates.

We now generalize our definition to account for randomized and approximation algorithm.
Definition 6. For \( \alpha \geq 1 \), an \( \alpha \)-approximation algorithm for a minimization (respectively, maximization) problem \( k-P \) must find a solution of size at most \( ok \) (respectively, at least \( k/\alpha \)) if a solution of size \( k \) exists. Otherwise, all nodes must report that no \( k \)-sized solution exists.

Definition 7. Given \( \delta \geq 0 \) and \( \alpha \geq 1 \), an \( \alpha \)-approximation Monte Carlo algorithm for a problem \( k-P \) terminates with an \( \alpha \)-approximate solution to \( k-P \) with probability at least \( 1 - \delta \).

We now define the notion of Diameter-Lower-Bounded (DLB) problems. Intuitively, this class contains all problems whose optimal solution size is \( \Omega(D) \), which allows efficient algorithms for their parameterized variants. For example, DLB includes MVC, MaxIS, MaxM, MDS, and MEDS, but not MFVS and MFES. Roughly speaking, these problems admit efficient LOCAL parameterized algorithms as the parameter limits the radius that each node needs to see for solving the problem.

Definition 8. An optimization problem \( P \) is in DLB if for any input graph \( G \) of diameter \( D \), the size of an optimal solution to \( P \) is of size \( \Omega(D) \).

Lower Bounds

In this section, we present lower bounds for a large family of classical distributed graph problems. In appendix 3, we generalize the results to randomized algorithms, present additional lower bounds, and show that how classic bounds translate to the parameterized problems.

Here, we provide a construction that implies lower bounds for approximating all problems in \( \mathcal{P} \). Our lower bounds dictate that any algorithm that computes a \((1 + \epsilon)\)-approximation, for \( \epsilon = \Omega(1/n) \), requires at least \( \Omega(\epsilon^{-1}) \) rounds in the LOCAL model, even for randomized algorithms. We note that for all of these problems, no known lower bounds \([22,24]\) imply superlogarithmic lower bound (which we can get, e.g., for \( \epsilon = n^{-2/3} \) was known for approximations. Further, for some problems, such as MaxM, no such lower bound is known even for exact solutions in the CONGEST model.

We then generalize our approach and show that even in the parameterized variants of the problems (where the optimal solution is bounded by \( k \)), \( \Omega(\epsilon^{-1}) \) rounds are needed for an arbitrarily large graphs (where \( n \gg k \)). Our approach is based on the observation that for any \( x \)-round algorithm, there exists an input graph of many distinct \( \Theta(x) \)-long paths, such that the algorithm has an additive error on each of the paths, which accumulates over all paths in the construction. Intuitively, we show that for any set of \( n \) node identifiers and any algorithm that takes \( o(\epsilon^{-1}) \) rounds, it is possible to assign identifiers to nodes such that the approximation ratio would be larger than \( 1 + \epsilon \). Our goal in this section is to prove the following theorem.

Theorem 9. For any \( \epsilon = \Omega(1/n) \) and \( \delta < 1/2 - \text{EXP}(-\Omega(n)) \), any Monte-Carlo LOCAL algorithm that computes a \((1 + \epsilon)\)-multiplicative approximation with probability at least \( 1 - \delta \) for a problem \( P \in \{ \text{MVC}, \text{MaxM}, \text{MaxIS}, \text{MDS}, \text{MEDS}, \text{Max-DiCut}, \text{Max-Cut}, \text{MFVS}, \text{MFES} \} \) requires \( \Omega(\epsilon^{-1}) \) rounds.

3.1 Basic Construction

We start with lower bounds for the non-parameterized variants of the problems, where the optimal solution may be of size \( \Theta(n) \). For integer parameters \( r, \ell > 10 \), the graph

\[
G_{r, \ell} = (\{v_0\} \cup \{v_{i,j} \mid i \in [r] \wedge j \in [\ell + 1]\}, \{\{v_0, v_{i,0} \mid i \in [r]\} \cup \{\{v_{i,j}, v_{i,j+1} \mid i \in [r], j \in [\ell]\}\})
\]

consists of \( r \) disjoint paths of length \( \ell \), whose initial nodes are connected to a central vertex \( v_0 \). We also consider the digraph \( \bar{G}_{r, \ell} \) in which each edge is oriented away from \( v_0 \); i.e.,

\[
\bar{G}_{r, \ell} = (\{v_0\} \cup \{v_{i,j} \mid i \in [r], j \in [\ell + 1]\}, \{(v_0, v_{i,0} \mid i \in [r]\} \cup \{\{v_{i,j}, v_{i,j+1} \mid i \in [r], j \in [\ell]\})
\]
We present our construction in Figure 1. \( G_{r,\ell} \) has \( n = r(\ell + 1) + 1 \) vertices and a diameter (as \( r > 1 \)) of \( 2\ell \). Observe that the optimal solutions of MVC, MaxM, MaxIS, MDS, and MEDS on \( G_{r,\ell} \) (for \( r, \ell \geq 3 \)) have values of \( \Theta(\ell r) = \Theta(n) \). For every path \( i \in [r] \), let \( A_i = \langle v_{i,0}, \ldots, v_{i,\ell-2} \rangle \) and \( B_i = \langle v_{i,0}, \ldots, v_{i,\ell-1} \rangle \) denote the longest odd and even length subpaths that do not include \( v_0 \) and \( v_{i,\ell} \). Given a path \( P \) of vertices with assigned identifiers, we denote by \( P^R \) a reversal in the order of identifiers. For example, if the identifiers assigned to \( A_0 \) were \( \langle 0, \ldots, \ell - 2 \rangle \), then those of \( A_0^R \) would be \( \langle \ell - 2, \ell - 3, \ldots, 0 \rangle \). This reversal of identifiers along a path plays a crucial role in our lower bounds. Intuitively, if the number of rounds is less than \( \ell/2 - 3 \) and we reverse \( A_i \) or \( B_i \), the output of the middle vertices would change to reflect the mirror image they observe. We show that this implies that on either the original identifier assignment or its reversal, the algorithm must find a sub-optimal solution to the \( i \)’th path (where the choice of whether to flip \( A_i \) or \( B_i \) depends if the output is a vertex set or edge set). In turn, this would sum up to a solution that is far from the optimum by at least an \( r \)-additive factor. As the optimal solution is of size \( \Theta(\ell r) \), this implies a multiplicative error of \( 1 + \Theta(\ell r) = 1 + 1/\ell \).

We show that for arbitrarily large graphs with an optimal solution of size \( \Theta(n) \), any \( x \)-round algorithm must have an additive error of \( \Omega(n/x) \).

Lemma 10. Let \( x, r \in \mathbb{N}^+ \) be integers larger than 10, and let \( \mathcal{I} \) be a set of \( n = (2x + 4)\ell + 1 \) node identifiers. For any deterministic LOCAL algorithm for MVC, MaxM, MaxIS, MDS, Max-DiCut that terminates in \( x \) rounds on \( G_{r,2x+3} \), there exists an assignment of vertex identifiers for which the algorithm has an additive error of \( \Omega(n/x) \).

Proof. First, let us characterize the optimal solutions for each of the problems on \( G_{r,2x+3} \) (or \( G_{r,2x+3} \) for Max-DiCut). For simplicity of presentation, we assume that \( \mathcal{I} = [n] \) and \( (x \mod 6) = 0 \) although the result holds for any \( \mathcal{I} \) and \( x \). We have

\[
\begin{align*}
OPT_{MVC} &= \{v_{i,2j} \mid i \in [r], j \in [x+2]\}, \\
OPT_{MM} &= \{\{v_{i,2j}, v_{i,2j+1}\} \mid i \in [r], j \in [x+2]\}, \\
OPT_{MaxIS} &= OPT_{Max-Cut} = OPT_{Max-DiCut} = \{v_0\} \cup \{v_{i,2j+1} \mid i \in [r], j \in [x+2]\}, \\
OPT_{MDS} &= \{v_{i,3j} \mid i \in [r], j \in [2x/3+1]\}, \\
OPT_{MEDS} &= \{\{v_0, v_{i,0}\} \mid i \in [r]\} \cup \{\{v_{i,3j+2}, v_{i,3j+3}\} \mid i \in [r], j \in [2x/3]\}.
\end{align*}
\]

\(^4\) For Max-Cut, the complement solution \( V \setminus \{v_0\} \cup \{v_{i,2j+1} \mid i \in [r], j \in [x+2]\} \) is also optimal, but the correctness would follow from similar arguments.

\(^5\) Each edge of the form \( \{v_0, v_{i,0}\} \) (for \( i \in [r] \)) may each be replaced by the \( \{v_0, v_{i,1}\} \) edge. Unlike the other problems, the optimal solution here is not unique, but this does not affect the proof.
For example, this means that the only optimal solution to MVC picks all vertices whose distance from \( v_0 \) is odd. Next, consider a path \( i \in [r] \) and consider the case where every vertex \( v_{i,j} \) has identifier \((2x + 4)i + j\). From the point of view of the node with identifier \((2x + 4)i + x\) (which is \( v_{i,x} \) in this assignment), in its \( x \)-hop neighborhood it has nodes with identifiers \((2x + 4)i, (2x + 4)i + 1, \ldots, (2x + 4)i + x - 1\) on one port (side) and identifiers \((2x + 4)i + x + 1, (2x + 4)i + x + 2, \ldots, (2x + 4)i + 2x + 2\) on the other. On the other hand, if we reverse \( A_i \) (i.e., assign \( v_{i,j} \in A_i \) with identifier \((2x + 4)i + 2x + 1 - j\)), the view of \( v_{i,x} \) remains exactly the same. That is, the node observes the exact same topology and vertex identifiers in both cases. Since the algorithm is deterministic, the output of \((2x + 4)i + x\) must remain the same for both identifier assignments, even though now it is placed in \( v_{i,x+1} \)!

Similarly, reversing \( A_i \) would mean that the node with identifier \((2x + 4)i + x + 1\) (which changes places from \( v_{i,x+1} \) to \( v_{i,x} \) after the reversal) also provides the same output in both cases. Therefore, reversing \( A_i \) would switch the outputs of \( v_{i,x+1} \) and \( v_{i,x} \). This implies that the output of the algorithm is suboptimal for either \( A_i \) or \( A_i^R \) for MVC, MaxM, MaxIS, Max-Cut, and Max-DiCut. We illustrate this reversal on path 0 in Figure 2. Repeating this argument for \( B_i \), we get that its reversal would switch the outputs of \( v_{i,x} \) and \( v_{i,x+2} \), making the algorithm err in MDS (as \( v_{i,x} \) is in the optimal cover while \( v_{i,x+2} \) is not).

For MEDS, every \( u,v \) that share an edge must agree whether it is in the solution or not. In an optimal solution the edge \( \{v_{i,x}, v_{i,x+1}\} \) must be in the dominating set while \( \{v_{i,x+1}, v_{i,x+2}\} \) must not. However, by reversing \( B_i \), the identifiers of \( v_{i,x} \) and \( v_{i,x+2} \) switch, changing edge added from \( \{v_{i,x}, v_{i,x+1}\} \) to \( \{v_{i,x+1}, v_{i,x+2}\} \) or vice versa, implying an error for \( B_i \) or \( B_i^R \).

As we showed that there exists an identifier assignment that “fools” the algorithm on every path \( i \in [r] \), we conclude that the algorithm has an additive error of at least \( r = (n - 1)/(2x + 4) = \Omega(n/x) \). ▶

Lower bounds for MFVS and MFES follow from the reduction to MVC which is presented in the full version [7]. Since the optimal solution to all problems on \( G_{r,2x+4} \) is of size \( \Theta(n) \), we have that the algorithms have an approximation ratio of \( 1 + \Theta((n/x)/n) = 1 + \Theta(1/x) \). Plugging \( \epsilon = \Theta(1/x) \) we conclude the following.

▶ Corollary 11. For any \( \epsilon = \Omega(1/n) \), any deterministic LOCAL algorithm that computes a \((1 + \epsilon)\)-multiplicative approximation for any \( P \in \mathcal{P} \) requires \( \Omega(\epsilon^{-1}) \) rounds.

![Figure 2](https://via.placeholder.com/150)

**Figure 2** Before the reversal (in \( A_0 \)), vertices \( v_{0,x} \) and \( v_{0,x+1} \) have identifiers \( x \) and \( x + 1 \). When reversing \( A_0 \), the vertices switch identifiers and must switch their output. That is, \( out_A(v_{0,x}) = out_A(v_{0,x+1}) \) and \( out_A(v_{0,x+1}) = out_A(v_{0,x}) \) in any algorithm that takes fewer than \( x \) communication rounds.
4 Upper Bound Warmup – Parameterized Diameter Approximation

In this section, we illustrate the concept of parameterized algorithms with the classic problem of diameter approximation. This procedure will also play an important role in all our algorithms. Computing the exact diameter of a graph in the CONGEST model is costly. Specifically, it is known that computing a \((3/2 - \epsilon)\)-approximation of the diameter, or even distinguishing between diameter 3 or 4, requires \(\tilde{\Omega}(n)\) CONGEST rounds\(^6\) [1, 8, 16, 23]. Computing a 2-approximation for the diameter is straightforward in \(O(D)\) rounds, by finding the depth of any shortest paths tree. However, we wish to devise algorithms whose round complexity is bounded by some function \(f(k)\), even if no solution of size \(k\) exists. Therefore, we now show that it is possible to compute a 2-approximation for the parameterized version of the diameter computation problem.

\textbf{Theorem 12.} There exists an \(O(k)\) rounds deterministic algorithm in the CONGEST model that terminates with all vertices outputting \textsc{small} if the diameter is bounded by \(k\), and \textsc{large} if the diameter is larger than \(2k\). If the diameter is between \(k + 1\) and \(2k\), the vertices answer unanimously, but may return either \textsc{small} or \textsc{large}.

\textbf{Proof.} Our algorithm starts with \(k\) rounds, such that in every round each vertex broadcasts the minimal identifier it has learned about (initially its own identifier). After this stage terminates, each vertex \(v\) has learned the minimal identifier \(x_v\) in its \(k\)-hop neighborhood.

Next follows \(2k + 1\) rounds such that in each round each vertex \(v\) broadcasts \(y_v\) and \(z_v\), which are the minimal and maximal \(x_u\) identifier it has seen so far. That is, we start with \(y_v = z_v = x_v\) and at each round we set \(y_v \leftarrow \min\{y_v, \min\{y_u \mid u \in N(v)\}\}\) and \(z_v \leftarrow \max\{z_v, \max\{z_u \mid u \in N(v)\}\}\). When this ends, each vertex returns \textsc{small} if \(y_v = z_v\) and \textsc{large} otherwise. Clearly, the entire execution takes \(O(k)\) rounds.

For correctness, observe that if the diameter is bounded by \(k\) then all \(x_v\)’s are identical to the globally minimal identifier. Next, assume that the diameter is at least \(2k + 1\), and fix some vertex \(v\). This means that there exist a vertex \(u\) whose distance is exactly \(k + 1\) with respect to \(x_v\), and thus at most \(2k + 1\) from \(v\). Since the first stage of the algorithm runs for \(k\) rounds, we have that \(x_u \neq x_v\). Therefore, after \(k + 1\) rounds of the second stage we have that \(y_{x_v} \neq z_{x_v}\), and after additional \(k\) rounds \(y_v \neq z_v\) and thus \(v\) outputs \textsc{large}. Finally, if the diameter is between \(k + 1\) and \(2k\), then all vertices have the same \(y_v\) and \(z_v\) values and thus answer unanimously. \(\square\)

5 Parameterized Problems Upper Bounds

5.1 LOCAL Algorithms

Our first result is for diameter lower bounded problem in the LOCAL model. We show that any minimization problem \(k\)-\textsc{P} \(\in\) \(\text{DLB}\) can be solved in \(O(k)\) LOCAL rounds. To that end, we first use Theorem 12 to check whether the diameter is at most \(ck\), or at least \(2ck\), where \(c\) is a constant such that a diameter of at least \(ck\) implies that no solution of size \(k\) exists. If the diameter is larger than \(2ck\), the algorithm terminates and reports that no \(k\)-sized solution exists. Otherwise, we collect the entire graph at a leader vertex \(v\) which computes the optimal solution. If the solution is of size at most \(k\), \(v\) sends it to all vertices. If no solution of size \(k\) exists, \(v\) notifies the other vertices.

\(^6\) Where \(\tilde{\Omega}(n)\) hides factors polylogarithmic in \(n\).
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The above approach does not necessarily work for maximization problems as the existence of a $k$-sized solution does not imply a bounded diameter. Nevertheless, we now show that $k$-MaxM and $k$-MaxIS have $O(k)$ rounds algorithms. For this, we first check whether the diameter is at most $2k$ or at least $4k$. If the diameter is small, we can still collect the graph and solve the problem locally. Otherwise, we use the fact that any maximal matching or Independent Set in a graph with a diameter larger than $2k$ must be of size at least $k$. Since the maximal matching or independent set may be too large, we run just $k$ iterations of extending the solution. For $k$-MaxM, at each iteration, any edge that neither of its endpoints is matched and that is a local minimum (with respect to the identifiers of its endpoints) joins the matching. We are guaranteed that the matching grows by at least a single edge at each round and thus after $k$ iterations the algorithm terminates. Similarly, for $k$-MaxIS, at each iteration, every vertex that neither of its endpoints is in the independent set and is a local minimum enters the set. We summarize this in the following theorem.

**Theorem 13.** There exist $O(k)$ rounds LOCAL algorithms for $k$-MaxM, $k$-MaxIS, and any minimization problem $k$-$P$ for $P \in \text{DLB}$.

### 5.2 CONGEST algorithms for $k$-MVC

Here we state our results for $k$-MVC in the CONGEST model. Our first algorithm is deterministic and aims to solve the exact variant of $k$-MVC. Intuitively, it works in two phases; first, it checks that the diameter is $O(k)$, if not the algorithm rejects. Knowing that the diameter is bounded by $O(k)$, we proceed by calculating a solution assuming there exists a solution of size at most $k$. If this assumption holds, we are guaranteed to find such a solution. We run the above for just enough rounds to guarantee that if a $k$-sized solution exists we will find such a solution. Finally, we check that the size of the solution returned by the algorithm is indeed bounded by $k$.

We first show a procedure that solves the problem if a solution of size $k$ exists. If no such solution exists, this procedure may not terminate in time or compute a cover larger than $k$.

**Lemma 14.** There exists a deterministic algorithm that if a $k$-sized cover exists: (1) terminates in $O(k^2)$ CONGEST rounds and (2) finds such a cover.

**Proof.** Given that there exists a $k$-sized cover, the diameter of the graph is bounded by $2k$. Therefore, we can compute a unique leader and a BFS tree rooted at that leader in $O(k)$ rounds. Our first observation is that every vertex with a degree larger than $k$ must be in any $k$-sized cover. Thus, every such vertex immediately goes into the cover and gets removed together with all of its adjacent edges. If a vertex has degree 0, it terminates (without entering the cover). Denote the remaining graph by $G' = (V', E')$.

For our analysis, let us fix some vertex cover $X \subseteq V' \cup X'$ of size $k$ and denote the remaining vertices by $A = V' \setminus X$. We note that the set $A$ is an independent set. Thus, all edges in the graph are either between vertices in $X$ or between $A$ and $X$. We note that $|X| \leq k$, and now we aim to bound the number of remaining edges. We now show that $|E'| \leq k^2$.

As all vertices with degrees greater than $k$ have been added to the cover and removed, all remaining vertices have a degree of at most $k$. Because all remaining edges in the graph are of the form $(x, v) \in E'$, $x \in X$, $v \in A$ or $(u, v) \in E'$, $u, v \in A$, we may immediately bound the number of remaining edges, $|E'| \leq k^2$. We now can just learn the entire graph in time $O(|E'| + |D|) = O(|E'|) = O(k^2)$ using pipelining. The leader vertex computes the optimal cover for $G'$ and notifies all vertices in $G'$ whether they should join it.
Theorem 15. There exists a deterministic algorithm for $k$-MVC that terminates in $O(k^2 \log n)$ rounds.

Proof. Our algorithm first uses Theorem 12 to estimate the diameter. Specifically, we first apply it for $k' = 2k$. If the vertices report LARGE, we follow the same approach as in the algorithm in the LOCAL model and reject. Otherwise, we proceed knowing the diameter is bounded by $4k$. For the case the diameter is bounded we can compute a unique leader and a BFS tree rooted at that leader in $O(k)$ rounds.

Let $c = O(1)$ such that the algorithm provided in Lemma 14 is guaranteed to terminate in $ck^2$ rounds for any graph $G$ with a cover of size $k$. We run the algorithm for $ck^2$ rounds; if the procedure did not terminate, all vertices report that no $k$-sized cover exists. Finally, we count the number of nodes in the cover using the BFS tree and verify that indeed the resulting cover is of size $\log_2 \frac{\varepsilon}{2 + \delta} \log (2 + \delta)$, where $\delta$ is the approximation guarantee of the algorithm of [5] which runs in $O(\log \Delta/\log \log \Delta + \log \varepsilon^{-1} \log \varepsilon^{-1} \log \varepsilon^{-1} \log \Delta/\log^2 \log \Delta)$ and achieves a $(2 + \varepsilon)$-approximation. This immediately results in a deterministic $O(\log k/\log \log k + \log \varepsilon^{-1} \log \varepsilon^{-1} \log k/\log^2 \log k)$-round $(2 + \varepsilon)$-approximation algorithm in the CONGEST model. Further, since there exists a cover of size $OPT \leq k$, setting $\varepsilon = 1/(k+1)$ implies that the resulting cover is of size $[OPT(2+\varepsilon)] \leq 2OPT + \lfloor k/(k+1) \rfloor = 2OPT$. Thus, we conclude that

A Randomized Algorithm. While we show a deterministic LOCAL algorithm for $k$-MVC that is optimal even if randomization is allowed, we have a gap of $\Theta(\min(\ell, \log k \log n))$ in our CONGEST round complexity. We now present a randomized algorithm with a $O\left(k + \frac{k^2 \log k}{\log n}\right)$ round complexity, thereby reducing the gap to $O(\log^2 k)$. This is achieved by the observation that while node identifiers are of length $\Theta(\log n)$, we can replace each node identifier with an $O(\log k)$-bit fingerprint. If there exists a cover of size $k$, there are at most $k + k^2 \leq 2k^2$ vertices in $G'$ (after our reduction rule), and we can use $(b = (c+4) \log k + 1)$-bit fingerprints, for some $c > 0$, and get that the probability of collision (that two vertices have the same fingerprint) is at most $(\frac{2^k}{2})^{2^{-b}} < k^d 2^{-b+1} - k^{-c}$. Next, we run our deterministic algorithm, where each vertex considers its fingerprint as an identifier. Observe that since $|E'| \leq k^2$ and each edge encoding now requires $O(\log k)$ bits (for $c = O(1)$), the overall amount of bits sent to the leader is $O(|E'| \log k) = O(k^2 \log k)$. Since the diameter of the graph is $O(k)$, and $O(\log n)$ bits may be transmitted on every round on each edge, we use pipelining to get the round complexity in Theorem 16. Note that we only use fingerprints for the part of the algorithm which requires time quadratic in $k$. That is, checking the size of the diameter and validating the size of the solution are still done using the original identifiers.

Finally, if no cover of size $k$ exists, we may have more than $2k^2$ vertices in $G'$ and may get fingerprint collisions. Nevertheless, when using the BFS tree to send the (fingerprinted) identifiers to the leader, we can identify that such a collision happened and the leader can notify all vertices to report that no $k$-sized cover exists.

Theorem 16. For any $\delta = k^{-O(1)}$, there exists a randomized algorithm for $k$-MVC that terminates in $O\left(k + \frac{k^2 \log k}{\log n}\right)$ rounds, while being correct with probability at least $1 - \delta$.

Approximations. As we may add all nodes of degree more than $k$ to the cover, this bounds $\Delta$, the maximum degree in the remaining graph, by $k$. We can now apply the algorithm of [5] which runs in $O(\log \Delta/\log \log \Delta + \log \varepsilon^{-1} \log \Delta/\log^2 \log \Delta)$ and achieves a $(2 + \varepsilon)$-approximation. This immediately results in a deterministic $O(\log k/\log \log k + \log \varepsilon^{-1} \log \varepsilon^{-1} \log k/\log^2 \log k)$-round $(2 + \varepsilon)$-approximation algorithm in the CONGEST model. Further, since there exists a cover of size $OPT \leq k$, setting $\varepsilon = 1/(k+1)$ implies that the resulting cover is of size $[OPT(2+\varepsilon)] \leq 2OPT + \lfloor k/(k+1) \rfloor = 2OPT$. Thus, we conclude that
our algorithm computes a 2-approximation for the problem in \( O(\log^2 k / \log^2 \log k) \) rounds. Unfortunately, while this succeeds if there indeed exists a solution of size \( k \), validating the size of the solution takes \( O(k) \) rounds.

We now expand the discussion and propose an algorithm that computes a \((2 - \epsilon)\)-approximation. For \( \epsilon = o(1) \), this gives a better round complexity than our exact algorithm, while for \( \epsilon = O(1/\sqrt{k}) \) it improves the approximation ratio of the above 2-approximation while still terminating in \( O(k) \) rounds. In the full version [7], we use this algorithm to derive the first \((2 - \epsilon)\)-approximation algorithm for the (non-parametric) MVC problem that runs in \( o(n^2) \) rounds.

\[ \begin{align*}
\text{Theorem 17.} \forall \epsilon \in [1/k, 1], \text{ there exists a deterministic CONGEST algorithm for } k-\text{MVC that computes a } (2 - \epsilon)\text{-approximation in } O \left( k + (k\epsilon)^2 \right) \text{ rounds. For any } \delta = (k\epsilon)^{-O(1)}, \text{ there also exists a randomized algorithm that terminates in } O \left( k + \frac{(k\epsilon)^2 \log(k\epsilon)}{\log n} \right) \text{ rounds and errs with probability } \leq \delta. 
\end{align*} \]

\[ \text{Proof.} \text{ We utilize the framework of Fidelity Preserving Transformations [14]. Intuitively, if there exists a vertex cover of size } k \text{ in the original graph, and we remove two vertices } u, v \text{ that share an edge, then the new graph must have a cover of size at most } k - 1. \text{ This allows us to reduce the parameter at the cost of introducing error (we add both } u \text{ and } v \text{ to the cover, while an optimal solution may only include one of them). This process is called } (1, 1)\text{-reduction step} \text{ as it reduces the parameter by } 1 \text{ and increases the size of the cover (compared with an optimal solution) by at most } 1. \text{ Roughly speaking, we repeat the process until the parameter reduces to } k\epsilon, \text{ at which point we run an exact algorithm on the remaining graph.} 
\]

[14] proved that for any } \alpha \leq 2, \text{ repeating a } (1, 1)\text{-reduction step until the parameter reduces to } k(2 - \alpha) \text{ allows computing an } \alpha\text{-approximation by finding an exact solution to the resulting subgraph and adding all vertices that have an edge that was reduced in the process. For our purpose, we set } \alpha = 2 - \epsilon; \text{ thus, the exact algorithms only need to find a cover of size } k\epsilon. \text{ Our algorithm begins by checking the diameter is } O(k) \text{ and finding a leader vertex } v. \text{ This is doable in } O(k) \text{ rounds as having a vertex cover of size } k \text{ guarantees that the diameter is } O(k). \text{ We proceed with applying the } (1, 1)\text{-reduction steps. To that end, we compute a maximal matching } M \text{ and send it to } v, \text{ which requires } O(k) \text{ rounds. If } |M| \leq k(1 - \epsilon), v \text{ instructs all matched vertices to enter the cover, and the algorithm terminates with a solution of size at most } 2k(1 - \epsilon) < k(2 - \epsilon), \text{ as needed. If } |M| > k(1 - \epsilon), \text{ the leader selects an arbitrary submatching } M' \subset M \text{ of size } k(1 - \epsilon) \text{ and the reduction rules are simultaneously applied for every } e \in M'. \text{ The remaining graph has a cover of size at most } k\epsilon, \text{ at which point we apply the exact algorithms. Finally, we validate the size of the solution as in the above algorithms. By Theorems 15 and 16, we establish the correctness and runtime of our algorithms.} \]

\[ \begin{align*}
5.3 \text{ CONGEST algorithms for } k-\text{MaxM} 
\end{align*} \]

In the full version [7], we present deterministic and randomized upper bounds for the exact and approximate variants of the \( k-\text{MaxM} \) matching problem. Our exact algorithm first checks that the diameter is \( O(k) \) and then uses a leader node to iteratively compute augmenting paths which extend the matching until it becomes of size \( k \). Our approximations are derived from the Fidelity Preserving Transformations framework [14] and leverage the fact that a maximal matching (or a matching of size \( k \)) can be found in \( O(k) \) rounds. We then sends the maximal matching to a leader node which arbitrarily selects a \((k/2 - O(k\epsilon))\)-sized submatching and sends it to all nodes which then find the exact maximum matching on the residual graph.
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Abstract

A new spanner construction algorithm is presented, working under the LOCAL model with unique edge IDs. Given an n-node communication graph, a spanner with a constant stretch and \( O(n^{1+\epsilon}) \) edges (for an arbitrarily small constant \( \epsilon > 0 \)) is constructed in a constant number of rounds sending \( O(n^{1+\epsilon}) \) messages whp. Consequently, we conclude that every \( t \)-round LOCAL algorithm can be transformed into an \( O(t) \)-round LOCAL algorithm that sends \( O(t \cdot n^{1+\epsilon}) \) messages whp. This improves upon all previous message-reduction schemes for LOCAL algorithms that incur a \( \log^{O(1)} n \) blow-up of the round complexity.
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1 Introduction

What is the minimum number of messages that must be sent by distributed graph algorithm for solving a certain task? Is there a tradeoff between the message and time complexities of such algorithms? How do the message complexity bounds depend on the exact model assumptions? These questions are among the most fundamental ones in distributed computing with a vast body of literature dedicated to their resolution.

A graph theoretic concept that plays a key role in this regard is that of spanners. Introduced by Peleg and Ullman [33] (see also [32]), an \( \alpha \)-spanner, or a spanner with stretch bound \( \alpha \), of a connected graph \( G = (V, E) \) is a (spanning) subgraph \( H = (V, S) \) of \( G \) where...
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the distance between any two vertices is at most $\alpha$ times their distance in $G$. More general spanners, called $(\alpha, \beta)$-spanners, are also considered, where the spanner distance between any two nodes is at most $\alpha$ times their distance in $G$ plus an additive $\beta$-term ([17]).

Sparse low stretch spanners are known to provide the means to save on message complexity in the LOCAL model [27,31] without a significant increase in the round complexity. This can be done via the following classic simulation technique: Given an $n$-node communication graph $G = (V,E)$ and a LOCAL algorithm $A$ whose run $A(G)$ on $G$ takes $t$ rounds, (1) construct an $\alpha$-spanner $H = (V,S)$ of $G$; and (2) simulate each communication round of $A(G)$ by $\alpha$ communication rounds in $H$ so that a message sent over the edge $(u,v) \in E$ under $A(G)$ is now sent over a $(u,v)$-path of length at most $\alpha$ in $H$. The crux of this approach is that the simulating algorithm executed in stage (2) runs for $\alpha t$ rounds and sends at most $2\alpha t \cdot |S|$ messages. Therefore, if $\alpha$ and $|S|$ are “small”, then the simulating algorithm incurs “good” round and message bounds. In particular, the performance of the simulating algorithm does not depend on the number $|E|$ of edges in the underlying graph $G$.

What about the performance of the spanner construction in the “preprocessing” stage (1) though? A common thread among distributed spanner construction algorithms is that they all send $\Omega(|E|)$ messages when running on graph $G = (V,E)$. Consequently, accounting for the messages sent during this preprocessing stage, the overall message complexity of the aforementioned simulation technique includes a seemingly inherent $\Omega(|E|)$ term. The following research question that lies at the heart of distributed message reduction schemes is therefore left open.

**Question 1.** Given a LOCAL algorithm $A$ whose run $A(G)$ on $G$ takes $t$ rounds, is it possible to simulate $A(G)$ in $O(t)$ rounds while sending only $O(n^{1+\varepsilon})$ messages for an arbitrarily small constant $\varepsilon > 0$, irrespective of the number $|E|$ of edges in $G$?

This question would be resolved on the affirmative if one could design a LOCAL algorithm that constructs an $\alpha$-spanner $H = (V,S)$ of $G$ with stretch $\alpha = O(1)$ and $|S| = O(n^{1+\varepsilon})$ edges in $O(1)$ rounds sending $O(n^{1+\varepsilon})$ messages. Despite the vast amount of literature on distributed spanner construction algorithms [5,9–11,14,16,18,35], it is still unclear if such a LOCAL spanner construction algorithm exists.

Some progress towards the positive resolution of Question 1 has been obtained by Censor-Hillel et al. [8] and Haeupler [22] who introduced techniques for simulating LOCAL algorithms by gossip processes. Using this approach, one can transform any $t$-round LOCAL algorithm into a LOCAL algorithm that runs in $O(t \log n + \log^2 n)$ rounds while sending $n$ messages per round [22]. This transformation provides a dramatic message complexity improvement if one is willing to accept algorithms that run for $\log^{O(1)} n$ many rounds, e.g., if the the bound $t$ on the round complexity of the original algorithm is already in the $\log^{O(1)} n$ range. However, if $t = \log^{o(1)} n$, then the gossip based message reduction scheme of [8,22] significantly increases the round complexity and this increase seems to be inherent to that technique.

### 1.1 Definitions and Results

Throughout, we consider a communication network represented by a connected unweighted undirected graph $G = (V,E)$ and denote $n = |V|$. The nodes of $G$ participate in a distributed algorithm under the (fully synchronous) LOCAL model [27,31] with the following two model
complexity is $\tilde{O}(\cdot)$ for any one of the following pairs of time and message complexities:

- $|S| = O(n^{1+1/(2^k+1)-1})$ such that $H = (V, S)$ is an $O(3^k)$-spanner of $G$ whp.

By setting the parameters $k$ and $\varepsilon$ so that $1/(2^k+1) = 1/h = \varepsilon/2$ for an arbitrarily small constant $\varepsilon > 0$ and utilizing the aforementioned spanner based simulation technique, we obtain a message-reduction scheme that transforms any LOCAL algorithm $A$ whose run on $G$ takes $t$ rounds into a (randomized) LOCAL algorithm that runs in $O(t)$ rounds and sends $\tilde{O}(tn^{1+\varepsilon})$ messages whp. This resolves Question 1 on the affirmative provided that one is willing to tolerate a $1/poly(n)$ error probability. In fact, we can improve the message reduction scheme even further via the following two-stage process: first, use the $\alpha'$-spanner $H = (V, S)$ constructed by $\text{Sampler}$ to simulate the run on $G$ of some off-the-shelf LOCAL algorithm that constructs an $\alpha'$-spanner $H' = (V, S')$ with a better tradeoff between $\alpha'$ and $|S'|$; then, use $H'$ to simulate the run of $A$ on $G$. In Section 6, we show that with the right choice of parameters, this two-stage process leads to the following theorem.

Theorem 3. Every distributed task solvable by a $t$-round LOCAL algorithm can be solved with any one of the following pairs of time and message complexities:

- $\tilde{O}(tn^{1+2/(2^k+1)-1})$ message complexity and $O(3^k t + 6^\gamma t)$ round complexity for any $1 \leq \gamma \leq \log \log n$,
- $\tilde{O}(tn^{1+O(1/\log t)})$ message complexity and $O(t)$ round complexity.

1.2 Related Work and Discussion

Model Assumptions

The current paper considers the fully synchronous message passing LOCAL model [27,31] that ignores the message size and focuses only on locality considerations. This model has been studied extensively (at least) since the seminal paper of Linial [27], with special attention to the question of what can be computed efficiently, including some recent interesting developments, see, e.g., the survey in [20, Section 1]. The more restrictive CONGEST model [31], where message size is bounded (typically to $O(\log n)$ bits), has also been extensively studied.

Many variants of the LOCAL model have been addressed over the years, distinguished from each other by the exact model assumptions, the most common such assumptions being unique node IDs and knowledge of $n$. Another important distinction addresses the exact knowledge held by any node $v$ regarding its incident edges when the execution commences.

---

2 Alternatively, the algorithm can run under the rather common $\text{KT}_1$ model variant [3], where the nodes are associated with unique IDs and each node knows the ID of the other endpoint of each one of its incident edges; see the discussion in Section 1.2.

3 We say that an event occurs with high probability, abbreviated by whp, if the probability that it does not occur is at most $n^{-c}$ for an arbitrarily large constant $c$.

4 The asymptotic notation $\tilde{O}(\cdot)$ may hide $\log^{O(1)} n$ factors.
Two common choices in this regard are the $KT_0$ variant, where $v$ knows only its own degree, and the $KT_1$ variant, where $v$ knows the ID of $e$'s other endpoint for each incident edge $e$ [3]. The authors of [3] advocate $KT_1$, arguing that it is the more natural among the two model variants, but papers have been published about each of them.

In the current paper, it is assumed that each edge $(u, v) \in E$ is equipped with a unique ID, known to both $u$ and $v$. In general, this assumption lies (strictly) between the $KT_0$ and $KT_1$ model variants. Note that the unique edge IDs assumption is no longer weaker than the $KT_1$ assumption when the communication graph admits parallel edges. However, our algorithm and analysis apply also to such graphs (assuming that $|E| \leq n^{O(1)}$) under either of the two assumptions.

**Message Complexity $o(|E|)$**

As discussed in Section 1.1, the main conceptual contribution of this paper is that on graphs with $m = |E| \gg n$ edges, many distributed tasks can now be solved by sending $o(m)$ messages while keeping the round complexity unharmed. The challenge of reducing the message complexity below $O(m)$ has already received significant attention. In particular, it has been proved in [25] that under the CONGEST $KT_0$ model, intensively studied global tasks, namely, distributed tasks that require $\Omega(D)$ rounds, where $D$ is the graph’s diameter (e.g., broadcasting, leader election, etc.), cannot be solved unless $\Omega(m)$ messages are sent (in the worst case).

This is no longer true under more relaxed models. For example, under the LOCAL $KT_1$ model, DFS and leader election can be solved by sending $O(n)$ and $O(n \log n)$ messages, respectively [24]. This implies similar savings in the number of messages required for most global tasks (trivially, by collecting all the information to the leader). Under the CONGEST $KT_1$ model, it has been recently proved that a minimum spanning tree can be constructed, sending $o(m)$ messages [19, 21, 23, 29].

Restricted graph classes have also been addressed in this regard. In particular, the authors of [26] proved that under the CONGEST $KT_0$ model, the message complexity of leader election is $O(\sqrt{n \log^2 n})$ whp in the complete graph and more generally, $O(\tau \sqrt{n \log^2 n})$ whp in graphs with mixing time $\tau(G)$.

**Spanners**

Graph spanners have been extensively studied and papers dealing with this fundamental graph theoretic object are too numerous to cite. Beyond the role that sparse spanners play in reducing the message complexity of distributed (particularly LOCAL) algorithms as discussed in Section 1.1, spanners have many applications in various different fields, some of the more relevant ones include synchronization [1, 33], routing [2, 34], and distance oracles [36].

Many existing distributed spanner algorithms have a node collect the topology of the graph up to a distance of some $r$ from itself [9, 12] or employ more sophisticated bounded diameter graph decomposition techniques involving the node’s neighborhood [13, 16, 18, 30] such as the techniques presented in [6, 15, 28]. This approach typically requires sending messages over every edge at distance at most $r$ from some subset of the nodes which leads to a large number of messages. Another approach to constructing sparse spanners in a distributed manner is to recursively grow local clusters [4, 5, 7, 10, 35]. Although this approach does not require the (explicit) exploration of multi-hop neighborhoods, the existing algorithms operating this way also admit large message complexity because too many nodes have to explore their 1-hop neighborhoods. Our algorithm Sampler is inspired by the algorithm of [5] and adheres to the latter approach, but it is designed in a way that drastically reduces the message complexity – see Section 1.3.
1.3 Techniques Overview

Algorithm **Sampler** employs **hierarchical node sampling**, where a sampled node \( u \) in level \( j \) of the hierarchy forms the **center** of a cluster that includes (some of) its non-sampled neighbors \( v \). An edge connecting \( u \) and \( v \) is added to the spanner. The clusters are then contracted into the nodes of the next level \( j + 1 \). Also added to the spanner are all incident edges of every non-center node that has no adjacent center.

This hierarchical node sampling is used also in the distributed spanner construction of Baswana and Sen [5] and similar recursive clustering techniques were used in other papers as well (see Section 1.2). Common to all these papers is that the centers in each level communicate directly with all their neighbors to facilitate the cluster forming task. As this leads inherently to \( \Omega(|E|) \) messages, we are forced to follow a different approach, also based on (a different) sampling process.

The first thing to notice in this regard is that it is enough for a non-center node \( v \) to find a single center \( u \) in its neighborhood, so perhaps there is no need for the center nodes to announce their status to all their neighbors? Indeed, we invoke an **edge sampling** process in the non-center nodes \( v \) that identifies a subset of \( v \)'s incident edges over which query messages are sent. Our analysis shows that (1) the number of query messages is small whp; (2) if \( v \) does have an adjacent center, then the edge sampling process finds such a center whp; and (3) if \( v \) does not have an adjacent center, then \( v \)'s degree is small; in this case, all its incident edges are queried and join the spanner whp.

However, this edge sampling idea by itself does not suffice: Note that the graph (in some level of the hierarchical construction) is constructed via cluster contraction (into a single node) in lower levels of the hierarchy. Hence this graph typically exhibits edge multiplicities (even if the original communication graph is simple). This means that some neighbors \( w \) of \( v \) may have many more (parallel) \((w,v)\)-edges than others. Informally, this can bias the probabilities for finding additional neighbors in the edge sampling process. The key idea in resolving this issue is to run the edge sampling process (in each level) in a carefully designed **iterative** fashion. Intuitively, the first iterations in each level “peels off” the neighbors to which a large fraction of \( v \)'s incident edges lead. This increases the probability of finding one of the rest of the neighbors in later iterations. Note that once \( v \) found a neighbor \( u \), node \( v \) can identify all \( v \)'s edges leading to \( u \) (and so “peel them off” from the next iterations), by having \( u \) report to \( v \) the IDs of all the edges touching \( u \).

1.4 Paper Organization

The rest of the paper is organized as follows. Following some preliminary definitions provided in Section 2, **Sampler** is presented in Section 3 and analyzed in Section 4. For clarity of the exposition, we first present **Sampler** as a centralized algorithm and then, in Section 5, explain how it can be implemented under the LOCAL model with the round and message complexities promised in Theorem 2. Section 6 describes how algorithm **Sampler** is used to obtain the message-reduction schemes we mentioned in the introduction. Finally, we conclude the paper in Section 7.

---

5 Some of these papers consider weighted communication graphs and as such, have to deal with other issues that are spared in the current paper.
2 Preliminaries

Consider some graph $G = (V,E)$. When convenient, we may denote the node set $V$ and edge set $E$ by $V(G)$ and $E(G)$, respectively. Unless stated otherwise, the graphs considered throughout this paper are undirected and not necessarily simple, namely, the edge set $E$ may include edge multiplicities (a.k.a. parallel edges). Given disjoint node subsets $U,U' \subseteq V$, let $E(U)$ denote the subset of edges with (exactly) one endpoint in $U$ and let $E(U,U') = E(U) \cap E(U')$ denote the subset of edges with one endpoint in $U$ and the other in $U'$. If $U = \{u\}$ and $U' = \{u'\}$ are singletons, then we may write $E(u)$ and $E(u,u')$ instead of $E(\{u\})$ and $E(\{u\},\{u'\})$, respectively (notice that $E(u,u')$ may contain multiple edges when $G$ is not a simple graph).

Let $C = \{C_1,\ldots,C_\ell\}$ be a collection of non-empty pairwise disjoint node subsets referred to as clusters of $G$. The cluster graph (cf. [31]) induced by $C$ on $G$, denoted by $G(C)$, is the undirected graph whose nodes are identified with the clusters in $C$, and the edges connecting nodes $C_i$ and $C_j$, $1 \leq i \neq j \leq \ell$, correspond to the edges crossing between clusters $C_i$ and $C_j$ in $G$, that is, the edges in $E(C_i,C_j)$. Observe that $G(C)$ may include edge multiplicities even if $G$ is a simple graph. We denote by $Ind_G(C)$ the subgraph of $G$ induced by $C$. When convenient, the term “cluster $C$ applies also to $Ind_G(C)$.” For $u,v \in V$, the distance between $u$ and $v$ in $G$ is denoted by $\text{dist}_G(u,v)$.

As stated in the introduction, the assumption about global parameters that each node knows an $O(1)$-approximate upper bound on $\log n$. For the sake of simplicity, we treat the algorithm as if each node knows the exact value of $\log n$, however, this is not essential.

3 Constructing an $O(3^k)$-Spanner

In the following argument, let $\delta = 1/(2^{k+1} - 1)$ and $\epsilon = 1/h$ for short. Denote the simple graph input to the algorithm by $G_0 = (V_0,E_0)$. Algorithm Sampler (see Pseudocode 1) generates a sequence $G_1,\ldots,G_k$ of graphs, where $G_j = (V_j,E_j)$. Let $n_j$ and $m_j$ be the numbers of nodes and edges in $G_j$ respectively, $N_j(v)$ be the set of neighbors in $G_j$ of node $v \in V_j$, and $E_j(v,u)$ be the set of edges connecting $v$ to $u$ in $G_j$. The process is executed in an iterative fashion, where in each iteration $j = 0,\ldots,k$, the algorithm constructs a collection $C \subset 2^{V_j}$ of pairwise disjoint clusters and an edge set $F \subseteq E_j$ that is added to the spanner edge set $S$ (as an exception, in the final iteration of $j = k$, only $F$ is constructed but the cluster collection $C$ is not created). The graph $G_{j+1}$ is then defined to be the cluster graph $G_j(C)$ induced by $C$ on $G_j$. The construction of $C$ and $F$ is handled by procedure Cluster$_j$ that is described soon. To avoid confusion, in what follows, we fix $n = n_0 = |V_0|$.

Procedure Cluster$_j$

On input graph $G_j$ ($0 \leq j \leq k$), this procedure constructs the cluster collection $C \subset 2^{V_j}$ and edge set $F = \bigcup_{v \in V_j} F_v$ ($F_v \subseteq E_j$) to be added to the spanner edges. The procedure (see Pseudocode 2) consists of two steps. In the first step, each node $v$ tries to identify $\min\{c \exp_a(2^j) \log n, |N_j(v)|\}$ neighbors by an iterative random-edge sampling process$^8$.

---

$^6$ Notice that the union of the clusters is not required to be the whole node set $V$.

$^7$ Each cluster here will be a connected component.

$^8$ For ease of writing long exponents, define $\exp_a(x) = a^x$. 
Lemma 4. \( G_j \) satisfies \( n\hat{p}_{j-1}/2 \leq n_j \leq 3n\hat{p}_{j-1}/2 \) whp. for \( 1 \leq j \leq k \).
Algorithm 2 Cluster\(_j\).

1: for all \( v \in V_j \) do
2: \( F'_v \leftarrow \emptyset; F_v \leftarrow \emptyset; X_v \leftarrow E_j(v); i \leftarrow 1 \)
3: /* First Step */
4: while \((i \leq 2h) \land (|F'_v| < c \exp_n(2^{ij} \delta) \log n) \land (|X_v| \neq \emptyset)\) do /* run (at most) 2h trials*/
5: for \( x = 1 \) to \( c^2 \exp_n(2^{ij} + \epsilon) \log^3 n \) do
6: add an edge \( e \) selected uniformly at random from \( X_v \) to \( F'_v \)
7: while \((F'_v \setminus F_v) \neq \emptyset \) do /* \( F'_v \setminus F_v \) is the set of edges newly added in the current trial*/
8: Pick an arbitrary edge \( e = (v, u) \in F'_v \setminus F_v \)
9: Remove all the edges incident to \( u \) from \( X_v \)
10: Remove all the edges incident to \( u \) other than \( e \) from \( F'_v \)
11: \( F_v \leftarrow F_v \cup \{ e \} \)
12: \( i \leftarrow i + 1 \)
13: \( F \leftarrow \cup_{v \in V_j} F_v \)
14: /* Second Step */
15: if \( j < k \) then
16: for all \( v \in V_j \) do
17: mark \( v \) as a center and create \( C(v) = \{ v \} \) w.p. \( \exp_n(-2^{ij}) \)
18: for all non-center \( v \in V_j \) do
19: if \( \exists (v, u) \in F : u \) is a center then
20: \( C(u) \leftarrow C(u) \cup \{ v \} \)
21: return \( \{ \{ C(u) \mid u \) is a center \}, F \) \]

Proof. The value \( n_j \) follows the binomial distribution of \( n_{j-1} \) trials and success probability \( p_{j-1} \). Applying Chernoff bound (under conditioning \( n_{j-1} \)), the inequality below holds for all \( 1 \leq j \leq k \) whp.\(^9\)

\[
1 - \left(1 - \frac{c \log n}{n_{j-1} p_{j-1}}\right)^{n_{j-1} p_{j-1}} \leq n_j \leq \left(1 + \frac{c \log n}{n_{j-1} p_{j-1}}\right)^{n_{j-1} p_{j-1}}.
\]

By the definition, \( n_j \) and \( p_j \) are both non-increasing with respect to \( j \). Hence we have

\[
1 - \left(1 - \frac{c \log n}{n_{j-1} p_{j-1}}\right)^{j-1} n_j \leq n_j \leq \left(1 + \frac{c \log n}{n_{j-1} p_{j-1}}\right)^{j-1} n_j.
\]

We prove the lemma inductively (on \( j \)) following this inequality. For \( j = 1, n_{j-1} = n \) and thus \( |\sqrt{c \log n}/n_{j-1} p_{j-1}| \leq 1/2 \) holds. From the inequality above, we obtain \( n_{0} p_{0}/2 \leq n_{1} \leq 3 n_{0} p_{0}/2 \). Suppose \( n_{j-2}/2 \leq n_{j-1} \leq 3 n_{j-2}/2 \). Since \( n_{j-1} = \exp_n(1 - (2^j - 1) \delta) \geq n^{1/2} \) holds for \( j \leq k \), we have \( \sqrt{c \log n}/n_{j-1} p_{j-1} \) \leq \( c \log n/n^{1/2} \log n^{1/2} \leq 1/2(j - 1) \) for sufficiently large \( n \). Applying the approximation of \((1 + x)^{9} \approx 1 + xy \) for \(|x| \ll 1 \) to the inequality, we obtain the lemma.

\(^9\) Chernoff bound for the binomial distribution \( X \) of \( m \) trials and success probability \( p \) is \( P[|X - mp| \geq \alpha mp] \leq 2e^{-\alpha^2 mp} \).
We next prove the facts mentioned in the explanation of the procedure \texttt{Cluster}_j.

\begin{lemma}
For any 0 \leq j \leq k - 1, any heavy node \( v \in V_j \) contains at least one center in \( \hat{N}_j(v) \) whp.
\end{lemma}
\begin{proof}
The probability that no center is contained in \( \hat{N}_j(v) \) is \((1 - p_j)^{|\hat{N}_j(v)|}\). Since \(|\hat{N}_j(v)| \geq c \exp_n(2^j \delta) \log n = c \log n/p_j\) holds for any heavy node \( v \), the probability is at most \(1/n^c\).
\end{proof}

\begin{lemma}
For any 0 \leq j \leq k, any node \( v \in V_j \) becomes light or heavy whp. Furthermore, any node \( v \in V_k \) becomes light whp.
\end{lemma}
\begin{proof}
Let \( \alpha = (3c \exp_n(2^j \delta)^2 n)/h \) for short. For \( W \subseteq N_j(v) \), define \( E_j(v,W) = \bigcup_{u \in W} E_j(v,u) \). Let \( N'_j(v) \subseteq N_j(v) \) be the set of the nodes not queried by \( v \) at the beginning of the \( i \)-th trial, and \( m_i \) be the numbers of edges in \( X_v \) at the beginning of the \( i \)-th trial. For any node \( u \in N'_j(v) \), the value of \( |E_j(v,u)| \) is called the \textit{volume} of \( u \). Similarly, for any \( X \subseteq N'_j(v) \), we call the value of \( |E_j(v,X)| \) the volume of \( X \). Divide \( N'_j(v) \) into \( 2/\epsilon = 2h \) classes: A node \( u \in N'_j(v) \) belongs to the \( x \)-th class \( \mathcal{K}_x(v) \) if \( |E_j(v,u)| \in (\exp_n(x\epsilon),\exp_n((x + 1)\epsilon)] \) holds (\( 0 \leq x \leq 2h - 1 \)). Let \( \mathcal{K}^0(v) \) be the maximum-volume class of all at the beginning of the \( i \)-th trial. Since the volume of \( \mathcal{K}^0(v) \) is at least \( m_i/2h \), there exists at least one node \( u \in \mathcal{K}^0(v) \) satisfying \( |E_j(v,u)| \geq m_i/(2h|\mathcal{K}^0(v)|) \). By the definition of class \( \mathcal{K}^0(v) \), it implies that the volume of any node \( u \in \mathcal{K}^0(v) \) is at least \( m_i/(2h|\mathcal{K}^0(v)|) \).

Let \( \beta \) be the non-negative integer satisfying \((\beta - 1)\alpha \leq |\mathcal{K}^0(v)| \leq \beta \alpha\). Then we consider an arbitrary partition of \( \mathcal{K}^0(v) \) into \( q = [|\mathcal{K}^0(v)|]/\beta \) groups \( K_1,K_2,\ldots,K_q \) of size \( \beta \). Note that \( \beta q \) is not necessarily equal to \( |\mathcal{K}^0(v)| \), but the residuals are omitted. Since any node in \( \mathcal{K}^0(v) \) has a volume at least \( m_i/(2h|\mathcal{K}^0(v)|) \), the volume of \( K_\ell \) (\( 1 \leq \ell \leq q \)) is at least
Thus, in every trial, at least one node in each group $K_\ell$ is queried by $v$ whp. If $|\mathcal{K}(v)| \leq \alpha$ holds, $\beta = 1$ holds and thus each group consists of a single node in $\mathcal{K}(v)$. Thus all nodes in $\mathcal{K}(v)$ are queried by $v$ whp. in the $\ell$-th trial (note that no node becomes a residual in the case of $\beta = 1$). Otherwise, $q = |\mathcal{K}(v)|/|\beta| \geq (|\beta| - 1)\alpha/|\beta| \geq \alpha/3 = c\exp_n(2\delta)\log^2 n)/h \geq c\exp_n(2\delta)\log n$ holds, and thus $v$ queries at least $c\exp_n(2\delta)\log n$ nodes in the $\ell$-th trial. Consequently, if $|\mathcal{K}(v)| \leq \alpha$ holds for all $1 \leq \ell \leq 2h$, $v$ queries all nodes in $\mathcal{K}(v)$ at the $\ell$-th trial, that is, queries all nodes in $N_j(v)$ throughout the run of $\text{Cluster}_j$. Then $v$ becomes light. If $|\mathcal{K}(v)| > \alpha$ holds for some $i$, $v$ queries at least $c\exp_n(2\delta)\log n$ nodes in $\mathcal{K}(v)$, which implies $v$ becomes heavy or light.

Finally, let us show that any node $v \in V_k$ is light. Since $n_k \leq 3\exp_n(1 - (2^k - 1)\delta)/2 = 3\exp_n(2\delta)/2 \leq (3c\exp_n(2\delta)\log^2 n)/h = \alpha$ holds from Lemma 4, we have $|N_j(v)| \leq n^i \leq \alpha$. Since $\mathcal{K}(v)$ is a subset of $N_j(v)$, $|\mathcal{K}(v)| \leq \alpha$ holds for all $i$. By the argument above, then $v$ is light.

The rest of the analysis is divided into two parts: First, in Section 4.1, we analyze the stretch of $H$, proving that it is at most $\kappa = O(3^k)$. Section 4.2 then establishes an $\tilde{O}(n^{1+\delta})$ upper bound on the number of edges in $H$.

### 4.1 Bounding the Stretch

The following lemma is a well-known fact.

**Lemma 7 ([32]).** Let $H = (V, X)$ be any (spanning) subgraph of $G = (V, E)$ and $C$ be the partition of $V$ such that for any $C \in C$, $\text{Ind}_H(C)$ has a diameter at most $\ell$. If $X$ contains at least one edge in $E(C_i, C_j)$ for any pair $(C_i, C_j) \in C^2$ such that $E(C_i, C_j)$ is nonempty, $H$ is a $(2\ell + 1)$-spanner.

Let $V_j \subseteq V_j (1 \leq j \leq k - 1)$ be the set of the nodes unclustered in the run of $\text{Cluster}_j$, and $V' = \bigcup_{1 \leq j \leq k - 1} V'_j$. We define $C_j(v) \subseteq V$ as the set of nodes in $V$ which are clustered into $v \in V_j$, and also define $r(v)$ as the value $j$ satisfying $v \in V'_j$ for any $v \in V'$. Let $C(v) = C_{r(v)}(v)$ for short.

**Lemma 8.** Let $H = (V, S)$ be the (spanning) subgraph output by $\text{Sampler}$. The diameter of $\text{Ind}_H(C_j(v))$ for any $v \in V_j$ is at most $r = 3^j - 1$.

**Proof.** We show that $\text{Ind}_H(C_j(v))$ contains a spanning tree of $\text{Ind}_G(C_j(v))$ with height at most $3^j - 1$. The proof follows the induction on $j$. For $j = 0$, $\text{Ind}_H(C_0(v)) = \text{Ind}_G(C_0(v))$ is a graph consisting of a single node, and thus its diameter is zero. Suppose as the induction hypothesis that the lemma holds for some $j$, and consider the case of $j + 1$. Since any node $v \in V_{j+1}$ corresponds to a center node $v \in V_j$ and a star-based connection with its neighbors in $V_j$, $\text{Ind}_H(C_j(v))$ is obviously contains a spanning tree of $\text{Ind}_G(C_j(v))$ with a diameter at most $3(3^j - 1) + 2 = 3^j+1 - 1$. The lemma follows. \hfill \Box

Finally the following theorem is deduced.
The graph $H = (V, S)$ output by Sampler is an $O(2 \cdot 3^k - 1)$-spanner of $G$ whp.

Proof. Since any node in $G_k$ is unclustered, $C = \{C(v) \mid v \in V'\}$ is a partition of $V$. If $C(u)$ and $C(v)$ ($u, v \in V'$) are neighboring and $r(u) \leq r(v)$ holds, there exists a node $w \in V_{r(u)}$ such that $u$ and $w$ are neighboring in $G_{r(u)}$ and $C_{r(u)}(w) \subseteq C(v)$ holds. Since every unclustered node is light (by Lemmas 5 and 6), $C(u)$ is light. Then at least one edge in $E(C_{r(u)}(u), C_{r(u)}(w))$ is added to $S$, which implies that at least one edge in $E(C(u), C(v))$ is added to $S$. Consequently, the edge set $S$ constructed by Sampler satisfies the condition of Lemma 7 w.r.t. $C$. The remaining issue is to bound the diameter of $C(v) \in C$ for all $v \in V'$, which is shown by Lemma 8.

4.2 Bounding the Number of Edges

Using Lemma 4, we can bound the number of edges in $S$ output by Sampler.

Lemma 10. The output edge set $S$ contains $O(n^{1+\delta})$ edges.

Proof. Each trial of the first step in the run of Cluster$_j$ adds $O(n^{2\delta} \log^3 n)$ edges to $S$ per node in $V_j$, and $n_j = O(n^{2\delta} (1 - (2^j - 1)\delta))$ holds by Lemma 4. Then the total number of edges added to $S$ in Cluster$_j$ is $h \cdot O(n^{2\delta} \log^3 n) \cdot n_j = O(hn^{1+\delta} \log^3 n)$, and thus the size of $S$ is $O(hn^{1+\delta} \log^3 n)$. Since $k, h \leq \log n$, we obtain the lemma by omitting all the logarithmic factors.

5 Distributed Implementation

In this section, we explain how the centralized algorithm presented in Section 3 is implemented in a distributed fashion over the (simple) communication graph $G = (V, E)$ with round complexity $O(3^k h)$ and message complexity $\tilde{O}(n^{1+\delta+\epsilon})$ whp.

The key observation in this regard is that procedures Cluster$_j$ would have been naturally distributed if the nodes in $V_0, V_1, \ldots, V_k$ could have performed local computations and exchanged messages over their incident edges in $G_0, G_1, \ldots, G_k$, respectively (recall that graphs $G_1, \ldots, G_k$ are virtual, defined only for the sake of the algorithm’s presentation). Indeed, the action of marking a node as a center and the action of marking an edge as a query/probe edge are completely local and do not require any communication (in $G_j$). The action of checking whether a query edge $e$ leads to a center and the action of identifying all the edges parallel to a query/probe edge $e$ are easily implemented under the LOCAL model with unique edge IDs by sending a constant number of messages over edge $e$ in $G_j$.

So it remains to explain how local actions in graph $G_j$, $1 \leq j \leq k$, are simulated in the actual communication graph $G$. Let $T_j(v)$ be the spanning tree of Ind$_G(C_j(v))$ shown in the proof of Lemma 8. Once a cluster $C_j(v)$ is formed, no further edge is added to the inside of the cluster. Thus $T_j(v)$ is already contained in $C_j(v)$ at the beginning of the run of Cluster$_j$. In the distributed implementation, the local actions of node $v$ in $G_j$ are simulated by nodes $C_j(v)$ in $G$ via a constant number of broadcast-convergecast sessions over $T_j(v)$ rooted at $v \in V$. (This is made possible by the choice of the LOCAL model with unique edge IDs.) This process requires sending $O(1)$ (additional) messages over each edge in $T_j(v)$, and by Lemma 8, it takes at most $O(3^j)$ rounds.

Theorem 11. Algorithm Sampler has round complexity $O(3^k h)$ and message complexity $\tilde{O}(n^{1+\delta+\epsilon})$ whp.
Proof. In the first step of \textbf{Cluster}_{j}, each trial takes \(O(1)\) rounds in \(G_j\). The second step takes \(O(1)\) rounds in \(G_j\). Hence the total running time of \textbf{Cluster}_{j} takes \(O(h(3^j - 1))\) rounds in \(G\). Summing up it over all \(0 \leq j \leq k\), the bound on the round complexity is 
\[
\sum_{j=0}^{k} O(h(3^j - 1)) = O(3^k h).
\]

For the message complexity, the simulation of one round in \(G_j\) is implemented with an additive overhead incurred by a constant-number sessions of broadcast and convergecast in each cluster \(C(v)\) for \(v \in V_j\), which use \(O(n)\) messages in total. Each trial of the first step in \textbf{Cluster}_{j} uses \(O(\exp_3(2^j \delta + \epsilon) \log^3 n)\) messages per node in \(V_j\). Thus the total message complexity in \textbf{Cluster}_{j} is \(O(\exp_3(2^j \delta + \epsilon) \log^3 n) \cdot n_j = O(hn^{1+\delta+\epsilon} \log^3 n)\) by Lemma 4. Summing up this over \(0 \leq j \leq k\), we can conclude that the message complexity is \(O(hn^{1+\delta+\epsilon} \log^3 n) = \tilde{O}(n^{1+\delta+\epsilon})\) (recall \(k, h \leq \log n\)).

6 Message-Efficient Simulation of Local Algorithms

In this section, we provide a new and versatile message-reduction scheme for LOCAL algorithms based on the new \textbf{Sampler} algorithm. The technical ingredients of this scheme consist of a message-efficient \(t\)-local broadcast algorithm built on top of constructed spanners, which is commonly used in the past message-reduction schemes [8, 22].

Consider the initial configuration where each node \(v \in V\) has a message \(M_v\), and let \(B_{G,t}(v) = \{u \mid \text{dist}_{G}(v, u) \leq t\}\). The task of the \(t\)-local broadcast is that each \(v \in V\) delivers \(M_v\) to all the nodes \(u \in B_{G,t}(v)\). In any \(t\)-round LOCAL algorithm, the computation at node \(v \in V\) relies only on the initial knowledge (i.e., its ID, initial state, and incident edge set) of the nodes in \(B_{G,t}(v)\), and thus any \(t\)-local broadcast algorithm in the LOCAL model can simulate any \(t\)-round LOCAL algorithm. The core of the scheme is the following theorem.

\[\textbf{Lemma 12.} \text{There exist two} \ t\text{-local broadcast algorithms respectively achieving the following time and message complexities:} \]
\[\begin{align*}
\text{1.} \quad & \tilde{O}(tn^{1+2/(2^{\gamma+1}-1)}) \text{ message complexity and } O(3^\gamma t + 6^\gamma) \text{ round complexity for any } 1 \leq \gamma \leq \log \log n \text{ and } t \geq 1, \\
\text{2.} \quad & \tilde{O}(t^2 n^{1+1/\log \log t}) \text{ message complexity and } O(t) \text{ round complexity for } t \geq 1.
\end{align*}\]

\[\textbf{Proof.} \text{Consider the realization of the first algorithm. For any } v, \text{ all the nodes in } B_{G,t}(v) \text{ are within } \alpha t\text{-hop away from } v \text{ in any } \alpha\text{-spanner. Thus, once we got any } \alpha\text{-spanner } H = (V, S), \text{ the local flooding within distance } \alpha t \text{ in } H \text{ trivially implements } t\text{-local broadcast. Setting } k = \gamma \text{ and } h = (2^{\gamma+1} - 1) \text{ of Theorem 2 implements the spanner satisfying the first condition, where the additive } O(6^\gamma) \text{ term is the time for spanner construction. For the second algorithm, we utilize the spanner-construction algorithm by Derbel et al. [11] which provides a } (3, O(3^k))\text{-spanner } H \text{ with } \tilde{O}(3^k n^{1+1/\log \log t}) \text{ edges within } O(3^k) \text{ rounds for any } k \geq 1. \text{ Consider the algorithm by Derbel et al. with parameter } k = [\log_3 t - \log_3 \log_3 t], \text{ which results in the } O(t/\log_3 t)\text{-round algorithm of constructing } (3, O(t))\text{-spanner with } \tilde{O}(tn^{1+1/\log \log t}) \text{ edges. We run this algorithm on top of the first simulation scheme with parameter } \gamma = \log_3 \log_3 t. \text{ The simulated algorithm constructs a } (3, O(t))\text{-spanner } H' \text{ with } \tilde{O}(tn^{1+1/\log \log t}) \text{ edges spending } O(3^\log_3 t \cdot t/\log_3 t + 6^\log_3 t) = O(t) \text{ rounds and } \tilde{O}(tn^{1+1/\log \log t}) \text{ messages. The local flooding within distance } 3t + O(t) \text{ on top of } H' \text{ implements the } t\text{-local broadcast, which takes } O(t) \text{ rounds and } \tilde{O}(t^2 n^{1+1/\log \log t}) \text{ messages. The lemma is proved.} \]
7 Concluding Remarks

In this paper, we present an efficient spanner construction as well as two message-reduction schemes for LOCAL algorithms that preserve the asymptotic time complexity of the original algorithm. The reduced message complexity is close to linear ($\theta(n)$). Is this the best possible in constructing a spanner? Similarly, some open questions still lie on the line of developing efficient message-reduction schemes: (1) While our scheme only sends $\tilde{O}(t^2 n^{1+O(1/\log t)})$ messages for simulating $t$-round algorithms, it is not clear whether the additive $O(1/\log t)$ term in the exponent can be improved further. Can one have a message-reduction scheme with $\tilde{O}(\text{poly}(t) n^{1+o(1/\log t)})$ message complexity and no overhead in the round complexity? (2) Algorithm Sampler inherently relies on randomized techniques for probing the neighbors in $G_i$ using only few messages. Is it possible to obtain a deterministic message-reduction scheme with no degradation of time?

Very recently, the authors received a comment on the first question, which states that utilizing the spanner construction by Elkin and Neiman [16] will improve the message complexity. Unfortunately, due to lack of time, we do not completely check this idea, and thus the current version only states the result based on the algorithm by Derbel et al., but certainly it is a promising approach. If it actually works, the message complexity will be reduced to $\tilde{O}(t^2 n^{1+O(1/\log \log t)})$.

Finally, we note that using an $o(m)$ messages spanner construction algorithm that does not increase the time can be useful also for global algorithms in the LOCAL model. It implies that any function can now be computed on the graph in strictly optimal $O(\text{diameter})$ time and $o(m)$ messages (for large enough $m$).
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1 Introduction

In a radio network, nodes communicate over a shared channel, and must contend with each other for access to the channel. This can make some essential distributed tasks challenging, e.g., even broadcasting one piece of information across the network is highly non-trivial (see [34] for a survey). On the other hand, many works have observed that the shared channel also presents some opportunities: in a radio network, nodes can use the fact that they contend for the same channel to quickly elect a leader [21], approximate their degree (e.g., using the famous Decay algorithm [7]), approximate local sums, and even approximate the PageRank [29].

In this paper we ask: what is the computational power of a shared radio channel? Can it efficiently compute “classical hard functions”, like majority or parity? How well can it approximate functions like threshold or sum? We use techniques from circuit complexity to show that the computation power of a shared radio channel is subject to significant limitations, and prove tight lower bounds for several functions.

Part of our motivation comes from the problem of computing an approximate sum, which is a useful building block in many radio network algorithms: it can be used to compute an approximate degree or estimate the contention, and also to compute the PageRank and related problems [29] (also see Subsection 1.2). Approximate sum is also used in interactive compression [8, 28], where we require a very good (sub-constant) approximation error. In [29] it is shown that in any beeping network (not just single-hop networks), all nodes can compute a \((1 + \epsilon)\) approximation of the sum of their neighbors’ inputs, in \(O(\text{polylog}(n)/\epsilon^2)\) rounds. Our results show that this quadratic dependence on \(1/\epsilon\) is tight, even for the simple single hop topology (although we do not match the polylogarithmic dependence on \(n\)).

The model. We consider \(n\) wireless nodes with inputs \(x_1, \ldots, x_n\), communicating over a shared channel (i.e., a single-hop radio network), with the goal of computing some function \(f(x_1, \ldots, x_n)\). Our techniques are quite general, and can handle many types of channels considered in the literature, with or without collision detection. We can also handle an additive network (see, e.g., [14]), where the nodes receive the XOR of the bits sent on the channel. Generally, as long as the contents of the channel in every round can be computed by a simple Boolean circuit over the values broadcast by the nodes in that round, the channel will be amenable to our techniques.

For simplicity, in the body of the paper we mostly focus on the single-hop beeping model: in each round, every node decides whether to beep or not to beep; if at least one node decided to beep, all nodes hear a beep, and otherwise they hear silence. In other words, the beeping channel computes the Boolean OR of the inputs to the channel (i.e., of the individual nodes’ decisions whether to beep). The beeping model, and other related models, have received a lot of attention in recent years \([2, 36, 3, 24, 19, 21, 30, 10, 23, 18, \text{etc.}\] as they provide an abstraction capturing the simplest possible communication primitive: a detectable burst of “energy”. This abstraction is well suited for describing wireless networks. In addition, one of the main motivations for studying the beeping model is due to its connections to signal-driven biological systems \([4, 31]\): e.g., cells communicating by secreting proteins and other chemical markers that are diffused and sensed by neighboring cells, or fireflies reacting to flashes of light from nearby fireflies.

1.1 Our Results and Techniques

We describe two approaches for bounding the computation power of a radio channel. Again, we focus here on the beeping channel.
1.1.1 Lower Bounds via Polynomial Approximations

Our first approach shows that a protocol for the beeping channel can be approximated by a low-degree polynomial over the inputs, where the degree of the polynomial depends on the number of rounds used by the protocol.

Theorem 1.1. If there is a randomized $r$-round beeping protocol $P$ that computes $f : \{0, 1\}^n \rightarrow \{0, 1\}$ with error $\epsilon$, then there is a polynomial $g \in \mathbb{F}_2[X_1, \ldots, X_n]$ of degree $O(r^3)$ which agrees with $f$ on all but a $2\epsilon$-fraction of the inputs in $\{0, 1\}^n$.

Here, $\mathbb{F}_2[X_1, \ldots, X_n]$ denotes the polynomials over $x_1, \ldots, x_n$ with coefficients in $\mathbb{F}_2$.

It is well-known that some functions, such as the parity function, $\text{Parity}_n(x_1, \ldots, x_n) = \sum_i x_i \mod 2$, and the majority function, $\text{Majority}_n(x) = \left\lfloor \sum_i x_i \geq n/2 \right\rfloor$, cannot be approximated by a low-degree polynomial, and this allows us to prove round lower bounds in the beeping model.

Corollary 1.2. Any randomized beeping protocol for $\text{Parity}_n$ or $\text{Majority}_n$ with error $1/10$ requires $\Omega(n^{1/6})$ rounds.

Along the way, we show that any deterministic beeping protocol can be simulated by a constant-depth circuit with unbounded fan-in AND and OR gates. The size of the circuit corresponds to the number of rounds used by the protocol, so we can use known lower bounds for $\text{AC}^0$ to prove deterministic lower bounds in the beeping model. We then use Razborov’s Lemma, which shows that an $\text{AC}^0$ circuit can be approximated by a low-degree polynomial [35].

The beeping channel can be replaced by other types of channels: the degree bound of $O(r^3)$ in Theorem 1.1, and consequently the exponent in Corollary 1.2, change depending on the channel. For example, if we use a channel with collision detection, the degree bound changes to $r^5$ and the corresponding lower bound on $\text{Parity}_n$ and $\text{Majority}_n$ becomes $\Omega(n^{1/10})$.

1.1.2 Lower Bounds via Random Restrictions

While the technique of approximation by polynomials yields fairly general lower bounds that can be applied to a wide range of functions and models, it falls short of proving tight lower bounds, at least in the case of $\text{Majority}_n$ (and also for $\text{Parity}_n$ with randomized protocols); this is inherent, because these functions can be computed by polynomials of degree $\sqrt{n}$. We were especially interested in the $\text{Majority}$ function, because a lower bound on $\text{Majority}$ implies a lower bound on computing a sum; moreover, a lower bound on $\text{APPROX-Majority}_{n, \epsilon}$, the promise problem of distinguishing whether $\sum x_i \geq (1/2 + \epsilon)n$ or whether $\sum x_i < (1/2 - \epsilon)n$, implies a lower bound on computing a $(1 \pm \epsilon)$-approximate sum. We were therefore especially motivated to prove tight bounds for $\text{Majority}_n$ and $\text{APPROX-Majority}_{n, \epsilon}$.

To do so, we use another classical technique from circuit complexity, called random restrictions (defined in Subsection 4.2). Essentially, we show that for a certain class of functions, there is no “clever” way to use the beeping channel, and we cannot do much better than simply having the nodes speak one after the other. For this simpler setting we can then use known results.

Using this technique, we prove a nearly-tight lower bound on $\text{APPROX-Majority}_{n, \epsilon}$, and consequently we obtain the same bound on $(1 \pm \epsilon)$-approximate sum. We mention that our proof also yields a similar lower bound for a “weaker” problem, called $\text{Coin}_{n, \epsilon}$, see Corollary 4.11.
Theorem 1.3. Every randomized beeping protocol that solves \textsc{Approx-Majority}_{n,\epsilon} with error \(1/10\) and \(\epsilon > c/\sqrt{n}\) (for some sufficiently large constant \(c\)), must use \(\Omega\left(\frac{1}{\epsilon^2}\right)\) rounds.

The same theorem applies to other “simple” channels, such as the channel with collision detection.

Corollary 1.4. Any randomized beeping protocol for \textsc{Majority}_n with error \(1/10\) requires \(\Omega(n)\) rounds.

Our lower bound applies even if nodes have a shared source of randomness. It is easy to see that in this setting, our lower bound is tight: sampling \(1/\epsilon^2\) random nodes, and having these nodes announce their inputs one after the other, solves \textsc{Approx-Majority}_{n,\epsilon} with constant error. If nodes only have private randomness, the problem becomes more challenging, but [29] shows it can still be solved in \(O(\log^2 / \epsilon^2)\) rounds. Therefore, our result is tight up to the polylogarithmic dependence on \(n\) even with private randomness.

We are also able to give a lower bound of \(\Omega(1/\epsilon^2)\) on computing a \((1 \pm \epsilon)\)-approximation to the size of the network in the beeping model and related models. This problem was studied in [10], where the authors give an algorithm that runs in \(O(\log(1/\delta)/\epsilon^2 + \log \log n)\) rounds and succeeds with probability \(1 - \delta\), and prove a lower bound of \(\Omega(\log(1/\delta)/\epsilon + \log \log n)\). A lower bound of \(\Omega(1/(\epsilon^2 \log(1/\epsilon)) + \log \log n)\) is shown in [15] for the related model of RFID networks. Computing an approximate sum reduces to the problem of approximating the size of the network, by simply having nodes with input 0 pretend that they are not present; thus, Theorem 1.3 also gives a lower bound of \(\Omega(1/\epsilon^2)\) on this problem. The converse is not necessarily true; the lower bounds of [10, 15] rely on being able to choose which nodes participate in the computation, and they do not apply to computing an approximate sum in a fixed-size network. Our result recovers the dependence of \(1/\epsilon^2\) in these bounds, and extends it to other models.

1.2 Related Work

The literature on wireless networks is vast; for lack of space, we survey only work that is directly related to our results. Many radio network algorithms use approximate counting as a subroutine, or solve it directly: [25, 13, 26, 27, 32] give constant-factor approximations in polylogarithmic time in the general radio model, under various assumptions, such as whether or not collision detection is present, and whether there is an adversary that can corrupt some messages.

In the beeping model [17], approximate counting was studied in [10], which gives an upper bound of \(O(\log \log n + \log(1/\delta)/\epsilon^2)\), where \(\epsilon\) is the approximation quality and \(\delta\) is the error probability, and a lower bound of \(\Omega(\log \log n + \log(1/\delta)/\epsilon)\). It is assumed in [17] that nodes do not have unique identifiers, and nothing is known a-priori about the size of the network. We show a lower bound of \(\Omega(1/\epsilon^2)\) on the same problem, which holds even when nodes do have identifiers, and the size of the network is initially known up to a constant factor. In [29], the approximate sums problem is introduced: every node has some number in the range \(\{0\} \cup [1, m]\), and each node must compute a \((1 \pm \epsilon)\)-approximation to the sum of its neighbors’ numbers. The authors give an algorithm for this problem that runs in \(O((\log^2 + \log n \log m) / \epsilon^2)\) rounds, and use it to develop algorithms for PageRank and related problems. Our lower bound shows that the quadratic dependence on \(1/\epsilon\) of the algorithm from [29] is inherent, even in single-hop networks when the inputs are Boolean, and even when the nodes have public randomness.
In [33], Newport gives a general technique for proving lower bounds in radio networks, and used it to prove and unify existing proofs for the wake-up and broadcast problems in a few different variants of the model (with or without collision detection and multiple channels). The focus in [33] is different than ours: we are mainly interested in the computational power inherent in the broadcast medium, while [33] gives a unified strategy for quantifying the cost of uncertainty and symmetry breaking.

The computational power of the beeping model is also studied in [21], but from a different perspective: [21] characterizes the number of states the nodes must have in order to solve randomized leader election, and show that with this number of states, it is also possible to simulate a logspace Turing machine with a constant number of unary input tapes. In a sense, [21] shows what the beeping model can do, while we focus on what it cannot do. Unlike [21], we do not restrict the computational power of the nodes themselves; they can have unbounded space or solve undecidable problems if they so wish.

A somewhat related model to radio networks is RFID networks, and many approximate counting protocols have been developed for that setting – we refer to [15] for a survey of this line of research. It is shown in [15] that RFID networks require $\Omega(\log \log n + 1/(\epsilon^2 \log(1/\epsilon)))$ to estimate their size to within $(1 \pm \epsilon)$, and this is almost tight.

2 Preliminaries

Notation. We use bold-face letters to denote random variables. All logarithms are base 2 (unless stated otherwise).

Given a string $s = s_1 \ldots s_k \in \{0, 1\}^*$ and an index $i \leq k$, we let $s_{<i} = s_1 \ldots s_{i-1}$ denote the length-$(i-1)$ prefix of $s$ (with $s_{<1} = \epsilon$, the empty string).

2.1 The Beeping Model

Model. In the single hop beeping model, a set of $n$ nodes communicate over a shared channel. We assume that each node $i$ has a single input bit, $x_i \in \{0, 1\}$.

Communication occurs in synchronous rounds. In every such round, each node can choose to either beep or listen. If a node $i \in [n]$ listens in round $m$, it can only distinguish between silence (no other node beeps in round $m$) or the presence of one or more beeps (at least one other node beeps in round $m$). Thus, we can think of each node as broadcasting a bit in every round (where 0 corresponds to silence and 1 means beeping), and all nodes receive the OR of the $n$ bits sent in this round.

Protocols. An $r$-round deterministic protocol for the beeping model specifies, for each node $i \in [n]$, two functions: a broadcast function, specifying whether node $i$ should beep in each round $\ell = 1, \ldots, r$, as a function of its input $x_i$ and the transcript (i.e., the contents of the channel) in rounds $1, \ldots, \ell - 1$; and an output function, which takes the complete $r$-round transcript and the input $x_i$ of node $i$, and determines what value node $i$ should output at the end of the protocol. Since we are concerned only with Boolean functions here, we assume for convenience that the protocol’s output is the contents of the channel in the last round (i.e., if the transcript is $b_1, \ldots, b_r$, then all nodes output $b_r$). We refer to $r$ as the length or running time of the protocol.

A randomized beeping protocol $\mathcal{P}$ is a distribution over deterministic beeping protocols. Note that this definition corresponds to assuming that the nodes have shared randomness, an assumption that is usually avoided when designing beeping protocols, but this only strengthens our lower bounds.

The length of a randomized protocol $\mathcal{P}$ is the maximum length of a deterministic protocol in the support of $\mathcal{P}$.
3 Beeping Lower Bounds via Polynomial Approximations

We begin by showing that the beeping model is no more powerful than $\mathsf{AC}^0$ circuits where deterministic protocols are concerned, and for randomized protocols, a beeping protocol can be approximated by a low-degree polynomial. For both computation models ($\mathsf{AC}^0$ circuits and low-degree polynomials), powerful lower bounds are known, and we can then apply these lower bounds to the beeping model.

3.1 From Deterministic Beeping Protocols to Circuits

Fix an $r$-round deterministic protocol $P$ for the beeping model. We would like to simulate $P$ by a “simple” circuit $C_P$ whose output agrees with $P$ on all inputs $x \in \{0, 1\}^n$.

The natural approach would be to try to simulate $P$ round-by-round: in each round, every node decides whether or not to beep, as a function of the transcript (i.e., the contents of the channel) so far, and the contents of the channel is an OR over the nodes’ decisions in the current round. Thus, an $r$-round deterministic protocol can be represented as a circuit of depth $O(r)$ and size $2^{O(r)}$, where the exponential size comes from the fact that each node’s decision whether to beep in a given round can be an arbitrarily complex function of the transcript so far and its input. Unfortunately, no lower bounds are currently known against such circuits, except when $r$ is very small (e.g., less than logarithmic in the input size).

Instead of constructing a circuit with high depth, given a deterministic beeping protocol, we transform it into a circuit of constant depth, composed of AND, OR and NOT gates with unbounded fan-in. We can then apply known $\mathsf{AC}^0$ lower bounds against constant-depth circuits.

The circuit we construct is in negation-normal form, i.e., NOT gates are used only on input wires. To simplify the presentation, we assume that the circuit receives as input the $n$ variables $x_1, \ldots, x_n$ on which it computes, as well as their negations, $\overline{x}_1, \ldots, \overline{x}_n$. The depth of the circuit is defined to be the maximum number of AND or OR gates on any path from an input (either $x_i$ or $\overline{x}_i$) to the output of the circuit; the size of a circuit is the total number of wires.

Lemma 3.1. Let $P$ be a deterministic beeping protocol between $n$ nodes, each node $i \in [n]$ holding an input bit $x_i$. Assume that $P$ has worst-case running time of $r$ rounds. Then there exists a circuit $C_P$ of depth 3 and size $2^{O(r + \log n)}$ such that $C_P(x) = P(x)$ for all $x \in \{0, 1\}^n$.

Proof. We construct $C_P$ by “flattening” the protocol: instead of simulating it round-by-round, we guess an accepting transcript of the protocol (i.e., we guess the contents of the channel in every round, in an execution that leads to output 1), and verify that indeed the protocol would generate this transcript on the input at hand. Here, “guessing” corresponds to an OR over all accepting transcripts; verifying that a given transcript is consistent with the input can be done using a small depth-2 circuit.

Let us describe the construction more formally, from the bottom up.

Observe that for each player $i$, once we have fixed the transcript $t_{<\ell} \in \{0, 1\}^{\ell-1}$ of the rounds preceding round $\ell$, player $i$’s decision whether to beep in round $\ell$ next round depends only on its input $x_i$. Thus, it is either constant or a literal, $x_i$ or $\overline{x}_i$.

Let $D_{i,\ell}$ be the depth-0 circuit representing player $i$’s decision whether to beep or not in round $\ell$, when the transcript of the rounds up to $\ell$ is $t_{<\ell}$. (Again, $D_{i,\ell}$ is either constant or a literal). Our next step is to construct a circuit $R_{\ell,\ell}$ that “verifies” that round $\ell$ is consistent with the preceding rounds and the input: that is, $R_{\ell,\ell}$ outputs 1 on input $x$ iff when $P$ is
executed on input $x$, if the transcript of the first $\ell - 1$ rounds is $t_{<\ell}$, then that the contents of the channel in round $\ell$ is indeed $t_\ell$. By definition, the contents of the beeping channel is a disjunction over the players’ decisions, so we define:

$$R_{t,\ell} = \begin{cases} \bigvee_{i \in [n]} D^i_{t,\ell}, & \text{if } t_\ell = 1, \\ \bigwedge_{i \in [n]} \neg D^i_{t,\ell}, & \text{if } t_\ell = 0. \end{cases}$$

Note that in case $t_\ell = 0$, we want to verify that no player decided to beep, and since the inputs to the circuit are $x_1, \ldots, x_n, \overline{x_1}, \ldots, \overline{x_n}$, we can still verify this using a single AND gate. As a result, $R_{t,\ell}$ is always a single gate; it has depth 1 and size at most $n$.

Now, let

$$V_t = \bigwedge_{\ell=1}^r R_{t,\ell}$$

be a depth-2 circuit of size $O(n \cdot r)$ that checks whether the transcript $t$ would indeed be generated on the current input and outputs 1 iff this is the case.

Finally, let $T \subseteq \{0, 1\}^r$ be the set of accepting transcripts of $P$ (i.e., transcripts that cause the nodes to output 1). The circuit $C_P$ is given by

$$C_P = \bigvee_{t \in T} V_t,$$

a depth-3 circuit of size $O(n \cdot r \cdot 2^r) = 2^{O(r + \log n)}$, since $|T| \leq 2^r$ and the size of each sub-circuit $V_t$ is $O(n \cdot r)$.

Using this transformation, we can immediately “import” known lower bounds for $\text{AC}^0$, and obtain, for example, lower bounds for the round complexity of beeping protocols for the Parity and Majority functions.

\textbf{Corollary 3.2.} Any deterministic beeping protocol that computes $\text{Parity}_n$ or $\text{Majority}_n$ requires $\Omega(\sqrt{n})$ rounds.

\textbf{Proof.} It is known that any depth-3 circuit for $\text{Parity}_n$ or $\text{Majority}_n$ must have size $2^{O(\sqrt{n})}$ [22]. Together with Lemma 3.1, we obtain the corresponding lower bounds for the beeping model.

We remark that while every $r$-round beeping protocol can be simulated by an $\text{AC}^0$ circuit of depth 3 and size $2^{O(r + \log n)}$ (Lemma 3.1), the converse is not true: $\text{AC}^0$ circuits have inherent parallelism, which makes them more powerful than the beeping model. One example is the majority function, which can be computed by an $\text{AC}^0$ circuit of depth 3 and size $2^{O(\sqrt{n})}$, but requires $\Omega(n)$ rounds in the beeping model (as we show in the next section). An example that seems even worse is the function

$$\text{TRIBES}_{k,\ell}(x_1, \ldots, x_k, \ell) = \bigvee_{i=1}^k \left( \bigwedge_{j=1}^\ell x_{i,j} \right).$$

For any $k, \ell \in \mathbb{N}$, the function $\text{TRIBES}_{k,\ell}$ is computed by an $\text{AC}^0$ circuit of depth 2 and size $k \cdot \ell$. However, it seems plausible that the beeping model requires $\Omega(k)$ rounds to solve $\text{TRIBES}_{k,\ell}$: even though each inner conjunction can be computed in a single round, we still need to compute $k$ such conjunctions, and it seems this should require $\Omega(k)$ rounds (but we have not proven this intuition).
3.2 Randomized Beeping Protocols

The lower bound technique above applies only to deterministic protocols, since it relies on deterministic lower bounds for AC$^0$. To extend this approach to randomized protocols, we take it one step further, and use the fact that a small low-depth circuit can be approximated by a low-degree polynomial, while “complex” functions like Parity and Majority cannot be approximated by a low-degree polynomial. This is one central approach used to prove AC$^0$ lower bounds, e.g., [35, 38], and we use the construction from [35]:

**Lemma 3.3 (Razborov’s Lemma, [35]).** Given a circuit $C$ of size $s$ and depth $d$, for any sufficiently small $\epsilon \in (0, 1/2)$, there exists a distribution $G_\epsilon$ over multivariate polynomials $g(x_1, \ldots, x_n) \in \mathbb{F}_2[X_1, \ldots, X_n]$ of degree at most $(\log(s/\epsilon))^d$, such that for all $x \in \{0, 1\}^n$,

$$\Pr_{g \sim G_\epsilon}[g(x) \neq C(x)] \leq \epsilon.$$  

Here, $\mathbb{F}_2[X_1, \ldots, X_n]$ denotes the polynomials over $x_1, \ldots, x_n$ with coefficients in $\mathbb{F}_2$.

Combining Lemma 3.3 with Lemma 3.1 yields the following corollary:

**Corollary 3.4 (Theorem 1.1 restated).** If there is a randomized $r$-round beeping protocol $P$ that computes $f : \{0, 1\}^n \to \{0, 1\}$ with error $\epsilon$, then there is a polynomial $g \in \mathbb{F}_2[X_1, \ldots, X_n]$ of degree $O((r + \log n)^3)$ which agrees with $f$ on all but a $2\epsilon$-fraction of the inputs in $\{0, 1\}^n$.

Now we can rely on the fact that Majority and Parity do not have low-degree approximating polynomials:

**Theorem 3.5 ([35, 38]).** For any polynomial $p \in \mathbb{F}_2[X_1, \ldots, X_n]$ of degree $t$,

$$\Pr_{x \sim U(\{0, 1\}^n)}[p(x) = \text{Majority}_n(x)] \leq \frac{1}{2} + O\left(\frac{t}{\sqrt{n}}\right),$$

and similarly for Parity$_n$.

In other words, to obtain constant error on the Majority or Parity function, our polynomial must have degree $t = \Omega(\sqrt{n})$. Therefore:

**Corollary 3.6 (Corollary 1.2 restated).** Any randomized beeping protocol for Parity$_n$ or Majority$_n$ with error $1/10$ requires $\Omega(n^{1/6})$ rounds.

**Proof of Corollary 1.2.** Given $P$, we construct for each deterministic protocol $P$ in the support of $P$ the corresponding circuit $C_P$ from Lemma 3.1, which agrees with $P$ on all inputs. Each $C_P$ has depth 3 and size at most $2^{O(r+\log n)}$, so using Razborov’s Lemma (Lemma 3.3), there is a distribution $G_P$ on polynomials of degree at most

$$\left(\log \frac{2^{O(r+\log n)} \\epsilon}{\epsilon}\right)^3 = O((r + \log n)^3),$$

such that for all $x \in \{0, 1\}^n$,

$$\Pr_{g \sim G_P}[g(x) \neq P(x)] \leq \epsilon.$$

Now let $G$ be the distribution over $\mathbb{F}_2[X_1, \ldots, X_n]$ where we first pick $P \sim P$, and then sample $g \sim G_P$. Then, for any $x \in \{0, 1\}^n$,

$$\Pr_{g \sim G}[g(x) \neq f(x)] \leq \Pr_{P \sim P, g \sim G_P}[P(x) \neq g(x)] + \Pr_{P \sim P}[P(x) \neq f(x)] \leq \epsilon + \epsilon = 2\epsilon.$$
Viewed another way: when we sample $x$ uniformly at random from $\{0, 1\}^n$, 

$$E_{g \sim \mathcal{G}} \left[ \Pr_{x \sim U(\{0, 1\}^n)} [g(x) \neq f(x)] \right] \leq 2\epsilon.$$ 

Therefore, there exists at least one polynomial $g$ in the support of $\mathcal{G}$ such that 

$$\Pr_{x \sim U(\{0, 1\}^n)} [g(x) \neq f(x)] \leq 2\epsilon,$$

and this polynomial, like all polynomials in the support of $\mathcal{G}$, has degree $O((r + \log n)^3)$. ◀

Unfortunately, this is more or less as far as we can go using this approach: there exists a circuit of depth 3 size $2^{O(\sqrt{n})}$ for $\textsc{Majority}$, and if we relax the requirement to computing $\textsc{Majority}$ correctly on a $(1 - \epsilon)$-fraction of inputs (instead of all inputs), the circuit size reduces to $2^{O(n^{1/4})}$ [6]. Therefore, our approach cannot yield a lower bound better than $\Omega(\sqrt{n})$ for deterministic beeping protocols, or better than $\Omega(n^{1/4})$ for randomized protocols, even if we somehow improved the degree of the approximating polynomial in our construction.

In the next section, we show that by applying the technique of random restrictions directly to a beeping protocol, we can obtain a lower bound of $\tilde{\Omega}(n)$ for $\textsc{Majority}$ (and for $\textsc{Parity}$), and we can also handle $\textsc{Approx-Majority}_{n, \epsilon}$.

## 4 Beeping Lower Bounds via Random Restrictions

In this section we use another central technique from circuit complexity, called random restrictions, to show that the beeping model cannot compute certain functions efficiently. For lack of space, some proofs are omitted.

Random restrictions were used in the seminal proof that $\text{AC}^0$ circuits cannot compute the parity function [5, 20, 40, 22], and since then have found many applications. The basic idea is the following: we are given a Boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, and a circuit (or decision tree) $C$ that computes $f$. We would like to show that $C$ must have high depth. To do this, we randomly choose a subset of the input variables, and fix their values to 0 or 1 at random; this is referred to as “hitting the circuit with a random restriction”. We say that an input variable “survived” the restriction if it was not fixed. Then we show:

(a) The complexity of the circuit $C$ is significantly reduced. For example, after hitting an $\text{AC}^0$ circuit with a random restriction where every variable survives with some inverse polynomial probability, the circuit becomes constant with high probability.

(b) The complexity of the function $f$ is not significantly reduced. For example, hitting the parity function with a random restriction yields a parity over the set of inputs we did not fix.

We begin by describing OR decision trees, a convenient way to represent beeping protocols. Then we formally define random restrictions and analyze what happens to an OR decision tree when hit with a random restriction; finally, we use this machinery to prove a lower bound for approximate majority.

### 4.1 OR Decision Trees

When each node has a single-bit input $x_i \in \{0, 1\}$, a deterministic beeping protocol can be modeled as an OR decision tree:
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Definition 4.1 (OR decision tree). An OR decision tree of depth $d$ on variables $x_1, \ldots, x_n$ is a binary tree $T$ of depth $d$, where each inner node $v \in \{0, 1\}^*$ is labeled with a disjunction $D_v = \bigvee_{i=1}^{n} l_i^v$. Here, each $l_i^v$ is a literal, $l_i^v \in \{x_i, \overline{x_i} : i \in [n] \} \cup \{0, 1\}$. The leaves of the tree are labeled with Boolean values.

The value of $T$ on an input $x = (x_1, \ldots, x_n) \in \{0, 1\}^n$ is defined by induction on the height of the tree: the value of a leaf is its label; the value of an inner node $v$ is the value of its left subtree if $D_v(x) = 0$, or the value of its right subtree if $D_v(x) = 1$.

OR decision trees are a generalization of decision trees, where every node queries a single variable (see [12] for a survey). Other generalizations have been considered, e.g., Parity Decision Trees (see [41] for a survey). To our knowledge, however, OR decision trees have not been studied before in related contexts.

4.2 Random Restrictions

Beeping protocols as OR trees. To represent a deterministic beeping protocol $P$ as an OR decision tree, we construct the following tree: at each node $v \in \{0, 1\}^*$, we place the disjunction $D_v = \bigvee_{i=1}^{n} l_i^v$, where $l_i^v = P_i(v)$ is 1 if node $i$ beeps after witnessing the transcript $v$, and 0 otherwise. At each leaf we write the output of $P$ on the corresponding transcript.

A randomized beeping protocol is simply a distribution over OR decision trees.

Observe that the depth of the OR decision tree representing a beeping protocol is the number of rounds used by the protocol. Therefore, to prove that a function $f$ does not have a deterministic beeping protocol using $r$ rounds, it suffices to show that every OR decision tree that computes $f$ has depth greater than $r$, and similarly, for randomized protocols, we must show that every distribution over OR decision trees that computes $f$ with low error has some tree in its support with depth greater than $r$.

In the sequel, we restrict attention to OR decision trees where at each node of the tree, no variable is queried more than once; that is, the tree does not contain a disjunction of the form $x_i \lor x_i \lor \ldots$ or of the form $x_i \lor \overline{x_i} \lor \ldots$. This is true of trees generated from beeping protocols, but we can also assume it, without loss of generality, about general trees – in the first case we can simply get rid of duplicates, and in the second case the value of the node is always 1, and we can remove it from the tree and replace it with its right subtree.

4.2 Random Restrictions

Let us review the formal definition of a random restriction, and study what happens to an OR decision tree when we hit it with a random restriction.

Definition 4.2 (Restriction). An $n$-bit restriction is a mapping $r : \{x_1, \ldots, x_n\} \rightarrow \{0, 1, \ast\}$. Given an input $x \in \{0, 1\}^n$, the restriction of $x$ to $r$, denoted $x|r \in \{0, 1\}^n$, is defined by

$$(x|r)_i = \begin{cases} x_i & \text{if } r(x_i) = \ast, \\ r(x_i) & \text{otherwise}. \end{cases}$$

Given a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, the restriction of $f$ to $r$, denoted $f|r : \{0, 1\}^n \rightarrow \{0, 1\}$, is defined by $f|r(x) = f(x|r)$.

For a parameter $\alpha \in [0, 1]$, let $D_{n, \alpha}$ be the distribution over $n$-bit restrictions obtained by setting, independently for each $i \in [n]$,
\[ r(x_i) = \begin{cases} * & \text{w.p. } 1 - \alpha, \\ 0 & \text{w.p. } \alpha/2, \\ 1 & \text{w.p. } \alpha/2. \end{cases} \]

In other words, each input variable survives with probability \(1 - \alpha\), and otherwise it is fixed to 0 or 1 with equal probability.

What happens to an OR decision tree when we hit it with a random restriction? We show that for any path of length \(d\), with high probability, the total number of variables queried along the path drops to \(\tilde{O}(d)\). (Recall that even a single node of an OR tree may be labeled by a disjunction of all the variables, so this is a significant.) To show this, let us first formally define the “total cost” of a path, and then study in turn what happens to a disjunction, to a path, and to the entire tree when we hit them with a random restriction.

**The total cost of a path.** Let \(\pi\) be a path – a sequence of disjunctions, \(\pi = D_1, \ldots, D_d\), where \(D_i = \bigvee_{j=1}^{w_i} \ell_{i}^{j}\) for each \(i\), and each \(\ell_{i}^{j}\) is a literal. The cost of each disjunction \(D_i\) is its width, \(\text{cost}(D_i) = w_i\). Define the total cost of \(\pi\) as

\[ \text{cost}(\pi) = \sum_{i=1}^{d} \text{cost}(D_i). \]

The number of variables queried along \(\pi\) is at most \(\text{cost}(\pi)\), although it could be smaller, if the same variable is queried by more than one disjunction along \(\pi\).

**Hitting a disjunction with a random restriction.** When we hit a disjunction \(D = \bigvee_{i=1}^{w} \ell_{i}\) of width \(w\) with a restriction \(r\), the resulting function is also a disjunction: if there is some literal \(\ell_{i}\) in \(D\) that is fixed to 1 (i.e., \(\ell_{i}|_{r} = 1\)), then the value of \(D\) becomes fixed, \(D|_{r} = 1\). Otherwise, \(D|_{r} = \bigvee_{i \in S_r} \ell_{i}\), where \(S_r = \{j \in [w] : \ell_{j}|_{r} = \ell_{j}\}\). In this case we say that \(D\) survives \(r\).

We have

\[ \Pr_{r \sim D_{n, \alpha}}[D \text{ survives } r] = \left(1 - \frac{\alpha}{2}\right)^w, \]

so wide disjunctions have low survival probability. (Recall that we assumed \(D\) does not query the same variable more than once, and therefore, the value of each literal after hitting it with \(r\) is independent of the other literals.)

**Hitting a path with a random restriction.** Consider a path \(\pi = D_1, \ldots, D_d\). Given a restriction \(r\), let \(\pi|_{r} = D_1|_{r}, \ldots, D_d|_{r}\) be the path obtained by hitting each node (disjunction) of \(\pi\) with \(r\).

When we apply a random restriction to \(\pi\), it has the effect of “killing off” wide disjunctions, and therefore, we expect the total cost of the path to be fairly small:

**Lemma 4.3.** For any path \(\pi = D_1, \ldots, D_d\),

\[ \mathbb{E}_{r \sim D_{n, 1/2}}[\text{cost}(\pi|_{r})] \leq 2|\pi|. \]
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Proof. Let \( w_i \) be the width of \( D_i \) for \( i \in [d] \). Since a disjunction of width \( w \) survives with probability \((3/4)^w\), the expected cost of \( \pi_r \) is

\[
\mathbb{E}_{r \sim \mathcal{D}_{n,1/2}} [\text{cost}(\pi_r)] = \sum_{i=1}^{\lfloor \gamma \rfloor} \mathbb{E}_{r \sim \mathcal{D}_{n,1/2}} [\text{cost}(D_i|_r)]
\]

\[
< \sum_{i=1}^{\lfloor \gamma \rfloor} \left( w_i \cdot \mathbb{P}_{r \sim \mathcal{D}_{n,1/2}} [D_i \text{ survives } r] \right)
\]

\[
= \sum_{i=1}^{\lfloor \gamma \rfloor} \left( w_i \left( \frac{3}{4} \right)^{w_i} \right) < 2|\pi|.
\]

In the last step we used the fact that \((3/4)^x \cdot x < 2\) for all \( x \geq 1 \). ▷

Hitting the entire tree with a random restriction. For an OR decision tree \( T \) and an input \( x \in \{0,1\}^n \), let \( \pi_T(x) \) be the computation path of \( T \) on \( x \). We let \( T|_r \) denote the tree obtained from \( T \) by replacing each disjunction \( D_v \) with the disjunction \( D_v|_r \). Observe that if \( f : \{0,1\}^n \to \{0,1\} \) is the function computed by \( T \) and \( r \) is a restriction, then \( f|_r \) is the function computed by \( T|_r \).

As we saw above, hitting \( T \) with a random restriction has the effect of reducing the cost of each path, with high probability. However, some small fraction of paths may retain high total cost (in fact, this is likely). We deal with these paths by truncating them.

Definition 4.4. Given a restriction \( r \), an OR decision tree \( T \) and a cost bound \( c \in \mathbb{N} \), we define a truncated OR decision tree \( T|_{r,c} \) as follows: \( T|_{r,c} \) is the same as \( T|_r \), except that for any node \( v \) at depth \( c \), if \( v \) is not a leaf, we replace \( v \) with a leaf labeled with \( 0 \).

Truncating an OR decision tree can increase its error, but if we choose the depth bound appropriately, the error does not increase by much:

Claim 4.5. Let \( T \) be an OR decision tree of depth \( d \) on \( n \) inputs. Let \( \eta \in (0,1/2) \), and let \( \gamma = 2/\eta \). Then for any input \( x \in \{0,1\}^n \), we have

\[
\Pr_{r \sim \mathcal{D}_{n,1/2}} [T|_{r,\gamma d}(x|_r) \neq T|_r(x|_r)] \leq \eta.
\]

Proof. Let \( \pi \) be the computation path of \( T \) on \( x \). By Lemma 4.3 and Markov,

\[
\Pr_{r \sim \mathcal{D}_{n,1/2}} [\text{cost}(\pi_r) > (2/\eta)|\pi|] < \eta.
\]

Thus, the probability that \( \pi \) needs to be truncated in \( T|_{r,\gamma d} \) is at most \( \eta \). If \( \pi \) is not truncated, then it is the same as in \( T|_r \), and in particular it returns the same answer as \( T|_r \). Otherwise, we may err, but this happens with probability at most \( \eta \). ▷

Finally, we observe that an OR decision tree with low total cost can be “unrolled” into a plain decision tree of low depth: we can replace every disjunction of width \( w \) by a plain decision tree of depth \( \gamma \) that queries the same variables and computes their OR. (In general, any function on \( w \) variables can be computed by a decision tree of depth \( w \).)

Claim 4.6. Let \( T \) be an OR decision tree where all paths have total cost at most \( d \). Then there exists a (plain) decision tree of depth \( d \) that computes the same function as \( T \).

It is known that plain decision trees require high depth to compute an approximate majority; next, we show how we can apply this result to obtain a lower bound for the beeping model.
4.3 The Coin Problem

The coin problem [37, 1, 11, 39, 16] is essentially a randomized version of approximate majority, and it is often used to prove lower bounds on approximate majority.

In the coin problem, \( \text{COIN}_{n,\epsilon} \), we have an \( \epsilon \)-biased coin, where either “heads” or “tails” has probability \( 1/2 + \epsilon \), but we do not know which. The coin is flipped \( n \) independent times, and given the \( n \) outcomes we need to decide if the coin is biased towards heads or tails. More formally:

**Definition 4.7 (The coin problem).** We say that a function \( f : \{0,1\}^n \rightarrow \{0,1\} \) solves the coin problem \( \text{COIN}_{n,\epsilon} \) with error \( \delta \) if, for any \( a \in \{0,1\} \),

\[
Pr_{x \sim \text{B}(1/2 + (-1)^n \cdot \epsilon)^n} [f(x) = a] > 1 - \delta.
\]

We say that a distribution \( \mathcal{F} \) over functions \( f : \{0,1\}^n \rightarrow \{0,1\} \) solves \( \text{COIN}_{n,\epsilon} \) with error \( \delta \) if

\[
Pr_{x \sim \text{B}(1/2 + (-1)^n \cdot \epsilon)^n, f \sim \mathcal{F}} [f(x) = a] > 1 - \delta.
\]

Abusing the terminology slightly, we will also say that a distribution \( \mathcal{T} \) over OR decision trees solves \( \text{COIN}_{n,\epsilon} \) if the distribution of functions computed by trees sampled from \( \mathcal{T} \) solves \( \text{COIN}_{n,\epsilon} \).

It is not hard to see that the best strategy for solving the coin problem is to output the majority of the \( n \) inputs. By Chernoff, this strategy works as long as \( \epsilon > c/\sqrt{n} \), where \( c = c(\delta) \) depends on the desired error probability \( \delta \). (If \( \epsilon \ll c/\sqrt{n} \), it is impossible to solve \( \text{COIN}_{n,\epsilon} \) with error \( \delta \).) Moreover, when \( \epsilon > c/\sqrt{n} \) for some sufficiently large \( c = c(\delta) \), it suffices to compute an \( \epsilon/2 \)-approximate majority: the probability that \( |\sum_i x_i - n/2| \leq \epsilon/2 \) is small, so even an \( \epsilon/2 \)-approximate majority will yield the right answer w.h.p. Thus, a lower bound on solving \( \text{COIN}_{n,\epsilon} \) immediately yields a lower bound on computing an \( \epsilon/2 \)-approximate majority on \( n \) bits (with slightly higher error).

It is known that the coin problem is very difficult for regular decision trees.

**Theorem 4.8 ([16]).** There is a constant \( c > 0 \) such that for any \( \epsilon > c/\sqrt{n} \), the depth of any decision tree that solves \( \text{COIN}_{n,\epsilon} \) with error 1/10 is \( \Omega(1/c^2) \).

Next, we will show that this is also true for OR decision trees (up to constants).

A key property of the coin problem is that when we hit it with a random restriction, it does not become much easier: essentially, fixing a random subset of the outcomes of the coin to 0 or 1 corresponds to increasing the bias of the coin, but not by much. This property is used to prove lower bounds for AC^0 using the coin problem.

**Lemma 4.9 ([11, 16]).** Let \( \alpha \in [0,1) \). Suppose that \( f : \{0,1\}^n \rightarrow \{0,1\} \) solves the coin problem \( \text{COIN}_{n,\epsilon} \) with error \( \delta \). The distribution \( f|_{r} \) over functions, where \( r \sim D_{n,\alpha} \), solves \( \text{COIN}_{n,\frac{\alpha}{1-\alpha}} \) with error \( \delta \).

We showed that when hit with a random restriction, an OR decision tree of depth \( d \) “collapses” to a plain decision tree of roughly the same depth. The coin problem, on the other hand, does not become significantly easier when hit with a random restriction (Lemma 4.9). Combining everything, we have:

**Theorem 4.10.** Let \( \mathcal{T} \) be a distribution over OR decision trees that solves \( \text{COIN}_{n,\epsilon} \) with error at most 1/10 and \( \epsilon > c/\sqrt{n} \) (for some large enough constant \( c \)). Then, there is a tree \( T \) in the support of \( \mathcal{T} \) that has depth \( \Omega(1/c^2) \).
On the Computational Power of Radio Channels

As we showed in Section 4.1, a beeping protocol can be modeled as an OR decision tree, whose depth corresponds to the number of rounds of the protocol. We therefore obtain the following corollary, which implies Theorem 1.3:

**Corollary 4.11.** Any randomized beeping protocol that solves \( \text{Coin}_{n,c} \) with error \( 1/10 \) and \( \epsilon > c/\sqrt{n} \) (for some large enough constant \( c \)), has \( \Omega(1/\epsilon^2) \) rounds.

5 Extension to Other Channel Types

In addition to the beeping model, our techniques can be used to prove lower bounds for other types of wireless channels.

Throughout the paper we have simulated a round of a beeping protocol by a circuit of depth one consisting of a single OR gate. When considering a different wireless channel \( \mathcal{C} \), as long as this channel is not too complex, we can also model it as a “simple” circuit \( \mathcal{C} \). Then,

- If \( \mathcal{C} \) is a relatively shallow circuit, then the techniques of Section 3 can be generalized to \( \mathcal{C} \), by replacing the OR gates used to simulate one round of the beeping protocol by \( \mathcal{C} \)-type circuits (see, e.g., Lemma 3.1).
- If hitting \( \mathcal{C} \) with a random restriction (say, with constant survival probability) yields a circuit that depends on only a small number of inputs w.h.p. then the techniques of Section 4 can also be generalized to \( \mathcal{C} \), by replacing the OR trees used to model a beeping protocol by \( \mathcal{C} \)-trees (trees where each node is labeled by a \( \mathcal{C} \)-type circuit).

**The collision detection channel.** Consider, for example, a wireless channel \( \mathcal{C} \) with collision detection. The output of the channel is one of four symbols, \( \perp, \top, 0 \) and 1: if no node decides to broadcast, all nodes receive \( \perp \); if more than one node decides to broadcast, all nodes receive \( \top \); and if exactly one node decides to broadcast, all nodes receive the message it sent.

Next, we implement the operation of \( \mathcal{C} \) as a simple circuit \( \mathcal{C} \). Note that unlike the beeping channel, in the collision detection channel, each node has two decisions to make: first, whether to broadcast; and second, what value to broadcast (if broadcasting). Accordingly, our circuit \( \mathcal{C} \) will have inputs \( x_1, \ldots, x_n, b_1, \ldots, b_n \), where \( x_i \) indicates whether node \( i \) broadcast (\( x_i = 1 \) means that node \( i \) did broadcast), and \( b_i \) gives the bit broadcast by node \( i \) in the case that it did broadcast. The circuit \( \mathcal{C} \) outputs three bits \( s, c \) and \( b \). If \( s = 1 \), then this is a silent round, i.e., \( \mathcal{C} \) outputs \( \perp \). If \( c = 1 \), then a collision has occurred, i.e., \( \mathcal{C} \) outputs \( \top \). Otherwise, if \( s = c = 0 \), then the output of \( \mathcal{C} \) is the bit \( b \). (We make sure that only one of these three cases holds.)

The circuit \( \mathcal{C} \) consists of three parts, where each part computes one of \( c, s \) and \( b \):

- **Computing \( s \):** the circuit \( \mathcal{C} \) computes \( s \) by taking \( s = \bigwedge_{i=1}^n \neg x_i \).
- **Computing \( c \):** the circuit \( \mathcal{C} \) computes \( c \) by taking \( c = \bigvee_{i \neq j} (x_i \land x_j) \).
- **Computing \( b \):** the circuit \( \mathcal{C} \) computes \( b \) by taking \( b = \bigvee_{i=1}^n (b_i \land x_i) \). Note that when \( s = c = 0 \), there is exactly one node \( i \) with \( x_i = 1 \), and in this case \( b_i = \bigvee_{i=1}^n (b_i \land x_i) \).

The circuit \( \mathcal{C} \) we constructed is of depth 2 and size \( O(n^2) \). We could use it to construct an \( \mathcal{AC}^0 \) circuit as we did in Lemma 3.1, and the resulting circuit would have depth 4 and size \( 2^{O(r + \log n)} \). However, we can do better using random restrictions. Instead of explicitly computing the survival probability of each node in the tree, we can appeal to Håstad’s Switching Lemma, which analyzes the behavior of DNFs under random restrictions.

A **DNF of width \( w \)** is a formula of the form \( \bigvee_{i=1}^m \left( \bigwedge_{j=1}^{k_i} \ell_{i,j} \right) \), where each \( \ell_{i,j} \) is a literal, and \( k_i \leq w \) for each \( 1 \leq i \leq m \). Let \( DT(f) \) denote the minimum depth of a (plain) decision tree that computes \( f \).
Lemma 5.1 (Håstad’s Switching Lemma [22]). Let \( f \) be a DNF of width \( w \) over \( n \) variables, and let \( \alpha \leq 1/5 \). Then for any \( d \geq 0 \),

\[
\Pr_{r \sim \mathcal{D}_n} [\text{DT}(f |_r) \geq d] \leq (5\alpha w)^d.
\]

In particular, whenever \( 5\alpha w \leq 1/2 \), we have \( \sum_{d=0}^{\infty} (5\alpha w)^d \leq 2 \). The same holds for CNFs (circuits of the form \( \bigwedge_{i=1}^m \bigvee_{j=1}^{k_i} \ell_{i,j} \)).

In the circuit \( C \) that describes the behavior of the collision detection channel, each of the three parts is a DNF or a CNF of width \( \leq 2 \). The Switching Lemma shows that if we hit a \( C \)-decision tree with a random restriction \( r \) where every variable survives with sufficiently small constant probability (e.g., \( 1/100 \)), and then “unroll” each \( C \)-type node into a decision tree with the smallest depth possible, then for each path \( \pi \) in the original \( C \)-decision tree, the expected length of the “unrolled” \( \pi |_r \) is \( O(1) \). From here, we can proceed exactly as in Section 4, and obtain that the channel with collision detection also requires \( \Omega(1/\epsilon^2) \) rounds to solve \( \epsilon \)-approximate majority.

The additive channel. Another interesting example is the additive channel [14], where in every round, each of the \( n \) nodes broadcasts a bit, and each node hears the XOR (or, PARITY) of the broadcast bits. It is known that the PARITY function is not very useful when it comes to computing MAJORITY: for example, any depth-3 \( \mathsf{AC}^0 \) circuit that is additionally equipped with unbounded fan-in PARITY gates must still have size at least \( 2^{\Omega(n^{1/4})} \) to compute \( \text{MAJORITY}_n \) [38]. Thus, following the outline from Section 3, we see that a deterministic protocol for the additive single-hop network requires \( \Omega(n^{1/4}) \) rounds to compute \( \text{MAJORITY}_n \).

Similarly to our approach in Section 4, one can model protocols over the additive channel as parity decision trees, objects that have been extensively studied (see [41] for a survey).

Known lower bounds on the depth of a parity decision tree that computes a specific function, imply the same lower bound in the additive channel model (e.g., the lower bound on the parity decision tree complexity of the recursive majority function in [9]).
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Abstract
The distributed naming problem, assigning unique names to the nodes in a distributed system, is a fundamental task. This problem is nontrivial, especially when the amount of memory available for the task is low, and when requirements for fault-tolerance are added.
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1 Introduction
The population protocol model was introduced as a minimalist model for mobile sensor networks where the computational devices, called agents, communicate by pair-wise interactions without (almost) any control on their communication schedule [1]. The model originally assumed that the memory of agents is constant, i.e., independent of the population size $n$. Due to this, agents are prohibited from storing unique identifiers.

Many limitations have been discovered due to this restriction, and a lot of work has been devoted to study the power added by relaxing it. For example, it was obtained in [10] that a non-semi-linear predicate can be computed starting from $\Theta(\log \log n)$ bits of agent’s memory (allowing $\Theta(\log^{O(1)} n)$ identifiers), while the original population protocols compute only exactly the semi-linear predicates [2]. Furthermore, it was shown that using $\Theta(\log n)$
bits per agent, allowing to assign unique identifiers (names) to agents, already permits to compute exactly all the symmetric predicates in the class $NSPACE(n \log n)$ (what is equivalent to the power of $O(n \log n)$ space Turing machine) [15, 10]. Following these results, a comprehensive study in [7] provided a complete hierarchy establishing complexity classes for the cases going from non-identified agents (the original population protocol model) to uniquely identified ones, passing by the case of homonyms.

Another line of works where the possibility of having names plays an important role concerns fault-tolerant population protocols. As a motivating scenario one can think of reliability critical mobile sensor networks (not necessary of a very large scale), which may be hardly accessible and have to recover automatically to the correct behavior after faults. In the framework of self-stabilization [13, 3], i.e. when the reliability concerns transient faults (e.g., memory or communication errors), it was shown that a linear (on $n$) state space is necessary for the realization of many tasks. Interestingly, in these cases, many proposed solutions perform a sort of naming mechanism. This concerns for example the self-stabilizing tasks of leader election [9], counting [5, 16, 4] and deterministic oscillation [11]. In [12], for computing semi-linear predicates while tolerating a known constant number of transient and crash faults, the algorithm approximately divides the population into a predefined number of groups, actually creating named homonyms. Finally, some other fault-tolerant population protocols assume that names are given a priori, e.g., [15, 18].

These observations suggest that the task of naming in population protocols should receive a particular attention. This work presents a comprehensive study of this problem. It focuses on the necessary and sufficient state space conditions for naming under all possible combinations of a set of classical model assumptions, like existence of a leader, weak or global fairness, uniform or arbitrary initialization and symmetry of transition rules. Note that a choice of a combination affects the type and the level of difficulty of breaking symmetry or of achieving fault-tolerance. These parameters, their interest and effect are all discussed below.

The first parameter is the nature of the assumed fairness, weak or global. The formal definitions and an example illustrating the difference between the two appear in the model section. Intuitively, while global fairness ensures that an infinitely often reachable configuration is unavoidable, weak fairness only ensures that every pair of agents interacts infinitely often. Global fairness can be viewed as a way for modeling randomized systems (without introducing randomization explicitly in the model). This explains why it is generally easier to get solutions under this fairness. However, such randomization cannot be always assumed to be available, in particular in reliability critical systems.

A second parameter is the symmetry nature of the (transition) rules of a protocol. With symmetric rules, two interacting agents in the same state stay in identical states. With asymmetric rules, they can take different states. This latter assumption was the original one proposed for population protocols and motivated by asymmetric wireless communications. The symmetric rules assumption is more general (weaker), and many motivating scenarios can be found for it in nature inspired population protocols, social networks (when equity is an issue) or in networks with symmetric wireless communication.\(^3\)

A third parameter is the presence or absence of a unique leader (a distinguishable agent),

\(^3\) Note that an asymmetric population protocol can be transformed into a symmetric one using the transformer of [6]. However, this transformer requires global fairness and doubles the number of states per agent. This makes it frequently inadequate for obtaining a space efficient symmetric solution from an asymmetric one (in terms of exact space complexity), and certainly inadequate under weak fairness.
which is obviously also useful for the sake of breaking symmetry. In the context of sensor networks, this agent may represent a (possibly mobile) base station, having augmented resources comparing to the tiny mobile agents. From this perspective and similarly to previous studies (e.g., [20, 4, 16]), we are not concerned with the space complexity of this agent.

A fourth parameter is related to the initialization of system agents, i.e., of the leader (if present) and of the other agents (called here mobile). In case of mobile agents, if initialization is assumed, it is always uniform, i.e., to the same value for every mobile agent. In case of arbitrary initialization, the given solution stabilizes starting from an arbitrary configuration (i.e., resulting from any number of transient faults). In this case it is called self-stabilizing [13]. The weaker initialization assumption is (e.g., only the leader is initialized, or nobody), the stronger the system is against transient faults and the more adapted to repetitive execution of a task (requiring less or no re-initialization).

Finally, the focus of this work is on deterministic protocol design, useful whenever random behavior is inappropriate or deterministic guarantees are required. Moreover, as many previous works [20, 11, 4, 16, 5], we perform an exact state space analysis. On the negative side, this requires especially careful analysis and design, in contrast to, e.g., the asymptotic analysis case. On the positive side, the exact analysis is extremely relevant in the cases of particularly memory-limited devices, small sized networks and self-stabilizing protocols. The less volatile memory is used by a self-stabilizing protocol, the less (probabilistically less frequently) it is vulnerable to corruptions.

**Contribution**

Thus, we investigate the naming problem under all the possible combinations of the parameters described above. All the negative results (impossibilities and lower bounds) are presented in Section 3, while all the positive ones (state-optimal solutions) are given in Section 4. Table 1 gives a synthetic view of these results. For each case, it indicates first the statement establishing the feasibility, either by proving impossibility or by construction of a space-optimal protocol. In the latter case, the table also indicates the optimal (used) number of states and the relevant statement of the lower-bound.

The results are expressed in terms of \( P \) - a known upper bound on the number of mobile agents \( n \) (i.e., the maximum number of agents destined to be named). This technical assumption is done for dealing with bounded protocols (similarly to the related studies, e.g., [16, 5]). \( P \) can be seen as a function of the manufactured memory size in each (undistinguishable) mobile agent.\(^4\) Nevertheless, the results (and the lower bounds in particular) can be equivalently expressed in terms of \( n \), when considering a particular population size.

Notice that, first of all, the table concerns the case of arbitrarily initialized mobile agents. Together with that, it is also relevant to the case of uniform initialization of mobile agents. It is obvious for the positive results (the protocols stay correct). However, somewhat surprisingly, the impossibilities and lower bounds also hold under this stronger assumption, but with only one exception. The exception concerns symmetric rules under weak fairness and with an initialized leader, i.e., when a leader is present and can be initialized together with the other agents (refer to the table). Then, there is a simple naming protocol with only \( P \) states per

\(^4\) The parameter \( P \) is used in the protocols, but this explicit usage can be frequently replaced by an alert mechanism announcing that the bound will be shortly reached.
mobile agent (Proposition 14), instead of the necessary $P + 1$ states with arbitrary initialized mobile agents. In contrast with this simple protocol for completely initialized case, the analysis of tight negative and positive results assuming no initialization of mobile agents is much more complex (see Section 3.1 and Propositions 16 and 17).

Additional remarks can be made about the table. First, under weak fairness and without leader, no symmetric deterministic protocol is capable of breaking symmetry, and thus naming is impossible. Second, if asymmetric rules are allowed, in all cases, there is a space-optimal solution with $P$ states. On the contrary, with symmetric rules, the norm is $P + 1$ states, excluding two cases: when there is an initialized leader (in both cases) and (1) either global fairness or (2) uniform initialization of mobile agents is assumed. In both cases, the problem can be solved with $P$ states per agent.

Table 1 Synthesis of the relevant statements establishing the feasibility of naming and the necessary (optimal) state space, under different model parameters. If not stated otherwise, the indicated results hold for both arbitrarily an uniformly initialized mobile agents.

<table>
<thead>
<tr>
<th>symmetric rules</th>
<th>asymmetric rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>weak fairness</td>
<td>global fairness</td>
</tr>
<tr>
<td>no leader</td>
<td>Prop. 13, with $P + 1$ states (Prop. 3)</td>
</tr>
<tr>
<td>non-initialized leader</td>
<td>Prop. 16, with $P + 1$ states (Prop. 4)</td>
</tr>
<tr>
<td>initialized leader</td>
<td>non-initialized agents: Prop. 16, with $P + 1$ states (Theorem 11); initialized agents: Prop. 14, with $P$ states</td>
</tr>
</tbody>
</table>

Note. Due to the space constraints, several proofs and the additional related work discussion have been moved to [8]. Though, the most relevant work is mentioned above.

2 Model and Notations

We adopt the model of population protocols [1] as a basic model. A system consists of a collection $\mathcal{A}$ of pairwise interacting agents, also called population. Each agent can represent a sensing and communicating mobile device. Among the agents, there can be a unique distinguishable agent called the leader which can be as powerful as needed, in contrast with the resource-limited non-leader agents. The non-leader agents are also called mobile, interchangeably. The size of the population $n$ is the number of the mobile agents. It is unknown (a priori) to the agents, contrary to the upper bound parameter $P \geq n$. Each agent has a state taken from a set of states $Q$ (depending on $P$), the same for all mobile agents, but generally different for the leader.

A (population) protocol can be modeled as a finite transition system defined by transitions between configurations, where a configuration is a vector of states of all the agents. The transitions between configurations are defined by pairwise interactions between agents. If, in a configuration $C$, two agents $x$ and $y$ interact (meet), s.t. $x$ is in state $p$ and $y$ in state $q$,
they execute a transition rule \((p, q) \rightarrow (p', q')\). As a result, \(x\) changes its state from \(p\) to \(p'\) and \(y\) from \(q\) to \(q'\). The new configuration \(C'\), resulting from this state changes, is said to be reachable from \(C\) (in one step), denoted by \(C \rightarrow C'\). If \(p = p'\) and \(q = q'\), the corresponding transition is said null (such transition rules are specified by default), and non-null otherwise.

If there is a sequence of configurations \(C = C_0, C_1, \ldots, C_k = C'\), such that \(C_i \rightarrow C_{i+1}\) for all \(i, 0 \leq i < k\), we say that \(C'\) is reachable from \(C\), denoted \(C \rightarrow C'\).

The transition rules are deterministic, if for every pair of states \((p, q)\), there is exactly one \((p', q')\) such that \((p, q) \rightarrow (p', q')\). We consider only deterministic transitions and thus, only deterministic protocols. Transitions and protocols can be symmetric or asymmetric. Symmetric means that, if \((p, q) \rightarrow (p', q')\) is a transition rule, then \((q, p) \rightarrow (q', p')\) is also a transition rule. In particular, if \((p, q) \rightarrow (p', q')\) is symmetric, \(p' = q'\). A protocol is called symmetric, if all its transition rules are symmetric, and asymmetric otherwise.

Let \((p_1, q_1) \rightarrow (p_2, q_2), (p_2, q_2) \rightarrow (p_3, q_3), \ldots, (p_{k-2}, q_{k-2}) \rightarrow (p_{k-1}, q_{k-1}), (p_{k-1}, q_{k-1}) \rightarrow (p_k, q_k)\) be a sequence of rules of a protocol. Then, we shortly write \((p_1, q_1) \rightarrow (p_k, q_k)\) to denote the successive application of the rules of the sequence, to the same pair of agents, initially in states \(p_1\) and \(q_1\), leading them to \(p_k\) and \(q_k\), respectively. We sometimes call an agent in state \(p\) a \(p\)-state agent, or just a \(p\)-agent.

An execution of a protocol is an infinite sequence of configurations and transitions \(C_0, t_1, C_1, t_2, C_2, t_3, \ldots\) such that \(C_0\) is the starting configuration and for each \(i \geq 0\), \(C_i \rightarrow C_{i+1}\), \(t_i\) being the transition between two particular agents used to reach \(C_{i+1}\) from \(C_i\). When the actual transitions are irrelevant, we denote the execution by \(C_0, C_1, C_2, \ldots\). A segment or a sub-execution is a sub-sequence of an execution. The trace of transitions of a sub-execution \(C_0, t_1, C_1, t_2, C_2, \ldots, t_k, C_k\) is a sequence \(t_1, t_2, t_3, \ldots, t_k\) of transitions, and the corresponding trace of transition rules is the sequence \(r_1, r_2, r_3, \ldots, r_k\) such that \(r_i\) is the transition rule applied in \(t_i\). In a real distributed execution, interactions of distinct agents are independent and could take place simultaneously (in parallel), but when writing down an execution we order those simultaneous interactions arbitrarily.

An execution is said weakly fair, if every pair of agents in \(A\) interacts infinitely often. An execution is said globally fair, if for every two configurations \(C\) and \(C'\) such that \(C \rightarrow C'\), if \(C\) occurs infinitely often in the execution, then \(C'\) also occurs infinitely often in the execution. This also implies that, if in an execution there is an infinitely often reachable configuration, then it is infinitely often reached [2]. Note that an execution where pairs of agents interact according to some probabilistic distribution is globally fair with probability 1 [17].

A simple example allows to better understand the difference between weak and global (or probabilistic) fairness. Consider a population of 3 agents. Each agent can be white or black, and initially one agent is black and the two others are white. Consider also the protocol in which, when two white agents interact, they both become black and when two agents of different colors interact, they exchange their colors. It is easy to see that there is an infinite weakly fair execution in which there is always one black and two white agents (the black color “jump” indefinitely from agent to agent). On the contrary, every globally fair execution terminates in a configuration in which the 3 agents are black, because otherwise there would be infinitely many configurations during an execution from which the “all black” configuration could be reached, without ever being reached (contradicting global fairness).

A (static) problem is defined by a predicate \(D\) on configurations. A population protocol

---

5 For simplicity, in some cases, we do not present protocols under the form of transition rules, but under the equivalent form of a pseudo-code.
$\mathcal{P}$ is said to solve a problem $\mathcal{D}$, if and only if every execution of $\mathcal{P}$ reaches a configuration satisfying the conditions defining $\mathcal{D}$ and stays in such configurations forever after. When this happens, we say that the protocol has stabilized (or terminated), and a terminal configuration has been reached. A self-stabilizing protocol is a protocol that stabilizes from an arbitrary configuration (i.e., from a configuration where any agent, including the leader, can be in any possible state).

In the naming problem, each mobile agent $x$ has a variable, also called a name, that eventually does not change and such that no two agents have the same name. Mobile agents having the same state (thus the same name) are called homonyms.

We consider uniform or semi-uniform protocols (cf. [14, 19]) in the sense that all agents, except the leader (whence semi-), are a priori indistinguishable and interact according to the same transition rules. Moreover, given an upper bound $P$ on $n$, the protocol functions similarly for any $n$. Thus, given the bound $P$, by the definition of naming, an obvious lower bound on the state space of a mobile agent (for solving naming) is $P$.

## 3 Negative Results

In this section, we clarify some boundaries on the possibility to obtain symmetric naming. They are summarized in Table 1 and useful for establishing the space-optimality (tightness) of the solutions presented in the next section. We proceed from simple to more intricate results, gradually adding assumptions helping in breaking symmetry (making harder to prove impossibilities). We conclude this section by Theorem 11 - a subtle result stating impossibility to get a $P$ state symmetric protocol even with an initialized leader, but non-initialized mobile agents and under weak fairness.

The first result is obtained by observing a completely symmetric weakly fair execution where at each step the population transits from one uniform configuration (all agents are in the same state) to the other, by applying each time a symmetric rule between two homonyms.

**Proposition 1.** Under weak fairness and without leader (even with a uniform initialization of mobile agents), symmetric naming is impossible in the population protocol model.

**Proof.** By contradiction, assume that such a symmetric protocol $\mathcal{PP}$ exists. With or without an initialization, consider a possible starting configuration where each agent is in state $s_1$ and the population size is even (this also corresponds to a uniform initialization). We build a weakly fair infinite execution of $\mathcal{PP}$ during which no configuration with agents in distinct states is reached. This execution can be described by phases. In the first phase, the agents are matched in pairs and interact accordingly. As the protocol is symmetric, after this first phase, each agent is in some state $s_2$, the same for all agents. In the next phase, the agents are matched again in pairs, but differently from the previous phase, and interact accordingly. After this phase, each agent is in some state $s_3$, the same for all agents. The execution continues in such phases such that eventually every agent has interacted with every other. From now on, such interaction sequence is repeated infinitely often, satisfying weak fairness. However, this execution never assigns distinct names to agents.

The following lemma states properties of the transition rules of any $P$ state symmetric naming protocol. Its short proof is given below. The lemma is used in the proofs of the next two propositions: the first one assumes no existing leader, while the second one proves impossibility of a self-stabilizing symmetric naming even with a leader.

**Lemma 2.** In any symmetric naming protocol using only $P$ states per agent, the only possible non-null transition rules between two non-leader agents are between two homonyms.
Proof. Otherwise, in a population of \( P \) agents, after stabilization (every state in \( \{1, \ldots, P\} \) is assigned to some agent), mobile agents would be able to change their states and hence their names. This is a contradiction to the assumed stabilization. ◀

Under the conditions of the next proposition and by the lemma above, the only non-null transitions are between two homonyms (resulting in another two homonyms). Such transitions are useless for eliminating repeated names, implying the result.

**Proposition 3.** Even with a uniform initialization of agents, but without a leader, and using only \( P \) states per agent, it is impossible to obtain symmetric naming in the population protocol model, under weak or global fairness.

**Proposition 4.** There is no symmetric naming protocol with \( P \) states per agent with an arbitrarily initialized leader (or without it), under weak or global fairness.

Proof. Assume by contradiction that such a protocol exists. By Proposition 3, a leader is necessary. Consider a population of \( P \) mobile agents and a starting configuration \( C_0 \) (with possibly uniformly initialized mobile agents) that has homonyms (with states in \( \{1, \ldots, P\} \)). By Lemma 2, only transitions with a leader can eliminate homonyms (the only possible non-null symmetric transition rules between homonyms create necessarily two other homonyms). Thus, there is a finite execution sequence \( e \), starting from \( C_0 \), during which the leader renames interacting mobile agents, and finally stabilizes to a correct naming (where every name from \( \{1, \ldots, P\} \) is assigned to some mobile agent). Denote by \( C_e \) and by \( s_e \) the configuration and the state of the leader, respectively, at the end of \( e \).

Then, assume a starting configuration \( C'_0 \) (with possibly uniformly initialized mobile agents, as before) containing only homonyms in state \( s \) (in \( \{1, \ldots, P\} \)) and with the leader in state \( s_e \). There must be a sequence of interactions between the leader and mobile agents starting from \( C'_0 \) which ends up with a transition during which an interacting agent changes its name. Such a sequence of interactions exists also starting from \( C_e \) (with either weak or global fairness), because in \( C_e \) any possible state exists in the population. This contradicts the assumption that the protocol has stabilized starting from \( C_e \) in \( e \). Hence, the proposition follows. ◀

### 3.1 Impossibility of \( P \) state symmetric naming of arbitrarily initialized mobile agents, under weak fairness, even with an initialized leader

For proving this stronger impossibility result, let us assume, for the sake of contradiction, that such a solution exists. Thus, denote by \( Name \) any symmetric protocol solving the naming problem under weak fairness (for any \( n \leq P \)), with arbitrarily initialized \( P \)-state mobile agents. By Proposition 3, under such conditions, a leader is necessary. Moreover, by Proposition 4, such an agent has to be initialized. So, in this sub-section, we assume such initialized unique leader. In the following, some additional necessary properties of protocol \( Name \) are proven and finally imply the impossibility of its existence (see Theorem 11).

Using the lemma below, the next proposition establishes an important property of any protocol \( Name \) - the existence of a unique state \( m \), called \( \text{sink} \). This particular state satisfies the following three conditions: (1) \((m, m) \rightarrow (m, m)\); (2) for every state \( s \in Q \), there is a transition rule sequence \((s, s) \rightarrow (m, m)\); (3) for any \( n < P \), no mobile agent is assigned a name \( m \) at stabilization (i.e., \( m \) does not appear infinitely often in executions with \( n < P \)).

**Lemma 5.** Consider any weakly fair execution \( e = C_1, C_2, C_3, \ldots, C_j, \ldots \) of \( Name \) on a population \( A \) of size \( n < P \). There is an integer \( k \) such that, for any \( j \geq k \), no mobile agent is in a state \( m \in Q \) such that there is a sequence of transitions of \( Name \) \((m, m) \rightarrow (m, m)\).
Proof. Let us assume, by contradiction, that there are infinitely many configurations in $e$ with a mobile agent in state $m$. Since there is a finite number of agents, there is a particular mobile agent $x$ in $\mathcal{A}$ which is in state $m$ in infinitely many configurations. Let $C_{j_1}, C_{j_2}, C_{j_3}, \ldots$ be these configurations such that $e = e_1, C_{j_1}, e_2, C_{j_2}, e_3, C_{j_3}, \ldots$. W.l.o.g., we choose these configurations such that, in every execution segment $e_i$, every agent in $\mathcal{A}$ interacts with every other (this is possible with weak fairness).

Now consider a population $\mathcal{A}' = \mathcal{A} \cup \{x'\}$ of size $n + 1$. To prove the lemma, we will construct a weakly fair execution $e'$ of Name in population $\mathcal{A}'$ where no agent can distinguish $e'$ from $e$, and where consequently Name wrongly names the agents. Precisely, in $e'$, $x$ and $x'$ will be simultaneously in state $m$ in infinitely many configurations.

We construct $e'$ based on $e$. First, we assume that in $e'$, $x'$ is in state $m$ in the starting configuration, and $e' = e'_1, C'_{j_1}, e'_2, C'_{j_2}, e'_3, C'_{j_3}, e'_m, \ldots$. Every segment $e'_i$ follows exactly the same transition sequence as in $e_i$. In every segment $e'_{2r+1}, C'_{j_{2r+1}}$ (for $r \geq 0$) the interactions are exactly the same as in $e_{2r+1}, C_{j_{2r+1}}$, and $x'$ does not interact. However, in $e'_{2r}, C'_{j_r}$, all the interactions are as in $e_{2r+2}, C_{j_r}$, but the interactions with $x$. In this case, $x$ is replaced by $x'$ in the appropriate state, and $x$ does not interact. Finally, $e'^m$ is an execution segment where only $x$ and $x'$ interact. They both start in state $m$, performing the sequence $(m, m) \rightarrow (m, m)$. The configurations at the beginning and at the end of $e'^m$ are identical. The construction of $e'$ ensures that in every $C'_{j_r}$, both $x$ and $x'$ are in the state $m$.

It is easy to verify that $e'$ is possible. In particular, this is because, at the end of every segment $e'_i, C'_{j_i}, e'^m$, both $x$ and $x'$ are in the state $m$, so they can be exchanged in the following transitions of $e'_{i+1}$. Moreover, $e'$ is weakly fair, because $x'$ interacts with $x$ in every $e'^m$: in every $e'_{2r+1}$ and $e'_{2r+2}$, $x$ and $x'$, respectively, interact with every other agent (by the assumption on $e_i$); and all the other agents interact with all the others infinitely often, by the later arguments and by weak fairness of $e$.

Finally, in $e'$, Name does not name $x$ and $x'$ differently. This is a contradiction to the assumption that Name is a correct naming protocol.

▶ Proposition 6. In any protocol Name, there is a sink state.

Proof. As Name is symmetric, two interacting agents, both in some state $s \in Q$, execute some symmetric transition of the form $(s, s) \rightarrow (s_1, s_1)$. If they meet several times successively, there is a possible sequence of transitions $(s, s) \rightarrow (s_1, s_1) \rightarrow (s_2, s_2) \rightarrow (s_3, s_3) \ldots$ as mobile agents are finite state, for some $j > i \geq 1$, $s_i = s_j$, i.e. $(s_i, s_i) \rightarrow (s_i, s_i)$. By Lem. 5, $s_i = m$ s.t. $m$ does not appear infinitely often in executions with $n < P$. As there are at least $P - 1$ states appearing infinitely often in an execution with $n = P - 1$, there is at most one such possible state $m$ in a $P$ state protocol. This implies correctness of conditions (2) and (3) of the sink definition.

Finally, by contradiction, if $(m, m) \rightarrow (s, s)$ s.t. $s \neq m$, then the previous part of the proof implies $(s, s) \rightarrow (s, s)$. As $m$ is proved (above) to be unique, this is a contradiction, implying the correctness of condition (1) of the sink definition.

▶ From now on, the proof assumes the sink state denoted by $m$, and shows the impossibility for a particular kind of executions, called here reduced. In any segment of a reduced execution, each time a pair of $s \neq m$ homonyms appears, it is immediately reduced to $m$, i.e., by applying the sequence of transition rules $(s, s) \rightarrow (m, m)$, whose transitions and by extension the sequence itself are called (homonym) reducing. Thus, other transitions can take place only when there are no more homonyms. Naturally, any configuration without any homonyms except those in state $m$ is called reduced. Notice that, in a reduced execution, there are non-reduced configurations, but only during the reducing transition sequences. For
example, consider the following reduced sub-execution (where $l_1$ represents a leader state):
\[ [1, 2, 3, 4, m, l_1], (l_1, 1) \rightarrow (l_2, 2), [2, 2, 3, 4, m, l_2], (2, 2) \rightarrow (m, m), [m, m, 3, 4, m, l_2], (l_2, m) \rightarrow (l_3, 3), [m, 3, 3, 4, m, l_3], (3, 3) \rightarrow (m, m), [m, m, m, 4, m, l_3]. \] In this example, the reduced configurations are $[1, 2, 3, 4, m, l_1]$, $[m, m, 3, 4, m, l_2]$ and $[m, m, 4, m, l_3]$.

Forcing a reducing sequence of transitions whenever possible, as in a reduced (sub-) execution, does not prevent an execution from being weakly fair. Thus, we can prove the following corollary.

**Corollary 7.** Given protocol Name, any reduced sub-execution of Name can be prolonged to a reduced weakly fair execution of Name, i.e., in which Name stabilizes.

**Proof.** First, recall that, by Prop. 6, and Lemma 2, the only non-null-transitions of Name are the homonym reducing transitions between non-$m$-mobile agents and the transitions with the leader. Given a reduced segment, we prolong the execution by forcing mobile agents to interact with every other agent (including the leader) in a “round-robin fashion” (not necessarily in consecutive interactions). Whenever homonyms are created, this interaction pattern is interrupted by the homonym reducing sequence of transitions, and then resumed after the reduction. The execution constructed that way is weakly fair and uses only transitions of Name, hence it stabilizes towards a naming.

The following lemma states a basic property of Name, in a population of $P$ agents. It uses the notion of equivalent configurations. Two configurations are equivalent if both correspond to the same multi-set of states (e.g., $C_1 = [2, 3, 2, m, l]$ is equivalent to $C_2 = [2, 2, 3, m, l]$, where $l$ stands for the leader state). This notion is naturally extended to equivalent executions. The lemma shows that, in a population of $P$ agents, if there is a reduced sub-execution in which some particular state $s \neq m$ never appears (in its reduced configurations), then there is also an equivalent sub-execution where a particular $m$-agent never interacts.

**Lemma 8.** In a population of $P$ agents, consider a reduced sub-execution $e = C_{C_1}C_{C_2}\ldots C_{C_k}$ of Name, starting from a reduced configuration $C$ and such that no agent in state $s \neq m$ (for some $s$) exists in any reduced configuration of $e$. Then, there exists a reduced sub-execution $e' = C_{C'_1}C_{C'_2}\ldots C_{C'_k}$ of Name in which a particular $m$-agent $x$ never interacts, and, as in $e$, no agent in state $s \neq m$ exists in any reduced configuration of $e'$. Moreover, every configuration $C'_i$ of $e'$ is equivalent to the configuration $C_i$ in $e$.

**Proof.** In a population of $P$ agents, in any reduced configuration (of a reduced execution of Name), there is at least one $m$-state agent. Thus in any reduced configuration of $e$ there are at least two $m$-state agents. Consider $C$ and call one of these two agents agent $x$.

Let us construct now $e'$, starting in $C$, with exactly the same trace of transition rules of $e$. By Prop. 6, and Lemma 2, the only non-null-transitions are homonym reducing transitions between non-$m$-mobile agents and the transitions with the leader. By a simple induction below, one can see that every transition rule in a trace of $e$, step by step, can be executed without participation of agent $x$, and thus added to $e'$. Since no transition of $e$ creates an $s$-agent, no such added transition can create an $s$-agent.

Thus, starting in $C$, the first transition of $e$ can be executed with any agent, except $x$, and thus can be added to $e$ (the base of induction). The resulting configuration $C'_1$ is

---

or if one is a permutation of the vector components of the other (recall that a configuration is a vector of states of the agents)
equivalent to $C_1$. Then, by induction, assume that after $k$ transitions added to $e'$, the reached configuration is equivalent to the one reached after transition $k$ in $e$ (without any $s$-state agent in a reduced configuration). For $k+1$, if a homonym reducing transition takes place in $e$, $x$ does not participate (it is already reduced) and thus the same transition can be added to $e'$, and an equivalent configuration is reached. Otherwise, if this is a reduced configuration, there is an additional $m$-state agent, different from $x$, so any transition with the leader can be executed excluding $x$, and an equivalent configuration is reached. By such construction of $e'$, every configuration $C'_i$ is equivalent to $C_i$ in $e$.

Now, we want to prove that Name, in a population of size $P$, can reach a terminal configuration $C$ (with uniquely named agents and in particular with an agent $x$ in some state $s \neq m$), but such that the leader may be unaware of that. Then, the leader should manage to create the possibly missing $s$-agent for stabilizing towards a configuration where naming is realized. But, once created, this $s$-agent can disappear by a reduction with the “hidden” $s$-agent $x$. This contradicts the fact that the reached configuration $C$ is terminal (see the proof of Theorem 11). This proof uses the following two technical lemmas.

The first lemma (Lem. 9) states that, in some conditions, from a reduced configuration with an $s$-agent, a reduced configuration without such an agent is reachable. The second symmetric lemma (Lem. 10) states that, if there is some constrained sub-execution to a latter configuration without an $s$-agent, then there also exists a particular sub-execution from the configuration without an $s$-agent to the one with it. We use the following definitions to describe these aspects formally.

A configuration $C_1$ is said to be far away from $C_2$ by one state $s \neq m$ (in agent $x$), if there is an agent $x$ such that $C_1[x] = m$, $C_2[x] = s \neq m$ and $\forall y \in A \setminus \{x\}, C_1[y] = C_2[y] \neq s$. Then, $C_1$ is denoted by $C_2^{-s}$ and $C_2$ by $C_1^{+s}$. Agent $x$ is called the pivot. For example, $C_1 = [1, m, 3, 4, m, l_1]$ is far away by one state 2 from $C_2 = [1, 2, 3, 4, m, l_1]$, and $C_1 = C_2^{-2}$, $C_2 = C_1^{+2}$.

**Lemma 9.** Consider a population of size $P$ and two reduced configurations $C_1$ and $C_1^{-s}$, far away by state $s$, in agent $x$. Consider a given reduced sub-execution $C_1^{-s}e_1C_2$ of Name where: (i) there is no $s$-agent in every reduced configuration in the segment $C_1^{-s}e_1^{-s}$, (ii) agent $x$ does not interact in $C_1^{-s}e_1^{-s}C_2$, (iii) $C_2$ is reduced and has exactly one $s$-agent. Then, there exists a reduced sub-execution $C_1e_1C_2^{-s}$ of Name such that exactly one agent in state $s$ exists in every reduced configuration in $C_1e_1$, and agent $x$ does not interact in $C_1 e_1 C_2^{-s}$, except in the very last ($s$-homonym) reducing sequence.

**Proof.** Given a sub-execution $C_1^{-s}e_1^{-s}C_2$, the sub-execution $C_1e_1$ is constructed, starting from a configuration $C_1$, by applying exactly the trace of transition rules of $C_1^{-s}e_1^{-s}C_2$, on the population excluding the $s$-state agent $x$ (recall that agent $x$ does not interact in $C_1^{-s}e_1^{-s}C_2$). At the end of the execution constructed till now, there are exactly two $s$-state homonyms ($x$ and another $s$-agent). Now, the transitions reducing these homonyms to $m$ are added to reach the desired configuration $C_2^{-s}$. In this way, the sub-execution $C_1e_1C_2^{-s}$ is obtained. Notice that agent $x$ interacts only in the very last ($s$-homonym) reducing sequence.

**Lemma 10.** Consider a population of size $P$ and two reduced configurations $C_1$ and $C_1^{-s}$, far away by state $s$, in agent $x$. Consider a given reduced sub-execution $C_1e_1C_2^{-s}$ of Name where exactly one agent in state $s$ exists in every reduced configuration in the segment $C_1e_1$, and agent $x$ does not interact in $C_1 e_1 C_2^{-s}$, except in the very last ($s$-homonym) reducing sequence. Then, there exists a reduced execution $C_1^{-s}e_1^{-s}C_2$ of Name such that there is no $s$-agent in any reduced configuration in the segment $C_1^{-s}e_1^{-s}$, and $C_2$ is reduced and has exactly one $s$-agent.
Proof. In a given execution $C_1e_1C_2^{−s}$ agent $x$ does not interact, except in the very last (s-homonym) reducing sequence. Starting from $C_1^{−s}$ we construct an execution $C_1^{−s}e_1C_2$, by using first exactly the same prefix of the trace of transition rules of $C_1e_1C_2^{−s}$, until and excluding the very last (s-homonym) reducing sequence. In the given configuration, before this very last reducing sequence, two $s$-agents necessarily exist, one of them being till now the non-interacting agent $x$. However, in the sub-execution constructed at this point, $x$ does not interact either, but is in state $m$, so exactly one $s$-agent exists at the end of the constructed sub-execution. Hence, $C_2$ is reached and the required $C_1^{−s}e_1^{−s}C_2$ is obtained.

\textbf{Theorem 11.} Under weak fairness, without the initialization of mobile agents, there is no symmetric naming protocol with $P$ states per agent.

Proof. By contradiction, assume that such a protocol Name exists. Consider a population of $P$ agents. Assume an agent $x$ that does not communicate (for long enough), while the protocol is stabilizing with only $P−1$ mobile agents. By Proposition 6, when this happens, no agent, except possibly $x$, is in state $m$. Thus, consider two possible configurations. In one, $C_1$, the state of $x$ is $m$, and in another, $x$ is in state $s ≠ m$. In the latter case, reduce the $s$-state homonyms (to $m$) (possible by Prop. 6). The reached configuration is $C_1^{−s}$.

Assume that the actual obtained configuration is $C_1^{−s}$. By the correctness of Name, starting from $C_1^{−s}$, any execution $e$ stabilizes to a configuration $C_∗$ where all agents are in different states and no state changes thereafter. Moreover, by Corollary 7, there is such an execution, which is reduced. Furthermore, any such $e$ can be decomposed s.t.

$e = C_1^{−s}e_1^{−s}C_2 e_2 C_3^{−s}e_3^{−s}C_4 e_4 C_5^{−s} \ldots C_k^{−s}e_k^{−s}C_k \ldots$. For every odd $i$, no $s$-agent exists in any reduced configuration of $C_i^{−s}e_i^{−s}$, and $C_i^{−s}$ is reduced. For every even $i$, exactly one $s$-agent exists in every reduced configuration in $C_i e_i$, and $C_i$ is reduced. By Lemma 8, for every odd $i$, one can choose a segment $C_i^{−s}e_i^{−s}$ such that a particular $m$-agent $x_i$ never interacts in this segment.

Furthermore, $e$ is chosen such that, for every segment $C_i e_i C_{i+1}^{−s}$ with an even $i$, a particular $s$-state agent $y_i ≠ x_i$ does not interact, except in the very last (s-homonym) reducing sequence. Let us show (by induction) that such $e$ exists. First, since in $C_i^{−s}e_i^{−s}$, for odd $i$, there is an $m$-agent $y_i ≠ x_i$ in every reduced configuration. Thus, in the following $C_{i+1}$ (even $i + 1$) configuration, any such agent or other non-$m$-agent $y_i ≠ x_i$ can become an $s$-agent. This implies that every agent in $e$ has the opportunity to interact repeatedly. Second, by Lemma 9, $C_{i+1}C_{i+1}^{−s}$ exists (such that there is exactly one agent in state $s$ in every reduced configuration of $C_{i+1}$). Thus, starting from $C_1$, at the end of $C_1 e_1 C_2^{−s}$, no $s$-agent would exist. Then, by correctness of Name, there exists $C_2^{−s}e_2^{−s}C_3$ (where no $s$-agent exists in $C_2^{−s}e_2^{−s}$), and by Lemma 8, such that, in $C_2^{−s}e_2^{−s}$, a particular $m$-state agent does not interact, e.g., the pivot agent of $C_2^{−s}$ and $C_2$. Thus, by Lemma 9, there exists $e$, such that, in $C_2 e_2 C_3^{−s}$, a particular $s$-state agent $y_2$ does not interact, except in the very last (s-homonym) reducing sequence (this proves the base of induction).

Now, one can repeat the same arguments, for any segment $C_i^{−s}e_i^{−s}C_{i+1} e_{i+1} C_{i+2}^{−s}$, for an odd $i$, in $e$, and show (by induction) that the chosen $e$ exists. Recall that we assumed that Name has stabilized in $C^{∗}$ and then, the leader has to stop renaming the agents. In addition, $C_∗$ is reduced (all agents are distinctly named). Hence, from this point, only null-transitions are possible.

Notice that the conditions of Lemma 9 are satisfied for the segments $C_i^{−s}e_i^{−s}C_{i+1}$ with an odd $i$, and the conditions of Lemma 10 are satisfied for the segments $C_i e_i C_{i+1}^{−s}e_{i+1}^{−s}$ with an even $i$. Hence, by applying these lemmas repeatedly to the segments of $e$, one inductively
builds the execution segment $e' = C_1 e_1 C_2 e_2 C_3 e_3 \ldots C_n e_n C_{-s}$. However, $C_{-s}$ is reduced, and far away by only one state from $C_\ast$. No agent except the pivot, can distinguish $C_{-s}$ from $C_\ast$, since each one is in the same state in both configurations. In particular, $C_{-s}[\text{leader}] = C_\ast[\text{leader}]$. Thus, and by Lemma 2 and Prop. 6, the only possible transitions with the leader are null transitions, as well as the transitions involving mobile agents (there are no non-$m$-homonyms). Obviously, in $C_{-s}$, the protocol has not stabilized yet. But, no transition can change the configuration $C_{-s}$. This contradicts the assumption that Name is correct.

\section*{4 Positive Results}

We start by a proposition that illustrates the power of asymmetric transition rules, compared to symmetric ones. Basically, with asymmetric rules, a leader is not necessary for breaking symmetry, even under weak fairness. Moreover, $P$ states are sufficient and no initialization is necessary, i.e., self-stabilizing space-optimal naming is possible.

The proof is by construction of a protocol with a single asymmetric type of rule, $(s, s) \rightarrow (s, (s + 1) \mod P)$. This idea is known in the literature, e.g., [9, 5]. It aimed at solving other (than naming) problems, but provided naming as a by-product. [9] considers self-stabilizing leader election, assuming that the exact size of the population $n$ is known (an assumption proven to be necessary). Under this assumption, the presented protocol also solves naming. In [5], a similar idea is used to count the arbitrarily initialized mobile agents, assuming an initialized leader, and realizes also naming.

The asymmetric space-optimal naming protocol presented below is proven under more general assumptions (with upper bound $P$, instead of exact knowledge of $n$, without a leader, and under both fairness assumptions). Its proof uses the novel technique of hole and hole distance in a configuration.

\begin{proposition}
Even if agents cannot be initialized, asymmetric naming (under global or weak fairness) is possible using an optimal number of states ($P$) per agent and without leader.
\end{proposition}

\textbf{Proof.} Consider the following asymmetric protocol with $P$-state agents and only one type of transition rules: $(s, s) \rightarrow (s, (s + 1) \mod P)$.

To prove its correctness let us use the following definitions. A hole in a configuration $C$ is an integer $i$ such that no agent is in state $i$ in $C$. The hole distance of an agent, in state $i$, in a configuration $C$, is the minimum positive integer $j$ such that $i + j \mod P$ is a hole, if such an integer $j$ exists, and 0 otherwise. The hole distance of a configuration $C$ is the sum of the hole distances of the agents in $C$. Let $f$ be the function mapping each configuration $C$ to a pair of integers (number of holes in $C$, hole distance of $C$).

Let $C$ and $C'$ be two different configurations such that $C \rightarrow C'$. Let us show that, for the lexicographical order, $f(C) > f(C')$. First, remark that $C'$ cannot have more holes than $C$. If $C'$ has one hole less than $C$, we are done. If not ($C'$ has the same holes as $C$), there is an agent in state $i$ in $C$ that has changed its state to $i + 1 \mod P$ in $C'$. Thus, the hole distance of $C'$ is the hole distance of $C$ minus 1. We are done also in this case.

Since $f$ is upper bounded (e.g., by $(P, P(P - 1))$, there is a sequence of transitions that reaches a configuration from which only null transitions are possible, making no effect on agents’ states, that are thus necessarily distinct. Then, naming is achieved.

Now we consider one of the most difficult cases for symmetric protocols – assuming no leader and no initialization - impossible under weak fairness. Recall that global fairness mimics, in some sense, the behavior of randomized environments. The following proposition shows that this pseudo randomization is sufficient for breaking symmetry, and that a
distinguishable agent is not needed for that. Thus, we propose below the first symmetric space-optimal self-stabilizing naming obtained without a leader (the complete proof is in [8]). Notice, that by Proposition 3, at least $P + 1$ states per agent have to be used in this case.

Proposition 13. Even if agents cannot be initialized and without a leader, symmetric (self-stabilizing) naming under global fairness, for $n > 2$, is possible using $P + 1$ states per agent.

Proof Sketch. Consider the following symmetric protocol with state space $Q = \{0, 1, \ldots, P\}$ and defined by three types of transition rules:

1. if $s \neq P : (s, P) \rightarrow (s, (s+1) \mod P)$;
2. if $s \neq P : (s, s) \rightarrow (P, P)$;
3. $(P, P) \rightarrow (1, 1)$.

From a configuration with homonyms, rule 2 can be applied repeatedly to obtain a configuration $C'$ where there are only $P$-state homonyms, and possibly some other uniquely named agents. If, in $C'$, no uniquely named agents exist, let us force transitions using rules 3 and then 1, to create at least one uniquely named agent. Then, rule 2 is applied again, to reach a configuration $C$ with only $P$-state homonyms and with at least one uniquely named agent. Then, whenever there are still some $P$-state homonyms in $C$, pick an agent with a unique name $s$ such that no agent with a unique name $(s+1) \mod P$ exists. Make the $s$-agent interact with some $P$-agent, applying rule 1. The obtained configuration contains one more unique name than in $C$. If naming is not yet reached, this scenario is repeated until it is reached. Such an execution segment is possible from any configuration with homonyms. Hence, naming is reached in any globally fair execution.

Up to this point, we have covered the possible positive cases assuming that no leader is present. Now, we show that the impossibility results of Section 3 can be circumvented by the assumption of a distinguishable agent. This allows to obtain three space-optimal symmetric protocols: 1) a simple $P$ state protocol with all agents being initialized, including the leader (Prop. 14; its proof is in [8]); and two more intricate protocols: 2) a self-stabilizing one (with $P + 1$ states) under weak fairness (Prop. 16); and 3) a protocol using only $P$ states under global fairness (Prop. 17).

Proposition 14. Given a unique initialized leader, and uniform initialization of mobile agents, symmetric naming is possible using only $P$ states per agent, under weak or global fairness.

The next two results (Prop. 16 and 17) exploit the existing space-optimal counting protocol from [4], which uses $P$ states per mobile agent, and (deterministically and exactly) counts such non-initialized agents under weak fairness, assuming an initialized leader. Let us denote it by $\text{Count}_P$. It was not originally intended to be a naming protocol, neither a non-self-stabilizing one. However, it can be observed that, for the case of $n < P$, it performs (a non-self-stabilizing) naming. This property is reflected in Theorem 15 below.

Theorem 15 ([4]). Protocol $\text{Count}_P$ in [4] solves the counting problem, under weak fairness, for up to $P$ mobile agents, each with $P$ states. Moreover, for any $n < P$, the protocol names (up to $P - 1$) mobile agents with distinct names in $\{1, \ldots, n\}$.

By augmenting the mobile agents’ state space to $P + 1$ and adapting $\text{Count}_P$ accordingly, one obtains a naming protocol (also correct in the case where $n = P$), though using a non-optimal $P + 1$ number of states. Let us denote the resulting protocol by $\text{Count}_{P+1}$. This protocol is adapted here further for solving the naming problem in a self-stabilizing way – Prop. 16, while the protocol of Prop. 17 is based on the original $\text{Count}_P$. 
For presenting these protocols, some more details of Count have to be given. First, note that, in the new protocols here, an appropriate Count protocol is a priori executed independently, by every agent. The leader (also assumed in Count) manages an estimate for the population size. Let us denote it here by Count.N (or just N when the particular version of Count is clear from the context). In the original version of Count, N is initialized to 0 and incremented until reaching the actual size n (N is non-decreasing). Each mobile agent x in Count has an arbitrary initialized variable name_x, which eventually contains a unique name (in \{1, \ldots, n\}), with Count_P+1 (for any n ≤ P), or with Count_P for any n < P.

Only the leader can assign a new (non 0) name to an interacting agent in state 0. This state plays the role of the sink state (see definitions in Sect. 3.1). The only action of mobile agents is to reduce homonym states to the sink. Because of that, 0-agents appear along an execution until naming with names in \{1, \ldots, n\} is reached. Notice that, even though naming may not be reached in Count_P (0-agents may persist forever), it terminates, i.e., agents will eventually execute only null-transitions. This happens whenever a reduced configuration satisfying Count_P.N = n is reached (this is used in Protocol 1, Prop. 17).

▶ Proposition 16. Self-stabilizing (every agent state is initialized arbitrary) symmetric naming under weak fairness is possible using P + 1 states per mobile agent, given a unique (non-initialized) leader.

Proof. By Theorem 15, for any n ≤ P, Count_P+1 assigns unique names in \{1, \ldots, n\} to mobile agents, if the leader is well initialized. However, to get a self-stabilizing version, one have to abandon this latter assumption (the leader cannot be initialized). Then, it may happen that Count_P+1.N starts in a non 0 value and reaches P + 1, before the naming (and the correct count) is realized. Notice that in this case, mobile agents in state 0 exist (since a naming is not yet reached).

To overcome this case, we incorporate a reset technique. When a mobile agent x in state 0 (name_x = 0) interacts with the leader and the estimate Count_P+1.N is bigger than P, the leader resets its internal variables (together with N) to the initialization values of the original Count_P. It is clear that, whenever such a reset is executed, the required naming is eventually and correctly obtained, by the correctness of Count_P. This solves the only problematic case described above. Hence, the proposition follows.

▶ Proposition 17. With an initialized leader (without initialization of mobile agents), symmetric naming under global fairness is possible using only P states per mobile agent.

Proof. The proposed protocol is a modification of Count_P in the code of the leader. The mobile agents are reducing homonyms to the sink state as in the original Count_P. The modified code is given below - Protocol 1. For every n < P, the new protocol works in
the same way as \( \text{Count}_P \). Hence, by Theorem 15, it eventually stabilizes to naming for every \( n < P \). The case of \( n = P \) is treated separately, in lines 3 - 8. For this case, a variable \( \text{name}_\text{ptr} \) with possible values in \( \{0, \ldots, P\} \) is used for indicating to the leader the name to assign to a mobile agent \( x \) interacting with it (using variable \( \text{name}_x \), from the original protocol). The variable \( \text{name}_\text{ptr} \) is initialized to 0. Below we consider only the case of \( n = P \).

Whenever \( n = P \), the leader increments \( \text{name}_\text{ptr} \) each time it meets a mobile agent whose name is the current value of \( \text{name}_\text{ptr} \). Otherwise, the agent is named by the value of \( \text{name}_\text{ptr} \), and \( \text{name}_\text{ptr} \) is reset.

Let us consider only reduced (to 0) executions (see the definition in Sec. 3.1). From any non-terminal configuration, there is the following possible sequence of interactions during which the leader first resets \( \text{name}_\text{ptr} \) (if not 0 due to initialization), and then meets the existing \( j < P \) uniquely named agents in the increasing order of their names \( 0, 1, 2, 3, \ldots j - 1 \). Variable \( \text{name}_\text{ptr} \) is then increased to \( j \) \((\geq 1)\). After, the leader meets an agent in a state different from \( j \). It names the agent by the current value of \( \text{name}_\text{ptr} \), and resets \( \text{name}_\text{ptr} \) again. Then, the scenario repeats, until \( \text{name}_\text{ptr} \) reaches \( P \). No value can be changed thereafter, and all agents are named by names in \( \{0, \ldots, P - 1\} \). By global fairness, this terminal naming configuration is eventually reached.

Algorithm 1 Space-Optimal Naming under Global Fairness \((P\) states per mobile agent).

<table>
<thead>
<tr>
<th>Variables at the leader:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{name}_\text{ptr} ): ([0, \ldots, P]), initialized to 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable at a mobile agent ( x ):</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{name}_x ): non-negative integer in ([0, \ldots, P - 1]), initialized arbitrarily</td>
</tr>
</tbody>
</table>

1: when a mobile agent \( x \) interacts with the leader do
2: execute \( \text{Count}_P \)
3: if \( \text{Count}_P.N = P \land \text{name}_\text{ptr} < P \) then
4: if \( \text{name}_x = \text{name}_\text{ptr} \) then
5: \( \text{name}_\text{ptr} \leftarrow \text{name}_\text{ptr} + 1 \)
6: else
7: \( \text{name}_x \leftarrow \text{name}_\text{ptr} \)
8: \( \text{name}_\text{ptr} \leftarrow 0 \)
9: when two mobile agents \( x \) and \( y \) interact do
10: execute \( \text{Count}_P \)

5 Conclusion and Perspectives

This paper studies a strong form of symmetry breaking, giving distinct names to indistinguishable agents in population protocols. It provides a comprehensive overview of the results in terms of possibility, impossibility and space optimality, and some insights on the trade-offs between criteria (global vs. weak, symmetric vs. asymmetric, need of a leader, initialization).

A continuation of this work could be the study of the time complexity aspects of naming and, overall, of the trade-offs between time and space. Another perspective would be to consider other forms of symmetry breaking (compact naming, leader election, coloring, two-hop coloring, majority, etc.), under constraints of optimal memory space and requirements of fault-tolerance.
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1 Introduction

The study of distributed graph algorithms provides precise mathematical models to understand how to accomplish distributed tasks with minimal communication. A classic example of such a model is the radio network model of [13]. Radio networks use synchronous rounds of communication and were designed to model the collisions that occur in multi-hop, wireless networks. However, radio networks make the strong assumption that, provided no collisions occur, messages are guaranteed to be delivered.
This assumption is overly optimistic for real environments in which noise may impede communication, and so previous work of [11] introduced the noisy radio network model where messages are randomly dropped with a constant probability. This prior work demonstrated that the runtime of existing state-of-the-art broadcast protocols deteriorates significantly in the face of random noise. Furthermore, it showed how to design efficient broadcasting protocols that are robust to noise.

However, it has remained unclear how much more computationally powerful radio networks are than noisy radio networks. In particular, it was not known how efficiently an arbitrary protocol from a radio network can be simulated by a protocol in a noisy radio network. A simulation with little overhead would demonstrate that radio networks and noisy radio networks are of similar computational power. However, if simulation was necessarily expensive then radio networks would be capable of completing more communication-intensive tasks than their noisy counterparts.

A simple observation regarding the relative power of these two models is that any polynomial-length radio network protocol can be simulated at a multiplicative cost of $O(\log n)$ rounds where $n$ is the number of nodes in the network. In particular, we can simulate any protocol from the non-noisy setting by repeating every round $O(\log n)$ times. A standard Chernoff and union bound argument show that every message sent by the original protocol is successfully sent with high probability. However, a multiplicative $O(\log n)$ is a significant price to pay for noise-robustness for many radio network protocols. For example, the optimal known-topology message broadcast protocol of [25] uses only $O(D + \log^2 n)$ rounds, while the topology-oblivious Decay protocol of [6] takes $O(D \log n + \log^2 n)$ where $D$ is the diameter of the network. Moreover, a dependence on a global property of the network – the number of nodes in the graph – is excessive for correcting for a local issue – faults.

The simple solution from above globally synchronizes nodes by forcing all nodes to simulate the same round for $O(\log n)$ repetitions. A natural question is can one more efficiently simulate a noisy protocol by enforcing only local synchronization. In this paper we show how to use local synchronization to efficiently simulate radio network protocols in a noisy setting.

The local synchronization technique we use is as follows. Suppose each node tracked the round in the original protocol up to which it has successfully simulated; we call this round a node’s virtual round. In our simulation in each round each node simulate the virtual round of its neighbor which has successfully simulated the fewest total rounds; i.e. each node simulates the virtual round of its neighbor with the largest “delay”, thereby “helping” it. Such a simulation is local as – unlike the above simple simulation – nodes in distant parts of the network may simulate different rounds of the original protocol. Moreover, if a node has successfully simulated fewer rounds than all of its neighbors (and all of its neighbors’ neighbors) then after one more round of simulation it will successfully simulate a new round of the original protocol if no random faults occur.

However, there are at least three notable challenges in implementing and proving the efficiency of such a local-synchronization-based simulation.

1. First, one must show that locally synchronizing nodes yields a fast simulation. A priori, it is not clear that locally synchronizing nodes provides an advantage over the simple global synchronization strategy.

2. Second, one must deal with the fact that local synchronization requires nodes to determine the minimal virtual rounds of its neighbors. In particular, nodes cannot easily compute the virtual rounds of their neighbors without communicating: When node $v$ simulates a round of the original protocol and broadcasts should it assume all of its neighbors have
now successfully simulated this round? If a random fault occurred at a receiver then clearly \( v \) should not but \( v \) has no easy means of determining whether or not any such faults occurred. One must, therefore, determine how nodes can efficiently determine the minimal virtual round of their neighbors.

3. Lastly, one must overcome the fact that not receiving a message is indistinguishable from a randomly dropped message. In particular, a node can interpret not receiving a message in a simulated round as indicating either (1) that it receives no message in the simulated round of the original protocol or (2) that it does receive a message in this simulated round but a random fault dropped this message. Thus, it is not clear how nodes ought to increment their virtual rounds when they do not receive a message. On the one hand, failing to increment a node’s virtual round in the former case could needlessly slow down the simulation. On the other hand, if a node incorrectly decides it does not receive a message in a round, its idea of what messages it received will diverge from that of its neighbor who tried to send it a message. This divergence, in turn, may compound into further errors later in the simulation.

1.1 Our Contributions

In this work we present solutions for these challenges which demonstrate that, by using local synchronization, radio network protocols can be simulated by noisy radio networks with a multiplicative dependence on \( \Delta \), the maximum degree of the network. Thus, we demonstrate that, for low-degree networks, noisy radio networks are essentially of the same computational power as radio networks. Moreover, we demonstrate that this dependence is more or less tight in two natural settings.

We give our simulations in three increasingly difficult settings, each of which introduces one of the above three challenges. In particular, our first model focuses on the first challenge, our second focuses on the first two challenges and our last model deals with all three challenges. We briefly mention our techniques here but defer more thorough intuition regarding our simulation techniques until Section 4, which is after we have more formally defined our problem.

Local Progress Detection. As a warmup we begin by providing a simulation with \( O(\log \Delta) \) multiplicative round overhead in the setting where nodes have access to “local progress detection”. Roughly, local progress detection enables nodes to know when they experience a random fault and also the virtual rounds of their neighbors. Notice that in this setting challenges 2 and 3 are non-issues: if each node has local progress detection, they can easily determine neighbors’ delays and distinguish not receiving a message in the original protocol from a randomly dropped message. The key technique we introduce for the first challenge is a concentration-inequality-type result based on what we call “blaming chains”. (Section 5)

Non-Adaptive Protocols. Next, we provide simulations for non-adaptive protocols. Roughly, non-adaptive protocols are protocols in which nodes know a priori the rounds in which they receive messages. In this setting, our simulations achieve a multiplicative \( \text{poly}(\log \Delta, \log \log n) = O(\log^3 \Delta \cdot \log \log n \cdot \log \log \log n) \) round overhead without local progress detection. As we argue in Section 6, a number of well-known protocols (e.g. the optimal broadcast algorithm of [25]) are non-adaptive. Notice that in this setting we need not deal with challenge 3 above since nodes can always distinguish a dropped message from a round in which they receive no messages because they know the rounds of the original protocol in which they receive messages. In this setting, we leverage non-adaptiveness of protocols to overcome...
challenge 2. In particular, we use a distributed binary search which carefully silences nodes that search over divergent ranges to inform nodes of the minimal virtual round of their neighbors. Moreover, we keep the range over which the binary search must search tractable by slowing down nodes that make progress too quickly. (Section 6)

**General Protocols.** Lastly, we show how to deal with all three challenges at once by giving simulations for arbitrary radio network protocols with a multiplicative \( O(\Delta \log^2 \Delta) \) overhead. To overcome challenge 3 we have nodes exchange “tokens” with all neighbors in every round to preclude the possibility of a dropped message going unnoticed. (Section 7)

**Lower Bounds.** We also show that our simulations for non-adaptive protocols are likely optimal: We show that two natural classes of simulations necessarily use \( \Omega(\log \Delta) \) multiplicatively many more rounds than the protocols which they simulate. In particular, a simulation that either (1) does not use network coding, or (2) sends information in the same way as the original protocol requires \( \Omega(\log \Delta) \) multiplicatively many more rounds than the original protocol. We also give a construction which we believe gives an unconditional \( \Omega(\log \Delta) \) simulation overhead. (Section 8)

## 2 Related Work

Several models have been studied to understand robust communication in models similar to the radio network model. [16] introduced the noisy broadcast model, which also assumes random errors, and focuses on studying the computation of functions of the inputs of nodes [18, 40, 26, 38]. The model of [16] differs from the noisy radio network model in that it assumes a complete communication network and single-bit transmissions. [42] introduced a similar model which again assumes single-bit transmissions and also does not have collisions as the noisy radio network model does. Several papers have been written on notions of noisy radio networks which assume the network admits geometric structure [33, 34]. There have also been several papers on noisy single-hop radio networks. See either [24] for a study of an adversarial model or [15] for a nice study of a random noise model. Another model which captures uncertainty is the dual graph model [35, 10, 36, 21, 23], in which an adversary chooses a set of unreliable edges in each round. Recent work [29] has also made use of several of our techniques for variants of the SINR model.

There has also been extensive work on two-party interactive communication in the presence of noise [44, 27, 19]. In this setting, Alice and Bob have some conversation in mind they would like to execute over a noisy channel; by adding redundancy they hope to hold a slightly longer conversation from which they can recover the original conversation outcome even when a fraction of the coded conversation is corrupted. Multi-party generalizations of this problem have also been studied [8]. The noisy radio network model can be seen as a radio network analogue of these interactive communication models in which erasures occur rather than corruptions.

Lastly, work on MAC layers has sought to provide abstractions for algorithms that hide low-level uncertainty in wireless communication [22, 35, 43, 30]. Radio networks differ from MAC layers as in radio networks it is not required that a sender receive an acknowledgment from a receiver.

Since its introduction by [13], the classic radio network model has attracted wide attention from researchers. The survey of [41] is an excellent overview of this research area. Here we focus the radio network literature that relates to our work. Much of previous work for the noisy
radio network model focused on broadcast [31]. For the classic model, [6] gave a single-message broadcast algorithm for a known topology, which completes in $O(D \log n + \log^2 n)$ rounds. [11] shows that this protocol is robust to noise, completing in $O\left(\frac{\log n}{1 - p} (D + \log n + \log \frac{1}{\delta})\right)$ rounds, with a probability of failure of at most $\delta$. In the classic model, single-message broadcast was then improved by [25] and [32], who showed that in the case of a known topology, $O\left(D + \log^2 \frac{1}{\delta}\right)$ rounds suffice. [11] shows that this protocol is not robust to noise, requiring in expectation $\Theta\left(\frac{1}{1 - p} D \log n + \frac{1}{1 - p} D\right)$ rounds, for broadcasting a message along a path of length $D$. They showed an alternative protocol, completing in $O\left(D + \log n \log \log (\log n + \log \frac{1}{\delta})\right)$ rounds, with a probability of failure of at most $\delta$. For an unknown topology in the classic model, [14] give a protocol completing in $O\left(D \log(n/D) + \log^2 n\right)$ rounds, which is optimal, due to the $\Omega(\log^2 n)$ and $\Omega(D \log(n/D))$ lower bounds of [2] and [37], respectively. [20] give a $O(D + \text{poly} \log n)$-round protocol that uses collision detection.

Lastly, simulations of models of distributed computation by other models of distributed computation is a foundational aspect of distributed computing, dating back to the 80’s-90’s with many simulations of various shared memory primitives, faults, and more (see a wide variety in, e.g., [3]). It is also a focus for message-passing models with different features, being the motivation for synchronizers [4, 5], and additional simulations [12, 9].

3 Model and Assumptions

In this section we formally define the classic radio network model, the noisy radio network model and discuss various assumptions we make throughout the paper.

Radio Networks. A multi-hop radio network, as introduced in [13], consists of an undirected graph $G = (V, E)$ with $n := |V|$ nodes. Communication occurs in synchronous rounds: in each round, each node either broadcasts a single message containing $\Theta(\log n)$ bits to its neighbors or listens. A node receives a message in a round if and only if it is listening and exactly one of its neighbors is transmitting a message. If two or more neighbors of node $v$ transmit in a single round, their transmissions collide at $v$ and $v$ does not receive anything. We assume no collision detection, meaning a node cannot differentiate between when none of its neighbors transmit a message and when two or more of its neighbors transmit a message. Nodes are assumed to have unbounded computation, though all of the protocols in our paper use polynomial computation.

We use the following notational conventions throughout this paper when referring to radio networks. Let $\text{dist}(v, w)$ be the hop-distance between $u$ and $v$ in $G$, let $\Gamma(v) = \{w \in V : \text{dist}(v, w) \leq 1\}$ denote the 1-hop neighborhood of $v$, and let $\Gamma^{(k)}(v) = \{w \in V : \text{dist}(v, w) \leq k\}$ denote the $k$-hop neighborhood of $v$.

Noisy Radio Networks. A multi-hop noisy radio network, as introduced in [11], is a radio network with random erasures. In particular, it is a radio network where node $v$ receives a message in a round if and only if it is listening, exactly one of its neighbors is broadcasting and a receiver fault does not occur at $v$. Receiver faults occur at each node and in each round independently with constant probability $p \in (0, 1)$. As $p$ will be treated as a constant it will be suppressed in our $O$ and $\Omega$ notation. We assume that in a given round a node cannot differentiate between a message being dropped because of a fault, i.e. a collision, and all of its neighbors remaining silent.
We consider this model because independent receiver faults model transient environmental interference such as the capture effect [39].\textsuperscript{1} Moreover, we consider an erasure model – entire messages are dropped – rather than a corruption model – messages are corrupted at the bit level – because, in practice, wireless communication typically incorporates error correction and checksums that can guard against bit corruptions [17].

The noisy radio network model can also be seen as modeling those cases when this error correction fails and the message cannot be reconstructed and is therefore effectively dropped.

Protocols. A protocol governs the broadcast and listening behavior of nodes in a network. In particular, a protocol tells each node in each round to listen or what message to broadcast based on the node’s history. This history includes the messages the node received, when it received them and its initial private input. We assume that this private input includes the number of nodes, \( n \), the maximum degree, \( \Delta \), the receiver fault probability, \( p \), a private random string, and any other data nodes have as input in a protocol. Formally, a history for node \( v \) is an \( H \in \mathcal{H} \) where \( \mathcal{H} \) is all valid histories. \( \mathcal{H} = \{(i,R) : i \in \mathcal{I}, R \subseteq M \times N\} \) where \( \mathcal{I} \) is all valid private inputs, \( R \) gives what messages \( v \) has received in each round and \( M = \{0,1\}^{O(\log n)} \) is all \( O(\log n) \) bit messages a node could receive in a single round. Formally, a protocol \( P \) of length \( T \) is a function \( P : V \times [T] \times \mathcal{H} \rightarrow \{\text{listen}\} \cup M \) where \( P(v, t, H) = \text{listen} \) indicates that \( v \) listens in round \( t \) and \( P(v, t, H) = m \in M \) indicates that \( v \) broadcasts message \( m \in M \) in round \( t \). We let \( |P| := T \) stand for the length of a \( T \) round protocol. In this paper we assume that \( T \) is at most \( \text{poly}(n) \).

Simulating a Protocol in the Noisy Setting. We say that protocol \( P' \) successfully simulates \( P \) if, after executing \( P' \) in the noisy setting, every node in the network can reconstruct the messages it would receive if \( P \) were run in the faultless setting. In particular, for any set of private inputs \( I \in \mathcal{I}^{|V|} \) – letting \( H(v, I) \) be \( v \)’s history after running \( P \) with private inputs \( I \) – it must hold that after running \( P' \) with private inputs \( I \), every \( v \) can compute \( H(v, I) \). Note that nodes running \( P' \) can send messages not sent by \( P \) or send messages in a different order than they do in \( P \). We call \( P \) the original protocol and \( P' \) the simulation protocol. We measure the efficacy of \( P' \) as the limiting ratio of \( \frac{|P'|}{T} \) when \( T \) is sufficiently large and \( n \) goes to infinity, which we call the multiplicative overhead of a simulation.

4 Techniques Overview and Our Formal Results

As earlier mentioned, we show how to simulate a faultless protocol \( P \) in three noisy settings of increasing difficulty. Throughout our simulation results, we use the notion of a virtual round of node \( v \), \( t_v \), which tracks how many rounds of \( P \) node \( v \) has successfully simulated. We say that a node \( v \) is most delayed in a set of nodes \( U \) when \( t_v \leq \min_{w \in U} t_w \). All three simulations roughly work by having nodes first exchange their virtual rounds with their neighbors. Nodes then locally synchronize by simulating the virtual round of their most delayed neighbor. Our simulations differ in each defines a virtual round and how nodes learn virtual rounds.

As a warmup and to study what sort of overhead local synchronization enables, we consider the setting where nodes have access to “local progress detection”. Recall that local progress detection gives nodes oracle access to the virtual rounds of their neighbors as well as when faults occur. We show the following theorem which demonstrates that a \( O(\log \Delta) \) overhead is possible in this setting.

\textsuperscript{1} In contrast, a sender faults model in which an entire broadcast by a node is dropped might model hardware failures where independence of faults would be a poor modeling choice.
Theorem 1. Let $P$ be a general protocol of length $T$ for the faultless radio network model. $P$ can be simulated in the noisy radio setting using local progress detection in $O(T\log \Delta + \log n + k)$ rounds with probability at least $1 - \exp(-k)$ for any $k \geq 0$.

Blaming Chain Intuition. To prove the above theorem we use the idea of a blaming chain to argue that local synchronization enables small simulation overhead. Since every node simulates the round of its most delayed neighbor, a node $v$ will have all neighbors simulate its virtual round when its virtual round is minimal among virtual rounds of nodes in $\Gamma^{(2)}(v)$. Moreover, as we will show, once $v$ is most delayed in $\Gamma^{(2)}(v)$ it does not take too many additional rounds for nodes to successfully simulate $v$'s virtual round. Thus, if $v$ takes many rounds to successfully simulate virtual round $x$, it must be because there was a $u \in \Gamma^{(2)}(v)$ that required many rounds to simulate virtual round $x - 1$. In this way $v$ can blame its delay on $u$. Node $u$, in turn, can blame the fact that it required many rounds to simulate virtual round $x - 1$ on the fact that one of its 2-hop neighbors, say $w$, required many rounds to simulate virtual round $x - 2$ and so on. Thus, if node $v$ is very delayed we can explain this delay by some such blaming chain. There are exponentially many possible such blaming chains, but – by way of concentration inequalities we prove – we show that long blaming chains can be shown to have exponentially small probability and so a union bound over all long blaming chains will allow us to show that no long blaming chain occurs.

We next show how to efficiently spread virtual round information without using progress detection. In particular, we show a poly$(\log \Delta, \log \log n)$ overhead for non-adaptive protocols where nodes know a priori the rounds of the original protocol they are sent messages without collision.²

Theorem 2. Let $P$ be a non-adaptive protocol of length $T$ for the faultless radio network model. $P$ can be simulated in $O((T + \log n) \log^3 \Delta \log \log n \log \log \log n)$ rounds in the noisy radio setting with high probability by MainNonAdaptive.

Progress Throttling and Distributed Binary Search Intuition. In addition to blaming chains, the main technique we use to prove the above result is progress throttling and a novel algorithm for binary search in noisy radio networks. Since in this setting nodes can no longer learn their neighbors’ virtual rounds using local progress detection, our goal is to provide nodes an alternative means of learning their neighbors virtual rounds; namely, we use progress throttling and distributed binary search. Since virtual rounds can be as small as 1 and as large as the length of the entire protocol which is as large as poly$(n)$, the range over which we must binary search might seem to be as large as poly$(n)$; a binary search over this range would require a prohibitive $O(\log n)$ iterations. For this reason, we slow down nodes that make progress too quickly by only increasing their virtual round at most once after $\log \Delta$ simulated rounds. We show that this throttling keeps all virtual rounds within an additive $O(\log n)$ range. This, in turn, allows our binary search to require only $O(\log \log n)$ iterations.

Moreover, actually implementing a distributed binary search in a radio network presents technical challenges of its own. The natural solution we use for node $v$ to learn the smallest virtual round of a neighbor is for $v$ to repeatedly ask its neighbors if any of them have a virtual round below the midpoint of the binary search range. $v$ then updates its virtual

² When we write that an event occurs with high probability (w.h.p.), we mean that it occurs with probability $1 - \frac{1}{n^c}$, and that the constant $c = O(1)$ can be made arbitrarily large by changing the constants in the routines.
search parameters in the usual way. This strategy enables an efficient binary search in radio networks because to update its binary search parameters, \( v \) need only hear from at most one neighbor. However, such a strategy suffers from the following problem of divergent ranges. Suppose node \( v \) has a neighbor \( u \). \( u \) might have neighbors that are not neighbors of \( v \) which influence the range over which \( u \) searches. As such \( u \) might end up searching over a different range than \( v \). These divergent ranges may render \( v \)’s binary search nonsensical: \( v \) might query \( u \) to learn if its virtual round is below \( v \)’s binary search midpoint and \( u \) could respond with whether or not it is below the midpoint of an entirely different search range, namely \( u \)’s search range. We overcome this issue by carefully marking nodes “silent” if they might interfere with other nodes’ binary search. Specifically, we show that, given a node \( v \) whose virtual round is minimal in \( \Gamma^{(2)}(v) \), a careful silencing of possibly deviating nodes causes nodes in \( \Gamma(v) \) to always update their binary search parameters in exactly the same manner as \( v \). Also, we show that, while nodes in \( \Gamma^{(2)}(v) \setminus \Gamma(v) \) might update their parameters differently, our silencing ensures that these nodes never interfere with the binary search performed by nodes in \( \Gamma(v) \).

Lastly, we describe how to simulate any protocol with a \( O(\Delta \log^2 \Delta) \) multiplicative overhead.

**Theorem 3.** Let \( P \) be a general protocol of length \( T \) for the faultless radio network model. \textsc{MainGeneral} simulates \( P \) in the noisy radio setting in \( O((T \log \Delta + \log n)\Delta \log \Delta) \) rounds w.h.p.

**Token Exchange Intuition.** In addition to blaming chains, the main technique we use to show the above theorem is a token exchange strategy. Recall that the main challenge in the general setting is that even if a node knows its neighbors are simulating its virtual round, the node cannot tell if the absence of a message indicates that it receives no message in this round in the original protocol or that a random fault occurred. As such if a node does not have a message to deliver to its neighbor, we force it to send its neighbor a token indicating that it has no message to send. This allows \( v \) to distinguish between a random fault and a round in which it simply receives no message.

In Section 8 we give a formal statement of how simulations in two natural settings require \( \Omega(\log \Delta) \) overhead but we give some intuition here as to why this might be true here.

**Lower Bound Construction Intuition.** Consider a star with degree \( \Delta \) where the center node wants to send \( T \) messages to its neighbors. A noiseless protocol requires \( T \) rounds but if the center only sends the original messages (and not e.g. an error correcting code) and random faults occur then the center must send each message about \( \Omega(\log \Delta) \) times to guarantee all messages are delivered. Likewise consider a complete bipartite graph where each node on the left wants to deliver a message to the right. The existence of collisions in radio networks means that effectively only one node on the left can broadcast per round and, like the star, every node must broadcast about \( \Omega(\log \Delta) \) times to deliver its message if there are random faults.

## 5 Warmup: Simulation with Local Progress Detection

We begin by giving our simulation with \( O(\log \Delta) \) multiplicative overhead in the setting where nodes have access to local progress detection.

To rigorously define local progress detection, we introduce our notion of how much simulation progress nodes have made, the **virtual round.** We say that a node \( v \) successfully completed round \( t \) if it has succeeded in taking the action in \( P \) that it takes in \( t \): \( v \) successfully
broadcasts its message $m$ of round $t$ if every node in $\Gamma(v)$ either has received $m$ or had a collision in the original protocol $P$ at round $t$; $v$ successfully completes its listening action of round $t$ if $v$ receives the message it receives in round $t$ of $P$ or a collision occurs at $v$ in round $t$ of $P$. We formally define the virtual round and local progress detection.

Definition 4 (Virtual Round). The virtual round of node $v \in V$ in a given round of simulation $P'$ is the smallest $t_v \in \mathbb{Z}_{\geq 1}$ such that $v$ has not successfully completed round $t_v$ of $P$.

Definition 5 (Local Progress Detection). In the noisy radio network model with local progress detection every node $v$ knows the virtual round of every node $w \in \Gamma^{(2)}(v)$ in every simulation round.

We now sketch a proof of the main theorem of this section; the full proof is in the full version of the paper.

Proof Sketch of Theorem 1. We begin by describing our simulation, $P'$. Each node $v$ repeatedly does the following in each round of $P'$: Let $u$ be the node in $\Gamma(v)$ with minimal $t_u$. $v$ takes the action that it takes in round $t_u$ of $P$. That is, $v$ tries to “help” $u$ by simulating its virtual round.

Let $v \in V$ and note that the virtual round $t_v$ never decreases. Hence for $x \in \mathbb{Z}_{\geq 1}$ we can define $D_{v,x}$ as the earliest round in $P'$ when $t_v \geq x$. Notice that $D_{v,x}$ just is the number of rounds that $v$ takes to simulate all rounds of the original protocol $P$. Thus, it will suffice for us to argue that $D_{v,T}$ is not too large for every $v$. We begin by finding a recurrence relation on $D_{v,x}$ saying that $v$ will advance soon after its 2-hop neighborhood $\Gamma^{(2)}(v)$ has virtual round at least $x$. In particular we show $D_{v,x} \leq \max_{u \in \Gamma^{(2)}(v)} D_{u,x-1} + Y_{v,x}$ where $Y_{v,x}$ is the maximum of at most $\Delta$ many geometric random variables. Next, we show that this recurrence shows that $D_{v,x}$ is given by the longest “blaming chain” – formal definition deferred to the full paper. We then apply a Chernoff-style tail bound (proved in the full version) to show that a fixed blaming chain has small length with very high probability. By union bounding over all blaming chains we have that the length of the maximum blaming chain must be small and therefore $D_{v,T}$ is small for every $v$.

6 Simulation for Non-Adaptive Protocols

We now give our simulation results for non-adaptive protocols with $\text{poly}(\log \Delta, \log \log n)$ overhead.

Definition 6 (Non-Adaptive Protocol). A non-adaptive protocol $P$ is a protocol in which every node can determine if it receives a message in each round of $P$ regardless of the private inputs of the nodes. Formally, each node $v$ is given a list, $M_v$, of the rounds in which it receives a message without collision in $P$.

We let $M_v$.getNextRound return the smallest round in $M_v$ such that for every $r \in M_v$ such that $r < M_v$.getNextRound, $v$ has received the message it receives in round $r$ of $P$. Since in a non-adaptive protocol nodes know in which rounds they receive messages in $P$, nodes in a simulation can locally compute $M_v$.getNextRound. Also notice that even though non-adaptive protocols assume nodes know a priori when they are supposed to receive messages, nodes do not know the contents of these messages before receiving them.

We note that a number of well-known protocols are non-adaptive. For instance, assuming nodes know the network topology and use public randomness, the optimal broadcast algorithm of [25] is non-adaptive. In particular, under these assumptions nodes can compute the
broadcast schedule of their neighbors for this protocol. The same is true of the Decay protocol of [6]. Since broadcast is the most studied problem in radio networks, the fact that the state-of-the-art broadcast algorithm is non-adaptive would seem to make studying non-adaptive protocols worthwhile. Moreover, though requiring that nodes know the network topology and use public randomness may seem restrictive, in the context of simulations this assumption is actually quite weak: we can dispense with both assumptions by simply running any primitive that informs nodes of the network topology or shares randomness before our simulation is run at a one-time additive round overhead. Any primitive to learn the network topology or share randomness from the classic radio network setting coupled with the simple $O(\log n)$ simulation as described in Section 1 suffices here. This overhead is negligible if the simulated protocol is sufficiently long or we run many simulations on our network. Lastly, we note that it is often the case that nodes can even efficiently compute the broadcast schedule of their neighbors – see [28] – and so this one-time cost is often quite small.

To prove Theorem 2 we build upon the idea of the preceding section of using virtual rounds to locally synchronize nodes. However, in the current setting it is difficult for nodes to confirm when their broadcasts have succeeded, and so we must relax our definition of virtual rounds. In particular, for the remainder of this section we let the virtual round of each node be the minimum between the largest $t_v \in \mathbb{Z}_{\geq 1}$ such that $v$ receives a message without collision in $t_v$ and $v$ has successfully received all messages it receives up to round $t_v - 1$ in $P$ in our simulation and a throttling variable $L$. That is, the virtual round of $v$ is $\min(M_v, \text{getNextRound}, L)$. $L$ will be a slowly increasing value and, in this way, will slow down the progress of nodes by keeping their virtual rounds small, thereby keeping all virtual rounds within an additive $O(\log n)$ range.

The main subroutine of our simulation is LearnDelays (Algorithm 1). LearnDelays performs a binary search to inform each node of the virtual round of its most delayed neighbor. Initially the search range of every node is between $L = O(\log n)$ and $L$. In each iteration of LearnDelays nodes with a virtual round less than the mean of their binary search range are “active”. If there is an active node within 0 or 1 hop of node $v$ then node $v$ lowers the upper bound of its binary search. If there are no active nodes within 2 hops of $v$ then it raises its binary search lower bound. Otherwise there is an active node 2 hops from $v$ – which intuitively means that $v$ is not most delayed in $\Gamma^{(2)}(v)$ – in which case node $v$ remains silent for the rest of the binary search so as to not interfere with the binary search of its neighbors. LearnDelays uses subroutine DistToActive to inform nodes of their nearest active node. The properties of LearnDelays are given by the following lemma. Details of DistToActive and a formal proof of the following lemma are deferred to the full version.

**Lemma 7.** Assume that $L = O(\log n) \leq t_v \leq L$ for all $v \in V$ and let $v$ be a most delayed node in its 2-hop neighborhood. With constant probability the output of LearnDelays for every $w \in \Gamma(v)$ is $t_v$, i.e., every $w$ will try to help $v$ advance. The runtime of LearnDelays is $O(\log^2 \Delta \log \log n \log \log \log n)$ rounds.

We now present the MainNonAdaptive simulation routine that simulates $P$ in the noisy setting (Algorithm 2). We let $P(v, t)$ return the action taken by node $v$ in round $t$ of $P$. The properties of MainNonAdaptive are given by the following lemma.

**Lemma 8.** Assume that $L = O(\log n) \leq t_v < L$ for all $v \in V$ and let $v$ be a most delayed node in its 2-hop neighborhood. After an innermost iteration of MainNonAdaptive, $t_v$ will increase by one with at least constant probability. Moreover, the running time of each innermost iteration is $O(\log^2 \Delta \log \log n \log \log \log n)$ rounds.
Algorithm 1

LearnDelays for node v.

Require: \(L, t_v\)

\[\begin{align*}
lo & \leftarrow L - O(\log n); 
hi & \leftarrow L \\
\text{while } & lo \neq hi \text{ do} \\
& \text{repeats } O(\log \log n) \text{ rounds} \\
& v \text{ is marked as “active” iff } t_v \leq \left\lfloor \frac{lo + hi}{2} \right\rfloor \\
& \text{dist} \leftarrow \text{DistToActive} \\
& \text{if dist is “=2” then mark } v \text{ as “silent” until the end of LearnDelays} \\
& \text{if dist is “=0” or “=1” then} \\
& \quad hi \leftarrow \left\lfloor \frac{lo + hi}{2} \right\rfloor \\
& \text{else} \\
& \quad lo \leftarrow \left\lfloor \frac{lo + hi}{2} \right\rfloor + 1 \\
\end{align*}\]

return \(lo\)

Proof. Fix a \(v\) that is most delayed in its 2-hop neighborhood such that \(t_v < L\). By definition of a virtual round and the fact that \(t_v < L\) we have that \(P(v, t_v)\) is a listening action where in round \(t_v\) of \(P\) it holds that \(v\) is sent a message without collision. By Lemma 7 after LearnDelays terminates with constant probability each 1-hop neighbor \(w\) will have \(m_w = t_v\). Thus, every node in the 1-hop neighborhood of \(v\) will simulate round \(t_v\), i.e. the one neighbor that has a message for \(v\) will broadcast its message and the rest of \(v\)’s neighbors will be silent. This message will be successfully received with probability \(p\) which is constant and so \(t_v\) will be incremented with constant probability. The running time follows easily by summing runtimes.

Algorithm 2

MainNonAdaptive for node v.

\[\begin{align*}
t_v & \leftarrow 1 \\
\text{for } L = 1, 2, \ldots, T + O(\log n) \text{ do} & \quad \text{“Outermost iteration”} \\
& \text{for repeat } O(\log \Delta) \text{ times do} & \quad \text{“Innermost iteration”} \\
& \quad m_v \leftarrow \text{LearnDelays} \\
& \quad \text{do action } P(v, m_v) \\
& \quad \text{if } m_v = M_v\text{.getNextRound} \text{ and } v \text{ received a message then} \\
& \quad \quad t_v \leftarrow \min(L, M_v\text{.getNextRound}) & \quad \text{“Throttle } v\text{”} \\
\end{align*}\]

We end this section with a proof sketch of Theorem 2; the full proof is in the full version of the paper.

Proof Sketch of Theorem 2. We divide our simulated schedule into length \(O(\log n)\) chunks. Next we argue by induction that after each \(O(\log n)\) outermost iterations of MainNonAdaptive every node is simulating the same chunk. This allows us to apply to apply Lemma 8 and a blaming chain argument as in Theorem 1 to argue that the current chunk is correctly simulated by all nodes.

7 General Protocol Simulation

Here, we provide our results for arbitrary protocols. Our approach gives a \(O(\Delta \log^2 \Delta)\) multiplicative overhead.

\textbf{Theorem 3.} Let \(P\) be a general protocol of length \(T\) for the faultless radio network model. MainGeneral simulates \(P\) in the noisy radio setting in \(O((T \log \Delta + \log n) \Delta \log \Delta)\) rounds w.h.p.
Again, we build on the notion of a virtual round for this setting. Our main challenge in this setting is that even if a node knows its neighbors are simulating its virtual round, the node cannot tell if the absence of a message indicates that it receives no message in this round in the original protocol or that a random fault occurred. As such, in order for node $v$ to advance its virtual round after hearing no messages from a neighbor, $v$ must confirm that every neighbor was silent in the simulated round. Let $P$ be the original protocol for the faultless setting. Define the token for a node $v$ in round $r$ of $P$ to be either the message that $v$ is sending in round $r$ of $P$ or an arbitrary message indicating “$v$ is not broadcasting” if $v$ is silent in round $r$ of $P$. Next, we (re-)define the virtual round of a node $v$ to be the largest $t_v \in \mathbb{Z}_{\geq 1}$ such that $v$ successfully received all tokens from all neighbors for rounds $1, 2, \ldots, t_v - 1$ (for a total of up to $(t_v - 1)\Delta$ tokens).

Our simulation algorithm works in two phases: every node first informs its neighbors of its virtual round; next, nodes help the neighbor with the smallest $t_v$ they saw by sharing the token for that round. We now present pseudocode for the ShareKnowledge routine which shares messages from a node with all of its neighbors and MainGeneral which simulates $P$ in the noisy setting.

Algorithm 3 ShareKnowledge for node $v$.

```
Require: a message, $B_v$, that $v$ wants to share
for $O(\Delta \log \Delta)$ rounds do
  $v$ broadcasts $B_v$ with probability $\frac{1}{\Delta}$, independently from other nodes
```

Lemma 9. After ShareKnowledge terminates, a fixed node $v$ successfully receives messages from all its neighbors with probability at least $3/4$ and successfully sends its message to all neighbors with probability at least $3/4$. The running time of ShareKnowledge is $O(\Delta \log \Delta)$ rounds.

Proof. Fix an arbitrary node $v$. Consider the event where $v$ receives a message from a fixed neighbor $w$ in a fixed iteration of ShareKnowledge. This event occurs if $w$ broadcasts and all other neighbors of $v$, namely $\Gamma(v) \setminus \{w, v\}$, do not broadcast. This occurs with probability that is at least $\frac{1}{\Delta}(1 - \frac{1}{\Delta})^{\left|\Gamma(v) \setminus \{w, v\}\right|} \geq \frac{1}{\Delta}(1 - \frac{1}{\Delta})^{\Delta} \geq \Omega(\frac{1}{\Delta})$ by $(1 - \frac{1}{x})^x = \Omega(1)$. The probability that $v$ does not hear from $w$ after $O(\Delta \log \Delta)$ iterations is $(1 - \Omega(\frac{1}{\Delta}))^{\Delta \log \Delta} \leq \exp(-\Omega(\log \Delta)) \leq \frac{1}{\Delta}$. Union bounding over all $|\Gamma(v)| \leq \Delta$ possibilities for $w$ we get that the probability of $v$ not sharing knowledge with all neighbors is at most $1/4$. ◀

Algorithm 4 MainGeneral for node $v$.

```
t_v \leftarrow 1
for $O(T \log \Delta + \log n)$ do
  $v$ runs ShareKnowledge($t_v$)
  $m_v \leftarrow$ smallest value $v$ receives from all nodes running ShareKnowledge
  ShareKnowledge(token for virtual round $m_v$)
  update $t_v$ if $v$ received all tokens for round $t_v$
```

Lemma 10. Let $v$ be a most delayed node in its 2-hop neighborhood. After one MainGeneral loop iteration, $t_v$ will increase by one with at least constant probability.

Proofs of Lemma 10 and Theorem 3 are deferred to the full version of the paper.
8 Lower bounds

In this section we argue that an $\Omega(\text{poly log } \Delta)$ multiplicative overhead in simulation is necessary in two natural settings. In the first setting the simulation is not permitted to use network coding [1]. In the second setting the simulation must respect information flow in the sense that we show a lower bound when the graph is directed. It follows that any simulation with constant overhead either uses network coding or does not respect information flow. We also give a construction which we believe could be used to show an $\Omega(\text{poly log } \Delta)$ multiplicative overhead in simulation, even without any assumptions.

Additionally, we strengthen our lower bounds by proving them in the setting in which the simulation is granted “global control”. Informally, global control eliminates the need for control messages by providing a centralized scheduler that can synchronize nodes based on how faults occur. The scheduler, however, cannot read the actual contents of the messages.

Definition 11 (Global Control). We say that a noisy radio network has global control when
(1) nodes know the network topology, (2) nodes learn which nodes broadcast in each round and at which nodes receiver faults occur in each round, and (3) all nodes have access to public randomness.

It is not difficult to see that access to global control is sufficient to achieve the local progress detection of Section 5. Moreover, notice that our simulation from Section 5 with $O(\text{log } \Delta)$ multiplicative overhead is both non-coding and respects information flow. As such, it is optimal for both settings.

8.1 Non-Coding Simulations

We now define a non-coding protocol and prove that simulations that do not use network coding suffer a $\Omega(\text{log } \Delta)$ multiplicative overhead.

Definition 12 (Non-Coding). We say that a simulation $P'$ in the noisy setting, which is simulating a protocol $P$ in the faultless setting, is non-coding if any message sent in $P'$ is also sent in $P$ (though possibly by different nodes).

We consider an isolated star with degree $\Delta$ where the center node wants to send $T$ messages to its neighbors. One can achieve a constant multiplicative overhead on this protocol by using an error correction code like Reed-Solomon [45]. However, the following lemma shows that if coding is not used no such overhead is possible.

Lemma 13. For any $T \geq 1$ and sufficiently large $\Delta$ there exists a faultless protocol of length $T$ on the star network with $\Delta + 1$ nodes such that any non-coding simulation of the protocol in the noisy setting with constant success probability requires $\Omega(T \text{log } \Delta)$ many rounds even if the simulation has access to global control.

Proof. As noted, the network is a star with $\Delta$ leaves. Let $r$ be the central node of the star. In our faultless protocol, $r$ receives $T$ private inputs $M_1, M_2, \ldots, M_T$ each of $\Theta(\text{log } n)$ bits. $r$ takes $T$ rounds to broadcast each input, broadcasting $M_i$ at round $i$.

Now consider a simulation of our protocol and assume for the sake of contradiction that it succeeds with constant probability. Let $C = C(p)$ be a constant such that $1 - p \geq \exp(-C)$ where $p = \Omega(1)$ is the fault probability of our noisy network. By the non-coding assumption, all messages sent by $P'$ must be in the set $\{M_1, \ldots, M_T\}$. Denote by $t_i$ the number of times $r$ broadcasts $M_i$. For the sake of contradiction, assume that $\sum_{i=1}^{T} t_i \leq \frac{1}{100C^2} T \text{log } \Delta$. Hence $\min_{i \in [T]} t_i \leq \frac{1}{100C} \text{log } \Delta$ by an averaging argument. Let $i^* = \arg \min_{i \in [T]} t_i$. Notice that
the probability that a fixed node receives a message is independent of that of any other
node since WLOG only $r$ ever broadcasts. Therefore, the probability that a fixed node
does not receive $M_i$ is $(1 - p)^{t_i} \geq \left(1 - p\right)^{\frac{\Delta}{\log \Delta}} \geq \exp\left(-C \frac{\log \Delta}{\log \log \Delta}\right) \geq \Delta^{-1/100}$ by
definition of $C$. Consequently, the probability that some node does not receive $i^*$ is at least
$1 - \left(1 - \Delta^{-1/100}\right)^{\Delta} \geq 1 - \exp\left(\Delta^{99/100}\right)$ which tends to 1 as $\Delta \to \infty$. This contradicts our
assumption that our simulation succeeds with constant probability. Therefore, no simulation
protocol of length $\Omega(T \log \Delta)$ can deliver all messages with constant probability.

\section{8.2 Simulations that Respect Information Flow}

In this section we show how any simulation with less than a $\Omega(\text{poly}(\log \Delta))$ multiplicative
overhead must route information along different paths than those in the faultless setting. In
particular, we show that a $\Omega(\text{poly}(\log \Delta))$ lower bound holds in a directed network where
information in any simulation flows just as it does in the noiseless setting.

\begin{lemma}
Let $G = (L \cup R, E)$ be a complete directed bipartite graph with $|L| = |R| = \Delta$
that has an arc $(l, r)$ for all $l \in L, r \in R$. There exists a protocol $P$ of length $\Delta$ for
the faultless setting on the directed network $G$ such that any protocol that works in the noisy
setting with constant success probability requires $\Omega(\Delta \log \Delta)$ rounds. This bound holds even
in the global control setting.
\end{lemma}

\begin{proof}
Let $L = \{l_1, l_2, \ldots, l_\Delta\}$ and $R = \{r_1, r_2, \ldots, r_\Delta\}$ be the set of nodes on both sides of
the partition. Every node $l_i \in L$ gets private input $M_i$ and needs to broadcast it to all nodes
in $R$. In the faultless protocol $P$, $l_i$ broadcasts $M_i$ in round $i \in [\Delta]$.

Now consider a noisy protocol $P'$. Since $G$ is directed, the only node from $L$ that has
knowledge of $M_i$ is $l_i$. Moreover, we can assume without loss of generality that in any one
round of $P'$ at most one node in $L$ broadcasts, since if this were not the case either no node
in $R$ would be sent a message or a collision would occur at every node in $R$. Let $t_i$ be the
number of rounds in $P'$ that $l_i$ broadcasts $M_i$. For the sake of contradiction, assume that the
length of $P'$ is $c \Delta \log \Delta$ for a sufficiently small constant $c > 0$. Therefore, $\sum_{i=1}^\Delta t_i \leq c \Delta \log \Delta$
and there exists $i^* \in [\Delta]$ such that $t_{i^*} \leq c \log \Delta$. Since $M_{i^*}$ can only be broadcasted from $l_{i^*}$,
$M_{i^*}$ is broadcasted at most $c \log \Delta$ times by an averaging argument. Thus, we have a star
with central node $l_{i^*}$ and leaves given by $R$ with the assumption that $c \log \Delta$ rounds suffices
to spread a message from $l_{i^*}$ to every node in $R$. The remainder of the proof is identical to
the strategy given in Lemma 13 and hence is omitted.

\section{8.3 Unconditional Lower Bound Hypothesis}

We do not believe there exists an $o(\text{poly}(\log \Delta))$ multiplicative overhead simulation, even for
non-adaptive protocols, and in this section we put forward a candidate hard example that
might be used to prove this claim.

\begin{construction}
Let $G$ be a bipartite network with partition $(L, R)$, where $|L| = |R| = n$.
Divide the nodes in $L$ into $\Delta$ groups of size $\frac{n}{\Delta}$, namely $L^1, \ldots, L^\Delta$. Let
$l^1_i, \ldots, l^{n/\Delta}_i$ be the nodes in $L^i$. We repeat the following for $t = 1, 2, \ldots, \Delta$ iterations: pick a fresh
independent permutation $\pi : [n] \to [R]$ and divide $R$ into $\Delta$ groups of size $n/\Delta$ according
to $\pi$. Specifically, let $R^1 = \{\pi(1), \pi(2), \ldots, \pi(n/\Delta)\}$, $R^2 = \{\pi(n/\Delta + 1), \ldots, \pi(2n/\Delta)\}$, ..., $R^\Delta = \{\pi(n - n/\Delta + 1), \ldots, \pi(n)\}$. Note that the grouping $R$ changes between iterations
unlike $L$ which remains fixed. Fully connect $l^i_i$ to all the nodes in $R^i$ for all $i \in [\Delta]$.

\end{construction}
Figure 1 A particular sample of our construction which we believe could help prove an unconditional lower bound. $R_i$ labeled according to the first iteration of our construction. $\Delta = 3$, $n = 9$. Nodes (and incident edges) colored according to the round in which they broadcast in the faultless protocol.

**Why we believe this protocol is hard.** Directly forwarding messages from a node $l \in L$ to each one of $l$’s neighbors requires a multiplicative $\Omega(\log \Delta)$ overhead before all of the neighbors receive the message. Thus, if we assume there is a $o(\log \Delta)$ overhead protocol, there must be a large fraction of messages that are delivered indirectly. That is, many nodes in $R$ receive many of the messages they need to simulate the original protocol from a different nodes than they do in the faultless protocol. However, indirectly delivering messages seems to require strictly more rounds than directly sending messages. Each $r \in R$ roughly wants to receive private input from a random subset of $L$. Therefore, if $r \in R$ receives a message indirectly from a neighbor $l \in L$, it is unlikely that the neighbors of $l$ apart from $r$ need this message to simulate the original protocol. Thus, while $l$ delivers a message to $r$, it blocks all other neighbors of $l$ from receiving messages they need to simulate the protocol. Lastly, we note that this problem roughly corresponds to a random instance of index coding [7], for which the bounds are currently not fully understood.

**9 Future Work**

Recall that the third challenge for local-synchronization-based simulations described in Section 1 is that nodes cannot distinguish between not receiving a message in the original protocol and a message being dropped by a random fault. Our general protocol solves this issue but only through a costly subroutine in which every node shares information with all of its neighbors, thereby incurring an $O(\Delta)$ overhead. We leave as an open question whether this challenge can be overcome with poly($\log \Delta$) overhead. “Backtracking” on faulty progress has been the subject of some interactive coding literature – see [27] – and will likely prove insightful on this front.

As a final direction for future work we note that many of our techniques apply to simulations of faulty versions of other models of distributed computing. For instance, applying the techniques of our general protocol simulation to a receiver fault version of CONGEST almost immediately yields a simulation of CONGEST with receiver faults by CONGEST with a $O(\log \Delta)$ multiplicative round overhead. We expect further applications.
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Abstract

In this paper we study the time complexity of the single-source reachability problem and the single-source shortest path problem for directed unweighted graphs in the Broadcast CONGEST model. We focus on the case where the diameter $D$ of the underlying network is constant.

We show that for the case where $D = 1$ there is, quite surprisingly, a very simple algorithm that solves the reachability problem in 1(!) round. In contrast, for networks with $D = 2$, we show that any distributed algorithm (possibly randomized) for this problem requires $\Omega(\sqrt{n/\log n})$ rounds. Our results therefore completely resolve (up to a small polylog factor) the complexity of the single-source reachability problem for a wide range of diameters.

Furthermore, we show that when $D = 1$, it is even possible to get an almost 3-approximation for the all-pairs shortest path problem (for directed unweighted graphs) in just 2 rounds. We also prove a stronger lower bound of $\Omega(\sqrt{n})$ for the single-source shortest path problem for unweighted directed graphs that holds even when the diameter of the underlying network is 2. As far as we know this is the first lower bound that achieves $\Omega(\sqrt{n})$ for this problem.
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1 Introduction

Reachability and shortest path are two of the most fundamental problems in graph algorithms. In this paper, we study the single-source reachability (SSR) problem and the single-source shortest path (SSSP) problem in the Broadcast CONGEST model of distributed computing.

The CONGEST model [17] is one of the most studied message-passing models in the field of distributed computing. In this model, a synchronized $n$-vertex communication network is modeled by an undirected graph $N$ whose vertices correspond to the processors in this network and whose edges correspond to the communication links between them. Each vertex has a unique $O(\log n)$-bit identifier initially known only to itself and its neighbors in $N$. The vertices communicate in discrete rounds, where in each round each vertex receives the messages that were previously sent to it, performs some unbounded local computation and then sends messages of $O(\log n)$ bits to all or some of its neighbors. The vertices work together on some common task (such as computing distances in the network) and the complexity is measured by the number of communication rounds needed to complete this task. The Broadcast CONGEST model is a more restrictive variant of the CONGEST model where every vertex has to send (broadcast) the same message to all of its neighbors in each round.

In this paper we focus on directed and unweighted graphs. In the SSR problem, we are asked to identify all the vertices in a given graph $G$ for which there is a directed path from some designated vertex $s$ called the source. In the SSSP problem, we are further asked to
compute for each such vertex its distance (the number of edges in a shortest path) from the source $s$. In the CONGEST model as well as in other similar message-passing models, we assume that the communication network $N$ is identical to the underlying graph of $G$ (where $G$ is the input graph for the SSR\SSSP problem). We also assume that the communication between the vertices is bi-directional (regardless of directions of the edges in $G$). Initially, each vertex in the network knows whether it is the source or not, and it also knows its set of incoming and outgoing edges in $G$. In the distributed SSR problem, each vertex has to determine whether it is reachable from the source or not, and in the distributed SSSP problem, each vertex has to determine its distance from the source.

Related Work

Distance computation problems (such as the SSSP problem) have been widely studied in many models of distributed computing. It is not hard to see that in many synchronous message-passing models, problems such as SSR and SSSP require $\Omega(D)$ rounds (where $D$ is the diameter of the underlying network). While this lower bound can be easily matched when messages of unbounded size are allowed, the situation for models that require the messages to be of bounded size is far more involved.

In the CONGEST model, it is possible to solve the directed single-source reachability problem in $\tilde{O}(\sqrt{nD})$ rounds with high probability [10]. Many variants of the SSSP problem (directed/undirected, exact/approximate etc.) were studied over the years (see, e.g., [16, 11, 2, 7, 9, 8]). In particular, for directed and weighted graphs, there is a randomized algorithm that solves the SSSP problem in $\tilde{O}(\sqrt{nD})$ rounds [8]. We note that many of the above mentioned algorithms (such as [10, 8]) actually work in the more restrictive Broadcast CONGEST model. Regarding lower bounds, Das Sarma et al. [6] showed that in the CONGEST model the time complexity of any (possibly randomized) algorithm for the directed single-source reachability problem is $\Omega(\sqrt{n/\log n})$. However, this lower bound was shown only for graphs of underlying diameter $\Omega(n^\delta)$ for some $0 < \delta < 1/2$. For smaller diameters, similar but weaker lower bounds were shown e.g. $\Omega(\sqrt{n/\log n})$ for graphs of underlying diameter $\Theta(\log n)$. The smallest constant diameter for which a non-trivial lower bound is known is 3 where it was shown to require $\Omega((n/\log n)^{1/4})$ rounds.

For the related all-pairs shortest path (APSP) problem, many algorithms with near-optimal complexities for the approximate version of this problem and for the case of unweighted graphs were developed over the years (e.g., [12, 14, 15, 16]). Recently, many algorithms with improved complexities for the case of weighted graphs were devised [7, 13, 1] culminating with the $\tilde{O}(n)$-time randomized algorithm of [3].

Our Results

In this paper we study the time complexity of the SSR problem and the SSSP problem (for directed unweighted graphs) in the Broadcast CONGEST model for networks of constant diameter. Specifically, we show that even for networks of diameter 2, any distributed algorithm (possibly randomized) for the SSR problem requires $\Omega(\sqrt{n/\log n})$ rounds. In contrast, we show that quite surprisingly for networks of diameter 1, this problem (or even the more general all-pairs reachability problem) can be solved deterministically in 1 round. Moreover, we show that for networks of diameter 1 one can compute in 2 rounds a $(3,2)$-approximation for the APSP problem (for directed unweighted graphs), where by $(\alpha, \beta)$-approximation we mean $\alpha$ multiplicative approximation and $\beta$ additive approximation.
The algorithm for the approximate APSP problem (resp. for the all-pairs reachability problem) allows each vertex to compute a $(3, 2)$-approximation for the distance between every pair of vertices in the graph (resp. determine reachability for every such pair). We note that if one can compute a $(2 - \epsilon)$-approximation for the APSP problem (for some $1 > \epsilon > 0$) such that there is some vertex $v$ that knows the computed estimation for every pair of vertices, then this vertex can recover the whole graph. This means that $v$ must receive in this case $\Theta(n^2)$ bits of information from its neighbors (simply because there are $\Theta(2^{n^2})$ possible graphs on these vertices), but in each round, $v$ can get at most $O(n \log n)$ bits from its neighbors and so $\Omega(n/\log n)$ rounds are required for solving this problem.

Our results show a large gap between networks of diameter 1 and 2. As upper bounds of $\tilde{O}(\sqrt{n})$ are already known for the SSR problem when the underlying network has constant or poly-logarithmic diameter (e.g., [10, 8]), we completely resolve (up to poly-log factors) the SSR problem when the diameter of the underlying network is constant or even poly-logarithmic. Our algorithms are very simple (we see this as a plus and not a minus). In addition, we show a stronger lower bound of $\Omega(\sqrt{n})$ for the SSSP problem for unweighted directed graphs in the Broadcast CONGEST model that holds even when the diameter of the underlying network is 2. As far as we know this is the first lower bound that achieves $\Omega(\sqrt{n})$ for this problem.

**Further Related Work**

A closely related model to the CONGEST when the underlying communication network has diameter 1 is the Congested Clique model. The Congested Clique model is a synchronous message-passing model in which the underlying communication network is the complete graph on $n$ vertices but the graph $G$ on which the solution needs to be obtained can be an arbitrary graph on $n$ vertices (that is, each vertex initially knows its neighbors in $G$ and can exchange messages of size $O(\log n)$ with any vertex in the graph even if they are not adjacent in $G$).

Censor-Hillel et al. [5] adapted parallel matrix multiplication algorithms to this model. Using these algorithms, they obtained better algorithms for subgraph detection and distance computation. In particular, they showed a $\tilde{O}(n^{1/3})$-round algorithm for solving the APSP problem for weighted directed graphs, and even more efficient algorithms for unweighted undirected graphs or distance approximation. Recently, it was shown [4] that the SSSP problem for weighted undirected graphs can be solved in $\tilde{O}(n^{1/6})$ rounds.

We note that for problems such as SSSP or APSP (for weighted graphs) the Congested Clique model is actually a special case of the CONGEST model when the diameter of the underlying network is 1. To see this, note that one can always transform the input graph $G$ into a complete graph by adding edges of very large weight. Therefore, either one can show a constant upper bound for the weighted SSSP problem in the Congested Clique model which will be quite a breakthrough or our upper bound shows a separation between the SSR problem and the SSSP problem for directed weighted graphs of underlying diameter 1 (and even between the all-pairs reachability problem and the SSSP problem).

**2 Preliminaries**

In the following, we assume that all directed graphs are simple (i.e., they do not contain self-loops or multiple edges, but they may contain anti-parallel edges). For a graph $H$, we respectively denote by $V(H)$ and $E(H)$ its vertex set and edge set. The out-degree and in-degree of a vertex $v$ in a directed graph $H$ are denoted by $d_{out}(v)$ and $d_{in}(v)$, respectively.
For a directed graph $H$ and a vertex $v$ in $H$, we denote by $N_{\text{out}}(v)$ its set of outgoing neighbors, and by $N_{\text{in}}(v)$ its set of ingoing neighbors. Given a directed graph $H = (V, E)$ and a set $A \subseteq V$, we denote by $A^c$ the set $V \setminus A$. The underlying diameter of a directed graph $H$ is defined to be the diameter of its underlying graph. For a graph $H$ and two vertices $v$ and $u$ in $V(H)$, we denote by $d(v, u, H)$ the distance from $v$ to $u$ in $H$. All logarithms in this paper are of base 2.

The rest of the paper is organized as follows. In section 3, we show an algorithm that solves the all-pairs reachability problem in one round for networks of diameter 1. In section 4, we show that in two rounds one can compute an approximation for the APSP problem (also for networks of diameter 1). In section 5, we prove lower bounds for computing reachability and distances in networks of diameter 2.

### 3 All-Pairs Reachability for Networks of Diameter 1

In this section we show that when the diameter of the underlying network is 1, the directed single-source reachability problem can be solved in $O(1)$ rounds in the Broadcast CONGEST model. In fact, we show that it can be solved in a single round. Furthermore, our algorithm can solve the much more general problem of all-pairs reachability (again in a single round). The algorithm is extremely simple. Every vertex simply sends its in-degree and out-degree to all its neighbors in the underlying network, and then, by using this information only, each vertex can determine (by a simple computation) which vertex is reachable from which. This requires messages of at most $2\lceil \log_2 n \rceil$ bits (moreover, if there are no anti-parallel edges then, as the underlying diameter is 1, the in-degree plus out-degree of every vertex is exactly $n-1$ and therefore it is enough to send only the in-degree and so $\lceil \log_2 n \rceil$ bits are enough).

The next lemma shows that when the underlying diameter of some directed graph $H$ is 1, we can determine if $E(H) \cap (A \times A^c) = \emptyset$ by using the in and out degrees of the vertices in $A$, for every subset of vertices $A \subseteq V(H)$.

**Lemma 3.1.** For every directed graph $H = (V, E)$ with underlying diameter 1 and every set $A \subseteq V$, we have $\sum_{v \in A}(d_{\text{in}}(v) - d_{\text{out}}(v)) = |A^c \times A|$ if and only if $E \cap (A \times A^c) = \emptyset$.

**Proof.** Let $H = (V, E)$ be a directed graph with underlying diameter 1 and let $A$ be some subset of $V$. We have $\sum_{v \in A} d_{\text{out}}(v) = |E \cap (A \times V)| = |E \cap (A \times A)| + |E \cap (A \times A^c)|$ and similarly $\sum_{v \in A} d_{\text{in}}(v) = |E \cap (V \times A)| = |E \cap (A \times A)| + |E \cap (A^c \times A)|$. It follows that

$$\sum_{v \in A}(d_{\text{in}}(v) - d_{\text{out}}(v)) = |E \cap (A^c \times A)| - |E \cap (A \times A^c)| \tag{1}$$

Now, for showing the first direction, assume that $\sum_{v \in A}(d_{\text{in}}(v) - d_{\text{out}}(v)) = |A^c \times A|$. By equation (1), we have $|A^c \times A| = |E \cap (A^c \times A)| = |E \cap (A \times A^c)|$. As $|E \cap (A^c \times A)| \leq |A^c \times A|$, we get that $|E \cap (A \times A^c)| \leq 0$ and so $E \cap (A \times A^c) = \emptyset$.

For the second direction, assume that $E \cap (A \times A^c) = \emptyset$. Since in addition $H$ has underlying diameter 1, every vertex in $A^c$ must have an outgoing edge to every vertex in $A$ and so $E \cap (A^c \times A) = A^c \times A$. It follows, by equation (1), that $\sum_{v \in A}(d_{\text{in}}(v) - d_{\text{out}}(v)) = |A^c \times A|$.

The next lemma shows that when the underlying diameter of some directed graph $H$ is 1, the in and out degrees of all the vertices in $H$ are enough to determine which vertices are reachable from any given vertex in $H$. 

$\blacksquare$
Lemma 3.2. For every directed graph $H$ with underlying diameter 1, every ordering $(v_1, ..., v_n)$ of its vertices such that $d_{out}(v_1) \leq ... \leq d_{out}(v_n)$ and every $i \in \{1, ..., n\}$, there exists an index $k \in \{i, ..., n\}$ such that the set of reachable vertices from $v_i$ in $H$ is equal to $\{v_1, ..., v_k\}$. Moreover, $k$ is the minimal index in $\{i, ..., n\}$ for which $(n-k)k = \sum_{j=1}^{k} (d_{in}(v_j) - d_{out}(v_j))$.

Proof. Let $H = (V, E)$ be a directed graph with underlying diameter 1, let $(v_1, ..., v_n)$ be an ordering of its vertices such that $d_{out}(v_1) \leq ... \leq d_{out}(v_n)$ and let $i \in \{1, ..., n\}$. Let $A$ be the set of all the reachable vertices from $v_i$ in $H$, and note that we must have $E \cap (A \times A^c) = \emptyset$ (as otherwise $v_i$ can reach a vertex from $A^c$ which is of course contradiction to the definition of $A$ and $A^c$).

Let $k$ be the highest index in $\{i, ..., n\}$ for which $v_k \in A$ (such an index must exist as $v_i \in A$). Clearly, we have $A \subseteq \{v_1, ..., v_k\}$. We claim that we must also have $\{v_1, ..., v_k\} \subseteq A$. Since $v_k \in A$ and $E \cap (A \times A^c) = \emptyset$, the set $A$ must contain at least $d_{out}(v_k) + 1$ vertices (the vertex $v_k$ and its $d_{out}(v_k)$ outgoing neighbors). It also follows that every vertex in $A^c$ must have out-degree at least $d_{out}(v_k) + 1$. To see this, note that every vertex in $A^c$ must have an outgoing edge to every vertex in $A$ (as $E \cap (A \times A^c) = \emptyset$ and the underlying diameter of $H$ is 1). Therefore, it must be that $v_j \in A$ for all $j \in \{1, ..., k\}$ as $d_{out}(v_j) \leq d_{out}(v_k)$ for every such $j$. We conclude that $A = \{v_1, ..., v_k\}$.

Now, as $E \cap (A \times A^c) = \emptyset$ we get from Lemma 3.1 that $(n-k)k = \sum_{j=1}^{k} (d_{in}(v_j) - d_{out}(v_j))$. We are left to show that $k$ is the minimal index in $\{i, ..., n\}$ with this property. Assume towards a contradiction that there exists $m \in \{i, ..., n\}$ such that $m < k$ and $\sum_{j=1}^{m} (d_{in}(v_j) - d_{out}(v_j)) = (n-m)m$. Let $B = \{v_1, ..., v_m\}$. By Lemma 3.1 we get that $E \cap (B \times B^c) = \emptyset$, and, in particular, that $v_k$ is not reachable from $v_i$ (as $v_i \in B$ and $v_k \not\in B$) which is a contradiction.

Lemma 3.2 can be easily turned into an algorithm that solves the all-pairs reachability problem in one round (when the diameter of the underlying network is 1) as follows. Each vertex $v$ in the graph starts by broadcasting the values of $d_{in}(v)$ and $d_{out}(v)$. After receiving the messages, $v$ sorts the vertices in non-decreasing order of their out-degree. Let $(v_1, ..., v_n)$ be that ordering. It then finds for every $i \in \{1, ..., n\}$ the minimal index $k_i \in \{i, ..., n\}$ such that $(n-k_i)k_i = \sum_{j=1}^{k_i} (d_{in}(v_j) - d_{out}(v_j))$ and deduces by Lemma 3.2 that the set of reachable vertices from $v_i$ is $\{v_1, ..., v_{k_i}\}$. We conclude the following:

Corollary 3.3. In the Broadcast CONGEST model, there is a deterministic algorithm that solves the all-pairs reachability problem in one round when the diameter of the underlying network is 1.

We also note that the time complexity of the internal computation of each vertex is $O(n^2)$.

4 APSP Approximation for Networks of Diameter 1

In the previous section, we showed that it is possible to solve the all-pairs reachability problem in one round for networks of diameter 1. Here we show that it is actually possible to compute an approximation to the distance between all pairs of vertices in two rounds.

Let $G = (V, E)$ be a directed graph on $n$ vertices and underlying diameter 1. For every non-negative integer $i < n$, we let $A(i)$ be the set of all the vertices $u \in V$ whose out-degree is greater than $i$ and that have some in-going neighbor whose out-degree is at most $i$, that is, $A(i) = \{u \mid (d_{out}(u) > i) \text{ and } (\exists w \in V \text{ s.t. } (w, u) \in E \text{ and } d_{out}(w) \leq i)\}$. We also set $M(i)$ to be $\perp$ if $A(i) = \emptyset$ and $\max\{d_{out}(v) \mid v \in A(i)\}$ otherwise.
For each \( i \in \{d_{\text{out}}(v) \mid v \in V\} \), we set \( f_0[i] = i \), and then for each \( k \in \{1, \ldots, n\} \), we further set \( f_k[i] \) to be \( \perp \) if \( f_{k-1}[i] = \perp \) and to \( M(f_{k-1}[i]) \) otherwise. We first prove some basic properties.

\[\text{Claim 4.1.} \quad \text{For every } v \in V \text{ and } k \in \{1, \ldots, n\} \text{ such that } f_k[d_{\text{out}}(v)] \neq \perp, \text{ we have (i) } f_i[d_{\text{out}}(v)] \neq \perp \text{ for every } i \in \{0, \ldots, k\}, \text{ and (ii) } f_i[d_{\text{out}}(v)] < f_{i+1}[d_{\text{out}}(v)] \text{ for every } i \in \{0, \ldots, k-1\}.\]

Proof. The first property follows directly from the definition of the sequence. For the second property, note that if \( f_{i+1}[d_{\text{out}}(v)] \neq \perp \) holds for some \( i \in \{0, \ldots, k-1\} \), then \( f_{i+1}[d_{\text{out}}(v)] \) must be equal to the maximum out-degree of the vertices in \( A(f_i[d_{\text{out}}(v)]) \). As, by definition, \( A(f_i[d_{\text{out}}(v)]) \) contains only vertices whose out-degree is greater than \( f_i[d_{\text{out}}(v)] \), it must be that \( f_{i+1}[d_{\text{out}}(v)] > f_i[d_{\text{out}}(v)] \).

Note that, in particular, this claim implies that \( f_n[d_{\text{out}}(v)] = \perp \) for every \( v \in V \). As otherwise, we would get that \( 0 \leq f_0[d_{\text{out}}(v)] < f_1[d_{\text{out}}(v)] < \ldots < f_n[d_{\text{out}}(v)] \), and so that \( f_n[d_{\text{out}}(v)] \geq n \) which is impossible as the maximum possible out-degree is \( n-1 \).

\[\text{Claim 4.2.} \quad \text{For every } k \in \{0, \ldots, n-1\} \text{ and every two vertices } x \text{ and } y \text{ in } V \text{ such that } y \text{ is reachable from } x, \text{ if } f_k[d_{\text{out}}(x)] \neq \perp \text{ and } d_{\text{out}}(y) > f_k[d_{\text{out}}(x)] \text{ then } f_{k+1}[d_{\text{out}}(x)] \neq \perp.\]

Proof. Let \( x \) and \( y \) be two vertices in \( V \) such that \( y \) is reachable from \( x \), and let \( k \in \{0, \ldots, n-1\} \) be such that \( f_k[d_{\text{out}}(x)] \neq \perp \) and \( d_{\text{out}}(y) > f_k[d_{\text{out}}(x)] \). First, note that by definition and Claim 4.1, we must have \( d_{\text{out}}(x) = f_0[d_{\text{out}}(x)] \leq f_k[d_{\text{out}}(x)] \). This fact together with the assumption that \( d_{\text{out}}(y) > f_k[d_{\text{out}}(x)] \) implies that \( G \) must contain an edge \((u, v)\) such that \( d_{\text{out}}(u) \leq f_k[d_{\text{out}}(x)] \) and \( d_{\text{out}}(v) > f_k[d_{\text{out}}(x)] \). To see this, note that there must be a path \( \pi \) from \( x \) to \( y \) (as \( y \) is reachable from \( x \)) and \( d_{\text{out}}(x) \leq f_k[d_{\text{out}}(x)] < d_{\text{out}}(y) \). This is possible only if \( \pi \) contains an edge \((u, v)\) such that \( f_k[d_{\text{out}}(x)] \geq d_{\text{out}}(u) \) and \( f_k[d_{\text{out}}(x)] < d_{\text{out}}(v) \). It follows that \( M(f_k[d_{\text{out}}(x)]) \neq \perp \) and so \( f_{k+1}[d_{\text{out}}(x)] \neq \perp \).

In the next claims, we show how the defined sequences can be used to estimate the distances between the vertices in the graph.

\[\text{Claim 4.3.} \quad \text{For every two vertices } x \text{ and } y \text{ in } V \text{ such that } y \text{ is reachable from } x, \text{ there exists an index } k \in \{0, \ldots, n-1\} \text{ such that } f_k[d_{\text{out}}(x)] \neq \perp \text{ and } d_{\text{out}}(y) \leq f_k[d_{\text{out}}(x)].\]

Proof. Let \( x \) and \( y \) be two vertices in \( V \) such that \( y \) is reachable from \( x \). Let \( k' \) be the maximal index in \( \{0, \ldots, n\} \) for which \( f_{k'}[d_{\text{out}}(x)] \neq \perp \) (such an index must exist as \( f_0[d_{\text{out}}(x)] \neq \perp \) always holds). Note that \( k' \leq n-1 \) as we must have \( f_n[d_{\text{out}}(x)] = \perp \). It follows that \( d_{\text{out}}(y) \leq f_{k'}[d_{\text{out}}(x)] \) (as if \( d_{\text{out}}(y) > f_{k'}[d_{\text{out}}(x)] \) then, by Claim 4.2, we must have \( f_{k'+1}[d_{\text{out}}(x)] \neq \perp \), which is a contradiction to the maximality of \( k' \) and so the required index exists.

Now, let \( k \) be the minimal index in \( \{0, \ldots, n-1\} \) with the required property. We claim that \( \pi \) contains at least \( k+1 \) different vertices. Indeed, if \( k = 0 \) then \( \pi \) clearly contains at least 1 vertex (or more if \( x \neq y \)). This leaves us with the case in which \( k > 0 \). Note that for every \( t \in \{0, \ldots, k-1\} \), we have \( d_{\text{out}}(x) = f_0[d_{\text{out}}(x)] \leq f_t[d_{\text{out}}(x)] \) and \( d_{\text{out}}(y) > f_t[d_{\text{out}}(x)] \). This means that \( \pi \) contains an edge \((x_t, x_t)\) such that \( d_{\text{out}}(x_t) \leq f_t[d_{\text{out}}(x)] \) and \( d_{\text{out}}(x_t) > f_t[d_{\text{out}}(x)] \), for every \( t \in \{0, \ldots, k-1\} \). It follows that for every such \( t \), there exists a vertex \( x_t \) in \( \pi \) such that \( f_{t+1}[d_{\text{out}}(x_t)] \geq d_{\text{out}}(x_t) > f_t[d_{\text{out}}(x)] \). Note that \( d_{\text{out}}(x) = f_0[d_{\text{out}}(x)] < d_{\text{out}}(x_0) < \cdots < d_{\text{out}}(x_{k-1}) \) which implies that \( \pi \) contains at least \( k+1 \) different vertices.
Claim 4.4. For every two vertices \( x \) and \( y \) in \( V \), if \( d_{\text{out}}(x) \geq d_{\text{out}}(y) \) then \( G \) contains a path from \( x \) to \( y \) of length at most 2.

Proof. Let \( x \) and \( y \) be two vertices in \( V \) such that \( d_{\text{out}}(x) \geq d_{\text{out}}(y) \) and assume towards a contradiction that the claim does not hold. We must have \( x \neq y \) and \( N_{\text{in}}(y) \cap (\{x\} \cup N_{\text{out}}(x)) = \emptyset \) as otherwise the distance from \( x \) to \( y \) would be at most 2. Since the underlying diameter of \( G \) is 1, we get that \( \{x\} \cup N_{\text{out}}(x) \subseteq N_{\text{out}}(y) \), and so that \( d_{\text{out}}(y) = |N_{\text{out}}(y)| \geq |\{x\} \cup N_{\text{out}}(x)| > |N_{\text{out}}(x)| = d_{\text{out}}(x) \) which is a contradiction. \(<\)

Claim 4.5. For every \( k \in \{0, ..., n-1\} \) and every two vertices \( x \) and \( y \) in \( V \), if \( f_{k}[d_{\text{out}}(x)] \neq \bot \) and \( f_{k}[d_{\text{out}}(x)] \geq d_{\text{out}}(y) \), then \( G \) contains a path from \( x \) to \( y \) of length at most 3\( k \) + 2.

Proof. Let \( k \in \{0, ..., n-1\} \) and \( x, y \in V \) be such that \( f_{k}[d_{\text{out}}(x)] \neq \bot \) and \( f_{k}[d_{\text{out}}(x)] \geq d_{\text{out}}(y) \). Let \( x_0 = x \) and for each \( i \in \{1, ..., k\} \) let \( x_i \) and \( x'_i \) be two vertices such that \( (x'_i, x_i) \in E \) and \( d_{\text{out}}(x_i) = f_{i}[d_{\text{out}}(x)] \) and \( d_{\text{out}}(x'_i) \leq f_{i-1}[d_{\text{out}}(x)] \) (note that such vertices must exist as \( f_{i}[d_{\text{out}}(x)] \neq \bot \) holds for every such \( i \), by Claim 4.1).

We first prove that for each \( i \in \{0, ..., k\} \) there exists in \( G \) a path from \( x_0 \) to \( x_i \) of length at most 3\( i \). We do this by induction on \( i \). The base case \( (i = 0) \) is trivial. Assume that the claim holds for some \( i \in \{0, ..., k-1\} \) and prove it for \( i + 1 \). We have \( d_{\text{out}}(x_i) = f_{i}[d_{\text{out}}(x)] \geq d_{\text{out}}(x'_{i+1}) \) and so, by Claim 4.4, we get that there is a path in \( G \) from \( x_i \) to \( x'_{i+1} \) of length at most 2. As in addition \( (x'_{i+1}, x_{i+1}) \in E \), it must be that there is a path of length at most 3 from \( x_i \) to \( x_{i+1} \) which together with the induction hypothesis gives a path of length at most 3\( (i + 1) \) from \( x_0 \) to \( x_{i+1} \).

Note that we also have \( d_{\text{out}}(x_k) = f_{k}[d_{\text{out}}(x)] \geq d_{\text{out}}(y) \) and so, by Claim 4.4, there is a path of length at most 2 from \( x_k \) to \( y \). We conclude that there is a path of length at most 3\( k + 2 \) from \( x_0 \) to \( y \). \(<\)

Now, we put everything together.

Claim 4.6. For every two vertices \( x \) and \( y \) in \( V \), the following holds:

1. If \( y \) is not reachable from \( x \), then there is no index \( k \in \{0, ..., n-1\} \) such that \( f_{k}[d_{\text{out}}(x)] \neq \bot \) and \( d_{\text{out}}(y) \leq f_{k}[d_{\text{out}}(x)] \).
2. If \( y \) is reachable from \( x \), then such an index exists, and moreover \( d(x, y, G) \leq 3k + 2 \leq 3d(x, y, G) + 2 \) where \( k \) is the minimal index in \( \{0, ..., n-1\} \) for which this property holds.

Proof. The first part follows from Claim 4.5 as the existence of such an index would imply the existence of a path from \( x \) to \( y \). For the second part, note that by Claim 4.3 such an index exists. Let \( k \) be the minimal index with that property. We have \( d(x, y, G) \geq k \) (by Claim 4.3) and \( d(x, y, G) \leq 3k + 2 \) (by Claim 4.5), that is, we have \( d(x, y, G) \leq 3k + 2 \leq 3d(x, y, G) + 2 \). \(<\)

The above claim can be easily turned into an algorithm. Each vertex starts by broadcasting its out-degree to all the vertices in the network. In the next round, each vertex finds the maximal out-degree of its outgoing neighbors and broadcasts this value. By using this information, each vertex can compute for every \( u \in V \) and \( i \in \{0, ..., n\} \) the value of \( f_{i}[d_{\text{out}}(u)] \), and then it can compute an estimation for the distance between every pair of vertices \( x \) and \( y \) by finding the required index as in Claim 4.6.

5 Lower Bounds for Networks of Diameter 2

In this section we prove lower bounds for the single-source reachability problem and the closely related single-source shortest path problem for unweighted directed graphs in the Broadcast CONGEST model that hold even when the underlying network has diameter 2.
Reachability and Shortest Paths in the Broadcast CONGEST Model

5.1 The Single-Source Reachability Problem

We start this section by describing a family (parameterized by two positive integers \( k, q \)) of directed graphs with underlying diameter at most 2 which we denote by \( F_{k,q} \). This family will be used later on to prove the required lower bound.

The Family \( F_{k,q} \). For two positive integers \( k, q \in \mathbb{Z} \) and a \( k \)-bit string \( \sigma \in \{0,1\}^k \), we define the directed graph \( G(k,q,\sigma) \) to be the graph that consists of:

- \( k \) vertex-disjoint directed paths \( P_1, ..., P_k \) with \( q \) vertices each (that is, \( P_i = (V_i, E_i) \) where \( V_i = \{v_1^i, ..., v_q^i\} \) and \( E_i = \{(v_j^i, v_{j+1}^i) \mid j \in \{1, ..., q-1\}\} \) for every \( i \in \{1, ..., k\} \).

- A source vertex \( s \) that has an outgoing edge to \( v_1^1 \) (the first vertex of \( P_1 \)) if the \( i \)-th bit of \( \sigma \) is 1, for every \( i \in \{1, ..., k\} \).

- A sink vertex \( u \) to which \( s \) and every vertex in \( P_1, ..., P_k \) has an outgoing edge.

In other words, the vertex set of the graph \( G(k,q,\sigma) \) is \( V_1 \cup ... \cup V_k \cup \{s,u\} \) and its edge set is \( E_1 \cup ... \cup E_k \cup \{(s,v_1^i) \mid i \in \{1, ..., k\} \text{ and } \sigma(i) = 1\} \cup \{(x,u) \mid x \in \{s\} \cup V_1 \cup ... \cup V_k\} \) (see Figure 1 for an illustration). For two positive integers \( k \) and \( q \), we define the family \( F_{k,q} \) to be the set \( \{G(k,q,\sigma) \mid \sigma \in \{0,1\}^k\} \).

Our next goal is to show that any distributed algorithm that solves the single-source reachability problem for all the graphs in \( F_{k,q} \) requires a significant number of rounds. We start with the following lemma:

Lemma 5.1. Let \( k \) and \( q \) be two positive integers. Let \( G \in F_{k,q} \) and let \( \varphi \) be some legal assignment of identifiers to its vertices. Let \( A \) be some deterministic distributed algorithm (in the Broadcast CONGEST model) that solves the single-source reachability problem on the instance \((G,\varphi,s)\) using at most \( t \) rounds (for some non-negative integer \( t < q \)). For each \( i \in \{1, ..., k\} \), the output of the vertex \( v_q^i \) by the end of the last round is just function of the initial input of the vertices \( v_{q-t}^i, ..., v_q^i \) and the sequence of messages that \( v_q^i \) received from \( u \).

Proof. Let \( i \in \{1, ..., k\} \). We will show by induction on \( 0 \leq j \leq t \) that by the end of the \( j \)-th round the state of each vertex \( v \in \{v_{q-t}^i, ..., v_q^i\} \) is just a function of the initial input of the vertices in its ball of radius \( j \) (in the underlying graph of \( P_i \)) and the sequence of messages that it received from its neighbors in the underlying network (which are \( u, v_{t-1}^i \) and possibly \( v_{t+1}^i \)).
The messages that \( v^i_u \) has received from its neighbors in \( V_i \) are, by the induction hypothesis, functions of the inputs of the vertices in the balls of radius \( j \) (in \( P_i \)) around these neighbors and the sequence of messages that they received from \( u \) (up to round \( j \)). As \( u \) broadcasts the same message to all the vertices in each round, we get that these messages are just a function of the inputs of the vertices in the ball of radius \( j + 1 \) around \( v^i_u \) (in \( P_i \)) and the sequence of messages that \( v^i_u \) received from \( u \) (up to round \( j \)). As the previous state of \( v^i_u \) is, by the induction hypothesis, also a function of the initial inputs of the vertices in its ball of radius \( j \) (in \( P_i \)) and the sequence of message that it received from \( u \), the claim follows. ▶

**Lemma 5.2.** Let \( k \) and \( q \) be two positive integers and let \( \varphi \) be some legal assignment of identifiers to \( V_1 \cup \ldots \cup V_k \cup \{s, u\} \). For every deterministic algorithm \( A \) (in the Broadcast CONGEST model), if \( A \) solves the single-source reachability problem on all the instances in \( \{(G, \varphi, s) \mid G \in F_{k,q}\} \) and uses messages of size at most \( B \) bits (for some \( B \geq 1 \)), then \( A \) requires at least \( \min\{q - 1, k/(2B)\} \) rounds.

**Proof.** Let \( A \) be some deterministic algorithm that satisfies the requirements of the lemma and let \( t \) be its running time. We can assume that \( t \leq q - 2 \) as otherwise there is nothing to show.

For each \( G \in F_{k,q} \), we let \( \text{out}(G) \) be the sequence \( \text{out}(v^1_q, G), \ldots, \text{out}(v^k_q, G) \) where \( \text{out}(v^i_q, G) \) is the output of \( v^i_q \) when \( A \) is invoked on \( (G, \varphi, s) \), for every \( i \in \{1, \ldots, k\} \). Lemma 5.1 implies that for each \( G \in F_{k,q} \) the value of \( \text{out}(G) \) is just a function of the initial inputs in \( (G, \varphi, s) \) of the vertices \( \bigcup_{i=1}^{k} \{v^i_q, \ldots, v^k_q\} \) and the sequence of messages that \( u \) had broadcast. Since we assumed that \( t \leq q - 2 \), the initial inputs of these vertices is the same in all \( \{(G, \varphi, s) \mid G \in F_{k,q}\} \), and so we can have \( \text{out}(G) \neq \text{out}(G') \) for two graphs \( G \) and \( G' \) in \( F_{k,q} \) only if the sequence of messages that \( u \) had broadcast in the corresponding invocations was different.

In each round, \( u \) may send a message that contains at most \( B \) bits, that is, a message with 0 bits, or with 1 bit and so on. Therefore, there are \( 1 + 2 + \ldots + 2B \leq 2^{2B} \) different messages that \( u \) may send in each round. It follows that there are at most \( 2^{2Bt} \) possible sequences and so we get that \( \{|\text{out}(G) | G \in F_{k,q}| \} \leq 2^{2Bt} \). Note also that \( \{|\text{out}(G) | G \in F_{k,q}| \} = 2^k \) as for each \( G \in F_{k,q} \) the output should be different. We conclude that \( 2^k \leq 2^{2Bt} \) and so \( t \geq k/2B \). ▶

**Corollary 5.3.** In the Broadcast CONGEST model, there is no deterministic algorithm that solves the single-source reachability problem in \( o(\sqrt{n}/\log n) \) rounds even when the diameter of the underlying network is always 2.

**Proof.** Assume towards a contradiction that there exists a deterministic algorithm \( A \) that solves the above problem in \( T(n) = o(\sqrt{n}/\log n) \) rounds. As \( A \) works in the CONGEST model, there must be some constant \( c \geq 1 \) such that the number of bits in any message that the algorithm may send (when it is invoked on inputs of size \( n > 1 \)) is at most \( c \cdot \log n \).

Since \( T(n) = o(\sqrt{n}/\log n) \), there must be some integer \( n_0 \geq 16 \) for which \( T(n) \leq \frac{1}{16c} \sqrt{n}/\log n \) holds for every \( n > n_0 \). Choose an integer \( m > n_0 \) such that both \( k = \sqrt{m \log m} \) and \( q = \sqrt{m/\log m} \) are positive integers. Lemma 5.2 implies that there must be some \( G \in F_{k,q} \) and some assignment of identifiers \( \varphi \) to \( V(G) \) such that invoking the algorithm on \( (G, \varphi, s) \) requires at least \( \min\{\frac{1}{2q}, \frac{1}{4c} \frac{k}{\log m}\} = \min\{\frac{1}{2} \sqrt{\frac{m}{\log m}}, \frac{1}{4c} \sqrt{\frac{m}{\log m}}\} = \frac{1}{4c} \sqrt{\frac{m}{\log m}} \) rounds.

But, we also have \( |V(G)| > m > n_0 \) and so the algorithm must take at most \( \frac{1}{4c} \sqrt{\frac{m}{\log m}} \) rounds on \( (G, \varphi, s) \), a contradiction. ▶

In the next lemma, we show that the same lower bound holds for distributed randomized algorithms as well.
Lemma 5.4. Let $k$ and $q$ be two positive integers and let $\varphi$ be some legal assignment of identifiers to $V_1 \cup \ldots \cup V_k \cup \{s, u\}$. For every randomized algorithm $A$ (in the Broadcast CONGEST model), if $A$ correctly solves the SSR problem on each instance in $\{(G, \varphi, s) \mid G \in F_{k,q}\}$ with probability $> 1/2$ and uses messages of size at most $B$ bits (for some $B \geq 1$), then $A$ requires at least $\min\{q - 1, (k - 1)/(2B)\}$ rounds.

Proof. Clearly, it is sufficient to show that this lower bound holds in a model that generates a public random string first, announces it to every vertex in the graph and then every vertex proceeds deterministically as usual. Let $A$ be a randomized algorithm that works in the above model and solves the SSR problem on every instance in $F = \{(G, \varphi, s) \mid G \in F_{k,q}\}$ with probability $> 1/2$. We can assume that its running time $t$ is at most $q - 2$. As in the proof of Lemma 5.2, we can show that, for every fixed random string $r$, the algorithm (given that string) can succeed on at most $2^{2Bt}$ of the instances in $F$.

For each graph $G$ in $F_{k,q}$, let $R_G$ be the event that the algorithm fails on $(G, \varphi, s)$. Note that we must have $\sum_{G \in F_{k,q}} P(R_G) \geq |F_{k,q}| - 2^{2Bt}$. By assumption, we must also have $0.5|F_{k,q}| > \sum_{G \in F_{k,q}} P(R_G)$ and so $0.5|F_{k,q}| > |F_{k,q}| - 2^{2Bt}$ which implies that $t > (k - 1)/2B$.

5.2 The Single-Source Shortest Path Problem

The result of the previous section already gives a lower bound of $\Omega(\sqrt{n/\log n})$ for the directed SSSP problem (or even for the approximate version of it) as, by definition, any algorithm that solves this problem must also solve the SSR problem.

In this section we show a slightly stronger lower bound of $\Omega(\sqrt{n})$ for this problem which holds even when the diameter of the underlying network is 2 and even when all the vertices in the input graph are guaranteed to be reachable from the given source. As in the previous section, we start by describing a family $J_k$ of unweighted directed graphs with underlying diameter 2 which will be used to prove the lower bound.

The Family $J_k$. For a positive integer $k$ and a sequence $\sigma$ of $k$ numbers from $\{1, \ldots, k\}$, we define the directed graph $G(k, \sigma)$ to be the graph that consists of:

- $k$ vertex-disjoint directed paths $P_1, \ldots, P_k$ where each $P_i = (V_i, E_i)$ contains $\sigma(i) + k$ vertices. For each path $P_i$, we denote by $u^i$ its first vertex and by $v^i_1, \ldots, v^i_k$ its last $k$ vertices.
- A source vertex $s$ that has an outgoing edge to the first vertex of every path in $\{P_1, \ldots, P_k\}$.
- A sink vertex $u$ to which $s$ and every vertex in $P_1, \ldots, P_k$ has an outgoing edge.

In other words, the vertex set of the graph $G(k, \sigma)$ is $V_1 \cup \ldots \cup V_k \cup \{s, u\}$ and its edge set is $E_1 \cup \ldots \cup E_k \cup \{(s, u^i) \mid i \in \{1, \ldots, k\}\} \cup \{(x, u) \mid x \in \{s\} \cup V_1 \cup \ldots \cup V_k\}$ (see Figure 2 for an illustration). For a positive integer $k$, we define the family $J_k$ to be the set $\{G(k, \sigma) \mid \sigma \in \{1, \ldots, k\}^k\}$.

We say that a collection of assignments $\{\varphi_G \mid G \in J_k\}$ is a consistent set of assignments for the family $J_k$, if $\varphi_G$ is a legal assignment of identifiers to $V(G)$ and $\varphi_G(x) = \varphi_G'(x)$, for every $G, G' \in J_k$ and $x \in \{u\} \cup \bigcup_{i=1}^k \{v^i_1, \ldots, v^i_k\}$.

Lemma 5.5. Let $k > 1$ be some integer and let $\{\varphi_G \mid G \in J_k\}$ be some consistent set of assignments for $J_k$. For every deterministic algorithm $A$ (in the Broadcast CONGEST model), if $A$ solves the SSSP problem on all the instances in $\{(G, \varphi_G, s) \mid G \in J_k\}$, then $A$ requires $\Omega(k)$ rounds.
Proof. Let $A$ be some deterministic algorithm that satisfies the requirements of the lemma and let $t$ be its running time. We can assume that $t \leq k - 2$ as otherwise there is nothing to show. As $A$ works in the CONGEST model, there must be some constant $c \geq 1$ such that the number of bits in any message that the algorithm may send on any input of size $n > 1$ is at most $c \cdot \log n$.

Consider invoking the algorithm $A$ on the instance $(G, \varphi, s)$ for some $G \in J_k$. In each round, $u$ may send one message containing at most $c \cdot \log(|V(G)|) \leq 4c \cdot \log(k)$ bits to all the vertices in the graph. Given that, it is easy to see (by a proof similar to Lemma 5.1) that the output of every vertex $v_i$ is just a function of its initial input, the initial input of at most $t \leq k - 2$ vertices that precede it in the path $P_i$, and the sequence of messages that $u$ had broadcast.

For each $G \in J_k$, we let $\text{out}(G)$ be the sequence $(\text{out}(v^1_i, G), ..., \text{out}(v^k_i, G))$ where $\text{out}(v^i_k, G)$ is the output of $v^i_k$ when $A$ is invoked on $(G, \varphi, s)$, for every $i \in \{1, ..., k\}$. By the observation above, for each $i \in \{1, ..., k\}$ the vertices in $P_i$ whose initial input may affect the output of $v^i_k$ are just $v^i_2, ..., v^i_k$. Since the initial input of each of these vertices is the same in each of the instances in $\{(G, \varphi, s) \mid G \in J_k\}$, we get that $\text{out}(G) \neq \text{out}(G')$ can hold for some graphs $G$ and $G'$ in $J_k$ only if the sequence of messages that $u$ had broadcast in the corresponding invocations was different.

Straightforward calculations show that the number of such sequences is at most $(2^{8c \cdot \log(k)})^t = k^{8c \cdot t}$, and so $|\{\text{out}(G) \mid G \in J_k\}| \leq k^{8c \cdot t}$. Since we assumed that the algorithm is correct, we must have $\text{out}(G) \neq \text{out}(G')$ for every two different graphs $G$ and $G'$ in $J_k$ (as, by construction, we cannot have $d(s, v^i_k, G) = d(s, v^i_k, G')$ for every $i \in \{1, ..., k\}$), and so $|\{\text{out}(G) \mid G \in J_k\}| = |J_k| = k^k$. We conclude that $k^k \leq k^{8c \cdot t}$ and so $t \geq k / (8c)$.

\begin{corollary}
In the Broadcast CONGEST model, there is no deterministic algorithm that solves the SSSP problem in $o(\sqrt{n})$ rounds even when the diameter of the underlying network is always 2.
\end{corollary}

Proof. Assume towards a contradiction that there exists a deterministic algorithm $A$ that solves the above problem in $T(n) = o(\sqrt{n})$ rounds. As before, we can assume that there is a constant $c \geq 1$ such that the number of bits in any message that $A$ may send on any input of size $n > 1$ is at most $c \cdot \log n$.

Since $T(n) = o(\sqrt{n})$, there must be some positive integer $n_0$ for which $T(n) \leq \frac{1}{18c} \sqrt{n}$ holds for every $n > n_0$. Let $k > 1$ be an integer such that $k^2 > n_0$. The proof of Lemma 5.5 implies that there must be some $G \in J_k$ and some assignment of identifiers $\varphi$ to $V(G)$ such that invoking the algorithm on $(G, \varphi, s)$ requires at least $k / (8c)$ rounds. But, $|V(G)| > k^2 > n_0$ and so the algorithm must take at most $\frac{1}{18c} \sqrt{|V(G)|} \leq \frac{1}{3c} k$ rounds on $(G, \varphi, s)$, a contradiction.

By a proof similar to that of the previous section, it is possible to show that the same lower bound holds for randomized distributed algorithms as well.
References


On the Round Complexity of Randomized Byzantine Agreement

Ran Cohen
Boston University, MA, USA
Northeastern University, Boston, MA, USA
rancohen@ccs.neu.edu

Iftach Haitner
School of Computer Science, Tel Aviv University, Israel
iftachh@cs.tau.ac.il

Nikolaos Makriyannis
Department of Computer Science, Technion, Haifa, Israel
n.makriyannis@gmail.com

Matan Orland
School of Computer Science, Tel Aviv University, Israel
matanorland@mail.tau.ac.il

Alex Samorodnitsky
School of Engineering and Computer Science, The Hebrew University of Jerusalem, Israel
salex@cs.huji.ac.il

Abstract

We prove lower bounds on the round complexity of randomized Byzantine agreement (BA) protocols, bounding the halting probability of such protocols after one and two rounds. In particular, we prove that:

1. BA protocols resilient against \( n/3 \) [resp., \( n/4 \)] corruptions terminate (under attack) at the end of the first round with probability at most \( o(1) \) [resp., \( 1/2 + o(1) \)].

2. BA protocols resilient against \( n/4 \) corruptions terminate at the end of the second round with probability at most \( 1 - \Theta(1) \).

3. For a large class of protocols (including all BA protocols used in practice) and under a plausible combinatorial conjecture, BA protocols resilient against \( n/3 \) [resp., \( n/4 \)] corruptions terminate at the end of the second round with probability at most \( o(1) \) [resp., \( 1/2 + o(1) \)].

The above bounds hold even when the parties use a trusted setup phase, e.g., a public-key infrastructure (PKI).

The third bound essentially matches the recent protocol of Micali (ITCS’17) that tolerates up to \( n/3 \) corruptions and terminates at the end of the third round with constant probability.
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1 Introduction

Byzantine agreement (BA) \[56, 43\] is one of the most important problems in theoretical computer science. In a BA protocol, a set of \(n\) parties wish to jointly agree on one of the honest parties’ input bits. The protocol is \(t\)-resilient if no set of \(t\) corrupted parties can collude and prevent the honest parties from completing this task. In the closely related problem of broadcast, all honest parties must agree on the message sent by a (potentially corrupted) sender. Byzantine agreement and broadcast are fundamental building blocks in distributed computing and cryptography, with applications in fault-tolerant distributed systems \[14, 42\], secure multiparty computation \[60, 33, 7, 15\], and more recently, blockchain protocols \[16, 31, 55\].

In this work, we consider the synchronous communication model, where the protocol proceeds in rounds. It is well known that in the plain model, without any trusted setup assumptions, BA and broadcast can be solved if and only if \(t < n/3\) \[56, 43, 26, 30\]. Assuming the existence of digital signatures and a public-key infrastructure (PKI), BA can be solved in the honest-majority setting \(t < n/2\), and broadcast under any number of corruptions \(t < n\) \[23\]. Information-theoretic variants that remain secure against computationally unbounded adversaries exist using information-theoretic pseudo-signatures \[57\].

An important aspect of BA and broadcast protocols is their round complexity. Deterministic \(t\)-resilient protocols require at least \(t + 1\) rounds \[25, 23\], which is a tight lower bound \[23, 30\]. The breakthrough results of Ben-Or \[6\] and Rabin \[58\] showed that this limitation can be circumvented using randomization. In particular, Rabin \[58\] used random beacons (common random coins that are secret-shared among the parties in a trusted setup phase) to construct a BA protocol resilient to \(t < n/4\) corruptions. Rabin’s protocol fails with probability \(2^{-r}\) after \(r\) rounds, and requires expected constant number of rounds to reach agreement. This line of research culminated with the work of Feldman and Micali \[24\] who showed how to compute the common coins from scratch, yielding expected-constant-round BA protocol in the plain model, resilient to \(t < n/3\) corruptions. Katz and Koo \[40\] gave an analogue result in the PKI-model for the honest-majority case. Recent results used trusted setup and cryptographic assumptions to establish a surprisingly small expected round complexity, namely 9 for \(t < n/3\) \[47\] and 10 for \(t < n/2\) \[49, 2\].

The expected-constant-round protocols mentioned above are guaranteed to terminate (with negligible error probability) within a poly-logarithmic number of rounds. The lower bounds on the guaranteed termination from \[25, 23\] were generalized by \[18, 39\], showing that any randomized \(r\)-round protocol must fail with probability at least \((c \cdot r)^{-r}\) for some constant \(c\). However, to date there is no lower bound on the expected round complexity of randomized BA.

In this work, we tackle this question and show new lower bounds for randomized BA. To make the discussion more informative, we consider a more explicit definition that bounds the halting probability within a specific number of rounds. A lower bound based on such a definition readily implies a lower bound on the expected round complexity of the BA protocol.
1.1 The Model

We start with describing in more details the model in which our lower bounds are given. In the BA protocols considered in this work, the parties are communicating over a synchronous network of private and authenticated channels. Each party starts the protocol with an input bit and upon completion decides on an output bit. The protocol is \( t \)-resilient if when facing \( t \) colluding parties that attack the protocol it holds that: (1) all honest parties agree on the same output bit (agreement), and (2) if all honest parties start with the same input bit, then this is the common output bit (validity). The protocols might have a trusted setup phase: a trusted external party samples correlated values and distributes them between the parties. A setup phase is known to be essential for tolerating \( t \geq n/3 \) corruptions, and seems to be crucial for highly efficient protocols such as [47, 16, 49, 2, 1]. The trusted setup phase is typically implemented using (heavy) secure multiparty computation [10, 12], via a public-key infrastructure, or with a random oracle (that can be used to model proof of work) [54].

Locally consistent adversaries. The attacks presented in the paper require very limited capabilities from the corrupted parties (a limitation that makes our bounds stronger). Specifically, a corrupted party might (1) prematurely abort, and (2) send messages to different parties based on differing input bits and/or incoming messages from other corrupted parties. We emphasize that corrupted parties sample their random coins honestly (and use the same coins for all messages sent). In addition, they do not lie about messages received from honest parties.

Public-randomness protocols. In many randomized protocols, including all those used in practice, cryptography is merely used to provide message authentication – preventing a party from lying about the messages it received – and verifiable randomness – forcing the parties to toss their coins correctly. The description of such protocols can be greatly simplified if only security against locally consistent adversaries is required (in which corrupted parties do not lie about their coin tosses and their incoming messages from honest parties). This motivates the definition of public-randomness protocols, where each party publishes its local coin tosses for each round (the party’s first message also contains its setup parameter, if such exists). Although our attacks apply to arbitrary BA protocols, we show even stronger lower bounds for public-randomness protocols.

We illustrate the simplicity of the model by considering the BA protocol of Micali [47]. In this protocol, the cryptographic tools, digital signatures and verifiable random functions (VRFs),\(^1\) are used to allow the parties elect leaders and toss coins with probability \( 2/3 \) as follows: each party \( P_i \) in round \( r \) evaluates the VRF on the pair \((i, r)\) and multicasts the result. The leader is set to be the party with the smallest VRF value, and the coin is set to be the least-significant bit of this value. Since these values are uniformly distributed \( \kappa \)-bit strings (\( \kappa \) is the security parameter), and there are at least \( 2n/3 \) honest parties, the success probability is \( 2/3 \). (Indeed, with probability \( 1/3 \), the leader is corrupted, and can send its value only to a subset of the parties, creating disagreement.)

When considering locally consistent adversaries, Micali’s protocol can be significantly simplified by having each party randomly sample and multicast a uniformly distributed \( \kappa \)-bit string (cryptographic tools and setup phase are no longer needed). Corrupted parties can still send their values to a subset of honest parties as before, but they cannot send different random values to different honest parties.

\(^1\) A pseudorandom function that provides a non-interactively verifiable proof for the correctness of its output.
A similar simplification applies to other BA protocols that are based on leader election and coin tosses such as [24, 27, 40] (private channels are used for a leader-election sub-protocol), [49, 2] (cryptography is used for coin-tossing and message-authentication), and [16, 1] (cryptography is used to elect a small committee per round).²

▶ Proposition 1 (Malicious security to locally consistent public-randomness protocol, informal). Each of the BA protocols of [24, 27, 40, 47, 16, 49, 2, 1] induces a public-randomness BA protocol secure against locally consistent adversaries, with the same parameters.

A useful abstraction for protocol design. To complete the picture, we remark that security against locally consistent adversaries, which may seem somewhat weak at first sight, can be compiled using standard cryptographic techniques into security against arbitrary adversaries. This reduction becomes lossless, efficiency-wise and security-wise, when applied to public-randomness protocols. Thus, building public-randomness protocols secure against locally consistent adversaries is a useful abstraction for protocol designers that want to use what cryptography has to offer, but without being bothered with the technical details.

Connection to the full-information model. The public-randomness model can be viewed as a restricted form of the full-information model [17, 8, 32, 5, 9, 35, 38, 44, 41, 45]. In the latter model, the adversary is computationally unbounded and has complete access to all the information in the system, i.e., it can listen to all transmitted messages and view the internal states of honest parties (such an adversary is also called intrusive [17]).

One of the motivations to study full-information protocols is to separate randomization from cryptography and see to what extent randomization alone can speed up Byzantine agreement. Bar-Joseph and Ben-Or [5] showed that any full-information BA protocol tolerating \( t = \Theta(n) \) adaptive, fail-stop corruptions (i.e., the adversary can dynamically choose which parties to crash) runs for \( \tilde{\Omega}(\sqrt{n}) \) rounds. Goldwasser et al. [35] constructed an \( O(\log n) \)-round BA protocol tolerating \( t = (1/3 - \varepsilon)n \) static, malicious corruptions, for an arbitrarily small constant \( \varepsilon > 0 \).

We chose to state our results in the public-randomness model for two reasons. First, our lower bounds readily extend to lower bounds in the full-information model (since we consider weaker adversarial capabilities, e.g., all our attacks are efficient). Second, when considering locally consistent adversaries, public-randomness captures essentially what efficient cryptography has to offer. Indeed, all protocol used in practice can be cast as public-randomness protocols tolerating locally consistent adversaries (Proposition 1) and every public-randomness protocol secure against locally consistent adversaries can be compiled, using cryptography, to malicious security in the standard model, where security relies on secret coins (see Theorem 6 below).

We note that it is known how to compile certain full-information protocols and “boost” their security from fail-stop into malicious; however, these compilers capture either deterministic protocols [36, 13, 52] or protocols with a non-uniform source of randomness (namely, an SV-source [59]) [35]. It is unclear whether these compilers can be extended to capture arbitrary protocols (this is in fact stated as an open question in [13, 35]). In addition, these compilers are designed to be information theoretic and not rely on cryptography; thus, they do not model highly efficient protocols used in practice.

² Unlike the aforementioned protocols that use “simple” preprocess and “light-weight” cryptographic tools, the protocol of Rabin [58] uses a heavy, per execution, setup phase (consisting of Shamir sharing of a random coin for every potential round) that we do not know how to cast as a public-randomness protocol.
1.2 Our Results

We present three lower bounds on the halting probability of randomized BA protocols. To keep the following introductory discussion simple, we will assume that both validity and agreement properties hold perfectly, without error.

First-round halting. Our first result bounds the halting probability after a single communication round. This is the simplest case since parties cannot inform each other about inconsistencies they encounter. Indeed, the established lower bound is quite strong, showing an exponentially small bound on the halting probability when $t \geq n/3$, and exponentially close to $1/2$ when $t \geq n/4$.

▶ Theorem 2 (First-round halting, informal). Let $\Pi$ be an $n$-party BA protocol and let $\gamma$ denote the halting probability after a single communication round facing a locally consistent, static, adversary corrupting $t$ parties. Then,
- $t \geq n/3$ implies $\gamma \leq 2^{t-n}$ for arbitrary protocols, and $\gamma = 0$ for public-randomness protocols.
- $t \geq n/4$ implies $\gamma \leq 1/2 + 2^{t-n}$ for arbitrary protocols, and $\gamma \leq 1/2$ for public-randomness protocols.

Note that the deterministic $(t+1)$-round, $t$-resilient BA protocol of Dolev and Strong [23] can be cast as a locally consistent public-randomness protocol (in the plain model). Theorem 2 shows that for $n = 3$ and $t = 1$, this two-round BA protocol is essentially optimal and cannot be improved via randomization (at least without considering complex protocols that cannot be cast as public-randomness protocols).

Second-round halting for arbitrary protocols. Our second result considers the halting probability after two communication rounds. This is a much more challenging regime, as honest parties have time to detect inconsistencies in first-round messages. Our bound for arbitrary protocols in this case is weaker, and shows that when $t > n/4$, the halting probability is bounded away from 1.

▶ Theorem 3 (Second-round halting, arbitrary protocols, informal). Let $\Pi$ be an $n$-party BA protocol and let $\gamma$ denote the halting probability after two communication rounds facing a locally consistent, static, adversary corrupting $t = (1/4 + \varepsilon) \cdot n$ parties. Then, $\gamma \leq 1 - (\varepsilon/5)^2$.

Second-round halting for public-randomness protocols. Theorem 3 bounds the second-round halting probability of arbitrary BA protocols away from one. For public-randomness protocol we achieve a much stronger bound. The attack requires adaptive corruptions (as opposed to static corruptions in the previous case) and is based on a combinatorial conjecture that is stated below.\footnote{3 When considering locally consistent adversaries, the impossibility of BA for $t \geq n/3$ does not apply.}

\footnote{4 The attack holds even without assuming Conjecture 5 when considering strongly adaptive corruptions [34], in which an adversary sees all messages sent by honest parties in any given round and, based on the messages’ content, decides whether to corrupt a party (and alter its message or sabotage its delivery) or not. Similarly, the conjecture is not required if each party is limited to tossing a single unbiased coin. These extensions are not formally proved in this paper.}
Theorem 4 (Second-round halting, public-randomness protocols, informal). Let \( \Pi \) be an \( n \)-party public-randomness BA protocol and let \( \gamma \) denote the halting probability after two communication rounds facing a locally consistent adversary adaptively corrupting \( t \) parties. Then, for sufficiently large \( n \) and assuming Conjecture 5 holds,

- \( t > n/3 \) implies \( \gamma = 0 \).
- \( t > n/4 \) implies \( \gamma \leq 1/2 \).

Theorem 4 shows that for sufficiently large \( n \), any public-randomness protocol tolerating \( t > n/3 \) locally consistent corruptions cannot halt in less than three rounds (unless Conjecture 5 is false). In particular, its expected round complexity must be at least three.

To understand the meaning of this result, recall the protocol of Micali [47]. As discussed above, this protocol can be cast as a public-randomness protocol tolerating \( t < n/3 \) adaptive locally consistent corruptions. The protocol proceeds by continuously running a three-round sub-protocol until halting, where each sub-protocol consists of a coin-tossing round, a check-halting-on-0 round, and a check-halting-on-1 round. Executing a single instance of this sub-protocol demonstrates a halting probability of \( 1/3 \) after three rounds. By Theorem 4, a protocol that tolerates slightly more corruptions, i.e., \((1/3 + \varepsilon) \cdot n\), for arbitrarily small \( \varepsilon > 0 \), cannot halt in fewer rounds.

Our techniques. Our attacks follow the spirit of many lower bounds on the round complexity on BA and broadcast [25, 23, 39, 22, 29, 4]. The underlying idea is to start with a configuration in which validity assures the common output is 0, and gradually adjust it, while retaining the same output value, into a configuration in which validity assures the common output is 1. (For the simple case of deterministic protocols, each step of the argument requires the corrupted parties to lie about their input bits and incoming messages from other corrupted parties, but otherwise behave honestly.) Our main contribution, which departs from the aforementioned paradigm, is adding another dimension to the attack by aborting a random subset of parties (rather than simply manipulating the input and incoming messages). This change allows us to bypass a seemingly inherent barrier for this approach. We refer the reader to Section 2 for a detailed overview of our attacks.

We remark that a similar approach was employed by Attiya and Censor [3] for obtaining lower bounds on consensus protocols in the asynchronous shared-memory model, a flavor of BA in a communication model very different to the one considered in the present paper. Specifically, [3] showed that in an asynchronous shared-memory system, \( \Theta(n^2) \) steps are required for \( n \) processors to reach agreement when facing \( \Theta(n) \) computationally unbounded strongly adaptive corruptions (see Footnote 4). Their adversary also aborts a subset of the parties to prevent halting; however, the difference in communication model (synchronous in our work, vs. asynchronous in [3]) and the adversary’s power (efficient and adaptive in our work, vs. computationally unbounded and strongly adaptive in [3]) yields a very different attack and analysis (though, interestingly, both attacks boil down to different variants of isoperimetric-type inequalities).

The combinatorial conjecture. We conclude the present section by motivating and stating the combinatorial conjecture assumed in Theorem 4, and discussing its plausibility. We believe the conjecture to be of independent interest, as it relates to topics from Boolean functions analysis such as influences of subsets of variables [53] and isoperimetric-type inequalities [50, 51]. The nature of our conjecture makes the following paragraphs somewhat technical, and reading them can be postponed until after going over the description of our attack in Section 2.
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As briefly mentioned in Section 1.1, protocols that are secure against locally consistent adversaries can be compiled to tolerate arbitrary malicious adversaries. The compiler requires a PKI for digital signatures and verifiable random functions (VRFs) [48]. A VRF is a pseudorandom function with an additional property: using the secret key and an input \( x \),

\[ A \]

\[ b \]

Consider two large sets \( A_0 \) and \( A_1 \) which are “stable” in the following sense: for both \( b \in \{0, 1\} \), with probability \( 1 - \delta \) over \( S \leftarrow D_{n, \sigma} \), it holds that both \( r \) and \( \perp_S(r) \) belong to \( A_b \), with probability at least \( \lambda \) over \( r \). Conjecture 5 stipulates that with high probability \( (\geq \delta) \), the vectors \( r \) and \( \perp_S(r) \) lie in opposite sets (i.e., one is in \( A_0 \) and the other \( A_{1 - b} \)), for random \( r \) and \( S \). It is somewhat reminiscent of the following flavor of isoperimetric inequality: for any two large sets \( B_0 \) and \( B_1 \), taking a random element from \( B_0 \) and resampling a few coordinates, yields an element in \( B_1 \) with large probability. Less formally, one can “move” from one set to the other by manipulating a few coordinates [50, 51].

A few remarks are in order. First, it suffices for our purposes to show that \( \delta \) is a noticeable (i.e., inverse polynomial) function of \( n \), rather than independent of \( n \). We opted for the latter as it gives a stronger attack. Second, the conjecture holds for “natural” sets such as balls, i.e., \( A_0 \) and \( A_1 \) are balls centered around \( 0^n \) and \( 1^n \) of constant radius,6 and “prefix” sets, i.e., sets of the form \( A_b = b^k \times \{ \Sigma \cup \perp \}^{n-k} \). Furthermore, the claim can be proven when the probabilities over \( S \) and \( r \) are reversed, i.e., “with probability \( \lambda \) over \( r \), it holds that both \( r \) and \( \perp_S(r) \) belong to \( A_b \) with probability at least \( 1 - \delta \) over \( S' \), instead of the above. Interestingly, this weaker statement boils down to the aforementioned isoperimetric-type inequality (c.f. [50] for the Boolean case and [51] for the non Boolean case).

We conclude by pointing out that, as mentioned in Footnote 4, the conjecture is not needed for certain limited cases that are not addressed in detail in the present paper. One such case is sketched out in Section 2.

### 1.3 Locally Consistent Security to Malicious Security

As briefly mentioned in Section 1.1, protocols that are secure against locally consistent adversaries can be compiled to tolerate arbitrary malicious adversaries. The compiler requires a PKI for digital signatures and verifiable random functions (VRFs) [48]. A VRF is a pseudorandom function with an additional property: using the secret key and an input \( x \),

\[ 5 \]

We remark that it is rather easy to show that \( \delta \geq 2^{-n} \), which is not good enough for our purposes.

\[ 6 \]

The alphabet \( \Sigma \) is not necessarily Boolean, and there are a couple of subtleties in defining balls.
the VRF outputs a pseudorandom value $y$ along with a proof string $\pi$; using the public key, everyone can use $\pi$ to verify whether $y$ is the output of $x$. We consider a trusted setup phase for establishing the PKI, where every party generates keys for a VRF and for a signature scheme, and publishes the corresponding public keys.

Given a protocol that is secure against locally consistent adversaries, the compiled protocol proceeds as follows, round by round. Each party $P_i$ sets its random coins for the $r$th round $\rho_i^r$ (together with a proof $\pi_i^r$) by evaluating the VRF over the pair $(i, r)$. Next, for every $j \in [n]$, party $P_i$ uses these coins to compute the message $m_{i \rightarrow j}^r$ for $P_j$, signs $m_{i \rightarrow j}^r$ along with the VRF proof $\pi_i^r$, and sends $(m_{i \rightarrow j}^r, \pi_i^r, \sigma_i^r)$ to $P_j$. Finally, $P_i$ proves to each $P_j$ using a zero-knowledge proof of knowledge that:

1. There exist an input bit $b$, random coins $\rho_i^r$, as well as random coins and incoming messages $\rho_i'^r$ and $(m_{1 \rightarrow i}^r, \ldots, m_{n \rightarrow i}^r)$ for every $r' < r$, such that: (1) $\pi_i^r$ verifies that $\rho_i^r$ is the VRF output of $(i, r)$ (using the VRF public key of $P_i$), and (2) the message $m_{i \rightarrow j}^r$ is the output of the next-message function of $P_i$ when applied to these values.

2. For every $r' < r$, the input bit $b$ and the random coins $\rho_i'^r$ and incoming messages $(m_{1'' \rightarrow i}^r, \ldots, m_{n'' \rightarrow i}^r)$ for every $r'' < r'$, are the same as those used to generate $m_{i \rightarrow j}^{r'}$.

3. For $r > 1$, the messages received in the previous round are properly signed. That is, for every $k \in [n]$, there is a signature $\sigma_{k \rightarrow i}^{r-1}$ of the message $m_{k \rightarrow i}^{r-1}$, that verifies under the signature-verification key of $P_k$.

When considering public-randomness protocols, the above compilation can be made much more efficient. Instead of proving in zero knowledge the consistency of each message, each party $P_i$ concatenates to each message all of its incoming messages from the previous round. A receiver can now locally verify the coins used by $P_i$ are the VRF output of $(i, r)$ (as assured by the VRF), that the incoming messages are properly signed, and that the message is correctly generated from the internal state of $P_i$ (which is now visible and verified).

**Theorem 6** (Locally consistent to malicious security, folklore, informal). *Assume PKI for digital signatures and VRF. Then, a BA protocol secure against locally consistent adversaries can be compiled into a maliciously secure BA protocol with the same parameters, apart from a constant blowup in the round complexity (no blowup for public-randomness protocols).*

### 1.4 Additional Related Work


Attiya and Censor-Hillel [4] extended the results of Chor et al. [18] and of Karlin and Yao [39] on guaranteed termination of randomized BA protocols to the asynchronous setting, and provided a tight lower bound.

Randomized protocols with expected constant round complexity have probabilistic termination, which requires delicate care with respect to composition (i.e., their usage as subroutines by higher-level protocols). Parallel composition of randomized BA protocols was analyzed in [6, 27], sequential composition in [46], and universal composition in [20, 19].
1.5 Open Questions

Our attack on two-round halting of public-randomness protocols is based on Conjecture 5. In this work we prove special cases of this conjecture, but proving the general case remains an open challenge.

A different interesting direction is to bound the halting probability of protocols when $t < n/4$. It is not clear how to extend our attacks to this regime.

2 Technical Overview

In this section, we outline our techniques for proving our results; we refer the reader to the full version of the paper [21] for formal claims and complete proofs. We start with explaining our bound for first-round halting of arbitrary protocols (Theorem 2). We then move to second-round halting, starting with the weaker bound for arbitrary protocols (Theorem 3), and then move to the much stronger bound for public-randomness protocols (Theorem 4).

Notations. We use calligraphic letters to denote sets, uppercase for random variables, lowercase for values, boldface for vectors, and sans-serif (e.g., $A$) for algorithms (i.e., Turing Machines). For $n \in \mathbb{N}$, let $[n] = \{1, \cdots, n\}$ and $(n) = \{0, 1, \cdots, n\}$. Let $\text{dist}(x, y)$ denote the hamming distance between $x$ and $y$. For a set $\mathcal{S} \subseteq [n]$ let $\mathcal{S}^c = [n] \setminus \mathcal{S}$. For a set $\mathcal{R} \subseteq \{0, 1\}^n$, let $\mathcal{R}|_{\mathcal{S}} = \{x|_{\mathcal{S}} \in \{0, 1\}^{|\mathcal{S}|} \text{ s.t. } x \in \mathcal{R}\}$, i.e., $\mathcal{R}|_{\mathcal{S}}$ is the projection of $\mathcal{R}$ on the index-set $\mathcal{S}$.

Fix an $n$-party randomized BA protocol $\Pi = (P_1, \ldots, P_n)$. For presentation purposes, we assume that validity and agreement hold perfectly, and consider no setup parameters (in the subsequent sections, we remove these assumptions). Furthermore, we only address here the case where the security threshold is $t > n/3$. The case $t > n/4$ requires an additional generic step that we defer to the technical sections of the paper. We denote by $\Pi(v; r)$ the output of an honest execution of $\Pi$ on input $v \in \{0, 1\}^n$ and randomness $r$ (each party $P_i$ holds input $v_i$ and randomness $r_i$). We let $\Pi(v)$ denote the resulting random variable determined by the parties' random coins, and we write $\Pi(v) = b$ to denote the event that the parties output $b$ in an honest execution of $\Pi$ on input $v$. All corrupt parties described below are locally consistent (see Section 1.1).

2.1 First-Round Halting

Assume the honest parties of $\Pi$ halt at the end of the first round with probability $\gamma > 0$ when facing $t$ corruptions (on every input). Our goal is to upperbound the value of $\gamma$. Our approach is inspired by the analogous lower-bound for deterministic protocols (cf., [25, 23]). Namely, we start with a configuration in which validity assures the common output is 0, and, while maintaining the same output, we gradually adjust it into a configuration in which validity assures the common output is 1, thus obtaining a contradiction. For randomized protocols, the challenge is to maintain the invariant of the output, even when the probability of halting is far from 1. We make the following observations:

$$\text{Almost pre-agreement: } \text{dist}(v, b^n) \leq t \implies \Pi(v) = b. \tag{1}$$

That is, in an honest execution of $\Pi$, if the parties almost start with preagreement, i.e., with at least $n - t$ of $b$'s in the input vector, then the parties output $b$ with probability 1. Equation 1 follows from agreement and validity by considering an adversary corrupting exactly those parties with input $v_i \neq b$, and otherwise not deviating from the protocol.
Neighboring executions (N1): \[ \text{dist}(v_0, v_1) \leq t \implies \Pr_r [\Pi(v_0; r) = \Pi(v_1; r)] \geq \gamma. \] (2)

That is, for two input vectors that are at most \( t \)-far (i.e., the resiliency threshold), the probability that the executions on these vectors yield the same output when using the same randomness is bounded below by the halting probability. To see why Equation 2 holds, consider the following adversary corrupting subset \( C \), for \( C \) being the set of indices where \( v \) and \( v' \) disagree. For an arbitrary partition \( \{C_0, C_1\} \) of \( C \), the adversary instructs \( C \) to send messages according to \( v_0 \) to \( C_0 \) and according to \( v_1 \) to \( C_1 \), respectively. With probability at least \( \gamma \), all parties halt at the first round, and, by perfect agreement, all parties compute the same output. Since parties in \( C_b \) cannot distinguish this execution from a halting execution of \( \Pi(v_b; r) \), Equation 2 follows.

We deduce that if there are more than \( n/3 \) corrupt parties, then the halting probability is 0; this follows by combining the two observations above for \( v_0 = 0^{n-t}1^t \) and \( v_1 = 0^t1^{n-t} \). Namely, by Equation 1, it holds that \( \Pr_r [\Pi(v_0; r) = \Pi(v_1; r)] = 0 \). Thus, by Equation 2, \( \gamma = 0 \).

2.2 Second-Round Halting – Arbitrary Protocols

We proceed to explain our bound for second-round halting of arbitrary protocols. Assume the honest parties of \( \Pi \) halt at the end of the second round with probability \( \gamma > 0 \) when facing \( t \) corruptions (on every input). Let \( t = (1/3 + \varepsilon) \cdot n \), for an arbitrary small constant \( \varepsilon > 0 \). In spirit, the attack follows the footsteps of the single-round case described above; we show that neighboring executions compute the same output with good enough probability (related to the halting probability), and lower-bound the latter using the almost pre-agreement observation. There is, however, a crucial difference between the first-round and second-round cases; the honest parties can use the second round to detect whether (some) parties are sending inconsistent messages. Thus, the second round of the protocol can be used to “catch-and-discard” parties that are pretending to have different inputs to different parties, and so our previous attack breaks down. (In the one-round case, we exploit the fact that the honest parties cannot verify the consistency of the messages they received.) Still, we show that there is a suitable variant of the attack that violates the agreement of any “too-good” scheme.

At a very high level, the idea for proving the neighboring property is to gradually increase the set of honest parties towards which the adversary behaves according to \( v_1 \) (for the remainder it behaves according to \( v_0 \), which is a decreasing set of parties). While the honest parties might identify the attacking parties and discard their messages, they should still agree on the output and halt at the conclusion of the second round with high probability. We exploit this fact to show that at the two extremes (where the adversary is merely playing honestly according to \( v_0 \) and \( v_1 \), respectively), the honest parties behave essentially the same. Therefore, if at one extreme (for \( v_0 \)) the honest parties output \( b \), it follows that they also output \( b \) at the other extreme (for \( v_1 \)), which proves the neighboring property for the second-round case.

\footnote{In the above, we have chosen to ignore a crucial subtlety. In an execution of the protocol, it may be the case that there is a suitable message (according to \( v_0 \) or \( v_1 \)) to prevent halting, yet the adversary cannot determine which one to send. In further sections, we address this issue by taking a random partition of \( C \) (rather than an arbitrary one). By doing so, we introduce an error-term of \( 1/2^{n-t} \) when we upper bound the halting probability \( \gamma \).}
We implement the above by augmenting the one-round attack as follows. In addition to corrupting a set of parties that feign different inputs to different parties, the adversary corrupts an extra set of parties that is inconsistent with regards to the messages it received from the first set of corrupted parties. To distinguish between the two sets of corrupted parties, the former (first) will be referred to as “pivot” parties (since they pivot their input) and will be denoted $P$, and the latter will be referred to as “propagating” parties (since they carefully choose what message to propagate at the second round) and will be denoted $L$. We emphasize that the propagating parties deviate from the protocol only at the second round and only with regards to the messages received by the pivot parties (not with regards to their input – as is the case for the pivot parties). In more detail, we partition $P = [n] \setminus P$ into $\ell = \lceil 1/\varepsilon \rceil$ sets $\{L_1, \ldots, L_\ell\}$, and we show that, unless there exists $i$ such that parties in $C = P \cup L_i$ violate agreement (explained below), the following must hold for neighboring executions.

Neighbouring executions (N2): $\text{dist}(v_0, v_1) \leq n/3 \implies \Pr[\Pi(v_0) = b \text{ in two rounds}] \geq \Pr[\Pi(v_1) = b \text{ in two rounds}] - 2(\ell + 1)^2 \cdot (1 - \gamma).$ (3)

That is, for two input vectors that are at most $n/3$-far, the difference in probability that two distinct executions (for each input vector) yield the same output within two rounds is roughly upper-bounded by the quantity $(1 - \gamma)/\varepsilon^2$ (i.e., non-halting probability divided by $\varepsilon^2$). To see that Equation 3 holds true, fix $v_0, v_1 \in \{0, 1\}^n$ of hamming distance at most $n/3$, and let $P$ be the set of indices where $v_0$ and $v_1$ differ. Consider the following $\ell + 1$ distinct variants of $\Pi$, denoted $\{\Pi_0, \ldots, \Pi_\ell\}$; in protocol $\Pi_i$, parties in $P$ send messages to $L_1, \ldots, L_\ell$ according to the input prescribed by $v_1$ and to $L_{i+1}, \ldots, L_\ell$ according to the input prescribed by $v_0$, respectively. All other parties follow the instructions of $\Pi$ for input $v_0$. We write $\Pi_i = b$ to denote the event that the parties not in $P$ output $b$. Notice that the endpoint executions $\Pi_0$ and $\Pi_\ell$ are identical to honest executions with input $v_0$ and $v_1$, respectively. Let $\text{Halt}_i$ denote the event that the parties not in $P$ halt at the second round in an execution of $\Pi_i$. We point out that $\Pr[\neg \text{Halt}_i] \leq (\ell + 1) \cdot (1 - \gamma)$, since otherwise the adversary corrupting $P$ and running $\Pi_i$, for a random $i \in (\ell) := \{0, \ldots, \ell\}$, prevents halting with probability greater than $1 - \gamma$. Next, we inductively show that

$$\Pr[\Pi_i = b \land \text{Halt}_i] \geq \Pr[\Pi_0 = b \land \text{Halt}_0] - 2i \cdot (\ell + 1) \cdot (1 - \gamma),$$ (4)

for every $i \in (\ell)$, which yields the desired expression for $i = \ell$. In pursuit of contradiction, assume Equation 4 does not hold, and let $i$ denote the smallest index for which it does not hold (observe that $i \neq 0$, by definition). Notice that

$$\Pr[\Pi_{i-1} = b \land \text{Halt}_{i-1} \land (\Pi_i \neq b \land \neg \text{Halt}_i)]$$

$$\geq \Pr[\Pi_{i-1} = b \land \text{Halt}_{i-1}] - \Pr[\Pi_i = b \land \neg \text{Halt}_i]$$

$$\geq \Pr[\Pi_{i-1} = b \land \text{Halt}_{i-1}] - \Pr[\Pi_i = b \land \text{Halt}_i] - \Pr[\neg \text{Halt}_i]$$

$$> 2 \cdot (\ell + 1) \cdot (1 - \gamma) - \Pr[\neg \text{Halt}_i]$$

$$\geq (\ell + 1) \cdot (1 - \gamma) > 0.$$ 

The second inequality follows from union bound and $A \lor \neg B \equiv (A \land B) \lor \neg B$, the third inequality is by induction hypothesis, and the last inequality by the bound $\Pr[\neg \text{Halt}_i] \leq (\ell + 1) \cdot (1 - \gamma).$
It follows that an adversary corrupting \( C = P \cup L_i \) causes disagreement with non-zero probability by acting as follows: parties in \( P \) and \( L_i \) send messages according to \( \Pi_i \) and \( \Pi_i - 1 \), respectively, where \( \{ C_0, C_1 \} \) is an arbitrary partition of \( C = [n] \setminus P \cup L_i \). Since disagreement is ruled out by assumption, we deduce Equations 4 and 3. To conclude, we combine the almost pre-agreement property (Equation 1) with the neighboring property (Equation 3) with \( v_0 = 0^{n-t}, v_1 = 0^t1^{n-t} \), and \( b = 1 \). Namely, \( \Pr \left[ \Pi(v_0) = 1 \text{ in two rounds} \right] = 0 \), by almost pre-agreement and \( \Pr \left[ \Pi(v_1) = 1 \text{ in two rounds} \right] \geq \gamma \), by almost pre-agreement and halting. It follows that \( 0 \geq \gamma - 2(\ell + 1)^2 \cdot (1 - \gamma) \), by Equation 3, and thus \( 1 - \frac{1}{2(\ell + 1)^2} \geq \gamma \), which yields the desired expression.

2.3 Second-Round Halting – Public-Randomness Protocols

In Section 2.2, we ruled out “very good” second-round halting for arbitrary protocols via an efficient locally consistent attack. Recall that if the halting probability is too good (probability almost one), then there is a somewhat simple attack that violates agreement and/or validity. In this subsection, we discuss ruling out any second-round halting, i.e., halting probability bounded away from zero, for public-randomness protocols.

We first explain why the attack – as is – does not rule out second-round halting. Suppose that at the first round the parties of \( \Pi \) send a deterministic function of their input, and at the second round they send the messages they received at the first round together with a uniform random bit. On input \( v \) and randomness \( r \), the parties are instructed not to halt at the second round (i.e., carry on beyond the second round until they reach agreement with validity) if a super-majority (\( \geq n - t \)) of the \( v_i \)’s are in agreement and \( \text{maj}(r_1, \ldots, r_n) \neq \text{maj}(v_1, \ldots, v_n) \), i.e., the majority of the random bits does not agree with the super-majority of the inputs. In all other cases, the parties are instructed to output \( \text{maj}(r_1, \ldots, r_n) \). It is not hard to see that this protocol will halt with probability \( 1/2 \), even in the presence of the previous locally consistent adversary (regardless of the choice of propagating parties \( L_i \)). More generally, if the randomness uniquely determines the output, the protocol designer can ensure that halting does not result in disagreement, by partitioning the randomness appropriately, and thus foiling the previous attack.\(^8\)

To overcome the above apparent obstacle, we introduce another dimension to our locally consistent attack; we instruct an extra set of corrupted parties to abort at the second round without sending their second-round messages. By utilizing aborting parties, the adversary can potentially decouple the output/halting from the parties’ randomness and thus either prevent halting or cause disagreement. In Section 2.3.1, we explain how to rule out second-round halting for a rather unrealistic class of public-randomness protocol. What makes the class of protocols unrealistic is that we assume security holds against unbounded locally consistent adversaries, and the protocol prescribes only a single bit of randomness per party per round. That being said, this case illustrates nicely our attack, and it also makes an interesting connection to Boolean functions analysis (namely, the KKL theorem [37]). For general public-randomness protocols, we only know how to analyze the aforementioned attack assuming Conjecture 5, as explained in Section 2.3.2.

\(^8\) In Section 2.2, halting was close to 1 and thus the randomness was necessarily ambiguous regarding the output.
2.3.1 “Superb” Single-Coin Protocols

A BA protocol $\Pi$ is $t$-superb if agreement and validity hold perfectly against an adaptive unbounded locally consistent adversary corrupting at most $t$ parties, i.e., the probability that such an adversary violates agreement or validity is 0. A public-randomness protocol is single-coin, if, at any given round, each party samples a single unbiased bit.

**Theorem 7** (Second-round halting, superb single-coin protocols). For every $\varepsilon > 0$ there exists $c > 0$ such that the following holds for large enough $n$. For $t = (1/3 + \varepsilon) \cdot n$, let $\Pi$ be a $t$-superb, single-coin, $n$-party public-randomness Byzantine agreement protocol and let $\gamma$ denote the probability that the protocol halts in the second round under a locally consistent attack. Then, $\gamma \leq n^{-c}$.

We assume for simplicity that the parties do not sample any randomness at the first round, and write $r \in \{0,1\}^n$ for the vector of bits sampled by the parties at the second round, i.e., $r_i$ is a uniform random bit sampled by $P_i$.

As discussed above, our attack uses an additional set of corrupted parties of size $\sigma \cdot n$, dubbed the “aborting” parties and denoted $S$, that abort indiscriminately at the second round (the value of $\sigma$ is set to $[\varepsilon/4]$ and $\ell = 2 \cdot \lceil 1/\varepsilon \rceil$ to accommodate for the new set of corrupted parties, i.e., $|L_i| \leq n \cdot \varepsilon/2$). In more detail, analogously to the previous analysis, we consider $(\ell + 1) \cdot \binom{n}{\sigma n}$ distinct variants of $\Pi$, denoted $\{\Pi^S_i\}_{i,S}$ and indexed by $i \in \{\ell\}$ and $S \subseteq [n]$ of size $\sigma n$, as follows. In protocol $\Pi^S_i$, parties in $P$ send messages to $L_1, \ldots, L_\ell$ according to the input prescribed by $v_1$, and to $L_{i+1}, \ldots, L_\ell$ according to the input prescribed by $v_0$ (recall that $P$ is exactly those indices where $v_0$ and $v_1$ differ). Parties in $S$ act according to $P$ or $L_j$, for the relevant $j$, except that they abort at the second round without sending their second-round messages. We write $\Pi^S_i(r) = b$ to denote the event that the parties not in $P \cup S$ output $b$, where the parties’ second-round randomness is equal to $r$. Let $\text{Halt}_S^i$ denote the event that all parties not in $P \cup S$ halt at the second round in an execution of $\Pi^S_i$, and define $\mathcal{R}_S^i(b) = \{r \in \{0,1\}^n \text{ s.t. } \Pi^S_i(r) = b \land \text{Halt}_S^i\}$. The following holds:

Neighbouring executions ($N2\ddagger$):

\[
\forall v_0, v_1 \in \{0,1\}^n \text{ with } \text{dist}(v_0, v_1) \leq n/3, \quad \forall b \in \{0,1\}, i \in \{\ell\} : \quad \forall S \subseteq [n] s.t. \Pi^S_{i-1} = b \land \text{Halt}_{S_{i-1}}^S \geq \gamma/2 \implies \forall S \subseteq [n] s.t. \Pi^S_i = b \land \text{Halt}_{S_{i}}^S \geq \gamma/2 .
\]

In words, for both $b \in \{0,1\}$: if $\Pi^S_{i-1} = b$ and halts in two rounds with large probability ($\geq \gamma/2$), for every $S$, then $\Pi^S_i = b$ and halts in two rounds with large probability, for every $S$. Before proving Equation 5, we show how to use it to derive Theorem 7. We apply Equation 5 for $v_0 = 0^{n-t}1^t$, $v_1 = 0^t1^{n-t}$, $b = 0$, and $i = \ell$, in combination with the properties of validity and almost pre-agreement (Equation 1). Namely, by these properties, a random execution of $\Pi$ on input $v_0$ where the parties in $S$ abort at the second round yields output 0 with probability at least $\gamma/2$, for every $S \in \binom{n}{\sigma n}$. Therefore, by Equation 5, we deduce that a random execution of $\Pi$ on input $v_1$ where the parties in $S$ abort at the second round yields output 0 with probability at least $\gamma/2$, for every $S \in \binom{n}{\sigma n}$. The latter violates either validity or almost pre-agreement – contradiction. To conclude the proof of Theorem 7, we prove Equation 5 by using the following corollary of the seminal KKL theorem [37] from Bourgain et al. [11]. (Recall that $R|_S$ is the projection of $R$ on the index-set $S$.)

**Lemma 8.** For every $\sigma, \delta \in \{0,1\}$, there exists $c > 0$ s.t. the following holds for large enough $n$. Let $R \subseteq \{0,1\}^n$ be s.t. $|R|_S \leq (1 - \delta) \cdot 2^{(1-\sigma)n}$, for every $S \subseteq [n]$ of size $\sigma n$. Then, $|R| \leq n^{-c} \cdot 2^n$. 
Loosely speaking, Lemma 8 states that for a set $R \subseteq \{0, 1\}^n$, if the size of every projection on a constant fraction of indices is bounded away from one (in relative size), then the size of $R$ is vanishingly small (again, in relative size).\(^9\)

Going back to the proof, in pursuit of contradiction, let $i \geq 1$ denote the smallest index for which Equation 5 does not hold, and without loss of generality suppose $b = 0$, i.e., there exists $S$ such that $|R^S_i(0)| < \gamma / 2 \cdot 2^n$, and $|R^S_{i-1}(0)| \geq \gamma / 2 \cdot 2^n$, for every relevant $S'$. We prove Equation 5 by proving Equations 6 and 7, which result in contradiction via Lemma 8.

Equation 6 follows by the halting property of $\Pi^S$, since the execution halts if and only if $r \in R^S_i(1) \cup R^S_i(0)$, and, by assumption, $|R^S_i(0)| < \gamma / 2 \cdot 2^n$. To conclude, we prove Equation 7 by observing that for every $S'$ and $b \in \{0, 1\}$, and every $r$ and $r'$, if $r \in R^S_{i-1}(0)$ and $r|_{\overline{S}} = r'|_{\overline{S}}$, then $r' \in R^S_{i-1}(0)$ (by definition), i.e., membership to $R^S_{i-1}(0)$ does not depend on the indices of $S'$. It follows that $|R^S_{i-1}(0)|_{\overline{S}} \geq \gamma / 2 \cdot 2^{(1-\sigma)n}$, for every $S'$, and therefore $|R^S_i(1)|_{\overline{S}} \leq (1 - \gamma / 2) \cdot 2^{(1-\sigma)n}$, since the sets $R^S_i(1)_{\overline{S}}$ and $R^S_{i-1}(0)_{\overline{S}}$ are non-intersecting for every $S'$. Otherwise, if $R^S_i(1)|_{\overline{S}} \cap R^S_{i-1}(0)|_{\overline{S}} \neq \emptyset$, then the following attack violates the superb quality of the protocol. Fix $S'$ and $r$ such that $r \in R^S_i(1)$ and $r|_{\overline{S}} \in R^S_i(1)_{\overline{S}} \cap R^S_{i-1}(0)_{\overline{S}}$, and consider the attacker controlling $P, L, S, S'$ and $S'$ that sends messages according to $\Pi^S_i$ and $\Pi^S_{i-1}$ to $C_0$ and $C_1$, respectively, where $\{C_0, C_1\}$ is an arbitrary partition of $C = [n] \setminus P \cup L \cup S \cup S'$. It is not hard to see the attacker violates agreement, whenever the randomness lands on $r$.\(^1\)

\textbf{Remark 9}. For superb, single-coin, public-randomness protocol, repeated application of Equation 2 and Lemma 8 rules out second-round halting for arbitrary (constant) fraction of corrupted parties (and not only $n/3$ fraction).

\subsection{2.3.2 General (Public-Randomness) Protocols}

The analysis above crucially relies on the superb properties of the protocol. While it can be generalized for protocols with near-perfect statistical security and constant-bit randomness, we only manage to analyze the most general case (i.e., protocols with non-perfect computational security and arbitrary-size randomness) assuming Conjecture 5. Very roughly (and somewhat inaccurately), when applying the above attack on general public-randomness protocols, the following happens for some $\delta > 0$ and both values of $b \in \{0, 1\}$: for $(1 - \delta)$-fraction of possible aborting subsets $S$, the probability that the honest parties halt in two rounds and output the same value $b$, whether parties in $S$ all abort or not, is bounded below by the halting probability. Assuming Conjecture 5, it follows that with probability $\delta$ over the randomness and $S$, the honest parties under the attack output opposite values depending whether the parties in $S$ abort or not. We conclude that the agreement of the protocol is at most $\delta$.

---

**References**


\(^9\) In the jargon of Boolean functions analysis, since every large set has a $o(n)$-size index-set of influence almost one, it follows that some projection on a constant fraction of indices is almost full.
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Abstract

The study of interactive proofs in the context of distributed network computing is a novel topic, recently introduced by Kol, Oshman, and Saxena [PODC 2018]. In the spirit of sequential interactive proofs theory, we study the power of distributed interactive proofs. This is achieved via a series of results establishing trade-offs between various parameters impacting the power of interactive proofs, including the number of interactions, the certificate size, the communication complexity, and the form of randomness used. Our results also connect distributed interactive proofs with the established field of distributed verification. In general, our results contribute to providing structure to the landscape of distributed interactive proofs.

1 Introduction

This paper is concerned with distributed network computing, in which $n$ processing nodes occupy the $n$ vertices of a connected simple graph $G$, and communicate through the edges of $G$. In this context, distributed decision [25] refers to the task in which the nodes have to collectively decide whether the network $G$ satisfies some given graph property, which may refer also to input labels given to the nodes (basic examples of such tasks are whether the network is acyclic or whether the network is properly colored). If the property is satisfied then all nodes must accept, otherwise at least one node must reject. Distributed decision finds immediate applications to distributed fault-tolerant computing, in which the nodes must check whether the current network configuration is in a legal state with respect to some Boolean predicate [22]. (If this is not the case, the rejecting node(s) may raise an alarm or launch a recovery procedure.)
While some properties (e.g., whether a given coloring is proper) are locally decidable (LD) by exchanging information between neighbors only, other properties are not (e.g., whether the network is acyclic, or whether a given set of pointers forms a spanning tree of the network). As a remedy, the notion of proof-labeling scheme (PLS) was introduced [22], and variants were considered, including non-deterministic local decision (NLD) [14], and locally checkable proofs (LCP) [18]. All these settings assume the existence of a prover assigning certificates to the nodes, and a distributed verifier in charge of verifying that these certificates form a distributed proof that the network satisfies some given property. For instance, acyclicity can be certified by a prover picking one arbitrary node \( u \), and assigning to each node \( v \) a certificate \( c(v) \) equal its distance to \( u \). The distributed verifier running at every node \( v \) checks that \( v \) has one neighbor \( w \) satisfying \( c(w) = c(v) - 1 \), and all its other neighbors \( w' \) satisfying \( c(w') = c(v) + 1 \). If the network contains a cycle, then these equalities will be violated in at least one node.

Note that the prover is not necessarily an abstract entity, as an algorithm constructing some distributed data structure (e.g., a spanning tree) may construct in parallel a proof that this data structure is correct. Interestingly, all (Turing decidable) graph properties can be certified by PLS and LCP with \( \Theta(n^2) \)-bits certificates [22], and this is tight [18] – for instance, symmetry\(^1\) (\( \text{Sym} \)) was shown to require \( \Omega(n^2) \)-bit certificates. However, not only such universal certification requires high space complexity at the nodes for storing large certificates, it also requires high communication complexity between neighbors for verifying the correctness of these certificates. Hence, the concern is minimizing the size of the certificates for specific graph properties, e.g., minimum-weight spanning trees (MST) [21].

Recently, the notion of randomized proof-labeling schemes (RPLS) was introduced [15]. RPLS assumes that the distributed verifier is randomized, and the global verdict provided by the nodes about the correctness of the network configuration should hold with probability at least \( 2/3 \). Such randomized distributed verification schemes were proven to be very efficient in terms of communication complexity (with \( O(\log n) \)-bit messages exchanged between neighbors), but this often holds at the cost of actually increasing the size of the certificates provided by the prover.

Another recent direction for reducing the certificate size introduces a local hierarchy of complexity classes defined by alternating quantifiers (similarly to the polynomial hierarchy [28]) for local decision [11]. Interestingly, many properties requiring \( \Omega(n^2) \)-bit certificates with a locally checkable proof stand at the bottom levels of this hierarchy, with \( O(\log n) \)-bit certificates. This is for instance the case of non 3-colorability (\( \overline{3\text{Col}} \)), which stands at the second level of the hierarchy, and \( \text{Sym} \), which stands at the third level of the hierarchy. More generally, all monadic second order graph properties belong to this hierarchy with \( O(\log n) \)-bit certificates. However, it is not clear how to implement the protocols resulting from this hierarchy.

Even more recently, a very original and innovative approach was adopted [20, 24], bearing similarities with the local hierarchy but perhaps offering more algorithmic flavor. This approach considers distributed interactive proofs. Such proofs consist of a constant number of interactions between a centralized prover \( M \) (a.k.a. Merlin) and a randomized distributed verifier \( A \) (a.k.a. Arthur). For instance, a dAM protocol is a protocol with two interactions: Arthur queries Merlin by sending a random string, and Merlin replies to this query by sending a certificate. Similarly, a dMAM protocol involves three interactions: Merlin provides a

\(^1\) \( G \) is symmetric if \( G \) has a non trivial automorphism, i.e., a one-to-one mapping from the set of nodes to itself preserving edges, and distinct from the identity map.
certificate to Arthur, then Arthur queries Merlin by sending a random string, and finally Merlin replies to Arthur’s query by sending another certificate. This series of interactions is followed by a phase of distributed verification performed between every node and its neighbors, which may be either deterministic or randomized.

Although the interactive model seems weaker than the alternation of quantifiers in the local hierarchy, many properties requiring $\Omega(n^2)$-bits certificates with a locally checkable proof admit an Arthur-Merlin protocol with small certificates, and very few interactions. For instance, this is the case of Sym that admits a $dMAM$ protocol with $O(\log n)$-bit certificates, and a $dAM$ protocol with $O(n \log n)$-bit certificates [20] (on the other hand, any $dAM$ protocol for Sym requires $\Omega(\log \log n)$-bit certificates [20]). It is also known that non symmetry (Sym) can be decided by a $dAMAM$ protocol with $O(\log n)$-bit certificates [24]. These results raise several interesting questions, such as:

1. Are there ways to establish trade-offs between space complexity (i.e., the size of the certificates) and communication complexity (i.e., the size of the messages exchanged between nodes)? The $dMA$ protocols [20] as well as the RPLS protocols [15] enable to gain a lot in terms of message complexity, but at the cost of still high space complexity. Would it be possible to compromise between these two complexities? In particular, would it be possible to reduce the certificate size at the cost of increasing the communication complexity?

2. The theory of distributed decision has somehow restricted itself to distributed randomness, in the sense that each node has only access to a private source of random coins. These coins are public to the prover, but remain private to the other nodes. Shared randomness is known to be stronger than private randomness for communication complexity, as witnessed by, e.g., deciding equality [23]. How much shared randomness could help in the context of distributed decision?

3. Last but not least, are there general reduction theorems between Arthur-Merlin classes for trading the number of interactions with the certificate size? In the centralized setting, it is known that $AM[k] = AM[2]$ for any $k \geq 2$, but it is not known whether a similar claim holds in the distributed setting [20]. Also, in the centralized setting the Sipser–Lautemann theorem tells us that $MA \subseteq \Sigma_2 \cap \Pi_2$ and $MA \subseteq AM \subseteq \Pi_2$, but it is not known whether the distributed Arthur-Merlin classes stand so low in the local alternating hierarchy too.

Our Results

In this paper, we study the power of distributed interactive proofs. This is achieved via a series of results establishing trade-offs between various parameters impacting the power of interactive proofs, including the number of interactions, the certificate size, the communication complexity, and the form of randomness used. Our results also connect distributed interactive proofs with the established field of distributed verification. We address the above three questions as follows. For the first question, we show how to apply techniques developed in the framework of multi-party communication complexity to get trade-offs between space and communication for the classical triangle detection problem. For the second question, we show that shared randomness helps significantly, enabling to exponentially reduce the communication complexity while preserving the space complexity for important problems such as spanning tree, and a vast class of optimization problems, including, for example, maximum independent set and minimum dominating set. For the third question, we give a general technique for reducing the number of interactions at the cost of increasing the certificate and message size.
More specifically, for the first question, we explore the trade-off of space vs. communication, and establish that for every \( \alpha \) there exists a Merlin-Arthur protocol for triangle-freeness, which uses \( O(\log n) \) bits of shared randomness, \( \tilde{O}(n/\alpha) \)-bit certificates and \( \tilde{O}(\alpha) \)-bit messages between nodes (Theorem 4). To our knowledge, this is the first example of a decision task for which one can trade communication for space. In addition, the proof reveals an interesting connection between \( dMA \) and communication complexity with a referee. Note that, for \( \alpha = \sqrt{n} \), we obtain a distributed Merlin-Arthur protocol for triangle-freeness with message and space complexities \( \tilde{O}(\sqrt{n}) \) bits. In contrast, any proof-labeling scheme for triangle-freeness must have certificate size at least \( n/e^{O(\sqrt{\log n})} \) bits (Proposition 5). A similar tradeoff can be obtained when using distributed randomness, though with higher space complexity.

Regarding the second question, we explore the significance of having access to shared randomness. We show that, for any minimization problem \( \pi \) in graphs whose admissibility can be decided locally, there exists a Merlin-Arthur protocol for certifying the existence of a solution whose cost is at most \( k \), using \( O(\log n) \) bits of shared randomness, with \( O(\log n) \)-bit certificates and \( O(\log \log n) \)-bit messages between nodes (see Theorem 6). The same result holds for maximization problems whose admissibility can be decided locally. Note that this class of problems includes, for example, maximum independent set, minimum dominating set, and minimum vertex cover (potentially weighted). This exponentially improves the communication complexity of locally checkable proofs for such problems. The same communication complexity could be obtained using randomized proof-labeling schemes, but at the cost of increasing the certificate size to up to \( O(n \log n) \) bits. As another interesting result in the context of exploring the significance of having access to shared randomness, we show that even shared randomness remains limited both in terms of the certificate size and of the amount of communication. We show that every Arthur-Merlin protocol for \( \text{Sym} \), and every Arthur-Merlin protocol for \( \text{Sym} \) must have both certificate size and message size \( O(\log \log n) \) bits, even with shared randomness (see Theorem 10). Interestingly, for the class of graphs used in the proof of this latter result, there is a Merlin-Arthur protocol with certificates and messages of constant length. This shows that the inclusion \( \text{MA} \subseteq \text{AM} \) which holds in the centralized setting does not hold in the distributed setting.

Finally, we consider general reductions within the Arthur-Merlin hierarchy, and compare the power of this hierarchy to the power of proof-labeling schemes with certificates of linear size. We show that, for every \( \sigma \) and \( \gamma \), any graph property verifiable with an Arthur-Merlin protocol with 3 or 4 interactions (\( \text{dMAM} \) or \( \text{dAMAM} \)) using \( \sigma \)-bit certificates and \( \gamma \)-bit messages can also be verified by an Arthur-Merlin (\( \text{dAM} \)) protocol using \( O(n^{\sigma^2}) \)-bit certificates and \( O(n^{\gamma \sigma}) \)-bit messages (see Theorem 11 and Corollary 12). Although the linear blowup in terms of both certificate size and message complexity may seem huge at a first glance, it fits (up to logarithmic factors) with the different results obtained previously [20, 24] regarding \( \text{Sym} \) and graph non-isomorphism (\( \text{Iso} \)). Finally, we compare the power of Arthur-Merlin protocols with an arbitrarily large number of interactions with the power of proof-labeling schemes. We show that there exists a graph property admitting a proof-labeling scheme with certificates and messages on \( O(n) \) bits, that cannot be solved by an Arthur-Merlin protocol with \( o(n) \)-bit certificates, for any fixed number \( k \geq 0 \) of interactions between Arthur and Merlin, even using shared randomness, and even with messages of unbounded size (see Theorem 14). This latter result demonstrates that, in general, one cannot trade the number of interactions between Merlin and Arthur for reducing the certificate size, at least for certificates of linear size.

Most of our results are stated by assuming that nodes have access to shared randomness. However, as all our protocols are local, all our 1-round protocols can be simulated by 2-round protocols using distributed randomness. In general, our results contribute to providing structure to the landscape of distributed interactive proofs.

More specifically, for the first question, we explore the trade-off of space vs. communication, and establish that for every \( \alpha \) there exists a Merlin-Arthur protocol for triangle-freeness, which uses \( O(\log n) \) bits of shared randomness, \( \tilde{O}(n/\alpha) \)-bit certificates and \( \tilde{O}(\alpha) \)-bit messages between nodes (Theorem 4). To our knowledge, this is the first example of a decision task for which one can trade communication for space. In addition, the proof reveals an interesting connection between \( dMA \) and communication complexity with a referee. Note that, for \( \alpha = \sqrt{n} \), we obtain a distributed Merlin-Arthur protocol for triangle-freeness with message and space complexities \( \tilde{O}(\sqrt{n}) \) bits. In contrast, any proof-labeling scheme for triangle-freeness must have certificate size at least \( n/e^{O(\sqrt{\log n})} \) bits (Proposition 5). A similar tradeoff can be obtained when using distributed randomness, though with higher space complexity.

Regarding the second question, we explore the significance of having access to shared randomness. We show that, for any minimization problem \( \pi \) in graphs whose admissibility can be decided locally, there exists a Merlin-Arthur protocol for certifying the existence of a solution whose cost is at most \( k \), using \( O(\log n) \) bits of shared randomness, with \( O(\log n) \)-bit certificates and \( O(\log \log n) \)-bit messages between nodes (see Theorem 6). The same result holds for maximization problems whose admissibility can be decided locally. Note that this class of problems includes, for example, maximum independent set, minimum dominating set, and minimum vertex cover (potentially weighted). This exponentially improves the communication complexity of locally checkable proofs for such problems. The same communication complexity could be obtained using randomized proof-labeling schemes, but at the cost of increasing the certificate size to up to \( O(n \log n) \) bits. As another interesting result in the context of exploring the significance of having access to shared randomness, we show that even shared randomness remains limited both in terms of the certificate size and of the amount of communication. We show that every Arthur-Merlin protocol for \( \text{Sym} \), and every Arthur-Merlin protocol for \( \text{Sym} \) must have both certificate size and message size \( O(\log \log n) \) bits, even with shared randomness (see Theorem 10). Interestingly, for the class of graphs used in the proof of this latter result, there is a Merlin-Arthur protocol with certificates and messages of constant length. This shows that the inclusion \( \text{MA} \subseteq \text{AM} \) which holds in the centralized setting does not hold in the distributed setting.

Finally, we consider general reductions within the Arthur-Merlin hierarchy, and compare the power of this hierarchy to the power of proof-labeling schemes with certificates of linear size. We show that, for every \( \sigma \) and \( \gamma \), any graph property verifiable with an Arthur-Merlin protocol with 3 or 4 interactions (\( \text{dMAM} \) or \( \text{dAMAM} \)) using \( \sigma \)-bit certificates and \( \gamma \)-bit messages can also be verified by an Arthur-Merlin (\( \text{dAM} \)) protocol using \( O(n^{\sigma^2}) \)-bit certificates and \( O(n^{\gamma \sigma}) \)-bit messages (see Theorem 11 and Corollary 12). Although the linear blowup in terms of both certificate size and message complexity may seem huge at a first glance, it fits (up to logarithmic factors) with the different results obtained previously [20, 24] regarding \( \text{Sym} \) and graph non-isomorphism (\( \text{Iso} \)). Finally, we compare the power of Arthur-Merlin protocols with an arbitrarily large number of interactions with the power of proof-labeling schemes. We show that there exists a graph property admitting a proof-labeling scheme with certificates and messages on \( O(n) \) bits, that cannot be solved by an Arthur-Merlin protocol with \( o(n) \)-bit certificates, for any fixed number \( k \geq 0 \) of interactions between Arthur and Merlin, even using shared randomness, and even with messages of unbounded size (see Theorem 14). This latter result demonstrates that, in general, one cannot trade the number of interactions between Merlin and Arthur for reducing the certificate size, at least for certificates of linear size.

Most of our results are stated by assuming that nodes have access to shared randomness. However, as all our protocols are local, all our 1-round protocols can be simulated by 2-round protocols using distributed randomness. In general, our results contribute to providing structure to the landscape of distributed interactive proofs.
Related Work

Local decision (LD) and the central notion of locally-checkable labellings were introduced and thoroughly studied in the 90s [25]. Local verification was introduced fifteen years later [22], through the original notion of proof-labeling schemes (PLS). Proof-labeling schemes find important applications to self-stabilization, but are subject to some restrictions (only certificates are exchanged between neighbors). These restrictions were lifted by considering the general notion of locally checkable proofs (LCP) [18]. By definition, we have \( \text{LCP} = \Sigma_1 \text{LD} \) (the same way \( \text{NP} = \Sigma_1 \text{P} \)). A third notion of distributed verification was introduced, by considering the class \( \Sigma_1 \text{LD} \). \( \Sigma_1 \text{LD} \) differs from \( \Sigma_1 \text{LD} \) in the fact that, in \( \Sigma_1 \text{LD} \), the certificates cannot depend on the identities given to the nodes.

Randomized versions of local decision and local verification have been considered in the literature [15, 13, 14, 20]. A Merlin-Arthur (dMA) protocol is actually a randomized version of locally checkable proof (\( \Sigma_1 \text{LD} \)) that was previously studied [15]: Merlin provides each node with a certificate, and Arthur performs a randomized verification algorithm at each node. The benefit of using dMA over \( \Sigma_1 \text{LD} \) can be exponential in terms of communication complexity (i.e., of the size of the messages exchanged between neighbors), at the cost of a linear increase in space complexity (i.e., of the size of the certificates provided by Merlin) [15].

Very closely related to the line of work about interactive distributed proofs is the local hierarchy \( \text{LH} = \bigcup_{k \geq 0} \left( \text{LD}_k \cup \text{Pi}_k \text{LD} \right) \) with certificates and messages of logarithmic size [11], extending the known logLCP class [18]. In particular, it is proved that \( \text{Sym} \in \Sigma_2 \text{LD} \). Also, it is easy to show that \( \text{3Col} \in \Pi_2 \text{LD} \). In contrast, placing \( \text{Sym} \) or \( \text{3Col} \) in \( \Sigma_1 \text{LD} \) requires \( \Omega(n^2) \)-bit certificates [18]. The same hierarchy was later considered, but under the constraint that the certificates must not depend on the identifier assignment to the nodes. With \( O(n^2) \)-bit certificates, this hierarchy collapses at the second level \( \Pi_2 \text{LD} \) [5]. (This is in contrast with the hierarchy in which certificates can depend on the node identifiers, which collapses at the first level \( \Sigma_1 \text{LD} \) with \( O(n^2) \)-bit certificates.) Nevertheless, apart from the bottom levels, the hierarchies based on alternating quantifiers with \( O(\log n) \)-bit certificates are essentially the same [5]. See the recent survey [10] for more results on distributed decision.

This work is inspired by very recent achievements in the field of distributed interactive protocols [20, 24]. In addition to the aforementioned results regarding \( \text{Sym} \) and \( \text{Sym} \), two versions of \( \text{3Col} \) were considered. The easiest version, in which the input of each node \( v \) is formed by the two sets of neighbors of \( v \) in the two graphs \( G_1 \) and \( G_2 \), a dAMAM protocol with \( O(\log n) \)-bit certificates for deciding \( G_1 \neq G_2 \) was designed [24]. For the more complicated version, in which \( G_1 = G \) (that is, \( G_1 \) is the communication network) and the input of each node \( v \) is the set of neighbors of \( v \) in \( G_2 \), a dAMAM protocol with \( O(n \log n) \)-bit certificates for deciding \( G_1 \neq G_2 \) was proposed [20], and an Arthur-Merlin protocol with a constant number of interactions and \( O(\log n) \)-bit certificates, for deciding \( G_1 \neq G_2 \), was successively designed [24]. Interestingly, this latter result is obtained via a general connection between efficient centralized computation (under various models) and the ability to design Arthur-Merlin protocols with a constant number of interactions between the prover and the verifier, using logarithmic-size certificates.

We use a variety of techniques and results from the theory of communication complexity [23]. Specifically, we use an Arthur-Merlin style protocol for two-party disjointness [1], in a recent variant [2] that allows a trade-off between communication complexity and certificate size. We also use recent lower bounds for the equality and non-equality problems in the same setting [17]. Finally, we use multi-party communication protocol with a referee for the SumZero problem with bounded inputs [26], and with unbounded inputs [19].
2 Model and Definitions

A network configuration is a triple \((G, \text{id}, x)\) where \(G = (V, E)\) is a connected simple graph, \(\text{id} : V \rightarrow \{1, \ldots, n^c\}\) for some constant \(c \geq 1\) is the identity one-to-one assignment to the nodes, and \(x : V \rightarrow \{0, 1\}^*\) is the input label assignment (i.e., the state of the node). A distributed language is a collection \(\mathcal{L}\) of network configurations. Note that it may be the case that, for some language \(\mathcal{L}\), \((G, \text{id}, x) \in \mathcal{L}\) while \((G, \text{id}', x) \notin \mathcal{L}\) for two different identity assignments \(\text{id}\) and \(\text{id}'\). This typically occurs for languages where the label of a node refers to the identities of its neighbors, e.g., for encoding spanning trees. (Throughout the paper, we assume that all considered distributed languages are Turing-decidable). Distributed decision for \(\mathcal{L}\) is the following task: given any network configuration \((G, \text{id}, x)\), the nodes of \(G\) must collectively decide whether \((G, \text{id}, x) \in \mathcal{L}\). If this is the case, then all nodes must accept, otherwise at least one node must reject (with certain probabilities, depending on the model).

We consider interactive protocols for distributed decision [20]. A distributed interactive protocol \(\mathcal{P}\) consists of a constant series of interactions between a prover called Merlin, and a verifier called Arthur (see Fig. 1 for a visual representation of such a protocol). The prover Merlin is centralized, and has unlimited computing power. It is aware of the whole network configuration \((G, \text{id}, x)\) under consideration, but it cannot be trusted. The verifier Arthur is distributed, and has bounded knowledge, that is, at each node \(v\), Arthur is initially aware solely of \((\text{id}(v), x(v))\), i.e., of its identity and its input label.

In a distributed Arthur-Merlin interactive protocol performed on \(\mathcal{I} = (G, \text{id}, x)\), whenever Arthur is the one that starts interacting, it picks a random string \(r_1(v)\) at each node \(v\) of \(G\) (this random string might be private to each node, or the nodes may have access to shared randomness). Given the collection \(r_1\) of random strings selected by the nodes, Merlin provides every node \(v\) with a certificate \(c_1(v) = p(v, \mathcal{I}, r_1)\), where \(p : \{0, 1\}^* \rightarrow \{0, 1\}^*\). At this point, Arthur picks another random string \(r_2(v)\) at each node \(v\). Then Merlin replies to each node \(v\) by sending a second certificate \(c_2(v) = p(v, \mathcal{I}, r_1, r_2)\), and so on. Whenever Merlin is the one that starts interacting, the process starts with Merlin constructing a binary string \(c_0(v) = p(v, \mathcal{I})\) that it sends to every node \(v\). These interactions proceed for a constant number


\[ k \geq 0 \] of times, and Merlin interacts last, by sending \( c_{\lfloor \frac{k}{2} \rfloor}(v) \) to every node \( v \). A sequence of interactions can then be summarized by a transcript \( \pi(I, p, r) = (\pi_v(I, p, r))_{v \in V} \), where \( r = (r_1, \ldots, r_{\lfloor \frac{k}{2} \rfloor}) \) with \( r_i = (r_i(v))_{v \in V} \) for \( i = 1, \ldots, \lfloor \frac{k}{2} \rfloor \), and

\[
\pi_v(I, p, r) = (c_0(v), r_1(v), c_1(v), \ldots, r_{\lfloor \frac{k}{2} \rfloor}(v), c_{\lfloor \frac{k}{2} \rfloor}(v))
\]

with \( c_0(v) = \emptyset \) if Arthur starts the interactions. In other words, an Arthur-Merlin protocol with \( k \) interactions results in a transcript with \( c_0(v) = \emptyset \) if \( k \) is even, and with \( c_0(v) = \emptyset \) equal to the first certificate provided by Merlin otherwise. The Arthur-Merlin protocol completes by performing a deterministic distributed verification algorithm \( v \) executed at each node.

Specifically, Algorithm \( v \) proceeds as follows at every node \( v \):

1. A message \( M_{v,u} \) destined for every neighboring node \( u \) of \( v \) is forged, and sent to \( u \). This message may depend on the identity \( \text{id}(v) \), the input \( x(v) \), all random strings generated by Arthur at \( v \), and all certificates received by \( v \) from Merlin.
2. Based on all the knowledge accumulated by \( v \) (i.e., its identity, its input label, the generated random strings, the certificates received from Merlin, and all the messages received from its neighbors), Algorithm \( v \) accepts or rejects at node \( v \).

A distributed Arthur-Merlin protocol \( P \) thus consists of two consecutive stages: (1) interactions between the nodes and the prover \( p \) (Arthur-Merlin phases), and (2) communication among neighboring nodes (algorithm \( v \)). Note that, for the sake of simplifying the presentation, and unifying the comparison with previous work, we restrict ourselves to verification algorithms \( v \) that perform in a single round. Performing more than one round enables to improve the complexity of verification protocols in some cases [12]. However, this does not conceptually change the nature of the protocol. For zero interactions (i.e., \( k = 0 \)), a distributed Arthur-Merlin protocol simply consists in performing a (deterministic) decision algorithm at each node [22]. For one interaction (i.e., \( k = 1 \)), a distributed Arthur-Merlin verification protocol is a (1-round) locally-checkable proof algorithm [18].

**Definition 1.** The class \( \text{dAM}[k](\sigma, \gamma) \) is the class of languages \( L \) for which there exists a distributed Arthur-Merlin verification protocol with at most \( k \geq 0 \) interactions between Arthur and Merlin, where Merlin provides certificates of at most \( \sigma \geq 0 \) bits to the nodes, and the verification algorithm \( v \) exchanges messages of at most \( \gamma \geq 0 \) bits between nodes, such that, for every configuration \( I = (G, \text{id}, x) \),

\[
\begin{align*}
\{ (G, \text{id}, x) & \in L \Rightarrow \exists p : \Pr_r[\nu(\pi(I, p, r))] \text{ accepts at all nodes} \geq 2/3; \\
(G, \text{id}, x) & \notin L \Rightarrow \forall p : \Pr_r[\nu(\pi(I, p, r))] \text{ rejects in at least one node} \geq 2/3.
\end{align*}
\]

The definition of distributed Merlin-Arthur interactive protocols, and of \( \text{dMA}[k](\sigma, \gamma) \) is similar, apart from the fact that, as opposed to Arthur-Merlin protocols in which Merlin always interacts last, Arthur has one more “interaction” during which it picks a random bit-string \( r'(v) \) at every node \( v \), which is used to perform a randomized verification algorithm \( v \). Therefore, for \( k \geq 1 \), a Merlin-Arthur protocol with \( k \) interactions can be defined as an Arthur-Merlin protocol with \( k - 1 \) interactions, but where the verification algorithm \( v \) is randomized. For zero interactions, a distributed Merlin-Arthur protocol simply consists in performing a (deterministic) decision algorithm at each node [22]. For one interaction, a distributed Merlin-Arthur protocol is a (1-round) randomized decision algorithm as studied previously [13]. For two interactions, a distributed Merlin-Arthur protocol is a (1-round) randomized locally-checkable proof algorithm, also as studied previously [15].
In the following, we may avoid mentioning the parameters σ and γ when they are clear from the context, or when they are respectively identical in the two terms of an equality. For small values of \( k \geq 2 \), \( dAM[k] \) and \( dMA[k] \) are rewritten as an alternating sequence of As and Ms. For instance, \( dAM[2] = dAM \), \( dMA[2] = dMA \), \( dAM[3] = dMAM \), \( dMA[3] = dAMA \), and \( dAM[4] = dAMAM \), and so on. For \( k \leq 1 \), it follows from the definition that \( dAM[0] = dMA[0] = LD \). We also have \( dAM[1] = \Sigma_1 LD \) and \( dMA[1] = BPLD(2/3, 2/3) \) where the class \( BPLD(p, q) \) is the distributed version of \( BPP \) [16], with \( p \) being the acceptance probability of the interactive protocol on legal instances, and \( q \) being the rejection probability of the protocol on illegal instances [13]. As a last example, \( dMA \) is the class of languages that can be decided by a randomized locally checkable proof, as studied previously [15].

As opposed to the sequential setting in which it is known that \( AM[k] = AM[2] \) for all \( k \geq 2 \), it is not known whether such “collapse” occurs in the distributed setting. Therefore, we define the Arthur-Merlin hierarchy as \( dAMH(\sigma, \gamma) = \bigcup_{k \geq 0} dAM[k](\sigma, \gamma) \). That is, \( L \in dAMH(\sigma, \gamma) \) if and only if there exists \( k \geq 0 \) such that \( L \in dAM[k](\sigma, \gamma) \).

**Boosting the Success Probability**

In classical, sequential randomized algorithm, the success probability constant \( 2/3 \) can be easily increased using repetitions. On the other hand, it was shown that this boosting technique is not applicable for randomized distributed decision algorithms in general [13], making the choice of constant significant when considering such settings. The inability of boosting in the distributed setting is due to the fact that, when repeating the algorithm on a “no” instance for several times, different nodes may reject in different repetitions, causing each node to see very few rejections and decide on acceptance. Somewhat surprisingly, we can show that in the case of distributed Arthur-Merlin protocols (i.e., \( dAM[k] \) classes), parallel repetition is possible, and at a relatively low blowup in communication and certificates. This allows us to boost the success probability, as follows.

**Proposition 2.** Let \( 1 > p' > p > 1/2 \). If there exists an Arthur-Merlin verification protocol \( \mathcal{P} \) with \( k \geq 2 \) interactions that enables to verify a distributed language \( \mathcal{L} \) with \( \sigma \)-bit certificates, \( \gamma \)-bit messages, and success probability \( p \), then there exists an Arthur-Merlin verification protocol \( \mathcal{P}' \) with \( k \) interactions that enables to verify \( \mathcal{L} \) with \( \sigma + p' \)-bit certificates, messages on \( \gamma + \mathcal{O}(\log n) \)-bit, and success probability \( p' \).

**Proof.** Moving from success probability \( p \) to success probability \( p' > p \) is achieved in a standard way, by merely repeating \( \mathcal{P} \) a constant number of times (depending on \( p \) and \( p' \)), and adopting the majority of the outcomes. However, this cannot be done in a straightforward manner because, for a configuration \((G, x, id) \notin \mathcal{L}\), it may be the case that the (at least one) node rejecting \((G, x, id) \) is different at each repetition. Therefore, during the last interaction with the prover, Merlin provides every node with a local encoding of a spanning tree \( T \) enabling to count the number of executions of \( \mathcal{P} \) resulting in at least one node rejecting. It is known that certificates of \( O(\log n) \) bits suffice for certifying such a tree [22]. The root of the tree \( T \) accepts or rejects depending on whether the majority of executions of \( \mathcal{P} \) accepted or rejected, respectively. 

\[ \square \]

### 3 Space vs. Communication

In this section, we study the trade-off between space and communication complexity for Merlin-Arthur interactive protocols. Specifically, we consider the classical triangle-freeness problem, and establish a trade-off between space and communication for this problem. Recall
that a graph \( G = (V, E) \) is triangle-free if, for every three nodes \( u, v, w \) in \( V \), either \( \{u, v\} \notin E \), \( \{u, w\} \notin E \), or \( \{v, w\} \notin E \). We denote by \( \Delta_{\text{free}} \) the corresponding distributed language. There is a recent deterministic distributed algorithm for triangle-freeness running in \( \tilde{O}(\sqrt{n}) \) rounds in the CONGEST model [7]. A general scheme for designing dMA protocol has also been proposed [15]. This scheme enables to reduce communication complexity to \( O(\log n) \), at the cost of increasing the space complexity to \( O(n^2) \). When more interactions are allowed, say a constant number \( k \), a recent reduction [24] – from centralized small-space algorithms to our setting – implies a protocol with \( O(\log n) \)-bit certificates and \( O(\log n) \)-bit messages for the triangle-freeness problem, i.e., \( \Delta_{\text{free}} \in \text{dMA}[k](\log n, \log n) \) for some constant \( k > 1 \).

In order to prove the trade-off between space and communication complexities for triangle-freeness, we first state the following result, which will be used at several places in the paper.

**Lemma 3.** For any network of maximum degree \( d \), there exists a proof-labeling scheme (and thus a \( \Sigma_1 \text{LD} \) protocol) with \( O(\log n) \)-bit certificates providing each node \( v \) with the certified value \( n \) of the number of nodes, and a color \( c(v) \in \{1, \ldots, \min\{d^2 + 1, n\}\} \) such that \( c \) forms a certified proper distance-2 coloring of the network.

**Proof idea.** The certification of the number of nodes can be done by using a rooted spanning tree and by counting nodes in the sub-trees. The certification of a proper distance-2 coloring can be done by assigning colors to nodes, with every node checking that all its neighbors have different colors, all different from its own color. \( \square \)

Since triangle-freeness is a local property, nodes do not need to be represented by identifiers that are different throughout the entire network. Instead, identifiers resulting from a proper distance-2 coloring suffice. Therefore, using Lemma 3, we can assume that nodes are provided with identifiers in \( \{1, \ldots, n\} \) such that \( \text{id}(u) \neq \text{id}(v) \) whenever the distance between \( u \) and \( v \) is at most 2.

**Lemma 4.** For every \( \alpha = O(n) \), there exists a Merlin–Arthur protocol for triangle-freeness, using \( O(\log n) \) bits of shared randomness, with \( O(\frac{n}{\alpha} \log n) \)-bit certificates and \( O(\alpha \log n) \)-bit messages between nodes. In short \( \Delta_{\text{free}} \in \text{dMA}(\frac{n}{\alpha} \log n, \alpha \log n) \).

**Proof.** We identify the space \( \{1, \ldots, n\} \) of IDs with \( [n/\alpha] \times [\alpha] \), for some \( \alpha = O(n) \) of choice. Each node \( u \) thus has a set \( S_u \) of pairs of the form \((i, t)\) representing its neighbors. Let \( q \) be a prime such that \( cna < q \leq 2cna \), for a large enough constant \( c > 1 \), and let \( F_q \) be the field of \( q \) elements. Each node \( u \) represents \( S_u \) as \( \alpha \) functions \( \psi_{S_u,t} : [n/\alpha] \to \{0, 1\} \), where \( \psi_{S_u,t}(i) = 1 \iff (i, t) \in S_u \). Node \( u \) then extends these functions to polynomials \( \Psi_{S_u,t} : F_q \to F_q \) of degree at most \( n/\alpha - 1 \) that agree with \( \psi_{S_u,t} \) on \([n/\alpha] \). To make sure that an edge \( \{u, v\} \) is not a part of a triangle, the nodes \( u \) and \( v \) need to verify that \( S_u \cap S_v = \emptyset \), which is equivalent to \( \Psi_{S_u,t}(i) \cdot \Psi_{S_v,t}(i) = 0 \) for all \( i \in [n/\alpha] \) and \( t \in [\alpha] \). Node \( u \) then defines its neighbors polynomials \( \Psi_{uv,t} = \Psi_{S_u,t} \cdot \Psi_{S_v,t} \) for every \( v \in S_u \), and every \( t \in [\alpha] \). Let \( \Psi_u = \sum_{t \in [\alpha]} \sum_{v \in S_u} \Psi_{uv,t} \). The degree of each polynomial \( \Psi_{uv,t} \) is at most \( 2(n/\alpha - 1) \), and thus this is also the case for the degree of \( \Psi_u \). Node \( u \) is not part of a triangle if and only if \( \Psi_{uv,t}(i) = 0 \) for every \( t \in [\alpha], i \in [n/\alpha] \) and \( v \in S_u \). Since \( q > na \), it follows that \( u \) is not part of a triangle if and only if \( \Psi_u(i) = 0 \) for every \( i \in [n/\alpha] \). (For each \( i \), we have a sum of \( na \) values, each in \( \{0, 1\} \).)

Merlin assigns to node \( u \) the certificate \( \Phi_u \), which is supposed to be equal to \( \Psi_u \). Since this is a polynomial of degree at most \( 2(\frac{n}{\alpha} - 1) \), the same number of coefficients are sufficient for representing \( \Phi_u \). Therefore, the certificates are of \( O(\frac{n}{\alpha} \log q) \) bits, which are actually \( O(\frac{n}{\alpha} \log n) \) bits, as \( q \leq 2cna = O(n^2) \).
Each node \( u \) first verifies that \( \Phi_u(i) = 0 \) for every \( i \in [n/\alpha] \). Then, it checks that indeed \( \Phi_u = \Psi_u \), as follows. The protocol uses the shared randomness to choose a field element \( i_0 \in \mathbb{F}_q \) known to all nodes. Each node \( v \) broadcasts \( \{\Psi_{S_{v,t}}(i_0) : t \in [\alpha]\} \) to each of its neighbors, using \( O(\alpha \log q) \leq O(\alpha \log n) \) bits of communication. Node \( u \) then computes

\[
\Psi_u(i_0) = \sum_{t \in [\alpha]} \sum_{v \in S_u} \Psi_{uv,t}(i_0) = \sum_{t \in [\alpha]} \sum_{v \in S_u} \Psi_{S_{v,t}}(i_0) \cdot \Psi_{S_{v,t}}(i_0)
\]

and accepts only if \( \Phi_u(i_0) = \Psi_u(i_0) \). The probability that two non-equal polynomials on \( \mathbb{F}_q \) of degree at most \( 2\left(\frac{n}{\alpha}\right)-1 \) are equal at a random point \( i \) is at most \( 2(\frac{n}{\alpha}-1)/q \). Since \( q > cn\alpha \), the probability of error can be made arbitrarily small by choosing \( c \) large enough.

\begin{itemize}
\item Remark. Similar trade-offs can still be obtained even if nodes have only access to distributed randomness. For instance, in two rounds, with the same notations as in the proof of Theorem 4, we can have each node \( u \) choose its own random \( i_u \in \mathbb{F}_q \), and send it to all its neighbors \( v \). To get a 1-round dMA protocol, with \( O(\frac{n^2}{\alpha} \log n) \)-bit certificates, and \( O(\alpha \log n) \)-bit communication, Merlin sends to \( u \) a specific certificate for each edge incident to \( u \). That is, \( u \) gets a polynomial \( \Phi_u \), for each \( v \in S_u \), which equals (allegedly) to \( \Psi_{uv,t}(i) = \sum_{t \in T} \Psi_{uv,t}(i) = \sum_{t \in T} \Psi_{S_{v,t}}(i) \cdot \Psi_{S_{v,t}}(i) \) on each \( i \in \mathbb{F}_q \). In this case, \( v \) chooses \( i_v \) at random locally, and sends to \( u \) the value \( i_v \) in addition to the \( \alpha \) evaluations \( \Psi_{S_{v,t}}(i_v) \) for all \( t \in [\alpha] \).
\end{itemize}

A particular application of Theorem 4 is the existence of a Merlin-Arthur protocol with both space and message complexities \( \tilde{O}(\sqrt{n}) \). This contrasts with the following lower bound.

\begin{itemize}
\item Proposition 5. Any proof-labeling scheme for triangle-freeness must have certificate size at least \( n/e^{O(\sqrt{n}/\log n)} \) bits.
\end{itemize}

\begin{itemize}
\item Proof idea. The lower bound graph construction for the \textsc{broadcast-congested-clique} model [9] obviously gives a lower bound to the weaker, \textsc{broadcast-congest} model. This lower bound is based on a lower bound for multiparty communication complexity of disjointness [27], which also applies for the non-deterministic case. Finally, as noted in previous work on PLS [18, 6], a lower bound for non-deterministic communication complexity in the \textsc{broadcast-congest} model implies a certificate-size lower bound for PLS.
\end{itemize}

We can then conclude that, as opposed to the dMA protocol of Theorem 4, any PLS for triangle freeness must use almost-linear communication. Put differently, the trivial protocol of sending all the list of neighbors is almost optimal, even if non-determinism is used.

\section{Distributed vs. Shared Randomness}

In this section we compare the power of distributed interactive protocols using \textit{shared} randomness (the nodes have access to a common source of random coins) with the power of protocols using \textit{distributed} randomness (each node has access to a private source of random coins only) – in both cases, the outcomes of the random trials are public to Merlin.

\begin{itemize}
\item Certifying Solutions to Optimization Problems
\end{itemize}

We consider optimization problems on graphs, such as finding a minimum dominating set, or a maximum independent set, and their weighted counterparts. Similar problems where previous studied in the context of non-interactive distributed verification [11]. In such a problem \( \pi \), an admissible solution is a set \( S \) of nodes satisfying a set of constraints depending on \( \pi \), and the quality of a solution \( S \) is measured by its weight \( w(S) = \sum_{s \in S} w(s) \) where \( w(s) \)
is the weight of node \( s \), given as input (where \( w(s) = 1 \) for every node \( s \) when considering only the cardinality of the solution). We assume that all weights are polynomial in the size \( n \) of the network. A set \( S \) is distributively encoded by a Boolean variable \( x(v) \) at each node \( v \), indicating whether the node is in \( S \) or not. We consider two distributed languages:

- The language \( \text{Adm}_\pi \) is composed of all configurations \( (G, (w, x), \text{id}) \) such that \( x \) encodes an admissible solution for \( \pi \) in the weighted graph \( G \) (weights are assigned by \( w \)).
- The language \( \text{OptVal}_{\pi,k} \), for \( k \geq 0 \), is composed of all configurations \( (G, w, \text{id}) \) such that there exists an admissible solution for \( \pi \) of weight at most \( k \) (respectively, at least \( k \)) for the minimization (respectively, maximization) problem \( \pi \).

This framework can easily be extended to study problems whose solutions are sets of edges.

\textbf{Theorem 6.} For any optimization problem \( \pi \) on graphs such that checking whether a given solution \( x \) is admissible can done by exchanging \( O(\log \log n) \) bits between neighbors, there exists a Merlin-Arthur protocol for \( \text{OptVal}_{\pi,k} \), using \( O(\log n) \) bits of shared randomness, with \( O(\log n) \)-bit certificates and \( O(\log \log n) \)-bit messages between nodes. In short, \( \text{OptVal}_{\pi,k} \in \text{dMA}(\log n, \log \log n) \).

\textbf{Proof idea.} A trivial starting point for protocols solving \( \pi \) is by having Merlin mark the nodes of the solution using the certificates. Computing the weight of the given solutions is a global task, and thus much harder in the distributed setting. To solve it, we aggregate the solution weight over a spanning tree. However, this still requires larger messages than desired; the crucial part in the proof is in using multi-party communication complexity protocol with a referee for the \textsc{SumZero} problem. Using this protocol, we can reduce the messages to their desired size. \hfill \blacktriangleleft

For the statement of Theorem 6, we assumed that all weights are polynomial in the size \( n \) of the network. If the weights are \( m \)-bit long, we can adapt the proof, and show that there exists a Merlin-Arthur protocol for \( \text{OptVal}_{\pi,k} \), using \( O(\log(m + \log n)) \) bits of shared randomness, with \( O(\log n) \)-bit certificates and \( O(\log k) \)-bit messages between nodes. In short, \( \text{OptVal}_{\pi,k} \in \text{dMA}(\log n, \log n) \) even with weights exponential in \( n \).

\textbf{Certifying Coloring and Lucky Labeling}

Similar arguments as the ones used to establish Theorem 6 allow us to verify specific optimization problems, for which checking that a solution is admissible is not easy. We exemplify this with the coloring problem, and its variant the \textit{lucky labeling} problem \cite{Carmo18,Chen19}.

Checking that a given graph coloring is proper is a simple task, which can be solved by having each node broadcast its color. Here, we show that verifying a given \( c \)-coloring can be done using a \textit{dMA} protocol with \( O(\Delta \log \log c) \)-bit certificates and \( O(1) \) bits of communication in networks of maximum degree \( \Delta \). This stands in contrast to the trivial verification algorithm where the communication is of \( O(\log c) \) bits. In the \textit{dMA} protocol, Merlin provides every node \( v \) with the location \( p(v, u) \) of a bit where the colors of \( u \) and \( v \) differ, for each of its neighbors \( u \). A node \( v \) then checks with each neighbor \( u \) the fact that \( p(v, u) = p(u, v) \), and at the same time sends to \( u \) the value of the corresponding bit. The Merlin step requires space \( O(\Delta \log \log c) \). The Arthur step requires constant communication when shared randomness is available using the equality protocol.

\textbf{Lemma 7.} There is a Merlin-Arthur protocol for verifying a given \( c \)-coloring using \( O(\log \log c) \) bits of shared randomness, certificates of size \( O(\log \log c) \) bits, and constant communication complexity.
We apply this remark to the so-called lucky labeling. Let \( \ell : V \to \{1, \ldots, c\} \), and, for every node \( v \) of \( G \), let \( S(v) = \sum_{u \in N(v)} \ell(u) \). The labeling \( \ell \) is lucky if, for every two adjacent nodes \( u \) and \( v \), we have \( S(u) \neq S(v) \). The lucky coloring number of a graph \( G \), denoted by \( \eta(G) \), is the least positive integer \( c \) such that \( G \) has a lucky labeling \( \ell : V \to \{1, \ldots, c\} \). We refer to \([4, 8]\) for properties of the lucky coloring number. In particular, it is conjectured that \( \eta(G) \leq \chi(G) \), and it is known that \( \eta(G) \leq \Delta^2 - \Delta + 1 \), even for list lucky labeling.

Verifying a given graph coloring is trivial, even without labels or interaction. To verify an upper bound on the chromatic number \( \chi \) of a graph, there is a simple PLS giving each node a color. The situation with lucky labeling is much more subtle: it is impossible to verify lucky labeling in a single round (this can be easily seen by considering different labelings on a short path). There is a simple PLS for verifying a given labeling is lucky, or for bounding \( \eta \) from above, which gives each node \( v \) the sum \( S(v) \), and also labels for the latter case.

This PLS has label size and communication of \( O(\log \Delta) \). Applying RPLS \([15]\) gives \( \sigma = O(\Delta \log \Delta) \) and \( \gamma = O(\log \log \Delta) \), which can be reduced to \( \gamma = O(1) \) using shared randomness. Here, we show an MA protocol using shared randomness with \( \sigma = O(\Delta \log \log \Delta) \) and \( \gamma = O(\log \log \Delta) \), establishing another trade-off between space and communication.

**Theorem 8.** For every \( \lambda = O(n) \), there exists a Merlin-Arthur protocol for \( \eta(G) \leq \lambda \), using \( O(\log \log \Delta) \) bits of shared randomness, with \( O(\Delta \log \log \Delta) \)-bit certificates and \( O(\log \log \Delta) \)-bit messages between nodes. In short, lucky labeling is in \( dMA(\Delta \log \log \Delta, \log \log \Delta) \).

**Proof.** Merlin sends to every node \( v \) its label \( \ell(v) \) and the alleged sum \( S(v) \) of the labels of its neighbors. For the verification, the nodes verify that the sums \( S(v) \) constitute a proper coloring, using the protocol from Lemma 7. In addition, they use a multiparty protocol for the \( \text{SumZero} \) problem \([26, 3]\), in order to verify \( S(v) = \sum_{u \sim v} \ell(u) \).

A similar protocol can be used for the problem of verifying that a given labeling is lucky.

### A General Reduction Between Distributed and Shared Randomness

Interestingly, assuming distributed randomness does not limit the power of Arthur-Merlin protocols compared to shared randomness, up to a small additive factor in the certificate size. The same holds for Merlin-Arthur protocols, but solely up to one additional interaction between Arthur and Merlin. This result is not hard to achieve using a classical spanning-tree verification technique already applied in proof labeling schemes \([22]\). Yet, it both generalizes and simplifies the previous results on shared vs. distributed randomness \([20]\).

**Theorem 9.** For any distributed language \( \mathcal{L} \), and for any number \( k \geq 1 \) of interactions, and for any certificate size \( \sigma \geq 0 \), if \( \mathcal{L} \in dAM[k](\sigma, \gamma) \) (respectively, \( \mathcal{L} \in dMA[k](\sigma, \gamma) \)) using \( \rho(n) \) shared random bits, then \( \mathcal{L} \in dAM[k](\sigma + \log n + \rho, \gamma + \log n + \rho \) (respectively, \( \mathcal{L} \in dAM[k+1](\sigma + \log n + \rho, \gamma + \log n + \rho) \) with distributed randomness.

**Proof idea.** We simulate the shared randomness protocol by using the randomness of a single node as the shared randomness. Merlin disseminates the randomness to all nodes, and a spanning tree is used to verify that the disseminated random string is the desired one.

**Lower bound for shared randomness**

For many verification problems, the number of random bits used by Arthur remains limited, typically \( \rho(n) = O(\log n) \), which shows that, often, shared randomness does not add much power to Arthur-Merlin protocols. The next result states a lower bound on the certificate and message size in the case of \( \text{Sym} \) and \( \text{Sym}^{-} \), when using shared randomness.
Theorem 10. Any Arthur-Merlin protocol for (non) symmetry must have certificate and message size $\Omega(\log \log n)$. In short, $\text{Sym, Sym} \notin \text{dAM}(o(\log \log n), \infty) \cup \text{dAM}(\infty, o(\log \log n))$, even using shared randomness.

Proof. In [17], a communication complexity variant of Arthur-Merlin protocols has been proposed. In this variant, Arthur consists of two parties, Alice and Bob, and the input is split between them: Alice holds $x$, Bob holds $y$, and they wish to decide whether the value of a specified function $f$ with input $x$ and $y$ is equal to 1. At the beginning, Alice and Bob separately decide whether to accept (the acceptance/rejection criteria are the same as for the Arthur-Merlin protocols). The communication cost of the protocol is defined as the worst-case length of Merlin’s certificates. At the end of the paper, the authors observe that, with respect to this variant of Arthur-Merlin protocols, any such protocol for the worst-case length of Merlin’s certificates. At the end of the paper, the authors observe that, with respect to this variant of Arthur-Merlin protocols, any such protocol for $\text{Eq}$ and for $\overline{\text{Eq}}$ must have communication complexity $\Omega(\log \log n)$. We will now show that the existence of a $\text{dAM}$ protocol with one interaction for the $\text{Sym}$ (respectively, $\overline{\text{Sym}}$) problem with certificate size $o(\log \log n)$ would imply a two-player Arthur-Merlin protocol for $\text{Eq}$ (respectively, $\overline{\text{Eq}}$) with communication complexity $o(\log \log n)$. The theorem thus follows.

Given two binary vectors $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$, recall that $\text{Eq}(x, y) = 1$ if and only if $x_i = y_i$ for every $i$ with $1 \leq i \leq n$ (for the sake of simplicity, we will assume that $x \neq \emptyset$ and that $y \neq \emptyset$, but our construction can be also adapted to the case in which $x = \emptyset$ or $y = \emptyset$). We now define a graph $G_{x, y}$ such that $\text{Sym}(G_{x, y}) = 1$ if and only if $\text{Eq}(x, y) = 1$ (and, hence, $\overline{\text{Sym}}(G_{x, y}) = 1$ if and only if $\overline{\text{Eq}}(x, y) = 1$). The graph includes $6n + 2$ nodes $a, b, a_i, b_i, u_i, v_i, y_i$, and $z_i$, for $1 \leq i \leq n$, and the following edges (see Fig. 2):

- $(a, b)$, $(a, a_i)$, for $1 \leq i \leq n$ such that $x_i = 1$, and $(b, b_i)$, for $1 \leq i \leq n$ such that $y_i = 1$;
- $(u_i, a_j)$ and $(v_i, b_j)$, for $1 \leq i \leq j \leq n$;
- $(u_i, u_j)$ and $(v_i, v_j)$, for $1 \leq i < j \leq n$, and $(u_i, y_j)$ and $(v_i, z_j)$, for $1 \leq i, j \leq n$;
- $(y_i, y_{i+1})$ and $(z_i, z_{i+1})$, for $1 \leq i < n$, and $(y_i, y_n)$ and $(z_i, z_n)$.

Clearly, if $x = y$, then $\text{Sym}(G_{x, y}) = 1$: indeed, we can simply map each $a$-node (respectively, $u$-node and $y$-node) to the corresponding $b$-node (respectively, $v$-node and $z$-node). On the other hand, because of the degree distribution of its nodes, any non-trivial automorphism of $G_{x, y}$ must map the $a$-nodes to the corresponding $v$-nodes: this in turn implies that, because of their neighborhoods, each $a$ node has to be mapped to the corresponding $b$-node. Hence, since the mapping is an automorphism, the neighborhood of node $a$ and node $b$ has to be the same: that is, $x = y$.

Figure 2 The graph used to reduce $\text{Eq}$ (respectively, $\overline{\text{Eq}}$) to $\text{Sym}$ (respectively, $\overline{\text{Sym}}$): in this case, $x_2 = x_n = y_1 = 0$. 
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Let us now suppose that there exists a \( dAM \) protocol \( P \) with one interaction for the \( Sym \) (respectively, \( \overline{Sym} \)) problem which uses certificates of size \( o(\log \log n) \). We now show how \( P \) can be used to design an Arthur-Merlin protocol for \( Eq \) (respectively, \( \overline{Eq} \)) with communication complexity \( o(\log \log n) \) (for the sake of brevity, we will show this statement for \( Sym \) and \( Eq \): the proof for \( \overline{Sym} \) and \( \overline{Eq} \) is almost identical). Given \( x \) (respectively, \( y \)), Alice (respectively, Bob) can construct the \((a, u, y)\)-subgraph (respectively, \((b, v, z)\)-subgraph) of \( G_{x,y} \); let \( G^A_{x,y} \) (respectively, \( G^B_{x,y} \)) denote such subgraph. After having sent to Merlin the shared random string \( r \), Alice and Bob waits for Merlin’s certificate which is supposed to be formed by the two certificates \( \pi_a \) and \( \pi_b \) that nodes \( a \) and \( b \) would have received during the execution of \( P \) with random string \( r \). By simulating \( P \) for every possible certificate assignment to the nodes of \( G^A_{x,y} \) (respectively, \( G^B_{x,y} \)), Alice (respectively, Bob) can verify whether there exists an assignment that makes all the nodes of its corresponding subgraph accept: if this is the case, Alice (respectively, Bob) accepts. By definition, we have that if \( x = y \), then, for any random string \( r \) there exist a certificate assignment to \( G^A_{x,y} \) (respectively, \( G^B_{x,y} \)) and a certificate for Alice and Bob which make Alice and Bob accept. On the other hand, if \( x \neq y \), then, for at least \( 2/3 \) of all possible random strings, any certificate assignment to \( G^A_{x,y} \) (respectively, \( G^B_{x,y} \)) and any certificate for Alice and Bob makes Alice and Bob reject. Since the size of the certificate for Alice and Bob is twice the size of the certificate size of \( P \), this implies that this protocol is an Arthur-Merlin protocol for \( Eq \) with communication complexity \( o(\log \log n) \). This contradicts the lower bound observed in [17]: we have thus proved that \( Sym, \overline{Sym} \not\in dAM(\log \log n, \infty) \).

The above proof can be adapted in order to obtain a lower bound on the communication complexity of any \( dAM \) for the \( Sym \) and \( \overline{Sym} \) problems. Indeed, instead of asking Merlin for the certificates of the nodes \( a \) and \( b \), Alice and Bob ask Merlin for the message transmitted on the edge \((a, b)\). They then try to find a certificate assignment that suits this message. Hence, we have also shown that \( Sym, \overline{Sym} \not\in dAM(\infty, o(\log \log n)) \) and the theorem follows.

A result similar to previous theorem was proved in [20] in an ad-hoc manner, but only for the \( Sym \) problem and with respect to space complexity. The authors have recently reported to improve the lower bound from \( \log \log n \) to \( \log n \) [24].

5 Interactions vs. Space and Communication

In this section, we explore the power given to interactive protocols by allowing many interactions between Merlin and Arthur, in terms of both space and communication complexity.

Reducing the number of interactions

The following general result allows us to reduce the number of interactions between Arthur and Merlin, at the cost of increasing the certificate size and the communication cost of the protocol.

▶ **Theorem 11.** For any two functions \( \sigma \) and \( \gamma \), \( dMAM(\sigma, \gamma) \subseteq dAM(n\sigma^2, n\sigma\gamma) \).

**Proof idea.** We modify a \( dMAM \) protocol, so that Merlin gives all the certificates at the end, instead of at interactions 1 and 3. This results in a very low success probability, so we repeat the new protocol for \( n\sigma \) times in parallel, and accept only if all occurrences are accepting.

▶ **Corollary 12.** For any two functions \( \sigma \) and \( \gamma \), \( dMAM(\sigma, \gamma) \subseteq dAM(n\sigma^2, n\sigma\gamma) \).
As a direct application of Theorem 11, we have that Sym admits a dAM protocol with one interaction and certificate size $O(n \log^2 n)$. This is a consequence of the theorem and of the existence of a dAM protocol with two interactions [20]. It is worth noting that this consequence of our general reduction result is only a log factor away from the “ad-hoc” result of [20] which establishes the existence of a dAM protocol with one interaction and certificate size $O(n \log n)$. Corollary 12 can be applied to a more recent result[24], which establishes the existence of a dAM protocol with three interactions and certificate size $O(\log n)$ for the non-isomorphism graph problem, in the case in which the nodes can communicate on both graphs. As a consequence of the corollary, we have that this dAM protocol with one interaction for this version of the non-isomorphism graph problem.

An interesting open question is whether such a protocol can exist also for the problem in which nodes can communicate only on one graph, while the other graph is locally given as input to the nodes themselves. For this latter problem, a dAM protocol with one interaction and certificate size $O(n \log n)$ was given [20], as well as an dAM protocol with a constant number of interactions and certificate size $O(\log n)$ [24]. Observe that the two applications of Theorem 11 and of Corollary 12 are obtained at the cost of an increase of the communication complexity by a factor $\tilde{O}(n)$. We do not know if this linear increase of communication complexity can be avoided in general.

The Arthur-Merlin Hierarchy

We analyze the power of the Arthur-Merlin hierarchy. Recall that, for any $\sigma \geq 0$ and $\gamma \geq 0$, $dAMH(\sigma, \gamma) = \bigcup_{k \geq 0} dAM[k](\sigma, \gamma)$. We show that increasing the number of interactions cannot help much for reducing the certificate size to $o(n)$, even for languages defined on a very simple subclass of regular graphs, with 1-bit inputs, and admitting a locally checkable proof with $O(n)$-bit certificates.

Theorem 13. There exists a distributed language $L$ on cycles, with 1-bit inputs, admitting a locally checkable proof with $O(n)$-bit certificates, and $O(n)$-bit messages, that is outside the Arthur-Merlin hierarchy with $o(n)$-bit certificates, even with messages of unbounded size, and even if the verifier performs an arbitrarily large constant number of rounds, whenever Arthur generates $\rho(n) = o(n)$ random bits at each node for each interaction with Merlin. In short, there exists a distributed language $L$ on regular graphs satisfying $L \in \Sigma_1 LD(O(n), O(n)) \setminus dAMH(o(n), \infty)$.

Proof idea. The main argument of the proof is that the number of transcripts of Arthur-Merlin protocol with $o(n)$-bit certificates, $o(n)$-bit random strings, and $k = O(1)$ interactions, is smaller than the number of distributed languages on $n$-node graphs, even with 1-bit input labels, and even on the ring. On the other hand, with $\Theta(n)$-bit certificates, all such languages can be decided by a locally checkable proof on the ring.

We complete this section by showing that, in contrast to the previous theorem, every distributed language on regular graphs with $O(1)$-bit inputs has a locally checkable proof with $O(n)$-bit certificates, and a 2-round verifier.

Theorem 14. Every distributed language on $d$-regular graphs with $O(1)$-bit input labels belongs to $\Sigma_1 LD(\tilde{O}(n), O(dn))$, with a verifier performing two rounds.
Proof idea. To prove such a general claim, one must allow each node to study the structure and inputs of the whole graph. To this end, we apply the probabilistic method and show that there is a “balanced” assignment of information to the nodes, such that each node can use the information in its 1-neighborhood in order to reconstruct the entire graph structure. ◀

Since \( \Sigma_1 \text{LD} \subseteq \text{dAM} \cap \text{dMA} \), an immediate corollary of this theorem is that every distributed language on \( d \)-regular graphs with \( O(1) \)-bit inputs belongs to \( \text{dAM}(O(n), O(dn)) \). Using a known \( \text{RPLS} \) protocol [15], we can also show that each such language belongs to \( \text{dMA}(\tilde{O}(dn), O(\log n)) \).
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1 Introduction

In this paper, we study the classical capacity problem in the mobile telephone model: an abstraction that models the peer-to-peer communication capabilities implemented in most commodity smartphone operating systems. The capacity of a network expresses how much sustained throughput can be maintained for a set of communication demands. We focus on three variations of the problem: pairwise capacity, in which nodes are divided into pairwise packet flows, broadcast capacity, in which a single source delivers packets to the whole network, and all-to-all capacity, in which all nodes deliver packets to the whole network.

For each variation we prove limits on the achievable throughput and analyze algorithms that match (or nearly match) these bounds. We study these results in both arbitrary networks and random networks generated with the process introduced by Gupta and Kumar in their seminal paper on wireless network capacity [19]. Finally, we deploy our new techniques to largely resolve an open question from [24] regarding optimal one-shot gossip in the mobile telephone model. Below we summarize the problems we study and the results we prove, interleaving the relevant related work.

The Mobile Telephone Model. The mobile telephone model (MTM), introduced by Ghaffari and Newport [14], modifies the well-studied telephone model of wired peer-to-peer networks (e.g., [10, 15, 4, 17, 9, 16]) to better capture the dynamics of standard smartphone peer-to-peer libraries. It is inspired, in particular, by the specific interfaces provided by Apple’s Multipeer Connectivity Framework [2].

In this model, the network is modeled as an undirected graph $G = (V, E)$, where the nodes in $V$ correspond to smartphones, and an edge $\{u, v\} \in E$ indicates the devices corresponding to $u$ and $v$ are close enough to enable a direct peer-to-peer radio link. Time proceeds in synchronous rounds. As in the original telephone model, in each round, each node can either attempt to initiate a connection (e.g., place a telephone call) with at most one of its neighbors, or wait to receive connection attempts. Unlike the original model, however, a waiting node can accept at most one incoming connection attempt. This difference is consequential, as many of the celebrated results of the original telephone model depend on the nodes’ ability to accept an unbounded number of incoming connections (see [14, 6] for more discussion).1 This restriction is motivated by the reality that standard smartphone peer-to-peer libraries limit the number of concurrent connections per device to a small constant (e.g., for Multipeer this limit is 8). Once connected, a pair of nodes can participate in a bounded amount of reliable communication (e.g., transfer a constant number of packets/rumors/tokens).

Finally, the mobile telephone model also allows each node to broadcast a small $O(\log n)$-bit advertisement to its neighbors at the start of each round before the connection decisions are made. Most existing smartphone peer-to-peer libraries implement this scan-and-connect architecture. Notice, the mobile telephone model is harder than the original telephone model due to its connection restrictions, but also easier due to the presence of advertisements. The results is that the two settings are formally incomparable: each requires its own strategies for solving key problems.

---

1 This behavior is particularly evident in studying PUSH-PULL rumor spreading in the telephone model in a star network topology. This simple strategy performs well in this network due to the ability of the points of the star to simultaneously pull the rumor from the center. In the mobile telephone model, by contrast, any rumor spreading strategy would be fundamentally slower due to the necessity of the center to connect to the points one by one.
In recent years, several standard one-shot peer-to-peer problems have been studied in the MTM, including rumor spreading [14], load balancing [7], leader election [24], and gossip [24, 25]. This paper is the first to study ongoing communication in this setting.

The Capacity Problem. Capacity problems are parameterized with a network topology $G = (V, E)$, and a flow set $F$ made up of pairs of the form $(s, R)$ (each of which is a flow), where $s \in V$ indicates a source (sometimes called a sender), and $R \subset V$ indicates a set of destinations (receivers). For each flow $(s, R) \in F$, source $s$ is tasked with routing an infinite sequence of packets to destinations in $R$. The throughput achieved by a given destination for a particular flow is the average number of packets it receives from that flow per round in the limit, and the overall throughput is the smallest throughput over all the destinations in all flows (see Section 2.2 for formal definitions). We study three different capacity problems, each defined by the different constraints they place on the flow set $F$.

Results: Pairwise Capacity. The pairwise capacity problem divides nodes into source and destination pairs in $F$, i.e., the given flows are between pairs of nodes rather than from a source to a general destination set. We begin with pairwise capacity as it was the primary focus of Gupta and Kumar’s seminal paper on the capacity of the protocol and physical wireless network models [19]. They argued that it provides a useful assessment of a network’s ability to handle concurrent communication.

We begin in Section 3.1 by tackling the following fundamental problem: given an arbitrary connected network topology graph $G = (V, E)$ and a flow set $F$ that divides the nodes in $V$ into sender and receiver pairs, is it possible to efficiently calculate a packet routing schedule that approximates the optimal achievable throughput? We answer this question in the affirmative by establishing a novel connection between pairwise capacity and the classical concurrent multi-commodity flow (MCF) problem. To do so, we first transform a given $G$ and $F$ into an instance of the MCF problem. We then apply an existing MCF approximation algorithm to generate a fractional flow that achieves a good approximation of the optimal flow in the network. Finally, we apply a novel rounding procedure to transform the fractional flow into a schedule. We prove that this resulting schedule provides a constant approximation of the optimal achievable throughput.

Inspired by Gupta and Kumar [19], in Section 3.2 we turn our attention to networks and flow pairings that are randomly generated using the process introduced in [19]. This process is parameterized with a network size $n \geq 2$ and communication radius $r > 0$. It randomly places the $n$ nodes in a unit square and adds an edge between any pair of nodes within distance $r$. The source and destination pairs are also randomly generated.

For every given size $n$, we identify a connectivity threshold value $r_c(n) = \Theta(\sqrt{\log n/n})$, such that for any radius $r \leq r_c(n)$, with constant probability the network generated by the above process for $n$ and $r$ includes a source with no path to its destination – trivializing the optimal achievable throughput to 0. We then prove that for every radius $r$ that is at least a sufficiently large constant factor larger than the threshold, there is a tight bound of $\Theta(r)$ on the optimal achievable throughput. These results fully characterize our algorithm from Section 3.1 in randomly generated networks.

Results: Broadcast Capacity. Broadcast capacity is another natural communication problem in which a single source node is provided an infinite sequence of packets to deliver to all other nodes in the network. Solutions to this problem would be useful, for example, in a scenario where a large file is being distributed in a peer-to-peer network of smartphone users.
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in a setting without infrastructure. In Section 4.1 we study the optimal achievable throughput for this problem in arbitrary connected graphs. To do so, we connect the scheduling of broadcast packets to existing results on graph toughness, a metric that captures a graph’s resilience to disconnection that was introduced by Chvátal [5] in the context of studying Hamiltonian paths.

In more detail, a graph $G$ has a $k$-tree if there exists a spanning tree of $G$ with maximum degree $k$. Let $d(G)$ be the smallest $k$ such that $G$ has a $k$-tree. This tree is also called a minimum degree spanning tree (MDST) of $G$. Building on a result of Win [29] that relates $k$-trees to toughness, we prove that for any given $G$ with $d(G) > 3$, there exists a subset $S$ of nodes such that removing $S$ from $G$ partitions the graph into at least $(d(G) - 2)|S|$ connected components.

As we formalize in Section 4.1, because each node in $S$ can connect to at most one component per round (due to the connection restrictions of the mobile telephone model), $\Omega(d(G))$ rounds are required to spread each packet to all components, implying that no schedule achieves throughput better than $O(1/d(G))$. In Section 4.2, we prove this bound tight by exhibiting a matching algorithm. The algorithm begins by constructing a $k$-tree $T$ with $k \in \Theta(d(G))$ using existing techniques; e.g., [11, 8]. It then edge colors $T$ and uses the colors as the foundation for a TDMA schedule of length $\Theta(k)$ that allows nodes to simulate the more powerful CONGEST model in which each node can connect with every neighbor in a round. In the CONGEST model, a basic pipelined broadcast provides constant throughput. When combined with the simulation cost the achieved throughput is an asymptotically optimal $\Omega(1/d(G))$.

It is straightforward for a centralized algorithm to calculate this schedule in polynomial time, but in some cases a pre-computation of this type might be impractical, or require too high of a setup cost. With this in mind, we also provide a distributed version of this algorithm that converges to $\Omega(1/(d(G) + \log n))$ throughput in $\tilde{O}(D(T)d(G) + \sqrt{n})$ rounds, where $D(T)$ is the diameter of the spanning tree and $\tilde{O}$ hides polylog($n$) factors. The algorithm further converges to an optimal $\Omega(1/d(G))$ throughput after no more than $O(n^2)$ total rounds – providing a trade-off between setup cost and eventual optimality.

Finally, in Section 4.3, we study the performance of our algorithm in networks generated randomly using the Gupta and Kumar process summarized above. We prove that for any communication radius sufficiently larger than the connectivity threshold, the network is likely to include an $O(1)$-tree, enabling our algorithms to converge to constant throughput. This result indicates that in evenly distributed network deployments the mobile telephone model is well-suited for high performance broadcast.

Results: All-to-All Capacity. All-to-all capacity generalizes broadcast capacity such that now every node is provided an infinite sequence of packets it must deliver to the entire network. Solutions to this problem would be useful, for example, in a local multiplayer gaming scenario in which each player needs to keep track of the evolving status of all other players connected in a peer-to-peer network.

Clearly, $n$ separate instances of our broadcast algorithm from Section 4.2, one for each of the $n$ nodes as the broadcast source, can be interleaved with a round robin schedule to produce $\Omega(1/(n \cdot d(G)))$ throughput. In Section 5, we draw on the same graph theory

---

2 In the mobile telephone model, all nodes can learn the entire network topology in $O(n^2)$ rounds and then run a centralized algorithm locally to determine their routing behavior. Though this setup cost is averaged out when calculating throughput in the limit, it might be desirable to minimize it in practice.
connections as before to prove that this result is tight for all-to-all capacity. We then provide a less heavy-handed distributed algorithm for achieving this throughput. Instead of interleaving \( n \) different broadcast instances, it executes distinct instances of all-to-all gossip, one for each packet number, using a flood-based strategy on a low degree spanning tree. Finally, we apply the random graph analysis from Section 4.3 to establish that for sufficiently large communication radius, with high probability, the randomly generated graph supports \( \Omega(1/n) \)-throughput, which is trivially optimal in the sense that a receiver can receive at most one new packet per round in our model.

**New Results on One-Shot Gossip.** As we detail in Section 5.1, our results on all-to-all capacity imply new lower and upper bounds on one-shot gossip in the mobile telephone model. From the lower bound perspective, they imply that gossiping in graph \( G \) in the mobile telephone model requires \( \Omega(n \cdot d(G)) \) rounds. From the upper bound perspective, when we carefully account for the costs of our routing algorithm applied to spreading only a single packet from each source, we solve the one-shot problem with high probability in the following number of rounds:

\[
O((D + \sqrt{n}) \text{polylog}(n) + n(d(G) + \log n)) = \tilde{O}(d(G) \cdot n),
\]

where \( D \) is the diameter of \( G \). This algorithm is asymptotically optimal in any graph with \( d(G) \in \Omega(\log n) \) and \( D \in O(n/\log^x n) \) (where \( x \) is the constant from the polylog in the MDST construction time), which describes a large family of graphs. For all other graphs the solution is at most a polylog factor slower than optimal. This is the first known gossip solution to be optimal, or within log factors of optimal, in all graphs, largely answering a challenge presented by [24].

**Motivation.** Smartphone operating systems include increasingly robust support for opportunistic device-to-device communication through standards such as Apple’s Multipeer Connectivity Framework [2], Bluetooth LE [18], and WiFi Direct [3]. Though the original motivation for these links was to support information transfer among a small number of nearby phones, researchers are beginning to explore their potential to enable large-scale peer-to-peer networks. Recent work, for example, uses smartphone peer-to-peer networking to provide disaster response [28, 26, 21], circumvent censorship [12], extend internet access [1, 13], support local multiplayer gaming [23] and improve classroom interaction [20].

It remains largely an open question whether or not it will be possible to build large-scale network systems on top of smartphone peer-to-peer links. As originally argued by Gupta and Kumar [19], bounds for capacity problems can help resolve such questions for a given network model by establishing the limit to their ability to handle ongoing and concurrent communication. The results in this paper, as well as the novel technical tools developed to prove them, can therefore help resolve this critical question concerning this important emerging network setting.

## 2 Preliminaries

Here we define our model, the problem we study, and some useful mathematical tools and definitions. Due to space constraints, this version of the paper omits most proofs. All technical details can be found in the full version.
2.1 Model

The mobile telephone model describes a smartphone peer-to-peer network topology as an undirected graph $G = (V, E)$. The nodes in $V$ correspond to the smartphone devices, and an edge $\{u, v\} \in E$ implies that the devices corresponding to $u$ and $v$ are within range to establish a direct peer-to-peer radio link. We use $n = |V|$ to indicate the network size.

Executions proceed in synchronous rounds labeled $1, 2, \ldots$, and we assume all nodes start during round 1. At the beginning of each round, each node $u \in V$ selects an advertisement of size at most $O(\log n)$ bits to broadcast to its neighbors $N(u)$ in $G$. After the advertisement broadcasts, each node $u$ can either send a connection invitation to at most one neighbor, or wait to receive invitations. A node receiving invitations can accept at most one, forming a reliable pairwise connection. It follows from these constraints that the set of connections in a given round forms a matching.

Once connected, a pair of nodes can perform a bounded amount of reliable communication. For the capacity problems studied in this paper, we assume that a pair of connected nodes can transfer at most one packet over the connection in a given round. We treat these packets as black boxes that can only be delivered in this manner (e.g., you cannot break a packet into pieces, or attempt to deliver it using advertisement bits).

We assume when running a distributed algorithm in this model that each computational process (also called a node) is provided a unique ID that can fit into its advertisement and an estimate of the network size. It is provided no other a priori information about the network topology, though any such node can easily learn its local neighborhood in a single round if all nodes advertise their ID.

2.2 Problem

In this paper we measure capacity as the achievable throughput for various combinations of packet flow and network types. We begin by providing a general definition of throughput that applies to all settings we study. This definition makes use of an object we call a flow set, which is a set $F = \{(s_i, R_i) : 1 \leq i \leq k\}$ (for some $k \geq 1$) where each $s_i \in V$ and $R_i \subseteq V$ (for node set $V$). For a given flow set $F$, each $(s_i, R_i) \in F$ describes a packet flow of type $i$; i.e., source $s_i$ is tasked with sending packets to all the destinations in set $R_i$. We refer to the packets from $s_i$ as $i$-packets.

A schedule for a given $G$ and $F$ describes a movement of packets through the flows defined by $F$. Formally, a schedule is an infinite sequence of directed matchings, $M_1, M_2, \ldots$ on $G$, such that the edges in each $M_t$ are labelled by packets, where we define a packet as a pair $(i, j)$ with $i \in [F]$ and $j \in \mathbb{N}$ (i.e., $(i, j)$ is the $j$'th packet of type $i$). We require that the packet labels for a schedule satisfy the property that if edge $(u, v)$ in $M_t$ is labelled with packet $p = (i, j)$, then there is a path in $\bigcup_{t \leq t} M_t$ from $s_i$ to $v$ where all edges on the path are labelled with $p$. (It is easy to see by induction that this corresponds precisely to the intuitive notion of packets moving through a mobile telephone network). We say that a packet $p$ is received by a node $u$ in round $r$ if there is an edge $(v, u) \in M_r$ which is labelled $p$. A packet $(i, j)$ is delivered by round $r$ if every $x \in R_i$ receives it in some round $t$ with $t \leq r$.

Given a schedule $S$ for a graph $G$ and flow set $F$, we can define the throughput achieved by the slowest rate, indicated in packets per round, at which any of the flows in $F$ are satisfied in the limit. Formally:
Definition 2.1. Fix a schedule $S$ defined with respect to network topology graph $G = (V, E)$ and flow set $F$. We say $S$ achieves throughput $t$ with respect to $G$ and $F$, if there exists a convergence round $r_0 \geq 1$, such that for every $r \geq r_0$ and every packet type $i$:

$$\left(\frac{\text{del}_i(r)}{r}\right) \geq t,$$

where $\text{del}_i(r)$ is the largest $j$ such that for every $l \leq j$, packet $(i,l)$ has been delivered by round $r$.

The above definition of throughput concerns performance in the limit, since $r_0$ can be arbitrarily large. In some cases, though, we might also be concerned with how quickly we achieve this limit. Our notion of convergence round allows us to quantify this, so we will provide bounds on the convergence round where relevant.

Many of the results in this paper concern algorithms that produce schedules. Our centralized algorithms take $G$ and $F$ as input and efficiently produce a compact description of an infinite schedule (i.e., an infinitely repeatable finite schedule). Our distributed algorithms assume a computational process running at each node in $G$, and for each $(s_i, R_i) \in F$, the source $s_i$ is provided an infinite sequence of packets to deliver to $R_i$. An execution of such a distributed algorithm might contain communication other than the flow packets provided as input; e.g., the algorithm might distributively (in the mobile telephone model) compute a routing structure to coordinate efficient packet communication. However, a unique schedule can be extracted from each such execution by considering only communication corresponding to the flow packets.

While our definition of throughput is for schedules and not algorithms, we will say that an algorithm achieves throughput $\alpha$ if it results in a schedule that achieves throughput $\alpha$.

In the sections that follow, we consider three different types of capacity: pairwise, broadcast, and all-to-all. Each capacity type can be formalized as a set of constraints on the allowable flow sets. For each capacity type we study achievable throughput with respect to both arbitrary and random network topology graphs. In the arbitrary case, the only constraints on the graph is that it is connected. For the random case, we must describe a process for randomly generating the graph. To do so, we use the approach introduced for this purpose by Gupta and Kumar [19]: randomly place nodes in a unit square, and then add an edge between all pairs within some fixed radius. Formally:

Definition 2.2. For a given real value radius $r$, $0 < r \leq 1$, and network size $n \geq 1$, the $GK(n,r)$ network generation process randomly generates a network topology $G = (V, E)$ as follows:

1. Let $V = \{u_1, u_2, \ldots, u_n\}$. Place each of the $n$ nodes in $V$ uniformly at random in a unit square in the Euclidean plane.
2. Let $E = \{(u_i, u_j) : d(u_i, u_j) \leq r\}$, where $d$ is the Euclidean distance metric.

We will use the notation $G \sim GK(n,r)$ to denote that $G$ is a random graph generated by the $GK(n,r)$ process. When studying a specific definition of capacity with respect to a network randomly generated with the $GK$ process, it is necessary to specify how the flow set is generated. Because these details differ for each of the three capacity definitions, we defer their discussion to their relevant sections.

2.3 Mathematical Preliminaries

We begin with some basic definitions. Fix some connected undirected graph $G = (V, E)$. We define $c(G)$ to be the number of components in $G$. In a slight abuse of notation, we define $G \setminus S$, for $S \subseteq V$, to be the graph defined when we remove from $G$ the nodes in $S$ and their
adjacent edges. For a fixed integer $k > 1$, we say $G$ has a $k$-tree if there exists a spanning tree in $G$ with maximum degree $k$. Finally, let $d(G)$ be the smallest $k$ such that $G$ has a $k$-tree. That is, $d(G)$ describes the maximum degree of the minimum degree spanning tree (MDST) in $G$.

Some of our results will use the following simple corollary of a theorem of Win [29]. The proof, which utilizes the notion of graph toughness [29], can be found in the full version.

**Theorem 2.3.** Fix an undirected graph $G = (V, E)$ and degree $k \geq 3$. If $d(G) > k$, then there exists a non-empty subset of nodes $S \subset V$ such that there are more than $c(G \setminus S) > (k - 2) \cdot |S|$.

## 3 Pairwise Capacity

In their seminal paper [19], Gupta and Kumar approached the question of network capacity by considering the maximum throughput achievable for a collection of disjoint pairwise flows, each consisting of a single source and destination. They studied achievable capacity in both arbitrary networks as well as random networks. In this section, we apply this approach to the mobile telephone model.

To do so, we formalize the pairwise capacity problem as the following constraint on the allowable flow sets (see Section 2.2): for every pair $(s_i, R_i) \in F$, it must be the case that $R_i = \{x\}$ (i.e., $|R_i| = 1$), and neither $s_i$ nor $x$ shows up in any other pair in $F$.

### 3.1 Arbitrary Networks

We begin by designing algorithms that (approximate) the maximum achievable throughput in an arbitrary network. For now we will not focus on the convergence time, since our definition of capacity applies in the limit, so we describe the following as a centralized algorithm (the time required for each node to gather the full graph topology and run this algorithm locally to generate an optimal routing schedule is smoothed out over time). But as usual when considering centralized algorithms, we will care about the running time.

Formally, we define the Pairwise Capacity problem to be the optimization problem where we are given a graph $G = (V, E)$ and a pairwise flow set $F$, and are asked to output a description of an (infinite) schedule which maximizes the throughput. Our algorithm will in particular output a finite schedule which is infinitely repeated. Our approach is to establish a strong connection between multi-commodity flow and optimal schedules, and then apply existing flow solutions as a step toward generating a near optimal solution for the current network. In other words, we give an approximation algorithm for Pairwise Capacity via a reduction to a multi-commodity flow problem.

**Theorem 3.1.** There is a (centralized) algorithm for Pairwise Capacity that achieves throughput which is a $(3/2 + \epsilon)$-approximation of the optimal throughput, for any $\epsilon > 0$. The convergence time is $n^{O(1)} \epsilon^{-2}$ and the running time is $n^{O(1)} \epsilon^{-1}$.

**Multi-Commodity Flow.** In the maximum concurrent multi-commodity flow (MCMF) problem, we are given a triple $(D, M, \text{cap})$, where $D = (V_D, E_D)$ is a digraph, $M$ is collection $M \subseteq V_D \times V_D$ of node-pairs (each representing a commodity), and $\text{cap} : E_D \rightarrow \mathbb{R}_{+}$ are flow capacities on the edges. Let $K = |M|$ be the number of commodities. The output is a collection $f = (f_1, f_2, \ldots, f_K)$ of flows satisfying conservation and capacity constraints. Namely, for each flow $f_i$ and for each vertex $v \in G$ where $v \notin \{s_i, t_i\}$, the flow into a node equals the flow going out: $\sum_{e=(u,v) \in E_D} f_i(e) = \sum_{e'=(v,w) \in E_D} f_i(e')$. Also, the flow
through each edge is upper bounded by its capacity: \( f(e) = \sum_{i=1}^{K} f_i(e) \leq \text{cap}(e) \). Let \( v(f_i) = \sum_{w,v \in (u,v) \in E_D} f_i(e) \) be the value of flow \( i \), or the total flow of commodity \( i \) leaving its source. The value of the total flow \( f \) is \( v(f) = \min_{i=1}^{K} v(f_i) \), and our goal is to maximize \( v(f) \). We refer to \( f \) as an MCMF flow and the constituent commodity flows as subflows.

The MCMF problem can be solved in polynomial-time by linear programming. There are also combinatorial approximation schemes known, and our version of the problem can be approximated within a \((1 + \epsilon)\)-factor in time \( \tilde{O}(m + K)n/\epsilon^2 \) [22].

We first show how to round an MCMF flow to use less precision while limiting the loss of value. We say that an MCMF flow is \( \phi \)-rounded if the flow of each commodity on each edge is an integer multiple of \( 1/\phi \): \( |f_i(e) \cdot \phi| = f_i(e) \cdot \phi \), for all \( i \), and all edges \( e \). We show how to produce a rounded flow of nearly the same value.

\[ \textbf{Lemma 3.2.} \] Let \( f \) be a MCMF flow and \( \phi \) be a number. There is a rounding of \( f \) to a \( \phi \)-rounded flow \( f' \) with value at least \( v(f') \geq v(f)(1 - Km/\phi) \), and it can be generated in polynomial time.

\[ \textbf{Proof.} \] We focus on each subflow \( f_i \). By standard techniques, each subflow \( f_i \) can be decomposed into a collection of paths \( P_1, \ldots, P_s \) and values \( \alpha_1, \ldots, \alpha_s \), with \( s \leq m = |E| \), such that \( f_i(e) = \sum_{j} P_{j,e} \alpha_j \) for each edge \( e \). Let \( \alpha'_j = \lfloor \alpha_j / \phi \rfloor \), for each \( j \), and observe that \( \alpha_j' \geq \alpha_j - 1/\phi \). We form the \( \phi \)-rounded flow \( f' \) by \( f'_i(e) = \sum_{j} P_{j,e} \alpha'_j \), for each edge \( e \). It is easily verified that conservation and capacity constraints are satisfied. By the bound on \( \alpha' \), it follows that the value of the rounded flow is bounded from below by \( v(f'_i) \geq v(f_i) - s/\phi \geq v(f_i) - m/\phi \). The value of each flow is trivially bounded from below by \( v(f_i) \geq 1/K \) (which is achieved by sending \( 1/K \) of each commodity flow along a single path). Thus, \( v(f'_i) \geq (1 - Km/\phi)v(f_i) \).

We now turn to the reduction of Pairwise Capacity to MCMF. Given \( G = (V, E) \) and \( F \), along with a parameter \( \tau \), we form the flow network \( \mathcal{D}_\tau = (D, M, \text{cap}_\tau) \) as follows. The undirected graph \( G = (V, E) \) is turned into a digraph \( D = (V_D, E_D) \) with two copies \( v^\text{in}, v^\text{out} \) of each vertex: \( V_D = \{v^\text{in}, v^\text{out} : v \in V\} \) and edges \( E_D = \{(u^\text{out}, v^\text{in}) : uv \in E\} \cup \{(v^\text{in}, v^\text{out}) : v \in V\} \). The source/destination pairs carry over: \( M = \{(s^\text{in}, t^\text{out}) : (s, t) \in F\} \). Finally, capacities of edges in \( E_D \) are \( \text{cap}_\tau(v^\text{in}, v^\text{out}) = \infty \) and \( \text{cap}_\tau(v^\text{in}, v^\text{out}) = 1 + t_v \cdot \tau/2 \), where \( t_v \) is the number of source/destination pairs in \( F \) in which \( v \) occurs. Observe that there is a one-to-one correspondence between simple paths in \( G \) and in \( D \) (modulo the in/out version of the start/end node).

\[ \textbf{Lemma 3.3.} \] The throughput of any schedule on \((G, F)\) is at most \( \tau^* / 2 \), where \( \tau^* \) is the largest value such that \( \mathcal{D}_{\tau^*} \) has MCMF flow of value \( \tau^* \).

\[ \textbf{Proof.} \] Let \( \mathcal{A} \) be a mobile telephone schedule and let \( T \) be its throughput. We want to show that \( \mathcal{D}_{2T} \) has MCMF flow of value \( 2T \); this is sufficient to imply the lemma. We assume that packets flow along simple paths, and we achieve that by eliminating loops from paths, if necessary. By the throughput definition, there is a round \( r_0 = r^\mathcal{A,T} \) such that for every round \( r \geq r_0 \) and every source/destination pair \( i \), the number of \( i \)-packets delivered by round \( r \) is at least \( T \cdot r \). Let \( X_i \) be the first \( Tr_0 \) \( i \)-packets delivered (necessarily by round \( r_0 \)), for each type \( i \), and let \( X = \cup_i X_i \). For each edge \( e = uv \) and pair \( i \), let \( q_i(u, v) \) be the number of packets in \( X_i \) that passed through \( e \), from \( u \) to \( v \). Also, for a vertex \( v \), let \( a_i(v) \) denote the number of \( i \)-packets originating at \( v \), i.e., \( a_i(v) = Tr_0 \) if \( v \) is \( s_i \) and \( a_i(v) = 0 \) otherwise. Similarly, let \( b_i(v) \) be the number of \( i \)-packets with \( v \) as its destination. Finally, let \( q_i(v) \) be the number of packets in \( X_i \) that flow through \( v \), but did not originate or terminate at \( v \), and observe that \( q_i(v) = \sum_{u,v \in E} q_i(v, w) - a_i(v) = \sum_{u,v \in E} q_i(u, v) - b_i(v) \).
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Define the collection \( f = (f_1, f_2, \ldots, f_K) \) of functions where for each \( i \), \( f_i(u_{out}, v_{in}) = 2q_i(u, v)/r_0 \), for each edge \( e = uv \in E \), and \( f_i(v_{in}, v_{out}) = 2(q_i(v) + a_i(v) + b_i(v))/r_0 \), for each vertex in \( V \). Observe that the flow \( f_i(u_{out}, v_{in}) \) corresponds to twice the number of \( i \)-packets going from \( u \) to \( v \) (scaled by factor \( 1/r_0 \)). The flow \( f_i(v_{in}, v_{out}) \) from \( v_{in} \) to \( v_{out} \) corresponds to the number of packets in \( X_i \), coming into \( v \) plus the number of those going out of \( v \) (scaled by factor \( 1/r_0 \)), counting those that go through \( v \) twice, but those originating or terminating at \( v \) only once. We claim that \( f \) is a valid MCMF flow in \( D_{2T} \) of value \( 2T \), which implies the lemma. Let \( f_i^{out}(v) = 2a_i(v)/r_0 \) \( (f_i^{in}(v) = 2b_i(v)/r_0) \) be the amount of type-\( i \) flow originating (terminating) at \( v \), respectively.

First, to verify flow conservation at nodes, consider a type \( i \), and observe first that all packets in \( X \) start at the source \( s_i \) and end at the destination \( t_i \).

\[
\begin{align*}
  f_i(v_{in}, v_{out}) &= \frac{2(q_i(v) + a_i(v) + b_i(v))}{r_0} = \frac{2a_i(v)}{r_0} + \sum_{u, u_e \in E} \frac{2q_i(u, v)}{r_0} \\
  &= f_i^{in}(v) + \sum_{u, (u_{out}, v_{in}) \in ED} f_i(u_{out}, v_{in}).
\end{align*}
\]

That is, the flow from each node \( v_{in} \) equals the flow coming in plus the flow generated at the node (noting also that no flow terminates at the node). Similarly, the flow into \( v_{out} \) equals the flow terminating at the node plus the node going out:

\[
\begin{align*}
  f_i(v_{in}, v_{out}) &= \frac{2(q_i(v) + a_i(v) + b_i(v))}{r_0} = \frac{2b_i(v)}{r_0} + \sum_{w, w_{out} \in E} \frac{2q_i(v, w)}{r_0} \\
  &= f_i^{out}(v) + \sum_{w, (v_{out}, w_{in}) \in ED} f_i(v_{out}, w_{in}).
\end{align*}
\]

Second, to verify capacity constraints, observe that if \( q(v) = \sum_i q_i(v) \) is the number of packets that flow through node \( v \), then

\[
2q(v) + \sum_i (a_i(v) + b_i(v)) \leq r_0,
\]

since \( v \) needs to handle flowing-through packets in two separate rounds and it can only process a single packet in a round. Thus, the flow through \( (v_{in}, v_{out}) \) is bounded by

\[
f(v_{in}, v_{out}) = \frac{2}{r_0} (q(v) + \sum_i (a_i(v) + b_i(v))) = \frac{1}{r_0} (2q(v) + \sum_i (a_i(v) + b_i(v))) + t_v T \leq 1 + t_v T,
\]

satisfying the capacity constraints.

Finally, it follows directly from the definition of \( f_i^{in} \) (or \( f_i^{out} \)) that the flow value is \( 2T \). ◀

To prove Theorem 3.1 we need to introduce edge multicoloring.

**Definition 3.4.** Given a graph \( G = (V, E) \) and a color requirement \( r(e) \in \mathbb{N} \) for each edge \( e \in E \). An edge multicoloring of \((G, r)\) is a function \( \pi : E \rightarrow 2^N \) that satisfies the following:

1. If \( e_1, e_2 \in E \) are adjacent then \( \pi(e_1) \cap \pi(e_2) = \emptyset \), and
2. \( |\pi(e)| \geq r(e) \), for each edge \( e \in E \).

The number of colors used is \( |\bigcup_{e \in V} \pi(e)| \), the size of the support for \( \pi \).

We shall use the follow result on edge multicolorings.

**Theorem 3.5 (Shannon [27]).** Given a graph \( G = (V, E) \) and a color requirement \( r(e) \in \mathbb{N} \) for each edge \( e \in E \), there is a polynomial-time algorithm that edge multicolors \( (G, r) \) using at most \( 3\Delta_r(v)/2 \) colors, where \( \Delta_r(v) = \sum_{e \ni v} r(e) \).
We can now prove Theorem 3.1.

**Proof of Theorem 3.1.** Let \((G, F)\) be a given Pairwise Capacity instance and let \(\epsilon > 0\). We perform binary search to find a value \(\tau\) such that: a) An \(1 + \epsilon/4\)-approximate MCMF algorithm produces flow \(f\) of value at least \(\tau(1 - \epsilon/4)\) on \(D_\tau\), and b) The same does not hold for \(\tau(1 + \epsilon/4)\). The resulting flow \(f = (f_1, \ldots, f_K)\) is then of value at least \(\tau^*(1 - \epsilon/4)/\tau^*(1 + \epsilon/4) \geq \tau^*(1 - \epsilon/4)^2 \geq \tau^*(1 - 2\epsilon/4)\). Recall that \(K\) is the number of commodities, and so \(K = |F|\).

Let \(N = 4\epsilon^{-1}Km\). We apply Lemma 3.2 to create from \(f\) an \(N\)-rounded flow \(f' = (f'_1, \ldots, f'_K)\). By Lemma 3.2, this decreases the flow value by a factor of at most \(1 - \epsilon/4\). Thus, the total \(\epsilon/4\)-fraction of packets that remain in the system in the end is at most a \(\epsilon/4\)-fraction of the delivered packets. Averaged over the \(N\) rounds after it is transmitted from its source, since each path used is simple. Thus, the total number of type-\(i\) packets that remain in the system in the end is at most a \(\epsilon/4\)-fraction of the delivered packets. Averaged over the \(r\) rounds gives throughput of

\[
\frac{N \cdot v(f'_i)}{3N} \cdot (1 - \epsilon/4) = \frac{1}{3}v(f'_i) \cdot (1 - \epsilon/4).
\]

Hence, the throughput achieved is at least

\[
T \geq \frac{1}{3}v(f')(1 - \epsilon/4) \geq \frac{1}{3}v(f)(1 - \epsilon/4) \geq \frac{1}{3}\tau^*(1 - \epsilon).
\]

By Lemma 3.3, the throughput is then \(3/2 + \epsilon\)-approximation of optimal.

The computation performed is dominated by the application of Shannon’s algorithm, which runs in time \(O((\Delta_r + n)\bar{m})\), where \(\bar{m}\) is the number of multiedges and \(\Delta_r \leq 2N\) is the maximum weighted degree. Here, \(\bar{m} = \sum q(e) = N \sum e \sum f_i(e) \leq N \cdot m\). Hence, the number of computational steps is at most \(O(mN^2) = O(m^3K^2\epsilon^{-2})\). The convergence time is \(r_0 = \frac{4n}{\epsilon} (3N) = O(nmK\epsilon^{-2})\).

We note that the factor \(3/2\) cannot be avoided in this reduction. Consider the graph \(G\) on six vertices \(V = \{s_i, t_i : i = 0, 1, 2\}\) and edges \(\{s_it_i, t_i, t_{i'} : i = 0, 1, 2, i' = i + 1 \mod 3\}\). The optimal throughput is \(1/3\), with respect to \(F = \{(s_i, t_i) : i = 0, 1, 2\}\). This corresponds to the directed graph \(D\) on nine nodes: \(\{s_i, t_i^1, t_i^2, t_i^0 : i = 0, 1, 2\}\) and edges \(\{(s_i, t_i^1), (t_i^1, t_i^0), (t_i^0, t_i^2) : i = 0, 1, 2, i' = i + 1 \mod 3\}\), and three subflows: \(M = \{(s_i, t_i^0) : i = 0, 1, 2\}\). Then, \(D_1 = (D, M, cap_1)\), where \(cap_1(t_i^0, t_i^0) = 2\), has flow of value 1.

### 3.2 Random Networks

We now consider achievable throughput for the pairwise capacity problem in networks randomly generated with the GK process defined in Section 2.2. Following the lead of the original Gupta and Kumar capacity paper [19], we assume the flow sets are also randomly
generated with uniform randomness and contain all the nodes (i.e., every node shows up as a source or destination). A minor technical consequence of this definition is that it requires us to constrain our attention to even network sizes.

We begin in Section 3.2.1 by identifying a threshold value for the radius \( r \) below which the randomly generated network is likely to be disconnected, trivializing the achievable throughput to 0. In Sections 3.2.2 and 3.2.3, we then prove that for any radius value \( r \) that is at least a sufficiently large constant factor greater than the threshold, with high probability in \( n \), the optimal achievable throughput is in \( \Theta(r) \).

### 3.2.1 Connectivity Threshold

When analyzing networks and flows generated by the \( GK(n, r) \) network generation process, we must consider the radius parameter \( r \). If \( r \) is too small, then we expect a network in which some sources are disconnected from their corresponding destinations, making the best achievable throughput trivially 0. Here we study a connectivity threshold value \( r_c(n) = \sqrt{\frac{\alpha \log n}{n}} \), defined with respect to a network size \( n \) and a constant fraction \( \alpha \). We prove that for any \( r \leq r_c(n) \), with probability at least 1/2, given a network generated by \( G(n, k) \) and a random pairwise flow set \( F \), there exists at least one pair in \( F \) that is disconnected.

► **Theorem 3.6.** There is some constant \( \alpha > 0 \) so that for every sufficiently large even network size \( n \) and radius \( r \leq r_c(n) = \sqrt{\frac{\alpha \log n}{n}} \), if \( G \sim GK(n, r) \) and \( F \) is a random pairwise flow set, then with probability at least 1/2 there exists \( (s, \{x\}) \in F \) such that \( s \) is disconnected from \( x \) in \( G \).

At a high level, to prove this theorem we divide the unit square into a grid consisting of boxes of side length \( r \), and then group these boxes into regions made up of \( 3 \times 3 \) collections of boxes. If a given region has a node \( u \) in the center box, and all its other boxes are empty, then \( u \) is disconnected from any node not in its own box. Our proof calculates that for a sufficiently small constant fraction \( \alpha \) used in the definition of the connectivity threshold, with probability at least 1/2, there will be a node \( u \) such that \( u \) is isolated as described above, and \( u \) is part of a source/destination pair with another node \( v \) located in a different box.

Given this setup, the main technical complexity in the proof is carefully navigating the various probabilistic dependencies. One place where this occurs is in proving the likelihood of empty regions. For sufficiently small \( \alpha \) values, the expected number of non-empty regions is non-zero, but we cannot directly concentrate on this expectation due to the dependencies between emptiness events. These dependencies, however, are dispatched by leveraging the negative association between the indicator variables describing a region’s emptiness (e.g., if region \( i \) is not empty, this increases the chance that region \( j \neq i \) is empty).

### 3.2.2 Bound on Achievable Throughput

In the previous section, we identified a radius threshold \( r_c(n) \) below which a randomly generated network is likely to disconnect a source and destination, reducing the achievable throughput to a trivial 0. Here we study the properties of the networks generated with radius values on the other side of this threshold. In particular, we show that for any radius \( r \geq r_c(n) \), with high probability, the randomly generated network and flow set will allow an optimal throughput bounded by \( O(r) \). The intuition for this argument is that if nodes are evenly distributed in the unit square, a constant fraction of senders will have to deliver packets from one half of the square to the other, necessarily requiring many packets to flow through a small column in the center of the square, bounding the achievable throughput.
Theorem 3.7. For every sufficiently large even network size $n$ and radius $r \geq r_c(n)$, given a network $G \sim GK(n, r)$ and a random pairwise flow set $F$, the throughput of every schedule (w.r.t. $G$ and $F$) is $O(r)$ with high probability.

3.2.3 Tightness of the Throughput Bound

In Section 3.2.2, we proved an upper bound of $O(r)$ on the achievable throughput in a network generated by $GK(n, r)$, for $r \geq r_c(n)$, and random pairwise flows. Here we show this result is tight by showing how to produce a schedule that achieves throughput in $\Omega(r)$ with respect to a random $G$ and $F$. Formally:

Theorem 3.8. There exists a constant $\beta > 1$ such that, for any sufficiently large network size $n \geq 2$ and radius $r \geq \beta r_c(n)$, if $G \sim GK(n, r)$ and $F$ is a random pairwise flow set, then with high probability in $n$ there exists a schedule that achieves throughput in $\Omega(r)$ with respect to $G$ and $F$.

At a high level, our argument divides the unit square into box of side length $\approx r$. We prove that with high probability, both nodes and pairwise demands are evenly distributed among the boxes. This allows a schedule that efficiently moves many packets in parallel up and down columns to the row of their destination, and then moves these packets left and right along the rows to reach their destination. The time required for a given packet to make it to its destination is bounded by the column and row length of $\approx 1/r$, yielding an average throughput in $\Theta(r)$. The core technical complexity of this argument is the careful manner in which packets are moved onto and off a set of parallel paths while avoiding more than a small amount of congestion at any point in their routing.

4 Broadcast Capacity

The broadcast capacity problem assumes a designated source node has an infinite sequence of packets to spread to the entire network, implementing a one-to-all packet stream. Formally, this version of the capacity problem constrains the flow set to only contain a single pair of the form $\{s, V \setminus \{s\}\}$, for some source $s \in V$. As we will show, the achievable throughput for this problem in a given network graph $G$ is strongly related to $d(G)$, the maximum degree of the minimum degree spanning tree (MDST) for $G$ (see Section 2.3).

4.1 A Bound on Achievable Throughput for Arbitrary Networks

We establish that the maximum degree of an MDST in $G$ – that is, $d(G)$ – bounds the achievable throughput, with larger values of $d(G)$ leading to lower throughput. The bound is primarily graph theoretic: arguing a fundamental limit on the rate at which packets can spread through a given topology.

Theorem 4.1. Fix a connected network graph $G = (V, E)$ and broadcast flow set $F$ with source $s$. Then every schedule achieves throughput at most $O(1/d(G))$.

Proof. Fix some $G = (V, E)$, $s \in V$, and $A$, as specified by the theorem statement. If $d(G) \leq 4$ then the theorem is trivially true as all throughput values are in $O(1)$. Assume therefore that $d(G) > 4$. This allows us to apply Theorem 2.3 for $k = d(G) - 1$, which establishes that there exists a non-empty subset $S \subset V$ such that $c(G \setminus S) > q \cdot |S|$, for $q = k - 2 = d(G) - 3 > 1$ (where, as defined in Section 2.3, $c(G \setminus S)$ is the number of connected components after removing nodes in $S$ from graph $G$).
Let $C$ be the set of components in $G \setminus S$ that do not include the source $s$. Fix a packet $t$ spread by $s$. We say $t$ arrives at $C_i \in C$ in round $r \geq 1$, if this is the first round in which a node in $C_i$ receives packet $t$. In this case, $t$ must have been previously received by some bridge node in $S$ that is adjacent to $C_i$. This holds because if $t$ can make it from $s$’s component to $C_i$ without passing through a node in $S$, then removing $S$ would not disconnect $C_i$.

Fix any packet count $i \geq 1$. Each packet requires $|C| = c(G \setminus S) − 1 \geq q|S|$ arrival events before it completes spreading. As we established above, each arrival event requires a given node in $S$ to receive the given packet. Because each node in $S$ can receive at most one packet per round, there are at most $|S|$ arrival events per round in the network.

Putting together these pieces, let $T_i$ be the number of rounds required to spread $i$ packets.

We can lower bound this value as:

$$T_i \geq \frac{i \cdot |C|}{|S|} = \frac{i(q|S|)}{|S|} = iq .$$

It follows that for every schedule, and every $i$, at least $T_i$ rounds are required to spread $i$ packets — yielding a throughput upper bounded by $\frac{1}{T_i} \leq \frac{1}{iq} = 1/q = 1/(d(G) − 3)$, which yields the theorem.

### 4.2 An Optimal Routing Algorithm for Arbitrary Networks

Here we describe a routing algorithm that achieves broadcast capacity throughput in $\Omega(1/d(G))$, when executed in a connected graph $G$. The high-level idea is to first construct an MDST $T$ in the graph $G$. We then edge color $T$ using $O(d(G))$ colors, and use this coloring to simulate the standard CONGEST model, parameterized so that a constant number of packets can fit within its bandwidth limit. We analyze a straightforward pipelining flooding algorithm for the CONGEST model that converges to constant throughput. When combined with our simulator, which requires $O(d(G))$ real rounds to simulate each CONGEST round, the result is a solution that achieves an average latency of $O(d(G))$ rounds per packet, providing the claimed $\Omega(1/d(G))$ throughput.

As in the pairwise setting, we can do this in a centralized fashion at the cost of a large convergence time (in particular, it takes up to $O(n^2)$ rounds to gather the graph topology locally before we can run a centralized algorithm). In order to decrease the convergence time, we describe in the full version a distributed version of this strategy that still converges to an optimal $\Omega(1/d(G))$ throughput in $O(n^2)$ rounds, but guarantees to converge to at least $\Omega\left(\frac{1}{\Delta(G) + \log n}\right)$ throughput in $\tilde{O}(D(T) \cdot d(G) + \sqrt{n})$ rounds, where $D(T) \leq n$ is the diameter of a spanning tree $T$ built by the algorithm and $\tilde{O}(\cdot)$ suppresses polylog($n$) factors.

Formally, we prove the following theorem:

> **Theorem 4.2.** There exists a (distributed) algorithm which, when executed in a connected network topology $G = (V, E)$ of size $n = |V|$, with a broadcast capacity flow set with source $s \in V$, achieves throughput in $\Omega(1/d(G) + \log n)$ with convergence round $\tilde{O}(n \cdot d(G))$ and achieves throughput in $\Omega(1/d(G))$ with convergence round $O(n^2)$.

### 4.3 Random Networks

The preceding broadcast capacity results hold for any connected network graph. Here we study the problem in networks randomly generated by the $GK$ process with a communication radius sufficiently larger than the threshold $r_c(n)$. 

Leveraging techniques from Section 3.2.3, we prove that such random networks are likely to contain a constant degree MDST, which, as established in Theorem 4.2, support constant throughput.

**Theorem 4.3.** There exists a (distributed) algorithm, such that for any sufficiently large network size \( n > 1 \) and constant \( \beta \geq 1 \), and radius \( r \geq \beta r_c(n) \), if \( G \sim \mathcal{G}_K(n, r) \) then with high probability the algorithm achieves constant throughput (for any \( s \)).

## 5 All-to-All Capacity

We now consider the all-to-all capacity problem, which assumes all nodes begin with an infinite sequence of packets to spread to all other nodes. Formally, this variation of the capacity problem considers only the following canonical flow set: 

\[
F_{all} = \{(s, V \setminus \{s\}) : s \in V\}.
\]

In Section 4, we described and analyzed an algorithm that achieved a throughput in \( \Omega(1/d(G)) \) for delivering packets from a single source to the whole network. To solve all-to-all capacity, we could run \( n \) instances of this algorithm: one for each source, rotating through the different instances in a round robin fashion. This approach provides a baseline throughput result of \( \Omega(1/(n \cdot d(G))) \). The key questions are whether or not this bound is tight, and whether there are simpler or more natural strategies than deploying round robin interleaving of single-source broadcast.

In the full version, we answer both questions in the affirmative by generalizing our argument from Theorem 4.1 to prove that no schedule achieves better than \( O\left(\frac{1}{d(G) \cdot n}\right) \) throughput, and then exhibiting a matching distributed algorithm \( SG \) that uses a more natural strategy than round robin broadcast. Formally:

**Theorem 5.1.** When executed in a connected network topology \( G = (V, E) \) of size \( n = |V| \), with high probability in \( n \): the \( SG \) algorithm achieves throughput in \( \Omega\left(\frac{1}{d(G) \cdot n}\right) \) with respect to \( G \) and \( F_{all} \). Furthermore, every schedule achieves throughput at most \( O\left(\frac{1}{n \cdot d(G)}\right) \) with respect to \( G \) and \( F_{all} \).

Finally, notice that a direct corollary of our argument from Section 4.3, which establishes that a random graph contains a constant degree MDST (for sufficiently large radius) with high probability, is that with this same probability \( SG \) achieves \( \Omega(1/n) \) throughput (which is best possible for all-to-all capacity).

### 5.1 Implications for One-Shot Gossip

Existing results for one-shot gossip in the mobile telephone model are expressed with respect to the vertex expansion (denoted \( \alpha \)) of the graph topology [25, 24]. The best known results requires \( O((n/\alpha)\text{polylog}(n)) \) rounds, which is not tight in all graphs as vertex expansion does not necessarily characterize optimal gossip.\(^3\) A key open question from [24] is whether it is possible to produce a gossip algorithm that is optimal (or within log factors of optimal) in all network topology graphs. The techniques used in the above capacity bounds help us prove the following, which largely resolves this open question:

\(^3\) Consider, for example, a path of length \( n \), which has \( \alpha = 2/n \). It is possible to pipeline \( n \) messages through this network in \( \Theta(n) \) rounds, which is much faster than \( \tilde{O}(n/\alpha) = \tilde{O}(n^2) \).
Theorem 5.2. Fix a connected network topology $G = (V, E)$ with diameter $D$, size $n = |V|$, and MST degree $d(G)$. Every solution to the one-shot gossip in $G$ requires $\Omega(d(G) \cdot n)$ rounds. There exists an algorithm that solves the problem in $O((D + \sqrt{n}) \text{polylog}(n) + n(d(G) + \log n)) = \tilde{O}(d(G) \cdot n)$ rounds, with high probability in $n$.
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1 Introduction

In the subgraph-freeness problem, a network must decide whether its communication graph contains a copy of some fixed subgraph $H$ or not. If the network is $H$-free, then all nodes should accept, but if the graph contains a copy of $H$, then at least one node should reject. The subgraph-freeness problem has received significant attention in the sequential world, and recently also in the distributed community. Other than being a fundamental graph problem, it has many application in other scientific fields such as biology and social sciences (e.g [27, 28, 25]).

From the theoretical perspective, distributed subgraph freeness is especially interesting because it is an extremely local problem: to solve $H$-freeness for a graph $H$ of size $k$, each node only needs to examine its own $k$-hop neighborhood. However, it is known that in bandwidth-constrained networks (the CONGEST model), subgraph freeness cannot always be solved efficiently [11, 10, 23, 19, 21, 14]. In fact, it is not even known which classes of subgraphs $H$ admit a sublinear-round distributed algorithm for $H$-freeness: some simple subgraphs, like odd-length cycles, are known to require linear time [11], and some subgraphs even require nearly-quadratic time [14]. In contrast, for triangles [5] and for even-length cycles [14], sublinear-time algorithms are known.

We seek to improve our understanding of sublinear-time algorithms for two classes of subgraphs: cliques and even-length cycles. We also show that any constant-sized subgraph can be detected in sub-quadratic time.

Small cliques. We show for the first time that 4-cliques and 5-cliques can be detected in sublinear time; previously, no non-trivial algorithm for $K_4$-freeness or listing was known, and the same is true for $K_5$ (the trivial solution is simply to have each node send its entire neighborhood to all its neighbors, which requires $\Theta(n)$ rounds). In fact, our algorithm is even able to list all copies of $K_4, K_5$:

\[ \textbf{Theorem 1.} \] The problem of enumerating all 4-cliques in the graph can be solved in $\tilde{O}(n^{5/6+o(1)})$ rounds in CONGEST, and all 5-cliques can be enumerated in $\tilde{O}(n^{21/22+o(1)})$ rounds.

Our algorithm builds on a recent approach of [5], which decomposes the graph into well-connected clusters and a sparse set of edges, and uses this to give an elegant algorithm that enumerates all triangles. A triangle that has two or three edges in the sparse part of the graph can be found using the sparsity of this edge set, while a triangle that has two edges in a well-connected cluster can be found by the cluster nodes. Unlike triangles, however, a 4-clique could be “split” between two clusters, with one edge in one cluster, another edge in another cluster, and the remaining edges crossing between the two clusters in the sparse part of the graph. With a 5-clique the situation becomes even more complex. Thus, listing all 4-cliques and 5-cliques requires significant effort and new ideas beyond [5].

Even-length cycles. Turning our attention to even-length cycles, $C_{2k}$ for constant $k$, we give an improved sublinear-time algorithm for $C_{2k}$-freeness (it is known that odd-length cycles require linear time [11]). Our improved algorithm exploits a new connection to extremal combinatorics: we show that the Zarankiewicz number of the cycle $C_{2k}$, which is the maximum number of edges in a bipartite graph that does not contain $C_{2k}$, plays a role in testing $C_{2k}$-freeness, even for non-bipartite graphs. This allows us to modify the algorithm from [14] and improve its running time:
Theorem 2. \(C_{2k}\)-freeness can be solved in at most \(\tilde{O}(n^{1-2/(k^2-k^2+2)})\) rounds for odd \(k \geq 3\), and at most \(\tilde{O}(n^{1-2/(k^2-2k+4)})\) rounds for even \(k \geq 4\).

For example, for 6-cycles we improve the running time from \(\tilde{O}(n^{5/6})\) (in [14]) to \(\tilde{O}(n^{3/4})\) rounds.

We remark that while our \(K_4\) and \(K_5\) algorithms list all copies of \(K_4, K_5\) in the graph, our algorithm for even-length cycles is only able to check if the graph contains a copy of \(C_4\).

In general, cliques seem like a more “local” type of subgraph than cycles: the presence of a clique implies that all its nodes can communicate with each other, which is obviously not true for cycles. We formalize this intuition by showing that short cycles really are different from small cliques – it is not possible to enumerate all of them in sublinear time:

Theorem 3. Enumerating all \(C_4\) in the graph requires \(\Theta(n)\) rounds.

Obstacles on proving lower bounds for even-length cycles. For any \(k \geq 2\), the lower bound for \(C_{2k}\)-freeness has been “stuck” at \(\Omega(\sqrt{n})\) for a long time [11, 21]. We give two reasons for why improving this lower bound might be hard.

First, using the same connection to Zarankiewicz numbers, we show that reductions to two-party communication complexity, of the type used to prove all known lower bounds on \(H\)-freeness for any subgraph \(H\) [11, 14, 21, 8], cannot be used to give a lower bound better than \(\tilde{O}(\sqrt{n})\) on \(C_{6}\)-freeness. Following [8], which showed a similar result for cliques, we show:

Theorem 4. Let \((V_A, V_B)\) be a partition of the vertices \(V\) of the graph between two players, and assume that each player initially knows the edges adjacent to any node on its side of the graph \((V_A\) or \(V_B\), respectively). If the cut \((V_A, V_B)\) contains \(s\) edges, then there is a two-party protocol that communicates \(\tilde{O}(\sqrt{n} \cdot s)\) bits and solves \(C_{6}\)-freeness.

Our protocol uses different ideas from the two-party protocol of [8]; to bound the number of edges the players need to send each other, we rely on results from extremal combinatorics.

Next, we show that lower bounds on \(C_{2k}\) are related to circuit lower bounds, in the following sense:

Theorem 5 (Informal). There exists an absolute constant \(c < 1\) such that for any \(k \geq 3\), proving a lower bound of \(\Omega(n^{1-c})\) on \(C_{2k}\)-hardness would imply new lower bounds on high-depth circuits with constant fan-in and fan-out.

We show this by extending a connection shown in [11] between lower bounds for the Congested Clique and circuit complexity to high-conductance components.

General subgraphs. It was shown in [14] that some subgraphs are very hard to detect: for any \(k \geq 4\), there exists a graph on \(k\) vertices that requires \(\Omega(n^{2-\Theta(1/k)})\) rounds to detect. It was left open whether this bound is tight, or whether the loss of \(1/k\) in the exponent is an artifact of the proof: the lower bound of [14] is shown by a reduction from two-party communication complexity, where the graph is partitioned into two parts, with a cut of size \(\Theta(n^{1/k})\) between them. This causes the lower bound to “lose” a factor of \(n^{1/k}\).
We show that, surprisingly, the factor $n^{1/k}$ is not just an artifact of the proof:

**Theorem 6.** For any constant $k$ and subgraph $H$ of size $k$, the $H$-freeness problem can be solved in $O(n^{(2-2/(3k+1)+o(1))})$ rounds in CONGEST.

Thus, subgraph-freeness is not “maximally hard” in CONGEST: it does not require truly quadratic time.

### 1.1 Related Work

The problems of subgraph-freeness and listing have been extensively studied in both the centralized and the distributed settings; for lack of space, we mention here the most directly related results. In [5, 6] randomized algorithms based on expander decompositions for listing all triangles were shown, culminating in an $\tilde{O}(n^{1/3})$ round algorithm in the CONGEST model. This improved the previous algorithm of [20]. The algorithms of [5, 6] finds a conductance decomposition of the graph, and then uses a routing result of [17, 18] to quickly find all triangles contained or adjacent to some cluster in the decomposition. Our $K_4$-listing algorithm uses the decomposition from [5], albeit in a somewhat different manner from the way it is used in [5]. We also use the $K_s$-listing algorithm for the Congested Clique of [10] as a subroutine; [10] shows that all copies of $K_s$ can be found in $O(n^{1-2/s})$ in the Congested Clique. To our knowledge, prior to our work, no sublinear-time $K_s$-freeness algorithm was known for any $s \geq 4$. However, in [1], it is shown that if the network contains an $\epsilon$-near clique of linear size, then an $\epsilon^3$-near clique of linear size can be found in constant time. For 4-cycles, $C_4$, a nearly-tight bound of $\tilde{\Theta}(\sqrt{n})$ was shown in [11]. The lower bound was extended to an $\tilde{\Omega}(\sqrt{n})$ lower bound for any even-length cycle $C_{2k}$ in [21]. In the Congested Clique, an $O(n^{0.158})$ round algorithm for $C_k$-detection was shown by [4] based on algebraic methods. The first sublinear-time algorithm for $C_{2k}$-freeness for $k \geq 3$ was given in [14], and we improve this algorithm here. It is known that odd-length cycles require nearly-linear time to detect [11]. It is in [14] that some subgraphs of size $O(k)$ require $\tilde{\Omega}(n^{2-\frac{1}{k}})$ rounds to detect (for any constant $k \geq 4$). There are algorithms for clique-freeness and cycle-freeness in related models, e.g., [4, 10, 3, 16, 13, 15], but they are not directly relevant to our work, except as mentioned above.

### 2 Preliminaries

The **CONGEST model**. The CONGEST model is a synchronous network model, where computation proceeds in *rounds*. The network is modeled as a graph, $G = (V, E)$. Each graph node $v \in V$ initially knows its own neighborhood, denoted $N(v)$. It is assumed that nodes have unique identifiers, which we conflate with $V$. In each round, each node of the network may send $O(\log n)$ bits on each of its edges, and these messages are received by neighbors in the current round.

Some of our algorithms rely on results from the Congested Clique model. As in CONGEST, we have an input graph $G = (V, E)$, where each vertex $V$ is a separate computing node, which initially knows its neighborhood. However, unlike CONGEST, in the Congested Clique, all the nodes can talk directly to each other: in each round, each node can send $O(\log n)$ bits to every other node in $V$, even if the edge between them is not in $E$. The Congested Clique admits very efficient algorithms for many distributed tasks, and our algorithms build on a clique detection algorithm for this model [10] by simulating it in regular CONGEST.
The main problem we are concerned with in this paper is the following:

**Definition 7** (Subgraph freeness and enumeration). Fix a constant-sized graph $H$.

In the $H$-freeness problem, the goal is to determine whether the input graph $G$ contains a copy of $H$ as a subgraph or not. If $G$ is $H$-free, then all nodes should accept, but if $G$ contains $H$ as a subgraph, then at least one node should reject.

In the $H$-enumeration (or listing) problem, each node outputs a (possibly empty) set of copies of $H$ in $G$, such that together the nodes output all copies of $H$ in $G$.

For a graph $G$, we let $V(G)$ denote the vertex set of $G$, and $E(G)$ denote the edges of $G$.

The arboricity of the graph is defined as the minimum number of edge-disjoint forests required to cover the graph edges. A graph with $m$ edges has arboricity at most $O(\sqrt{m})$ [7].

### 3 Enumerating All 4-Cliques in Sublinear Time

In this section we show how to find all copies of $K_4$ in the network graph in $O(n^{5/6+o(1)})$ rounds. Throughout the section, we will use two parameters: $\epsilon = 1/2$, $\delta = 5/6$. Since some parts of the algorithm will be re-used in later sections with different values for $\epsilon, \delta$, we leave our results parameterized.

On a very high level, the algorithm works as follows: first, we decompose the edges of the graph into two sets, $E_s$ and $E_r$, by recursively applying a graph decomposition from [5]. The set $E_s$ has the property that every node $v$ has at most $n^\epsilon$ edges in $E_s$; therefore, cliques contained entirely in $E_s$ are easy to find, by simply having all nodes announce to all their neighbors all their edges in $E_s$.

The set $E_r$ is the edge-disjoint union of $O(n^{1-\delta})$ “very well-connected” clusters of nodes. On each such cluster, we can fairly efficiently simulate the Congested Clique algorithm for finding 4-cliques of [10]. However, we need to find all 4-cliques that have at least one edge in $E_r$. This includes cliques $\{u_0, u_1, u_2, u_3\}$ such that $\{u_0, u_1\} \in E_m$, so that nodes $u_0, u_1$ are together in some cluster $C$, but nodes $u_2, u_3$ are outside cluster $C$; while nodes $u_0, u_1$ together know about almost all edges of the clique, the edge $\{u_2, u_3\}$ is not necessarily known to any node of $C$. If we want to find such cliques by simulating a Congested Clique algorithm on $C$, we must first “bring in” edges from outside $C$, so that the cluster nodes know about them and can use them in the simulation.

There can be $\Theta(n^2)$ edges outside of $C$, and we cannot afford to have all of them sent to nodes of $C$, because this would require too much time. We resolve this difficulty by considering two types of “external nodes”. If $u_2, u_3$ do not have many neighbors in $C$, then we can use this fact to efficiently find all cliques containing $u_2, u_3$ and two nodes from $C$. On the other hand, if either $u_2$ or $u_3$ does have many neighbors in $C$, they can quickly send their entire neighborhood to the nodes of $C$, by splitting their neighborhood and sending each part of it on a different edge to $C$. Then, the cluster nodes, having learned about the external edges, will use them in their simulation of the Congested Clique, and find any 4-clique containing $u_2, u_3$.

We now describe our algorithm in more detail. We begin by showing how we apply the conductance decomposition from [5] in a slightly different manner than [5] uses it, and then how we find 4-cliques on the resulting decomposed graph.

#### 3.1 Conductance Decomposition

A main ingredient in the algorithm is the conductance decomposition developed in [5], which partitions the edges $E$ of the graph into three sets, $E_m, E_s, E_r$, such that $E_m$ induces a set of “well-connected clusters”, $E_s$ induces a low-degree graph, and $|E_r| \leq |E|/6$. The well-connected clusters in $E_m$ each satisfy the following:
Definition 8 (\(n^\delta\)-cluster). A subset \(G' = (V', E')\) of \(G\) is called an \(n^\delta\)-cluster (or simply “cluster” for short) if it satisfies the following conditions:
1. It has \(O(\text{polylog}(n))\) mixing time,
2. Each cluster \(v \in V'\) has degree \(\Omega(n^\delta)\) in \(E'\).

The mixing time of a graph is the time required for a random walk on the graph to approach its stationary distribution; the precise definition is not needed for our purposes here, because as in [5], we use the mixing-time guarantee to apply a routing result from [17] as a black box.

In [5], the algorithm finds triangles by (a) decomposing the edge-set, (b) finding triangles that include an edge in \(E_s\) or \(E_m\), and then (c) recursing on \(E_r\). (Edges are sometimes moved from \(E_m\) to \(E_r\), but not too many.) In contrast, for our purposes here, we must first eliminate all the edges of \(E_r\): we have no guarantee on these edges other than the fact that there are not too many of them, and to find a 4-clique touching \(E_m\) or \(E_s\) that may include edges from \(E_r\), this is not sufficient. By recursively applying the decomposition from [5], we obtain the following decomposition of the graph.

Lemma 9. Fix a graph \(G = (V, E)\) with \(|V| = n\) and diameter \(D\). We can find, w.h.p., in \(\tilde{O}(n^{1-\delta} + D)\) rounds, a decomposition of \(E\) to \(E = E_m \cup E_s\) satisfying the following conditions:

(a) \(E_m\) is the union of at most \(s = O(\text{polylog}(n))\) sets, \(E_m = \bigcup_{i=1}^{s} E'_m\), where each \(E'_i\) is the vertex-disjoint union of \(O(n^{1-\delta})\) \(n^\delta\)-clusters, \(C^i_1, \ldots, C^i_{m_i}\).

The set \(E'_i\) is called the \(i\)-th level of the decomposition. We say that a node \(u\) belongs to cluster \(C^i_j\) if at least one of \(u\)'s edges is in \(C^i_j\).

(b) Each level-\(i\) cluster \(C^i_{j}\) has a unique identifier, which is a pair of the form \((i, x)\) where \(x \in [n^{1-\delta}]\), and a unique leader node, which is some node in the cluster.

Each node \(u\) knows the identifiers of all the clusters \(C^i_{j}\) to which \(u\) belongs, the leaders for those clusters, and it knows which of its edges belong to which clusters.

(c) \(E_s = \bigcup_{v \in V} E_{s,v}\), where \(E_{s,v}\) is a subset of edges incident to \(v\) and \(|E_{s,v}| \leq n^\delta \log n\).

Each vertex \(v\) knows \(E_{s,v}\).

To assign the clusters unique identifiers and leaders, we rely on our “diameter reduction” technique, which allows us to assume w.l.o.g. that the diameter of the network is \(D = O(\text{polylog}(n))\) (See full version for details [12]). Thus, in \(\tilde{O}(n^{1-\delta})\) rounds, we can select the smallest node in each cluster, and disseminate the IDs of these nodes throughout the network.

In the sequel we abuse notation slightly, by thinking of a cluster \(C^i_{j}\) as both a set of edges and the set of nodes that belong to the cluster.

3.2 Finding 4-Cliques

In the remainder of the section we describe our 4-clique listing algorithm; the runtime analysis and correctness proof appear in the full version of the paper [12].

We begin by computing the decomposition from Lemma 9. Next, we look for cliques entirely contained in \(E_s\), the “low-degree” part of the graph. Then we turn to the harder task, finding cliques that include at least one edge of \(E_m\) (i.e., a cluster edge). As we explained above, we divide these cliques into two types: those that have two nodes external to the cluster with few neighbors in the cluster, and those that do not.

Step 1: Finding cliques contained in \(E_s\). To find 4-cliques contained entirely in \(E_s\), we simply have each node \(v\) send all of \(E_{s,v}\) to all its neighbors. As \(|E_{s,v}| \leq n^\delta\), this can be done in \(n^\delta\) rounds. Any node that sees a copy of \(K_4\) outputs it. It is easy to verify that any 4-clique whose edges are all in \(E_s\) will be detected by all four of its vertices.
**Step 2: Finding cliques containing an edge from** $E_m$. Next, we search for copies of $K_4$ that have at least one edge in some cluster. We divide these cliques into two types.

Let $\epsilon \in (0, 1)$ be a parameter (as we said above, in this section we will use $\epsilon = 1/2$, but the next section re-uses some of the machinery we develop here with a different $\epsilon$). Given a cluster $C$, we say that a node $v$ is $C$-light if $v \not\in C$ and $v$ has at most $n^\epsilon$ neighbors in $C$ (that is, $|N(v) \cap C| \leq n^\epsilon$). If $v$ is not $C$-light, then we say that $v$ is $C$-heavy.

Now let $H$ be a copy of $K_4$ that has at least one edge in $E_m$ (that is, in some cluster). We say that $H$ is light if $H$ contains at least two nodes that are $C$-light for some cluster $C$. Otherwise, we say that $H$ is heavy.

**Step 2(a): Finding light cliques.** To find cliques containing at least two nodes that are light with respect to some cluster, we iterate through the clusters sequentially, in lexicographic order of their cluster IDs.

For each $C$, all nodes that belong to $C$ (i.e., have at least one edge in $C$) announce this fact to their neighbors. Let $M_C(v) = N(v) \cap C$ denote the neighbors of vertex $v$ that belong to $C$.

Next, each node $v$ that is $C$-light sends $M_C(v)$ to all its neighbors; this requires $O(n^\epsilon)$ rounds, as $v$ is $C$-light. Upon receiving $M_C(u)$ from each $C$-light neighbor $u \in N(v)$, node $v$ forms a list of “candidates” — triplets of nodes that may complete a 4-clique. There are at most $n^\epsilon$ such edges: by definition of $\epsilon$, if $\{c_1, c_2\}$ is sent to $c_1$, then $c_2 \in M_C(v)$, but $|M_C(v)| \leq n^\epsilon$ (as $v$ is $C$-light). Node $c_1$ responds with the subset $\{(c_1) \times N(c_1)\} \cap Q_{v,c_1}$ of edges that are actually present, and node $v$ outputs the 4-cliques it has found.

**Step 2(b): Finding heavy cliques.** Finally, we look for 4-cliques where at least one edge is in a cluster, and the other two nodes are not light w.r.t. that cluster; they might be in the cluster, or they might be outside it but have many neighbors in the cluster.

Let $F(C) = \{u, v\} \mid u \in C$ or $u$ is $C$-heavy $\}$ be the set of all edges adjacent to $C$ or to some $C$-heavy node. We iterate through the levels $i = 1, \ldots, s$ of the decomposition; our goal is to find 4-cliques contained entirely in $F(C_i^s)$, in parallel for all the step-$i$ clusters, $C_i^1, \ldots, C_i^s$. To do this, we have the cluster nodes simulate the execution of the Congested Clique algorithm for $K_4$ enumeration from [10] on the $n$-vertex graph $(V, F(C))$. This part of the algorithm is carried out in four steps:

1. **Pull:** the nodes of the cluster $C$ “pull” the edges of $F(C)$ from nodes outside $C$, such that every edge of $F(C)$ is learned by at least one node in $C$.
2. **Partition:** in this step, we compute a partition $\{V_c\}_{c \in C}$ of $V$, which is roughly balanced (i.e., $|V_{c_1}| \approx |V_{c_2}|$ for each $c_1, c_2 \in C$). Each node $c \in C$ will be responsible for simulating the nodes in $V_c$. 
III. **Shuffle:** the cluster nodes shuffle the edges of $F(C)$ between themselves, so that each node $c \in C$ learns the $F(C)$-neighborhood $N_{F(C)}(v)$ for each node $v \in V_c$ it needs to simulate. This is carried out by using the routing algorithm from [17].

IV. **Simulate:** the nodes of $C$ simulate an $n$-vertex Congested Clique, and run the $K_4$-enumeration algorithm of [10] on the graph $(V, F(C))$ to list all the 4-cliques in $F(C)$.

▶ **Remark 10.** It is worth noting that [5] gives an extension of the Congested Clique algorithm of [10] to any graph with a low mixing time. This is unfortunately unsuited for our purposes, because in our case we do not run the algorithm only on edges adjacent to cluster nodes, but instead on a potentially much larger set, $F(C)$. In addition, we simulate an Congested Clique of size $n$ on a $n^\delta$-cluster, while in [5] the clusters do not need to simulate any external nodes.

As we said, these four steps are carried out in parallel for all the level-$i$ clusters. Other than the first step, the remaining steps involve only intra-cluster communication (i.e., communication between nodes of the same cluster over the edges belonging to the cluster). Because the level-$i$ clusters are vertex-disjoint components, we incur no extra congestion from simulating all level-$i$ clusters in parallel.

We elaborate on each step below.

**Pull.** For each level-$i$ cluster $C$ in parallel, the nodes do the following. For a node $v$, let $S(v) = \{\{v, u\} \mid u \in N(v) \land v < u\}$ be the edges adjacent to $v$ in which $v$ has the smaller ID.

Each $C$-heavy node $v$ that is not in $C$ partitions its edges $S(v)$ into $|MC(v)|$ sets, each of size at most $|S(v)|/|MC(v)| \leq n/n^\delta = n^{1-\delta}$, and sends each set to a different neighbor in $C$, in $O(n^{1-\delta})$ rounds.

Following this step, each edge in $F(C)$ is known to exactly one node in $C$; we define the initial load of node $c \in C$ to be the number of $F(C)$-edges it knows (including its own edges).

▶ **Observation 11.** Since each $C$-heavy node partitions its edges into at least $n^\delta$ sets, and $c \in C$ has at most $n$ neighbors that are $C$-heavy, the initial load of $c$ is at most $n \cdot n^{1-\delta} = n^{2-\delta}$.

**Partition.** The nodes of $C$ must now partition all the graph nodes $V$ among themselves, in a roughly-balanced way, quickly and without a lot of communication. Every cluster node needs to learn the entire partition, not just its own part, so that it knows which node of $V$ will be simulated by whom.

Ideally, we would assign each node of $V$ to a uniformly random node in $C$, but this would require a lot of communication. Instead, we use a family of $O(\log n)$-wise independent hash functions to ensure a relatively balanced partition, allowing us to represent the entire partition using only $O(\log^2 n)$ bits.

For convenience, we use only $n^\delta$ nodes, which we call the active nodes, to carry out the simulation; the cluster leader selects these nodes by choosing $n^\delta$ of its neighbors, $u_1, \ldots, u_{n^\delta}$. The leader also selects an $\ell$-wise independent hash function $f : U \to [n^\delta]$, where $\ell = O(\log n)$, and $U$ is the domain from which IDs for the graph are drawn. Then the leader disseminates the assignment of active nodes, $\{(i, u_i)\}_{i=1,\ldots,n^\delta}$, and the $O(\log^2 n)$-bit representation of $f$ to all the cluster nodes. Using pipelining, this requires $O(n^\delta)$ rounds. (We note that since the cluster has polylogarithmic mixing time, it also has polylogarithmic diameter.)

Now let $V_{u_i} = \{v \mid f(v) = i\}$ be the set of nodes that active node $u_i$ will simulate. Using a concentration result from [24], for $O(\log n)$-wise independent random variables, we obtain:

▶ **Lemma 12.** Let $\ell = 4 \log n$, and assume that $f$ is $\ell$-wise independent. Then with probability at least $1 - 1/n$, we have $|V_{u_i}| \leq 2n^{1-\delta}$ for each active node $u_i$. 
Shuffle and Simulate. Next, we must route the edges of $F(C)$, from the cluster nodes that know them initially to the nodes that need them for the simulation. Then we run a simulation of the algorithm of [10], where each node in $C$ simulates at most $O(n^{1-\delta})$ nodes of $G$. For both purposes we use the routing scheme of [17], which allows us to deliver roughly $n^{\delta}$ messages from each cluster node to other cluster nodes in $n^{o(1)}$ rounds.

There are some technical details involved in the simulation, because we must ensure that nodes do not try to send or receive too many messages at once. These details are deferred to the full version of the paper. Ultimately, we show the following result:

\begin{lemma}
For a constant $0 < \epsilon \leq 1$, suppose an edge set $E'$ is partitioned between the nodes of $C$, so that each node $u \in C$ initially knows a subset $E'_u$ of size at most $O(n^{2-\epsilon})$. Then a simulation of $t$ rounds of the Congested Clique on $G' = (V, E')$ can be performed in $O((n^{2-\epsilon} + t \cdot n^{2-2\delta}) \cdot n^{o(1)})$ rounds, with success probability $1 - \frac{1}{n^2}$.
\end{lemma}

Using this simulation, each cluster simulates the $K_4$ enumeration algorithm of [10]. In the full Congested Clique, this algorithm runs in $O(\sqrt{n})$ rounds, but since we are using clusters that simulate one round of the Congested Clique in roughly $n^{2-2\delta}$ rounds, our running time will be $O(n^{2-2\delta+1/2})$. This completes our high-level overview of the $K_4$-enumeration algorithm.

3.3 Listing 5-Cliques

We outline at a high level the changes needed to list all 5-cliques.

The main difficulty in moving from 4-cliques to 5-cliques is that a 5-clique can be partitioned between clusters, so that (a) each edge of the 5-clique belongs to a different cluster (recall that the clusters constructed in Lemma 9 are not vertex-disjoint), and furthermore, (b) no cluster is able to “pull in” all the edges of the 5-clique, because from the perspective of each cluster, of the three nodes outside the cluster, two are light and one is heavy.

We modify our framework so that it can handle 5-cliques by making two main changes:

1. We do not call the decomposition from [5] recursively. Instead, we execute only one step of the decomposition, which yields a partition of the edges $E$ into a set of well-connected, vertex-disjoint clusters; a sparse set, $E_s$; and the “remainder”, $E_r$, which is of size at most $|E_r| \leq \alpha \cdot |E|$.

2. We change the parameters of the decomposition so that $E_r$, the “remaining edges”, constitute a sub-constant fraction of the total number of edges (i.e., $\alpha = o(1)$), see [9]. (We pay for this by an increased mixing time.) This implies that the arboricity of $E_r$ is sublinear, as any graph with $m$ edges has arboricity at most $\sqrt{m}$.

We are then able to overcome the difficulties and find all copies of $K_5$ using the fact that the edges outside the clusters have sublinear arboricity, and that the clusters are vertex-disjoint; the resulting running time is $O(n^{21/22+o(1)})$ rounds.

4 Improved Algorithm for $C_{2k}$-Freeness

We now turn out attention to even-length cycles, and give an improved algorithm for $C_{2k}$-freeness.

Our main technical contribution is to show that, because of a new connection to Zarankiewicz numbers, if we have a graph that is $C_{2k}$-free, then this graph cannot have too many high-degree nodes. The bound we obtain is tighter than a bound used in [14], and it yields an improved algorithm for $C_{2k}$-freeness.
Definition 14 (Zarankiewicz numbers [26]). The Zarankiewicz number $z(a, b, H)$ is defined as the maximum number of edges in an $(a, b)$-bipartite graph that does not contain $H$ as a subgraph.

We rely on the following upper bound:

**Theorem 15** (Zarankiewicz numbers for cycles [26, 22]). For any integers $a, b \geq 0$ and $k \geq 2$,

$$z(a, b, C_{2k}) \leq \begin{cases} (2k - 3)(ab) \frac{1}{2k} + a + b, & \text{for odd } k, \\ (2k - 3)(\frac{ab}{2k} b^2 + a + b), & \text{for even } k. \end{cases}$$

Using Theorem 15, we can better bound the number of high-degree vertices in $C_{2k}$-free graphs.

Lemma 16. Let $c = c(k)$ be a large enough constant, and fix a graph $G = (V, E)$. For any $d \geq cn^{1/k}$, let $V_d = \{v \in V \mid d(v) \geq d\}$. If $G$ is $C_{2k}$-free, then

$$|V_d| = O_k\left(\max\left(\frac{n^{1/k}}{k}, \left\lceil \frac{n^{1/2}}{d} \right\rceil\right)\right), \quad \text{for odd } k \geq 3,$$

$$O_k\left(\max\left(\frac{n^{1/k}}{k}, \frac{n^{1/2}}{d} \frac{1}{2k}\right)\right), \quad \text{for even } k \geq 4.$$  

Here, the notation $O_k(\cdot)$ hides constants that depend on $k$.

For a graph $H$ and an integer $n$, let $\text{ex}(H, n)$ be the Turán number of $H$ - the maximum number of edges in an $n$-vertex $H$-free graph.

Because the calculations become tedious for general $k$, we include here a (somewhat informal) proof for 6-cycles ($k = 3$), which conveys the general ideas, and defer the general case to the full version of the paper [12].

**Proof of Lemma 16 for $k = 3$.** We need to show that $|V_d| \leq O(n^{1/2}, (n^{2/3}/d)^3)).$

Define the following sets of edges:

- $E_d = E \cap (V_d \times V)$: edges adjacent to some node in $V_d$.
- $E_{int}$: the internal edges $E_{int} = E \cap (V_d \times V_d)$ of $V_d$.
- $E_{ext} = E_d \setminus E_{int}$: the external edges $E_{ext} = E \cap (V_d \times (V \setminus V_d))$ adjacent to some node in $V_d$.

Observe that $|E_d| \geq d \cdot |V_d|/2$, since every node in $V_d$ has degree at least $d$. On the other hand, since $G$ is $C_6$-free, so is the subgraph $G_d$ induced on $G$ by $V_d$; therefore, $|E_{int}| \leq \text{ex}(|V_d|, C_6) = O(|V_d|^{1+1/k})$, where $\text{ex}(N, C_6) = O(N^{1+1/3})$ [2]. Because we required that $d \geq cn^{1/k}$, we have $|E_{int}| = O(|V_d|^{1+1/k}) = O(n^{1/k}|V_d|) \leq (d \cdot |V_d|)/4$. Therefore,

$$|E_{ext}| = |E_d| - |E_{int}| \geq d \cdot |V_d|/2 - d \cdot |V_d|/4 = \Omega(d \cdot |V_d|). \quad (1)$$

In other words, if $V_d$ is large, then the cut between $V_d$ and $V \setminus V_d$ is also large. However, to this cut we can apply Theorem 15: the bipartite graph induced by $G$ on $V_d \times (V \setminus V_d)$ is $C_6$-free, because all of $G$ is $C_6$-free; by Theorem 15,

$$|E_{ext}| \leq z(|V_d|, |V \setminus V_d|, C_6) \leq z(|V_d|, n, C_6) = O(|V_d| \cdot n^{2/3} + n). \quad (2)$$

(We rely on the fact that Zarankiewicz numbers are non-decreasing, because for any $a$ and $b' > b$, an $H$-free, $(a, b)$-bipartite graph with $e$ edges is trivially extended to a $H$-free, $(a, b')$-bipartite graph with $e$ edges by simply adding nodes on the right side that have no edges.)
Our bound follows from (2), depending on which of the two terms, \((|V_d| \cdot n)^{2/3}\) or \(n\), is larger. If \((|V_d| \cdot n)^{2/3} = O(n)\), then \(|V_d| \leq O(n^{1/2})\). Otherwise, from (2) we have 
\(|E_{ext}| = O((|V_d| \cdot n)^{2/3})\), and together with (1), we obtain \(|V_d| = O(n^{2/3}/d^3)\), completing the proof.

The \(C_{2k}\)-algorithm from [14] uses the bound on the number of high-degree nodes as follows. First, we search for a \(C_{2k}\) that contains a high-degree node: we go over these nodes one after the other, and starting a BFS from each one to check if it participates in a copy of \(C_{2k}\). Subsequently, the high-degree nodes are removed from the graph, together with all their edges. Next, we rely on an observation already used in [11], which is that a \(C_{2k}\)-free graph has arboricity at most \(O(n^{1/k})\); in particular, its vertices can be quickly partitioned into \(O(\log n)\) layers \(V^1, \ldots, V^\ell\), \(\ell = \Theta(\log n)\), such that the number of edges from any node in layer \(V^i\) to all higher layers \(\bigcup_{j>i} V^j\) is \(O(n^{1/k})\). Together with the fact that all high-degree nodes have been removed from the graph, this partition allows us to quickly find any remaining copies of \(C_{2k}\) in the graph.

For an integer \(d\), let \(V_d = \{v \mid d(v) \geq d\}\) be the set of vertices with degree at least \(d\). Putting both parts together, the running time of the \(C_{2k}\) algorithm from [14] is given by:

\[
\tilde{O}_k(|V_{n^\delta}| + n^{(k-2)\delta+\frac{1}{k}}),
\]

where \(\delta \in (0, 1)\) is a parameter that determines the threshold for what is considered “high degree”. In [14], the value of \(\delta\) is chosen fairly naively: since a \(C_{2k}\)-free graph has at most \(O(n^{1+1/k})\) edges, for any \(\delta\) we have \(|V_{n^\delta}| \leq O(n^{1+1/k-\delta})\), and balancing the two terms in (3) yields the result.

Our \(C_{2k}\) algorithm retains the framework described above, but uses the bound from Lemma 16 to bound \(|V_d|\). This allows us to choose a smaller value for \(\delta\), lowering the threshold for what we consider a “high-degree node”. We obtain the following improved \(C_{2k}\)-freeness algorithm. Again, we focus here on the case of 6-cycles, and the full version, which involves even more calculations, appears in the full version of the paper [12].

\textup{Theorem 17.} \(C_6\)-freeness can be solved in \(\tilde{O}(n^{3/4})\) rounds in the CONGEST model.

\textup{Proof.} Recall from (3) that after choosing a degree threshold \(n^\delta\), we can eliminate any potential 6-cycle involving a node of \(V_{n^\delta}\) in \(O(|V_{n^\delta}|)\) rounds, and then check the remaining graph in \(O(n^{5+1/3})\) rounds. Setting \(\delta = 5/12\), we have by Lemma 16 that \(|V_{n^{5/12}}| = O(n^{3/4})\) and also \(n^{5+1/3} = n^{3/4}\), yielding the desired running time.

\section{Subquadratic Algorithm for Subgraph-Freeness for Any Subgraph}

In [14], it was shown that for any \(k \geq 1\), there is a subgraph \(H_k\) of size \(|H_k| = O(k)\) such that randomized \(H_k\)-freeness requires \(\tilde{\Omega}(n^{2-\frac{1}{k}})\) rounds. (The notation \(\tilde{\Omega}\) hides factors that depend only on \(k\), which we think of as constant.) The bound approaches quadratic as \(k\) grows, but in subgraph-freeness, we typically think of \(k\) as a constant rather than a growing function. This leads to the question: is there a single subgraph \(H\) of some fixed size, such that \(H\)-freeness requires \(\tilde{\Omega}(n^2)\) rounds?

In this section we give a negative answer, by showing an upper bound that nearly matches the lower bound from [14]:

\textup{Theorem 18.} For any constant \(k \geq 4\) and any subgraph \(H\) of size \(k\), there is an algorithm for \(H\)-freeness and exact \(H\)-counting in \(\tilde{O}(n^2 - \frac{n^{2-\frac{1}{k+1}}}{\log n} + o(1))\) rounds.
The same upper bound also holds for induced subgraph-freeness and counting. Furthermore, the algorithm can be modified to enumerate all copies of $H$, in $\Theta(n^{2−\Theta(1/k)} + \sqrt{|H|})$ rounds, where $\sqrt{|H|}$ is the number of copies present. We can also show that there exist graphs $H$ which require $\Omega(\sqrt{|H|})$ rounds to enumerate all copies.

Our algorithm begins by decomposing the edges of the graph into two sets, $E_m, E_r$, with the following properties. Here, $\delta = 1 - \Theta(1/k)$ and $S = n^{\Theta(1/k)}$ are parameters whose exact values will be fixed later.

1. The graph induced by $E_m$ is composed of maximal connected components $CC = \{R_i\}_{i \in [c]}$, where $C$ is the number of connected components, which we refer to as central components. In each central component $R_i$, there is a special root vertex $r_i \in V(R_i)$, whose identity is known to all vertices in $R_i$. Moreover, the root vertex knows all the edges of the subgraph $G \{R_i\}$ (the subgraph induced on $G$ by the vertices $V(R_i)$).
2. $|E_r| \leq n^{2−2\delta} S$, and each vertex in $G$ knows all the edges in $E_r$. The decomposition is computed in $\tilde{O}(n^2/S + n^{2−\delta/10} + n^{1+\delta})$ rounds. We give a brief overview, and then explain how to use the central components.

### 5.1 Computing the Centralized Components

The first step in computing the decomposition is to run the decomposition from [9] with different parameters than the ones used in [9]. It returns a partition of the graph into three edge sets, $E = E_m' \cup E_{e'} \cup E_r'$, where

- $E_{e'}$ has bounded arboricity,
- $E_r'$ is subquadratic in size,
- $E_m'$ consists of vertex-disjoint high-conductance clusters with high minimum degree.

Next, we divide the clusters of $E_m'$ into equivalence classes, where two clusters are in the same cluster iff they have many edge disjoint paths between them. We prove that indeed this relation is transitive: if a cluster $A$ has many edge disjoint paths to clusters $B$ and $C$, then clusters $B, C$ have many disjoint paths between them. The resulting equivalence classes have high connectivity, and therefore, some vertex in each class can learn all the edges in that class in sub-quadratic time. Moreover, the cut separating any two distinct equivalence classes is bounded in size (otherwise they would be the same class).

The algorithm takes $E_r$ be the set of all edges that participate in some cut between two distinct equivalent classes; there are at most $n^{\Theta(1/k)}$ such edges, because the cuts are not too large. Finally, let $E_m = E \setminus E_r$.

### 5.2 Finding Copies of $H$

After computing the decomposition, we can immediately detect any copy of the subgraph $H$ whose vertices all belong to the same central component $R_i$, because each such copy is known to the root vertex $r_i \in R_i$. We can also find any copies of $H$ whose edges are contained entirely in $E_r$, because all nodes know $E_r$. It remains to find copies of $H$ that include some edges from $E_m$ and some from $E_r$; that is, copies of $H$ that include at least one vertex from some central component, but also some edge from $E_r$. To find such “split” copies of $H$, we “guess” which vertices of $H$ should be mapped to a vertex inside some central component, and which vertices of $H$ should be mapped to vertices adjacent to edges of $E_r$ and then verify that we can “stitch together” a complete copy of $H$ by having the root vertices locally check that their central component contains the missing pieces and that $E_r$ connects everything properly. This must be done carefully, to ensure that we do not detect false copies of $H$; we now describe the process in more detail.
Mappings and partial mappings of $H$. A copy of $H$ can be represented by a mapping $\rho : V(H) \to V(G)$ of the vertices of $H$ to the vertices of $G$, such that for any $x, y \in V(H)$, if $(x, y) \in E(H)$ then $(\rho(x), \rho(y)) \in E$. We call such a mapping a good total mapping of $H$.

Given a good total mapping $\rho$ of $H$, we are interested in understanding how the copy of $H$ witnessed by $\rho$ is split between centralized components, so that we can “stitch it together”. Let $V_r \subseteq V(G)$ be the set of vertices adjacent to the edges of $E_r$. We distinguish between two types of vertices:

- **Border vertices**: vertices $x \in V(H)$ such that $\rho(x) \in V_r$. These are vertices serve as potential “stitching points”, because they are adjacent to the edges $E_r$ that interconnect the centralized components.

- **Internal vertices**: vertices $x \in V(H)$ such that $\rho(x) \in (\bigcup_i V(R_i)) \setminus V_r$. (This is a partition, i.e., any vertex of $H$ is either a border vertex or an internal vertex.)

A border mapping is a mapping $\sigma : V(H) \to V_r \cup \{\ast\}$, which specifies for some vertices $x \in V(H)$ a target $\sigma(x) \in V_r$ onto which they are mapped in $G$, and leaves some vertices unmapped, $\sigma(x) = \ast$. Intuitively, a border mapping specifies the “interface” between a copy of $H$ whose existence we are trying to verify, and each of the centralized components. We say that a border mapping $\sigma$ is good if there exists a good total mapping $\rho$ of $H$, such that

- $\rho$ extends $\sigma$, that is, for any $x \in V(H)$, if $\sigma(x) \neq \ast$, then $\rho(x) = \sigma(x)$; and,

- $\rho$ does not add any border vertices, that is, for any $x \in V(H)$ such that $\sigma(x) = \ast$, we have $\rho(x) \not\in V_r$.

Clearly, if $G$ contains a copy of $H$, then there is a good border mapping, obtained by taking a good total mapping of $H$ and replacing any $\rho(x) \notin V_r$ with $\ast$.

Our algorithm enumerates over all border mappings, and checks whether each one is good. If we find a good border mapping, we reject, as we have found a copy of $H$. If we have gone over all border mappings and none are good, we accept. It remains to show that we can efficiently check whether a given border mapping is good, and also that there are not too many border mappings to check.

Checking a border mapping. Fix a border mapping $\sigma : V(H) \to V_r \cup \{\ast\}$ which is known to all nodes of $G$, and let us describe how the nodes check whether $\sigma$ is good, i.e., whether it can be extended into a good total mapping by adding internal vertices.

We call an edge $\{x, y\} \in E(H)$ external if $\sigma(x) \neq \ast, \sigma(y) \neq \ast$ and $\{\sigma(x), \sigma(y)\} \in E_r$, that is, this edge is mapped outside the centralized components. An edge that is not external is called internal, and it includes at least one internal node (possibly two).

Each root vertex locally checks which parts of $H$ it is “responsible for filling in”, as follows: we delete from $H$ all the external edges (but not their endpoints), obtaining a collection $H_1, \ldots, H_k$ of connected components – at least two, since we assumed that $H$ is not contained inside any centralized component. Observe that for each $x \in V(H)$ such that $\sigma(x) = \ast$, there is some $i$ such that $x \in V(H_i)$.

A component $H_i$ is owned by centralized component $R$ if there is some internal edge $\{x, y\} \in E(H_i)$ such that $\sigma(x) \in V_r \cap V(R)$, that is, an internal edge that “touches” $R$. Note that each $H_i$ is owned by exactly one centralized component, and furthermore, if $H_i$ is owned by $R$, then the internal nodes of $H_i$ must be filled in using nodes of $R$: let us say that a total mapping $\rho : V(H) \to V(G)$ respects ownership if for any internal node $x \in H_i$ (for some $i = 1, \ldots, k$), if $H_i$ is owned by centralized component $R$, then $\rho(x) \in V(R)$.

**Lemma 19.** For any border mapping $\sigma$, any good total mapping $\rho$ that extends $\sigma$ and does not add any border nodes must respect ownership.
After deciding which centralized components own which parts \( H_1, \ldots, H_k \), the centralized components try to locally complete \( \sigma \) by assigning internal vertices they own to vertices inside the centralized component. More concretely, for each \( i \), the root vertex \( r \) whose centralized component \( R \) owns \( H_i \) looks for a local mapping for \( H_i \), \( \rho_i : H_i \rightarrow V(R) \), such that

- \( \rho_i \) agrees with \( \sigma \) on all border vertices in \( H_i \), that is, for any \( x \in H_i \) such that \( \sigma(x) \in V_r \), we have \( \rho_i(x) = \sigma(x) \); and,
- Each edge of \( H_i \) is mapped onto some edge of \( E_m \) inside \( R \). That is, if \( \{x, y\} \in E(H_i) \), then \( \{\rho_i(x), \rho_i(y)\} \in E_m \).

We say that a root vertex \( r \in V(R) \) is happy if, for each \( H_i \) owned by \( R \), there is a local mapping \( \rho_i \) satisfying the requirements above.

So far, everything we described is done locally, with no communication – all nodes know the edges \( E_r \), and consequently the know \( V_r \); and each root vertex knows all edges of \( E_m \) inside its centralized component, so it can check if there is a local mapping \( \rho_i \) satisfying the requirements.

Finally, each root vertex announces whether it is happy or not, and the network computes an AND over these answers to check if all root vertices are happy. If all are happy, then \( \sigma \) is a good mapping, and the network rejects. Otherwise, we move on to the next border mapping.

If all root vertices are happy, then we can “piece together” the partial mappings \( \sigma, \rho_1, \ldots, \rho_k \) into a total mapping \( \rho \), which we prove is good:

\[ \text{Lemma 20. If there exist local mappings } \rho_1, \ldots, \rho_k \text{ for } H_1, \ldots, H_k \text{ (respectively), then } G \text{ contains a copy of } H. \]

\[ \text{Corollary 21. Given the decomposition into centralized components, we can check whether } G \text{ contains a copy of } H \text{ in } O \left( \left( n^{2-2\delta} \right)^k + D \right) \text{ rounds.} \]

**Proof.** Since \( |E_r| \leq n^{2-2\delta} S \), we also have \( |V_r| \leq n^{2-2\delta} S \), so the number of border mappings is at most \( \left( n^{2-2\delta} S \right)^k \). To check each border mapping, we only need to compute an AND over the happiness of each root vertex; using pipelining, we can compute all these ANDs in parallel, in a total of \( O \left( \left( n^{2-2\delta} S \right)^k + D \right) \) rounds. \( \blacklozenge \)

## 6 Hardness of Proving Lower Bounds For \( C_{2k} \)

We give a brief overview of two obstacles on proving strong lower bounds for even-length cycles. All details appear in the full version of the paper [12].

To date, all lower bounds on subgraph-freeness have been shown by reduction from two-party communication complexity, with the players partitioning the network graph between them [11, 14, 21, 8]. The players simulate the execution of a distributed algorithm, and the cost of the simulation per round corresponds to the size of the cut between the players’ parts.

We usually reduce from \( n \)-bit set disjointness, which means that we must have (size of the cut) \( \cdot \) (number of rounds) \( \geq n \) (up to a log \( n \) factor). In [8], it was shown that this approach cannot yield a lower bound greater than \( \Omega(\sqrt{n}) \) for 4-cliques, because no matter how we try to partition the graph between the two players, they can solve the \( K_4 \)-freeness problem using \( \bar{O}(\sqrt{n} \cdot s) \) bits, where \( s \) is the size of the cut between them.

We show an analogous result for 6-cycles, using different ideas: for any fixed partition of the graph between two players, they can solve \( C_6 \)-freeness using roughly \( \sqrt{n} \cdot s \) bits. Our two-party protocol uses the connection to Zarankiewicz numbers that we already exploited in Section 4, to argue that the players can compactly encode paths of length two, three or four that are entirely contained on their side of the graph. This enables the players to “stitch together” a 6-cycle that is split between them, if there is one.
Next, we show that although it seems plausible that the round complexity of $C_{2k}$-freeness approaches $\Omega(n)$ as $k \to \infty$, proving such a result would imply very powerful circuit lower bounds. In fact, there is an absolute constant $c \in (1/2, 1)$, such that proving any lower bound greater than $\Omega(n^c)$ on any particular even-length cycle is already difficult.

We are inspired by a result from [11], where it is shown that the Congested Clique is able to simulate certain types of circuits, which have very large fan-in, efficiently. We are not able to use this result as-is, nor do we simulate the same type of circuit. Instead, we show that (a) the problem of $C_{2k}$-freeness in general networks can be reduced to solving $C_{2k}$-freeness in networks with high conductance; and (b) using the routing scheme of [17, 18], we show that networks with sufficiently high conductance can simulate constant fan-in circuits of depth $n^\delta$, where $\delta$ is a constant. Therefore, a lower bound of the form $\Omega(n^c)$, for some absolute constant $c \in (1/2, 1)$, would imply lower bounds on the size of circuits with constant fan-in and depth $n^\delta$. At present, it is still open to find an explicit function that cannot be computed by a circuit of linear size and logarithmic depth.
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Abstract

In the directed minimum spanning tree problem (DMST, also called minimum weight arborescence), the network is given a root node r, and needs to construct a minimum-weight directed spanning tree, rooted at r and oriented outwards. In this paper we present the first sub-quadratic DMST algorithms in the distributed CONGEST network model, where the messages exchanged between the network nodes are bounded in size. We consider three versions: a model where the communication links are bidirectional but can have different weights in the two directions; a model where communication is unidirectional; and the Congested Clique model, where all nodes can communicate directly with each other.

Our algorithm is based on a variant of Lovász’ DMST algorithm for the PRAM model, and uses a distributed single-source shortest-path (SSSP) algorithm for directed graphs as a black box. In the bidirectional CONGEST model, our algorithm has roughly the same running time as the SSSP algorithm; using the state-of-the-art SSSP algorithm, we obtain a running time of $O(\min(\sqrt{nD}, \sqrt{nD}^{1/4} + n^{3/5} + D))$ rounds for the bidirectional communication case.

For the unidirectional communication model we give an $O(n)$ algorithm, and show that it is nearly optimal. And finally, for the Congested Clique, our algorithm again matches the best known SSSP algorithm: it runs in $O(n^{1/3})$ rounds.

On the negative side, we adapt an observation of Chechik in the sequential setting to show that in all three models, the DMST problem is at least as hard as the $(s,t)$-shortest path problem. Thus, in terms of round complexity, distributed DMST lies between single-source shortest path and $(s,t)$-shortest path.

1 Introduction

Finding a lightweight spanning subgraph of a network is among the most fundamental problems in distributed computing. The classical example is the minimum-weight spanning tree (MST) problem, which has received extensive attention: its round complexity in the CONGEST model was tightly characterized in a series of papers (e.g [14, 26, 15, 8, 9, 22, 17, 21]).
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Generalizations, such as minimum-weight $k$-vertex-connected and $k$-edge connected subgraph, have also been studied (e.g. [10, 5, 31]). To date, almost all distributed algorithms for MST and related problems have been for undirected graphs, with symmetric edge weights. However, in many settings, the cost associated with an edge is not necessarily symmetric: for example, in a wireless network, the energy required to send a message to a specific node can depend on contention and noise in that node’s vicinity, and in peer-to-peer cellular phone mesh networks, the price of communicating across a given link could be dictated by market forces. If we have a single node that needs to repeatedly broadcast to the entire network, or to collect information from the entire network, can we quickly find a cheap spanning tree – oriented downwards (or upwards) – allowing it to do so?

The *directed minimum-weight spanning tree* (DMST) problem asks exactly this question: we have a weighted graph $G$, where edge weights are not necessarily symmetric, and a fixed root node $r$. Our goal is to construct a minimum-weight directed spanning tree, rooted at $r$ and oriented downwards (or upwards).

Although the DMST problem has been extensively studied in the sequential setting [32, 7, 2, 6, 28, 29, 13], to date there has not been a distributed solution for DMST that runs quickly and does not use a lot of communication. In fact, prior to our work, no non-trivial (i.e., sub-quadratic) algorithm for the CONGEST model was known. In this paper we give distributed DMST algorithms for three variants of the CONGEST model: (a) undirected communication networks with asymmetric edge weights; (b) directed communication networks; and (c) the Congested Clique model, where the communication network is the complete graph (a clique).

Undirected MST is known to require $\tilde{\Theta}(\sqrt{n} + D)$ rounds [30, 10]. Clearly, we cannot hope for DMST to require less, as MST is a special case of DMST. Furthermore, in some scenarios (e.g., sequential dynamic graph algorithms), DMST is believed to be significantly harder than MST. Surprisingly, we show that when the underlying communication network is undirected and has a small diameter, DMST is no harder than MST. In fact, we show that in undirected networks, DMST essentially “reduces” to directed single-source shortest path (SSSP), so that up to a logarithmic factor, its round complexity is bounded from above by the running time of the best SSSP algorithm that can handle asymmetric weights (currently [12]). On the other hand, we show that DMST is no easier than $(s,t)$-shortest path – this is already known in the sequential setting (see Section 6), and we show that it also holds in all three variants of the CONGEST model. Therefore, DMST’s round complexity is sandwiched between SSSP and $(s,t)$-shortest path.

**Background.** The best sequential algorithm for DMST is Gabow et al.’s implementation of Edmonds’ algorithm [7, 13]. It performs a series of contractions, where every vertex $v \neq r$ deducts the weight of its minimum-weight incoming edge from all its incoming edges, and then each zero-weight directed cycle is contracted into a single vertex. Eventually, we are left with a zero weight tree; the weight of the DMST is then given by the sum of all the weights deducted during the algorithm’s run (See Section 4 for details). Actually finding the DMST is not immediate, and requires recursively undoing the contractions and carefully adding edges to the DMST at each step. (Counter-intuitively, the lightest incoming edge of any given node does not necessarily belong to a DMST, and in fact, even the lightest edge in the entire graph might not belong to it.)

The drawback of Edmonds’ algorithm in a parallel setting is that it may require $n - 1$ contractions to contract the entire graph, and the contractions are not easy to parallelize. In [24], Lovász gave a PRAM algorithm that “speeds up” this process, and contracts the entire graph in $O(\log n)$ parallel steps. In CONGEST, Lovász’ algorithm cannot be implemented
efficiently as-is, for several reasons – including the fact that it uses all-pairs shortest path (APSP) as a subroutine (APSP requires linear time in CONGEST [1]), and that certain steps of the algorithm would lead to too much congestion if we try to implement them in CONGEST. We modify Lovász’ algorithm to obtain a variant that lends itself to an efficient distributed implementation, and then give implementations for the three variants of CONGEST. The implementations overcome several challenges that are not encountered in undirected MST, such as the fact that in each step we need to run SSSP inside many disjoint subgraphs, but each component can have a diameter that is much larger than the diameter of the network as a whole. If we called SSSP directly inside each component, our running time would depend on the largest diameter encountered during the run, which could be linear in the worst case. We show how to overcome this difficulty in Section 5.

Our results. We give one “meta-algorithm” for DMST, and then implement it in the three models we consider (undirected, directed, and Congested Clique). For the bidirectional CONGEST model and the Congested Clique, we show that given an efficient algorithm for single-source shortest paths (SSSP), we can find a DMST in roughly the same running time. Specifically, let \( T(n, D) \) be the time required in CONGEST to compute SSSP in undirected graphs of size \( n \) and diameter \( D \), with non-negative, asymmetric integer weights, and let \( A_{SSSP} \) be an SSSP algorithm with running time \( T(n, D) \). We prove:

\[ \text{Theorem 1 (Informal). There is a DMST algorithm for undirected CONGEST with asymmetric weights that runs in } \widetilde{O}(T(n, D)) \text{ rounds. Moreover, the DMST algorithm is deterministic if } A_{SSSP} \text{ is deterministic.} \]

We take extra care to ensure that our “reduction” from DMST to SSSP be deterministic, so that if in the future an efficient deterministic SSSP algorithm is discovered, we can use it to get a deterministic DMST algorithm.

Plugging in the randomized Las-Vegas SSSP algorithm of [12], we obtain the following algorithm for the undirected CONGEST model with asymmetric edge weights:

\[ \text{Theorem 2. In the undirected CONGEST model with asymmetric weights, there is a randomized DMST algorithm that always succeeds, and requires } \tilde{O}(\min(\sqrt{nD}, \sqrt{n}D^{1/4} + n^{3/5} + D)) \text{ rounds in expectation.} \]

For small diameter networks, \( D = O(\text{polylog}(n)) \), our algorithm is optimal up to polylogarithmic factors, and nearly matches the lower bound for undirected MST [30]. For larger diameter, we can also write the running time as \( \tilde{O}(n^{2/3} + D) \), a slightly weaker bound than the one stated in Theorem 2. Since our algorithm calls the SSSP algorithm as a black box, any improvement in SSSP will yield an improved DMST algorithm as well.

A similar result holds for the Congested Clique. At present, the best SSSP algorithm for that model runs in \( \tilde{O}(n^{1/3}) \) rounds [3], and so we obtain an \( \tilde{O}(n^{1/3}) \)-round DMST algorithm for the Congested Clique. For the directed communication model, we give a deterministic algorithm with running time \( \tilde{O}(n) \), and we show that this is tight (up to a logarithmic factor). The algorithm and the lower bound assume that the weight of each edge \( (u, v) \) is known only to its destination \( v \), and that \( G \) is strongly connected. These results are described in full version of the paper [11].

As Theorem 2 shows, in the undirected CONGEST model, the DMST problem is no harder than single-source shortest path. Is the converse true? For the sequential setting, this is conjectured to hold, and Chechick showed [4] that DMST is at least as hard as the \((s, t)\)-shortest path problem. We give a reduction that allows the proof from [4] to work in the distributed setting, showing that DMST is no easier than \((s, t)\)-shortest path in all three distributed models we consider.
For lack of space, we only give a high-level overview of the algorithm for the undirected case, and defer many technical details – as well as pseudo-code and proofs of correctness – to the full version of the paper [11]. The other two models (directed networks and the Congested Clique) are also relegated to the full version of the paper. Finally, we focus here on computing the weight of the DMST, and defer the details of how to find the DMST edges (which is requires some details) to the last section of the paper.

We note that our algorithm naturally extends to approximating DMST using an approximate SSSP algorithm for directed graphs with non-zero weights. Using this extension, a $c$-approximation directed SSSP algorithm yields a $c \log n$-approximation of the DMST (meaning we require an $(1 + \frac{1}{\text{polylog} n})$-approximate SSSP algorithm in order to get a constant or sub-constant DMST approximation using this method). The best known $(1 + \epsilon)$-SSSP approximation algorithm for directed graphs in CONGEST has round complexity of $\tilde{O}(\sqrt{nD^{1/4} + D/\epsilon})$ [12], which yields an $(1 + \frac{1}{\text{polylog} n})$-approximation of the DMST in $\tilde{O}(\sqrt{nD^{1/4} + D})$ rounds. We defer the details to the full version of the paper.

2 Related Work

Distributed MST is one of the most fundamental problems in CONGEST, with a wide range of works, a very short subset of which include [14, 26, 15, 8, 9, 22, 17, 23, 10]. In particular, Ghaffari et al.[15] gave a simple MST algorithm using a framework called low-congestion shortcuts. This framework also serves as the basis for our DMST algorithm, as it allows to handle connected components that grow too large for their nodes to communicate with each other directly. Our algorithm also uses procedures from [19, 10] to deterministically decompose a directed tree into few components with relatively small diameter. Several lower bounds were shown by [27, 8, 30], proving that in the CONGEST model, finding the MST’s weight takes $\Omega(\sqrt{n + D})$ rounds, even for any approximation factor of up to $\text{poly}(n)$.

Minimum Directed MST (or Minimum weight Arborescence) had been extensively studied in the sequential model. The first algorithms for DMST in the sequential setting were independently found by [32, 7, 2]. A faster implementation was given by Tarjan [6], which included ideas from [28, 29]. The most efficient known implementation of Edmonds’ algorithm in the sequential setting is due to [13], with running time $O(m + n \log n)$.

A parallel NC algorithm for DMST was given by Lovász [24]. Humblet [21] showed a distributed $O(n^2)$ round algorithm for DMST with message complexity $O(n^2)$. To our knowledge, ours is the first DMST algorithm for CONGEST that has better than the trivial round complexity of $O(n^2)$.

Our algorithm uses a directed single source shortest path algorithm as a black-box. Recently, two such algorithms were developed [16, 12]. The best known running time for both directed and undirected graphs is $\tilde{O}(\min(\sqrt{nD}, \sqrt{nD^{1/4} + n^{3/5} + D}))$ due to Nanongkai et al. [12]. In [12] an $(1 + o(1))$-approximation in time $\tilde{O}(\sqrt{nD^{1/4} + D})$ for the directed case was shown. In the undirected case, [20] gave a deterministic $(1 + o(1))$-approximation in time $\tilde{O}(n^{1/2 + o(1)} + D^{1 + o(1)})$. In the Congested Clique, Censor-Hillel et al.[3] gave a $\tilde{O}(n^{1/3})$ APSP algorithm for directed graphs based on algebraic methods.

3 Preliminaries

Let $G = (V, E, w_G)$ be a weighted directed graph, with a special root vertex $r \in V$. We assume throughout that $r$ has a directed path to every node in $G$. We construct a spanning tree rooted at $r$ and oriented downwards. (To obtain a tree oriented upwards towards
r, we can simply reverse all edge directions.) For convenience, if \((u, v) \not\in E\), then we set \(w_G(u, v) = \infty\). Also, given a vertex set \(A \subseteq V\), we denote by \(G(A)\) the subgraph induced on \(G\) by \(A\). We sometimes abuse notation by writing \(u \in H\) when \(u\) is a vertex of a subgraph \(H\).

We assume w.l.o.g. that edge weights are integers in the range \([0, ..., \text{poly}(n)]\). This is not essential; negative weights and larger weights are easily handled, although if weights require more than \(O(\log n)\) bits to represent, the SSSP algorithm will use more rounds.

For two nodes \(u, v\), let \(\text{dist}_G(u, v)\) be the weight of the shortest path from \(u\) to \(v\) according to the weight function \(w_G\). Given a subgraph \(H\) of \(G\) and two nodes \(u, v \in H\), we let \(\text{dist}_H(u, v)\) denote the weight of the shortest path using only vertices of \(H\) from \(u\) to \(v\). For a subgraph \(H\), let \(\text{In}(H) = \{(u, v) \in E | v \in H \land u \not\in H\}\) be the set of edges entering \(H\).

4 Overview of the Algorithm

In this section we give a high-level overview of our DMST algorithm, which is based on Edmonds’ and Lovász’ algorithms.

As it runs, the algorithm performs contractions, where a set of vertices is merged into one super-vertex. Here we describe the “meta-algorithm” that runs on the graph of super-vertices, and later we will show how this meta-algorithm is implemented on the actual network (where, of course, we cannot merge nodes).

The active edges. Throughout its run, the algorithm maintains a set of zero-weight directed edges, denoted \(H\), with the property that every (super-)vertex except \(r\) has in-degree 1 in \(H\).

To initialize \(H\), each node \(v\) chooses a minimum-weight incoming edge \((u, v)\), deducts its weight from all incoming edges, and adds \((u, v)\) to \(H\). (If there is more than one incoming edge with the minimum weight, then we choose arbitrarily.)

The weakly-connected component of \(H\) that contains the root is called the root component. The remaining weakly-connected components of \(H\) are called active components, and denoted \(H_1, \ldots, H_k\). Since the in-degree in \(H\) is 1, each active component is a directed cycle, with trees rooted at some of the cycle’s vertices and oriented outwards (see Fig. 2). We abuse notation by thinking of each \(H_i\) as both a set of edges and as a graph (the weakly-connected component). We let \(C(H_i)\) denote the directed cycle that “lies at the heart” of the active component \(H_i\).

The following property is helpful when trying to determine which vertices belong to a given active component: if we know some vertex \(v\) that lies on the cycle \(C(H_i)\), then the vertices of \(H_i\) are exactly those vertices reachable from \(v\) along the directed edges of \(H\).

Edmonds’ contractions. Edmonds’ algorithm makes a series of steps, where in each step,

(1) Each vertex \(v\) deducts the weight of its minimum-weight incoming edge from all its incoming edges, and remembers the weight it subtracted. (We must connect \(v\) to the DMST by some incoming edge, so we will pay at least the weight of its lightest incoming edge.)

(2) Each vertex adds one zero-weight incoming edge to \(H\).

(3) Any newly-created zero-weight directed cycles in \(H\) are contracted into a single vertex. (This does not change the weight of the DMST.)

Eventually, we are left with only the root component, on which the \(H\) edges induce a directed spanning tree of weight zero. The weight of the DMST is then given by the total weight subtracted by all the nodes during the run. Then, we must “undo” the constructions and compute the edges of the DMST; we defer this part to the end of the paper, and focus for now on computing the weight of the DMST.
Each step of Edmonds’ algorithm contracts at least two vertices, but unfortunately, it does not necessarily merge each active component with another active component: an active component might spend many steps contracting nested cycles of inner vertices, one after the other. While each step reduces the number of vertices by at least 1, we might require as many as \( n \) steps to contract the entire graph.

\[ \Omega(n) \]

Lovász’ algorithm can be viewed, somewhat inaccurately, as a way to “jump ahead”: roughly speaking, instead of spending a lot of time contracting nested cycles inside an active component, Lovász finds the first edge coming in from outside the component that would be added to \( H \), and then performs in one fell swoop all the nested contractions leading up to that point. (This is not accurate, as we explain below; one step of Lovász cannot always be decomposed into steps of Edmonds.) After \( O(\log n) \) “mega-steps”, we are left with only the root component, and then we are done. See the full version of the paper [11] for a more detailed description of Lovász’ algorithm.

The “mega-steps” of Lovász are difficult to implement in CONGEST: in each step, the algorithm computes all-pairs shortest-paths (APSP, which can be solved efficiently in PRAM), and it finds paths that may cut across many active components, leading to congestion. We give a less eager mechanism for speeding up Edmonds’ algorithm, which is quite similar to Lovász but can be performed in parallel on all the active components in CONGEST; essentially, we show that the steps of Lovász’ algorithm can be confined inside the active components without cutting across them, while preserving correctness and the fast running time.

Our modified meta-algorithm. Our meta-algorithm is obtained from Edmonds by asking: “what contractions would Edmonds’ algorithm make inside an active component \( H_i \) before it adds to \( H \) an incoming edge of \( H_i \), thereby merging it with another component?” We would like to jump ahead to that point.

Recall that Edmonds selects at each step the minimum-weight incoming edge of a node, adds it to \( H \), and (eventually) contracts the resulting zero-weight cycle. It turns out that as it slowly consumes nodes inside \( H_i \) and eventually some node outside \( H_i \), Edmonds implicitly finds the lightest path from a node outside \( H_i \) that immediately enters \( H_i \) and stays inside \( H_i \) until it arrives at some node of the cycle \( C(H_i) \) (see Fig. 2); i.e., a path of the form \( u, v_1, \ldots, v_k \) such that (a) \( u \not\in H_i \), (b) we have \( v_j \in H_i \setminus C(H_i) \) for each \( j = 1, \ldots, k \), and finally, (c) \( v_k \in C(H_i) \).

Let \( \beta \) be the weight of this path. Edmonds does not progress only along the path: it contracts nodes inside \( H_i \) that can reach the cycle \( C(H_i) \) with paths of increasing weight, until the weight reaches \( \beta \). Our meta-algorithm finds the edge \((u, v_1)\) and the weight \( \beta \), and contracts all nodes \( x \in H_i \) that have \( \text{dist}_{H_i}(x, C(H_i)) \leq \beta \) (including \( v_1 \)). (Lovász also computes \( \beta \), but it does it differently: it uses all-pairs shortest-paths to find the shortest distance from any node outside \( H_i \) to the cycle \( C(H_i) \), without insisting that the path have the form we described above. As a result, Lovász may find paths that start at a node \( u \),
wander outside \( H_i \) for a while (along zero-weight edges), enter \( H_i \) and leave it, and eventually enter \( H_i \) “for good” and go to the cycle \( C(H_i) \).Lovász then makes a more aggressive contraction, merging all the nodes visited by such a path of weight at most \( \beta \).

**Figure 2** Our algorithm performs in one step three steps of Edmonds’ algorithm: it contracts the zero-weight directed cycle of component \( A \) and makes two more contractions, finally adding an incoming edge of \( A \) to \( H \). Component \( A \) then merges with \( B \), and possibly with other components. Edges initially in \( H \) are shown as solid lines, edges that are added to \( H \) during Edmonds are shown as double lines.

We now give a more formal description. In each step of our meta-algorithm, we find in parallel for each active component \( H_i \) an incoming edge \((u,v)\in \text{In}(H_i)\), with \( v \in H_i \) and \( u \notin H_i \), that minimizes the internal distance to the cycle, \( \beta(u,v) := w(u,v)+\text{dist}_{H_i}(v,C(H_i)) \). (Recall that \( \text{dist}_{H_i}(v,C(H_i)) \) is the distance inside \( H_i \) from node \( v \) to any node of the cycle \( C(H_i) \); only paths using edges of \( H_i \) can be used.)

For an active component \( H_i \), let \( \beta_i = \min_{(u,v)\in \text{In}(H_i)} \beta(u,v) \) be the “minimum entering distance” associated with \( H_i \). This is the weight that would be subtracted by Edmonds’ algorithm in all the contractions internal to \( H_i \), plus the first step that connects \( H_i \) to another active component.

Our algorithm finds an edge \((u,v)\) that has \( \beta(u,v) = \beta_i \) (that is, an edge that minimizes \( \beta(u,v) \)). Then, we contract the zero-weight cycle \( C(H_i) \), together with all nodes inside \( H_i \) that have distance at most \( \beta(u,v) \) to the cycle \( C(H_i) \). Formally, the set of nodes we contract into one super-vertex is given by

\[
U_i := \{v \in H_i \mid \text{dist}_{H_i}(v,C(H_i)) \leq \beta_i\}.
\]

We represent a super-vertex as the set of all original graph vertices that were merged into it; merging super-vertices means replacing them by their union.

For the new super-vertex \( S \), we update the weights in the contracted graph (in which \( S \) is a vertex):

\[
w^t(x,y) = \begin{cases} 
\min_{z \in S} \beta(x,z) - \beta_i & \text{if } y = S, \\
\min_{z \in S} w(z,y) & \text{if } x = S, \\
w(x,y) & \text{otherwise.}
\end{cases}
\]

After the contraction, the incoming edge \((u,S)\), which replaces \((u,v)\) (the edge that had \( \beta(u,v) = \beta_i \) and now has weight zero, is added to \( H \). This causes \( H_i \) to merge with the active component to which \( u \) belongs (see Fig. 2).
Because every active component merges with another active component in each iteration, the number of components is reduced by at least half, and therefore after \(O(\log n)\) iterations, the edge set \(H\) has only one weakly-connected component – the root component. At this point, the weight of the DMST is computed by summing all the \(\beta_i\)'s that were subtracted during the entire run, and the algorithm terminates.

In the full version of the paper [11], we prove that unlike Lovász’ algorithm, each step of our meta-algorithm can be decomposed into a series of Edmonds’ contractions, and we give an example showing the difference between Lovász’s algorithm and our variant.

## 5 Implementation in CONGEST

In this section we explain, on a high level, how we translate our meta-algorithm to the CONGEST model. We start by introducing the main ingredients that go into the implementation.

### The meta-graph and the physical graph.

We refer to the “real” nodes of the communication network as physical vertices or physical nodes. Super-vertices are simply sets of physical vertices, but each super-vertex has a unique identifier, which is the ID of some physical vertex in it. We often conflate a super-vertex with its ID. Let \(S\) be the set of all super-vertex IDs (as we said, these are simply IDs from \(V\), but for clarity we use different notation).

During the run of our algorithm, each physical vertex \(v\) keeps track of \(sId(v)\), the ID of the super-vertex that contains it in the meta-graph. Node \(v\) also knows which of its physical edges correspond to meta-edges in \(H\); that is, for each physical edge \(\{v, u\}\), node \(v\) knows whether or not \((sId(v), sId(u)) \in H\).

Given a physical network graph \(G = (V, E, w)\) and a mapping \(sId : V \to S\) of physical vertices onto super-vertices, the meta-graph that corresponds to \(G\) and \(sId\) is a multi-graph, where two super-vertices \(S_1, S_2 \in S\) are connected by all the edges that connect physical vertices \((u, v) \in E\) such that \(u \in S_1, v \in S_2\). (Although our modified algorithm above is stated for graphs rather than multi-graphs, it is easy to see that its correctness translates immediately to multi-graphs as well.) For each super-vertex \(S \in S\), there is a single incoming meta-edge \((T, S)\) in \(H\) (recall that all nodes have in-degree exactly 1 in \(H\)). The meta-edge \((T, S)\) may correspond to many physical edges; the algorithm chooses one such edge, \((u, v) \in E\) such that \(u \in T\) and \(v \in S\), and defines \(\text{entry}(S) = v\) to be “the physical entry-point of \(S\”).

### Soft contractions.

Since we cannot contract vertices of the communication network, we replace contractions with soft contractions, which have the same effect but change only the weight function and the super-vertex mapping.

**Definition 3 (Soft contraction).** Fix a physical graph \(G = (V, E, w_G)\), a mapping \(sId : V \to S\) of physical vertices to their super-vertices, a set \(H \subseteq S^2\) of zero-weight directed meta-edges, an active component \(H_i\), and a set \(A \subseteq S\) of super-vertices to contract. Define \(G_{\sim A} = (V, E, w_{G_{\sim A}})\) to be the physical graph with the same vertices and edges as \(G\), but with the following weight function:

\[
\begin{cases}
    w_G(u, v) + \text{dist}_{G(A)}(v, C(H_i)) - \beta_i & \text{if } u \in V \setminus A \text{ and } v \in A, \\
    0 & \text{if } u, v \in A \text{ and } (u, v) \in E, \\
    w_G(u, v) & \text{otherwise}.
\end{cases}
\]

The soft contraction operation updates the weights as above, and replaces the mapping \(sId\) with \(sId'\), where \(sId'(v) = sId(v)\) if \(v \notin A\), and \(sId'(v) = A.i\). The id of \(A\) is the id of some “leader” vertex \(v \in A\).
Intuitively, a soft contraction is the same as the meta-step we defined in Section 4, but instead of merging vertices, it simply zeroes out the weight of the edges between them. We prove that if we take $A = U_i$ (as defined in (1) above), then the soft contraction operation is equivalent to the meta-step we defined in Section 4, and decreases the weight of the DMST by $\beta_i$.

**Small and large components.** As usual in MST algorithms, after we perform some meta-steps of the algorithm, some super-vertices may become so large that we cannot afford for their physical nodes to communicate with each other directly. We resolve this in the usual way (see, e.g., [15, 10]): super-vertices are classified into “small” super-vertices, which comprise at most $\sqrt{n}$ physical nodes, and “large” super-vertices, comprising more than $\sqrt{n}$ nodes. The small super-vertices are small enough that we can compute on them directly (in parallel). As for large super-vertices, there are at most $\sqrt{n}$ of them, and the entire network helps them carry out their computation. For example, if we have large super-vertices $S_1, \ldots, S_k$, and we want each physical vertex of $S_i$ to learn some value $x_i$, then we will propagate all values $x_1, \ldots, x_k$ throughout the entire network, and each physical vertex $v \in S_i$ will pick out the value $x_i$ it needs to learn.

We remark that unlike undirected MST, in our case there is a distinction between a super-vertex and an active component. (In distributed implementations of Boruvka’s undirected MST algorithm, there are super-vertices, but there is no notion of “active component”.) In addition to computing on all the super-vertices in parallel, our algorithm also carries out steps on the active components in parallel, but an active component consists of many super-vertices, some small and some large. This presents some complications compared to the undirected case.

**Centers.** A key part of our algorithm is concerned with finding some super-vertex that lies on the cycle $C(H_i)$ of an active component. This cycle may consist of any number of super-vertices, themselves comprising many physical-vertices. To find a super-vertex on the cycle, we “chop up” the cycle into more manageable parts: we select a center set, a set of $\tilde{O}(\sqrt{n})$ super-vertices (always including the root super-vertex), with the property that for any $H$-path $S_1, \ldots, S_k$ of super-vertices, if the total number of physical vertices in $S_1, \ldots, S_k$ is at least $\sqrt{n}$, then at least one super-vertex $S_i$ is a center.

Centers are often used in shortest-path computations (e.g., [12, 16, 25] in the CONGEST model, and many other examples in dynamic algorithms and distance oracles), but here we use them in a non-standard way: we construct a center graph representing the reachability relation between centers, and use this graph to find the cycle $C(H_i)$ and determine which super-vertices are reachable from it.

**Running SSSP on many disjoint components in parallel.** During our algorithm we encounter the following scenario: we have a collection of vertex-disjoint connected subgraphs $G_1, \ldots, G_k \subseteq G$, with one marked node $v_i \in G_i$ in each component, and also some external node $r \not\in \bigcup_i G_i$. The diameter of the entire graph $G$ is $D$, but the diameter of each $G_i$ can be arbitrarily large. We wish to compute, in parallel for all $i$, the distances $\dist_{V_i}(v_i, u)$ (that is, the distance from $v_i$ to each node inside its component $V_i$, using only nodes of $V_i$).\footnote{The keen-eyed reader might notice that the directions here are reversed – in Section 4 we wanted distances to a node of $C(H_i)$, and now we ask for distances from some node to all others in the component. We handle this by reversing all edge directions.}
Moreover, we want to “pay” only in terms of the diameter $D$ of the entire network, not the diameters of the individual components. This rules out running a separate SSSP instance inside each component using only its internal edges.

Our solution is to simulate one execution of SSSP on a “virtual network” $G'$, defined as follows. The vertices of $G'$ are the vertices of $G$, but we also add, for each $v \in V(G)$, a “shadow vertex” $v'$. The edges of $G'$ are

(a) all edges that are internal to some subgraph $G_i$, with their original weights; (b) the “shadow copies” $(u', v')$ of all edges in $E$, with weight zero; (c) for each marked node $v_i$, we add a zero-weight edge $(v'_i, v_i)$ from $v_i$’s shadow to $v_i$, and also an edge $(v_i, v'_i)$ in the opposite direction, with “infinite” (or sufficiently large) weight.

The network $G'$ can be simulated efficiently by the nodes of $G$, by having each node simulate itself and its shadow. Note that the edges we added allow for such a simulation; for example, two shadow nodes only need to communicate in $G'$ if their corresponding “real nodes” can communicate in $G$. Also, $\text{diam}(G') \leq 2\text{diam}(G) + 1$.

Now, to simultaneously compute all the distances $d_{V_i}(v, u)$, we simulate a call to SSSP from node $r'$, the shadow of $r$, in $G'$. A lightest path from $r'$ to a node $u \in V_i$ traverses the shadow network from $r'$ to $v'_i$ at zero cost, then moves to $v_i$ with no cost, and then traverses from $v_i$ to $u$ inside the “real” copy of $G_i$. Thus, the distance from $r'$ to $u \in V_i$ in $G'$ is exactly $d_{V_i}(v, u)$. See full paper for details.

5.1 The Algorithm

We now give a more detailed description of our algorithm (while still omitting many technical details). The algorithm runs in $O(\log n)$ iterations. At the beginning of each iteration, each node $v \in V$ knows an identifier $sld(v)$ for its super-vertex (initially, $sld(v) = v$), it knows which of its edges correspond to meta-edges in $H$, and it knows whether or not it is part of the root component.

Nodes do not necessarily know which active component they belong to at any given moment; the first part of each iteration of our algorithm is concerned with finding the current active components, after some of them were merged at the end of the previous iteration. Nevertheless, it is convenient to think of the algorithm as “operating in parallel” on all the active components.

Each iteration proceeds as follows, in parallel for each active component $H_i$;

1. We find some super-vertex $c(H_i) \in C(H_i)$ that lies on the cycle of $H_i$, and disseminate the ID of $c(H_i)$ to all physical nodes in $H_i$. In particular, we must determine which super-vertices belong to $H_i$. This is described in Section 5.2.

2. We compute shortest paths from all super-vertices of $H_i$ to $c(H_i)$: this is done by a single call to SSSP, as described above, using $c(H_i)$ as the marked node in component $H_i$. We use reverse edge weights, so that instead of computing shortest paths from $c(H_i)$ we compute shortest paths to $c(H_i)$. Note that since $C(H_i)$ is a cycle of zero-weight edges, the distance to $c(H_i)$ is also the distance to all nodes of $C(H_i)$.

3. We find an incoming edge $e_i = (u, v) \in \text{In}(H_i)$ that minimizes the “entering distance”, $\beta(u, v) = w(u, v) + \text{dist}_{H_i}(v, C(H_i))$, and disseminate $e_i$ and $\beta_i = \beta(e_i)$ to all nodes of $H_i$. This is done using the small component/large component methodology, but some care is needed (as done in [15, 18]. see procedure LearnMin in the full version for details [11]).

4. Finally, having computed $\beta_i$ and $e_i = (u, v) \in \text{In}(H_i)$, we soft-contract $H_i$ with threshold $\beta_i$. “virtually merging” all super-vertices with distance at most $\beta_i$ to $C(H_i)$ into one super-vertex. The ID of the new super-vertex is set to $c(H_i)$. We add edge $e_i$ to $H$, which has the implicit effect of merging $H_i$ with another active component.
After $O(\log n)$ iterations, no active components remain, and we have only the root component. We now compute a spanning tree of the network graph, and use it to sum the values of $\beta$, subtracted throughout the algorithm. The root of the DMST returns this value as the weight of the DMST.

### 5.2 Finding A Cycle Super-Vertex and Identifying the Active Component

In this section we show how to find, for each active component $H_i$, some super-vertex $c(H_i)$ on the cycle $C(H_i)$. When we begin this part of the algorithm, the physical nodes know which of their edges are in $H$, but they do not know which active component (i.e., which weakly-connected components of $H$) they belong to. Part of our goal is to identify the boundaries of the active components, in preparation for finding a minimum-distance incoming edge of each active component; this is accomplished by disseminating $c(H_i)$ to all nodes that can be reached from the cycle $C(H_i)$ along paths of $H$-edges. Thus, $c(H_i)$ serves as an active component ID, which all physical nodes of $H_i$ agree on.

As we said above, in order to identify long cycles and paths, we cut them into shorter pieces by choosing a set of centers. Formally, we need the following property:

**Definition 4.** A set of super-vertices $T \subseteq S$, which includes the root super-vertex, is said to be a good center set if $|T| \leq 4\sqrt{n}$ and for any $H$-path $S_1, \ldots, S_k$, if $|\bigcup_{i=1}^k S_i| \geq \sqrt{n}$ (that is, if $S_1, \ldots, S_k$ together contain at least $\sqrt{n}$ physical vertices), then $T$ includes some super-vertex $S_i$.

A good center set can be constructed deterministically in a very similar manner to either the star-decomposition of [19], or using the fragment joining of [10]. Details regarding this can be found in the full version of the paper [11].

In the sequel we assume that we have such a set, Centers.

Recall that in $H$, every super-vertex has in-degree exactly 1. For a super-vertex $S$ (not necessarily a center), we define $\text{pred}(S)$ to be the first center we reach by starting from $S$ and traversing backwards along reverse $H$ edges. (Note that a super-vertex can be its own predecessor, if it is a center and is part of a directed cycle in $H$ that includes no other centers.)

The center graph is the graph induced by $\text{pred}$:

**Definition 5 (The center graph, $H^*$).** The center graph induced by $H$ and Centers, denoted $H^*$, is given by $H^* = (\text{Centers}, \{\text{pred}(c), c \mid c \in \text{Centers}\})$.

For an active component $H_i$, let $H_i^*$ be the subgraph of $H^*$ induced by the centers $\text{Centers} \cap H_i$ selected from $H_i$. Note the following properties: (1) Like $H$, the center graph $H^*$ also has in-degree 1, except for the root (always selected as a center), which has no incoming edges; (2) If $H_i$ includes a center, then $H_i^*$ is a weakly-connected component of $H^*$; (3) Whenever $C(H_i)$ includes at least one center, $H_i^*$ contains a non-empty cycle $C(H_i^*)$ (possibly one center with a self-loop), whose vertices are the centers from $C(H_i)$.

**Finding $c(H_i)$.** After setting up the centers and the center graph, to find some super-vertex from the cycle $C(H_i)$, we divide into three cases, depending on whether the active component $H_i$ and its cycle $C(H_i)$ include more than $\sqrt{n}$ physical nodes or not.

1. $H_i$ is a “small component”, including at most $\sqrt{n}$ physical nodes: then in particular, the physical size of the cycle $C(H_i)$ does not exceed $\sqrt{n}$. We can find $C(H_i)$ by having each super-vertex start a forward-BFS along the edges of $H$ for $O(\sqrt{n})$ rounds, and
always propagating the ID of the smallest super-vertex heard so far; after \(O(\sqrt{n})\) rounds, some super-vertex receives back its own ID, and this super-vertex then becomes \(c(H_i)\).

We inform all nodes of \(H_i\) by propagating the ID of \(c(H_i)\) for \(O(\sqrt{n})\) rounds. This is handled by procedure \texttt{FindSmallCycles} (see details in full version [11]).

II. \(H_i\) is “small” (at most \(\sqrt{n}\) physical nodes), but \(H_i\) is “large” (more than \(\sqrt{n}\) nodes): in this case, procedure \texttt{FindSmallCycles} still selects some super-vertex \(c(H_i)\) \(\in C(H_i)\) just as above. However, we cannot afford to disseminate the ID of \(c(H_i)\) throughout \(H_i\) by broadcasting it, because \(H_i\) is too large. Instead, we add \(c(H_i)\) to the center set \texttt{Centers}, and handle its dissemination below.

III. \(C(H_i)\) is “large”: then \(C(H_i)\) includes at least one center, and we can identify \(C(H_i)\) by examining the center graph \(H^*\) and looking for the corresponding cycle there.

In cases (II) and (III), after \texttt{FindSmallCycles} is called, \(C(H_i)\) includes at least one center: either it was there before, or if the cycle was too small, we added some center in \texttt{FindSmallCycles}. Therefore, the component \(H^*_i\) that corresponds to \(H_i\) in the center graph contains a cycle \(C(H^*_i)\).

After calling \texttt{FindSmallCycles}, every super-vertex \(S\) learns the identity of \(\text{pred}(S)\). Because every \(H\)-path of physical size at least \(\sqrt{n}\) includes a center, for each super-vertex \(S\) (not necessarily a center), the physical distance from the entry vertex of \(\text{pred}(S)\) to some physical vertex in \(S\) is at most \(\sqrt{n}\). Thus, the super-vertex \(\text{pred}(S)\) can “tell” \(S\) that it is its predecessor by doing a forward BFS for \(\sqrt{n}\) rounds (we omit the details here).

The center graph has \(O(\sqrt{n})\) edges: its in-degree is 1, and even after adding some centers in step II, we still have \(O(\sqrt{n})\) centers, because a center is only added for active components of physical size \(> \sqrt{n}\). Thus, we can afford to disseminate all edges of \(H^*\) throughout the network, in \(O(\sqrt{n} + D)\) rounds.

Finally, each physical node \(v\) locally examines the graph \(H^*\), and constructs the weakly connected components of \(H^*\). It associates itself with the correct component \(H^*_i\) by choosing the component of \(H^*\) that contains the center \(\text{pred}(s\text{Id}(v))\), that is, the predecessor of its own super-vertex. If \(H^*_i\) includes the root, then \(v\) sets the root’s ID as its active component ID. Otherwise, node \(v\) finds \(C(H^*_i)\), selects the center with the smallest id \(c \in C(H^*_i)\), and sets \(c\text{Id}(v) = c\).

6 DMST vs. \((s, t)\)-Shortest Path

We have shown that the DMST problem is no harder than single-source shortest path. In this section we adapt a reduction of Chechick [4] from the sequential setting to \texttt{CONGEST}, showing that distributed DMST is at least as hard as \((s, t)\)-shortest path, where we are given...
two vertices \( s, t \) and must find the shortest directed path from \( s \) to \( t \). The reduction holds for all three models we consider in this paper (assuming we work with strongly-connected graphs): it simply modifies the graph on which we want to solve \((s, t)\)-SP, so that any DMST on the graph will reveal the shortest path from \( s \) to \( t \). We take care that the modified graph can be simulated by the original graph without much additional communication.

Given a graph \( G = (V, E) \), we define a graph \( G' \) as follows (see Fig. 4): \( G' \) contains all vertices and edges of \( G \), and in addition, for each vertex \( v \in V \), we add a “shadow vertex” \( v' \), with a zero-weight edge \((v', v)\). For each original edge \((u, v)\) we add a “shadow edge” \((u', v')\), again with weight zero. Finally, we add the zero-weight edge \((t, t')\) (where \( t \) is the target node).

Observe that all the edges we added to \( G' \) are either shadow edges or edges incoming into vertices of \( G \), except for the edge \((t, t')\), which is outgoing from \( t \). Therefore, in \( G' \), we did not create any path from \( s \) to \( t \) that was not already in \( G \).

\[ \text{Lemma 6.} \] The weight of the DMST of \( G' \) rooted at \( s \) is the weight of the \((s, t)\)-shortest path in \( G \).

\[ \text{Proof.} \] Let \( W' \) be the weight of the DMST of \( G' \) rooted at \( s \), and let \( d \) be the weight of the shortest path from \( s \) to \( t \) in \( G \). It is easy to see that \( W' \geq d \), because the DMST must contain some path from \( s \) to \( t \), and in \( G' \) we did not create any path from \( s \) to \( t \) that was not already in \( G \).

To show that \( W' \leq d \), consider the following DMST: take a shortest path \( \pi \) from \( s \) to \( t \) in \( G \), and add all its edges to the DMST. In addition, take edge \((t, t')\), and some arbitrary directed spanning tree of the shadow vertices, comprising only shadow edges and oriented outwards from the root \( t' \). (Such a spanning tree exists, because we can take a directed spanning tree of \( G \) rooted at \( t \) and “copy it” onto the shadow edges.) Finally, for each \( v \in V \) that is not on \( \pi \), add the edge \((v', v)\). The resulting tree is spanning and oriented outwards from \( s \), and its weight is exactly \( d \), because other than the edges of \( \pi \), it uses only zero-weight edges.

\[ \text{Theorem 7.} \] The asymptotic round complexity of DMST in CONGEST is at least that of \((s, t)\)-shortest path.

\[ \text{Proof.} \] Given a DMST algorithm \( A \) and a graph \( G \), we can solve \((s, t)\)-shortest path on \( G \) by constructing \( G' \) and simulating the execution of \( A \) on \( G' \). Each vertex \( v \) of \( G \) simulates itself and its shadow vertex \( v' \). To simulate one round of \( A \) on \( G' \), each vertex sends to its neighbors the messages that it would send under \( A \) on its own edges, and also the messages its shadow vertex would send on its edges under \( A \). This increases the communication by only a constant factor.

## 7 Finding the Directed Minimum-Weight Spanning Tree

In this section we describe how to find the edges of the DMST, after contracting the entire graph into one component. This is an adaptation of the unpacking procedure from Lovasz’ DMST algorithm [24], implemented in CONGEST. Again, some technical details are omitted here.

Recall that when we performed contractions, we looked for an edge that minimizes the entering distance into \( H_i \),

\[ \beta(u, v) := w(u, v) + \text{dist}_{H_i}(v, C(H_i)), \]
Figure 4 Local reduction of (s, t)-shortest path to DMST. The shadow nodes are shown in white. The rightmost figure shows the DMST.

and we denoted this minimum distance by

$$\beta_i = \min_{(u,v) \in \text{In}(H_i)} \beta(u,v).$$

For an active component $H_i$, let $G_{\beta_i}$ denote the contracted graph in which, starting from $G$, we contracted the cycle $C(H_i)$ together with all vertices inside $H_i$ that have distance up to $\beta_i$ from $C(H_i)$ (or rather, from the active component ID, $c(H_i)$), into one super-vertex. We now describe how to “undo” the contraction, so that we can unpack $G_{\beta_i}$ back into $G$ and add the correct edges to the DMST.

Unpacking a super-vertex. Consider a graph $R$ with a set $H$ of active edges, and let $T'$ be a DMST of the contracted graph $R = R_{\beta_i}$. Let $w, w'$ be the weight functions of $R, R'$ respectively. Let $s = \bigcup U_i(\beta_i)$ be the new super-vertex in $R'$ formed by merging together all vertices with distance at most $\beta_i$ from $C(H_i)$ in $R$.

We define an unpacking operation that constructs from $T'$ a new tree, denoted $T''_{i \subset j}$, for the original graph $R$, as follows:

- The new tree agrees with $T'$ on all edges that are not adjacent to $s$: for any edge $e = (s_1, s_2)$ where $s_1, s_2 \neq s$ we have $(s_1, s_2) \in T''_{i \subset j}$ if $(s_1, s_2) \in T'$.
- Let $(u, s)$ be the edge in $T'$ that is incoming into $s$ (there must be such an edge, since $T'$ is spanning). Let $v^* \in s$ be the vertex that minimizes $\beta(u, v)$ among all incoming edges into $s$. We add to $T$ the edge $(u, v^*)$ and the lightest-weight path $\pi$ from $v$ to $C(H_i)$ in $R(H_i)$.
- If $T'$ contains an outgoing edge $(s, x)$ from $s$, each such edge is again replaced by an edge $(y, x)$, where $y \in s$, that has $w(y, x) = \min_{y' \in s} w(y', x)$.
- Finally, we add to $T$ the edges $H_i \setminus \text{dest}(\pi)$, where $\text{dest}(\pi)$ is the set of edges in $R$ whose destinations are nodes on $\pi$.

Lemma 8 (Variant of [24], Claim 2). If $T''$ is a DMST of $R' = R_{\beta_i}$, then $T''_{i \subset j}$ is a DMST of $R$.

Unpacking the DMST. Now we describe how we “unpack” the entire DMST, starting from the final state of the algorithm where the graph has been contracted until only the root active component remains. The algorithm we describe here is run by the physical vertices of $G$, and
it runs in \(\log(n)\) iterations, indexed downwards, \(\log n, \ldots, 1\), where the \(j\)-th iteration unpacks the super-vertices created at step \(j\). Let \(\{H_1^j, \ldots, H_k^j\}\) be the set of active components in iteration \(i\).

We may assume w.l.o.g. that in an SSSP algorithm for directed graph with non-negative integer weights, each node also outputs a parent in a SSSP tree (e.g [12]). We require the nodes to store these edges; specifically, each node needs to remember, for each contraction, its edges in the reverse shortest-paths tree from \(c(H^j)\) that was computed during the contraction.

Each super-vertex created during the current iteration is unpacked in parallel, and the edges taken into the DMST are the edges described above. When choosing which of their edges to add, the only computation nodes cannot perform locally is to find the shorest-path edges from \(v^∗\) into \(c(H(v^∗))\). We handle this using centers, just as we did in Section 5.2: if the path is short, we can find it by doing a short BFS; and if the path is long, it will contain at least one vertex, and we can use the center graph to have the vertices of the path learn that they are on the path and add edges accordingly.

---
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1 Introduction

Recently, due to rapidly growing number of devices and popularity of distributed protocols, the impact of congestion on stability of queuing processes has become an important practical and research topic. They are everywhere, often dependent on each other and competing for the same resources (in this paper modeled as a shared channel with contention). Queues are governed by scheduling algorithms, often run locally in a distributed way. The desired property of the whole system of queues is stability – understood as existing of an upper bound on the numbers of packets queued at devices at any time. In this work, we study...
stability of local memoryless packet scheduling policies in the process of dynamic distributed broadcasting on a shared channel. A shared channel, also called a multiple access channel, is a broadcast network with instantaneous delivery of transmitted messages to every device (also called a node or a station) in the system and a possibility of conflict for access to the transmitting medium. A message sent via a channel by a station is received successfully by all the stations when its transmission has not overlapped with transmissions by other stations. In the queue system in contention, the channel represents the contention and is interpreted as a rule that nothing happens to the queues if at least two of them schedule a stored packet/job to be transmitted/executed at the same time.

The traditional approach to modeling queuing process on a shared channel was through dynamic broadcasting problem and its corresponding queue system, but it could be easily generalized to arbitrary queues with jobs or other types of elements. It has assumed continuous packet injection subject to stochastic constraints (typically, Poisson arrival rates). Recent papers, following the adversarial queuing approach for store-and-forward packet networks, studied stability of the system of queues on a shared channel in adversarial settings. An adversary is determined by two parameters: injection rate $\rho$, which is the average number of injected packets, and burstiness $b$, which is the maximum number of packets that may be injected in a round.

We focus on memoryless schedulers, showing that, although very restricted, they are quite powerful in the sense that some of them could guarantee stability of the system for high injection rates. Memoryless schedulers are local policies at nodes, which may only access their current local queues, and have no other feedback from the underlying distributed system. The assumption of limited feedback assures that designed policies are applicable in broad spectrum of scenarios and systems; in particular they could adjust to multi-layer stacks of protocols by assuring independence of a scheduling policy from the actual feedback from the lower layers. Moreover, internal memory of nodes is limited to some basic parameters and $O(\log n)$ control bits per each packet stored (necessary to keep e.g., basic packet informations such as destination), where $n$ is the number of queues in the system. This requirement addresses the need of optimization of resources in contemporary and emerging scenarios, e.g., networks of computationally limited wireless entities run on batteries in IoT applications.

1.1 Our results

This paper studies stability of deterministic local memoryless packet schedulers in the context of distributed broadcasting on a shared channel (as mentioned earlier, it could be generalized to other types of queues with contention). The stability is studied in adversarial setting (corresponding to worst case system behavior), defined in terms of global injection rate $\rho$ and burstiness $b$, and stochastic setting (corresponding to average case system behavior), in which injections at each node follow the Bernoulli process. We show that there is a local memoryless scheduling policy with relatively small memory (i.e., one bit per packet, indicating whether the packet is old or relatively new), which is stable, both adversarially and stochastically, for injection rates $\Omega(1/\log n)$ on a shared channel. The scheduler is based on interleaving ultra-selectors defined in [8]. Independently, we show better existential results for ultra-selectors. The second scheduler is based on a different type of selector with thresholds (unlike the previously used binary selectors/codes in the literature), and achieves stability for constant injection rates with bounded values of burstiness. Comparison of our results with the most relevant other recent results is given in Table 1.
1.2 Previous and related work

There is a long history of research on dynamic broadcast on multiple access channels. Early work includes developing and studying properties of protocols like Aloha [1] and binary exponential backoff [24]. Recent study on this topic has focused on scenarios when packets were injected subject to statistical constraints. Stochastic stability has been the basic quality criterion to achieve, understood in the sense that the input and output rates were equal. See the paper by Gallager [13] for an overview of early research; recent work includes the papers of Goldberg et al. [15], Goldberg et al. [16], Hästad et al. [18], Raghavan and Upfal [25], Bender et al. [5] and [22].

Adversarial queuing was introduced by Borodin et al. [7] as a framework to study stability of routing protocols in (point-to-point connected) networks under worst-case traffic scenarios modeled by adversaries. Independently, Andrews et al. [4] defined a greedy protocol to be universally stable when it was stable in all networks for any injection rate $\rho < 1$. This line of research for wired networks has been intensively pursued for many models and protocols.

Chlebus at al. [10] were the first who studied adversarial queuing on a shared channel. They however, similarly to all the follow up work (cf., [3, 2, 9]), assumed that schedulers are embedded into the channel, in the sense that they can receive channel feedback or even attach and read additional information bits. Several results were obtained and new protocols designed and analyzed using this model, however they were derived for stronger schedulers or for restartable schedulers (so called acknowledgment-based) which are incomparable to local memoryless class. Recently, Garncarek et al. [14] investigated adversarial stability and other properties of deterministic local packet schedulers. They considered two classes of local schedulers: adaptive and non adaptive. The former allows stations to monitor and store some digest of the local queue history (especially its size), which is much more powerful than memoryless schedulers considered in this work, while the latter allows the policy only to check whether the current local queue is empty or not, which in turn is a type of memoryless policy. They showed that there is a local adaptive scheduling policy with relatively small memory, which is universally stable on a shared channel, that is, it has bounded queues for any $\rho < 1$ and $b \geq 0$. On the other hand, they proved that memoryless policies with only information about non-emptiness of their queues could reach the maximal stable injection rate of $O(1/\log n)$. They also showed a local non-adaptive policy, which is stable for slightly smaller injection rate $c/\log^2 n$, for some constant $c > 0$. In this context, general memoryless local policies considered in this work could be seen as in-between of adaptive and no-adaptive local schedulers considered in [14].

A simplified version of broadcasting on a shared channel with static input, in which some $k$ stations hold packets at the beginning of an execution, was also widely investigated. The goal is to transmit at least one of them (selection problem) or all of them (k-broadcast problem), in both cases minimizing time complexity. The selection problem was studied in particular by Kushilevitz and Mansour [23] and Willard [26]. The k-broadcast problem was studied by Greenberg and Winograd [17], Komlós and Greenberg [21], and Kowalski [22]. A related leader election problem was studied by Jurdziński et al. [19] for channels without collision detection.

Deterministic solutions for the mutual exclusion and consensus problems on multiple-access channels when the adversary wakes up stations in arbitrary rounds were studied by Czyżowicz et al. [11]. A randomized counterpart of their research was delivered by Bieńkowski et al. [6].
Table 1 Comparison of our algorithms (WBA and QSA) with the previously known results under adversarial packet injections. Row with $\rho$ describes the highest injection rate for which an algorithm is stable. Control messages can be separate packets (that need an additional successful transmission), piggybacked on packets (sent in the same round as successful transmission of any packet) or neither. Local memory is the number of bits to store information about history of events that each node can remember. Queue access denotes whether a node has access to the size of its queue or only knows if its queue is empty.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>$O(1/\log^2 n)$</td>
<td>$O(1/\log n)$</td>
<td>$O(1)$</td>
<td>$&lt; 1$</td>
<td>$\leq 1$</td>
</tr>
<tr>
<td>$b$</td>
<td>any</td>
<td>any</td>
<td>bounded</td>
<td>any</td>
<td>any</td>
</tr>
<tr>
<td>control messages</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>separate</td>
<td>piggybacked</td>
</tr>
<tr>
<td>local memory</td>
<td>0</td>
<td>$O(1)$</td>
<td>0</td>
<td>large</td>
<td>$O(n \log n)$</td>
</tr>
<tr>
<td>queue access</td>
<td>emptiness</td>
<td>size</td>
<td>size</td>
<td>size</td>
<td>size</td>
</tr>
</tbody>
</table>

2 Model

We follow the description of local scheduling model under contention from [14], enhanced by additional aspects of memoryless policies. There are $n$ stations attached to a shared channel. The stations have distinct names in $[n] = \{0, 1, \ldots, n\}$. Each station $v$ knows $n$ and its name $v \in [n]$.

2.1 Shared channel

A shared channel, also called a multiple access channel, models environments in which distributed nodes compete for access to the shared communication and distribution channel, and in case of contention, no contender wins the access. We assume that the channel operates synchronously. Every station (also called a node or queue) connected to it has its clock and the clock cycles are all of exactly the same length and synchronized. An execution of a protocol is partitioned into rounds – it takes precisely one round to transmit a message. We assume that stations have access to a global clock, meaning that all the local clocks at stations read the same round numbers.

Every station occasionally receives packets to broadcast. Packets are stored in a local queue. Stations use local scheduling algorithms to decide whether to schedule a packet from the queue for transmission in the current round or not. When exactly one station schedules a packet for transmission in a round, then the message containing this packet is successfully delivered and the packet disappears from the queue. We assume that local schedulers do not receive any feedback from the channel – they could only make their decisions based on examining local queue. When at least two stations transmit simultaneously in a round then conflict for access or collision occurs in the round and none of the transmitted packet is successful (i.e., all remain in their local queues). We consider syntactically weaker, but as we will show still powerful, memoryless local policies, in which stations may only access their current local queues and have no other feedback from the underlying distributed system. Moreover, the size of their internal writeable memory is bounded by some basic parameters and $O(\log n)$ control bits per each packet stored, storing e.g., packet destination or estimate of arrival time – see Table 1 for details. W.l.o.g. we assume that the queue at a station operates in the first-in-first-out (FIFO) fashion, as we are only interested in stability (i.e., bounded queue sizes).
2.2 Packet injections

Packets are injected into stations in a dynamic fashion in the course of an execution of a broadcasting protocol. We consider two packet injections – adversarial, corresponding to worst case executions, and stochastic, corresponding to average case executions.

Consider packet injection modeled by an adversary. Adversaries are specified by constraints on the maximum rate of injection \( \rho \) and by the burstiness of traffic \( b \). An adversary generates a number of packets in each round and for each packet assigns a station to inject the packet in this round. The number of packets an adversary can inject into stations in one round is called the burstiness of the adversary. The adversary of type \((\rho, b)\) can inject at most \( \rho t + b \) packets to stations, in total, during any time interval of \( t \) rounds. This type of adversary is typically called leaky bucket.

We consider stochastic packet injections that are i.i.d. across rounds and independent across nodes. The probability that a (exactly one) packet is injected in a round \( t \) into a node \( v \) is \( \rho_v \). Thus, each node receives packets in each round according to Bernoulli process. The value \( \rho = \sum_v \rho_v \) is called the injection rate. We will only consider injections such that \( \rho \leq 1 \), since otherwise the system will obviously accumulate infinitely many packets over time.

2.3 Quality of service

We say that a local scheduler is stable for injection rate \( \rho \) if in any execution of the scheduler against a \((\rho, b)\)-adversary, for any \( b \), queues are bounded at all times. Stochastic stability means that the Markov Chain associated with the execution (random, due to stochastic injections) has a positive recurrent set of states with low queues, i.e., starting from any queue size, the expected time until the system contains few packets is bounded.

3 Generic queuing

In this section we present a queuing algorithm in the window-based model, which works for arbitrary burstiness. Thanks to that, our algorithm is stable for both adversarial (worst-case) and stochastic (average) packet injections. It is based on ultra-selectors – a combinatorial tool introduced in [8].

Definition 1 ([8]). For a given \( 1 \leq a \leq n \) and \( 0 < \varepsilon \leq 1 \) a \((n, a, \varepsilon)\)-US (ultra-selector) of length \( m \) is a family of sets \( S_1, \ldots, S_m \) such that for any set \( A \subseteq [n] \) of size at most \( a \) and more than \( a/2 \), at least \( a \varepsilon \) fraction of the sets in the family intersect \( A \) on a single element: the size of \( \{ i \in [m] \mid |S_i \cap A| = 1 \} \) is at least \( \varepsilon m \).

Lemma 2 ([8]). For each \( \varepsilon < 1/32 \) and sufficiently large \( n \), there is an integer \( c > 0 \) such that for each \( 1 \leq a \leq n \), there exists an \((n, a, \varepsilon)\)-US of length at most \( m = c \cdot a \log(2n/a) \).

We improve the existential result from [8] by extending the range \( \varepsilon \in (0, 1/32) \) to \( \varepsilon < (0, 1/(2e)) \).

Lemma 3. For any \( \varepsilon < 1/(2e) \) there is an integer \( c > 0 \) such that for \( 1 \leq a \leq n \), there exists an \((n, a, \varepsilon)\)-US of length at most \( m = c \cdot a \log(2n/a) \).

Proof. Observe that for \( n/2 < a \leq n \) it is enough to take the family of all singletons of set \([n]\), as for any admissible set the number of its singleton intersections with the sets in the family is bigger than \( a/2 > n/4 \), which gives \( \epsilon \geq 1/4 > 1/(2e) \) even better than the one claimed in the lemma.
It remains to consider $1 < a ≤ n/2$. We show the existence by using the probabilistic method. Let each set of the $(n, a, ε)$-US be selected independently at random as follows, and the number of sets be $c \cdot a \log(2n/a)$, for some constant $c > 0$, depended on $ε$, to be specified later. For each set and integer $v \in [n]$, element $v$ belongs to the set with probability $1/a$, independently on other elements and sets.

Consider an arbitrary set $A ⊆ [n]$ such that $a/2 < |A| ≤ a$. For any set $T$ of the randomly created $(n, a, ε)$-US, the probability that $|T ∩ A| = 1$ is

$$|A| \cdot \frac{1}{a} \cdot \left(1 - \frac{1}{a}\right)^{|A| - 1} ≥ \frac{1}{2} \cdot \left(1 - \frac{1}{a}\right)^{a - 1} ≥ \frac{1}{2e}. $$

Thus the expected number of sets $T$ in the $(n, a, ε)$-US such that $|T ∩ A| = 1$ is at least $1/(2e) \cdot c \cdot a \log(2n/a)$. By Chernoff bounds, the probability that the number of such sets is smaller than $c \cdot a \log(2n/a)$ is less than

$$\exp\left(-1/(2e) \cdot c \cdot a \log(2n/a) \cdot (1/(2e) - \epsilon)^2 \cdot 1/2\right) = \exp\left(-c \cdot a \log(2n/a) \cdot \frac{1 - 2\epsilon}{8\epsilon^2}\right). \quad (1)$$

The number of all possible sets $A ⊆ [n]$ satisfying $a/2 < |A| ≤ a$ is

$$\sum_{i=a/2+1}^{a} \binom{n}{i} ≤ \frac{a}{2} \cdot \left(\frac{ne}{a}\right)^a, \quad (2)$$

as $\binom{n}{i}$ are monotonically increasing with growing $x ≤ a ≤ n/2$. Therefore, the probability that there is an admissible set $A$ having less than $c \cdot a \log(2n/a)$ singleton intersections with the random $(n, a, ε)$-US is at most

$$\frac{a}{2} \cdot \left(\frac{ne}{a}\right)^a \cdot \exp\left(-c \cdot a \log(2n/a) \cdot \frac{1 - 2\epsilon}{8\epsilon^2}\right) ≤ \exp\left(\ln(a/2) + \ln(ne/a) - c \cdot a \log(2n/a) \cdot \frac{1 - 2\epsilon}{8\epsilon^2}\right).$$

This in turn is smaller than 1 for sufficiently large constant $c$, depending on $ε$. By the probabilistic method, there is a (deterministic) $(n, a, ε)$-US of length $c \cdot a \log(2n/a)$. \hfill \blacksquare

In Sections 3.1–3.3, we devise a scheduling algorithm in window-based model which uses ultra-selectors as a building block and show its stability against adversarial as well as stochastic injections.

### 3.1 Algorithm

Our algorithm WBA (Window-Based Algorithm) makes use of ultra-selectors $(n, 2^i, ε)$-US, with $i = 0, 1, \ldots, \log n - 1$ such that the length of $(n, 2^i, ε)$-US is at most $c \cdot 2^i \log(2n)$ for the constant $c$ from Lemma 2. Let $L_i$ denote the length of the used $(n, 2^i, ε)$-US. Let $j$ be the smallest number such that $2^j ≥ L_i$ for all $i$. The algorithm works in windows which consist of $L = 2^j \log n$ rounds (see Algorithm 1 on page 7 for a pseudocode for a window). A node is active in a window if the number of packets in its queue at the beginning of the considered window is larger or equal to $ε 2^j$. Windows are split into $\log n$ phases of length $2^j$ each. During the $i$th phase of a window $(n, 2^{\log n - i}, ε)$-US is “repeated” $r_i = \lceil 2^j/L_{\log n - i} \rceil$ times and the remainder of the phase is wasted, i.e., no nodes try to transmit. (Note that the wasted period of a phase is no longer than half of the phase.) The $i$th phase of a window
is determined by a chosen \((n, 2^{\log n - i}, \varepsilon)\)-US of length \(m \leq 2^i\) in the following way. Let \(S_1, \ldots, S_m\) be the chosen \((n, 2^{\log n - i}, \varepsilon)\)-US. Then, \(S_k\) for each \(k \in [m]\) is the set of potential transmitters for all rounds \(k + \lambda m\), such that \(\lambda \in [0, r_i]\). A node \(v\) transmits in the round \(t\) of the considered window if it is active in the current window, \(v\) belongs to the set of potential transmitters for round \(t\) and its queue is not empty.

\[ \text{Algorithm 1 Window}(v). \]
\[ \begin{align*}
1: & \quad \text{if } |Q_v| \geq \varepsilon 2^i \text{ then} \quad \triangleright Q_v: \text{ the queue of packets of } v \\
2: & \quad s_v \leftarrow \text{active} \\
3: & \quad \text{else } s_v \leftarrow \text{non-active} \\
4: & \quad \text{for } i = 1, \ldots, \log n \text{ do} \quad \triangleright \text{Phase } i \\
5: & \quad \quad (S_1, \ldots, S_m) \leftarrow \text{the chosen } (n, 2^{\log n - i}, \varepsilon)\text{-US} \quad \triangleright m \leq 2^i \\
6: & \quad \quad \text{for } t = 1, \ldots, 2^i \text{ do} \quad \triangleright \text{Round } t \text{ of Phase } i \\
7: & \quad \quad \quad P_t \leftarrow S_1 + (t - 1) \mod m \\
8: & \quad \quad \text{if } s_v = \text{active and } Q_v \neq \emptyset \text{ and } v \in P_t \text{ then} \\
9: & \quad \quad \quad v \text{ transmits a message in round } t \text{ of phase } i
\end{align*} \]

In the next two sections we will prove the following result.

\[ \text{Theorem 4}. \text{ Algorithm WBA achieves stability against adaptive adversaries with injection rate } \rho \leq \varepsilon/(2 \log n) \text{ and any burstiness } b, \text{ where } \varepsilon \text{ is a fraction of successes of } (n, 2^i, \varepsilon)\text{-US used. Moreover, WBA achieves stochastic stability against stochastic arrivals with injection rate } \rho' < \varepsilon/(2 \log n). \]

### 3.2 Proof of part 1 of Theorem 4 – Adversarial analysis

Consider a window. We say that the \(i\)th phase of the window is efficient if the number of active nodes \(x\) in the current window satisfies the inequalities \(2^{\log n - i - 1} \leq x \leq 2^{\log n - i}\), for \(i = 0, 1, \ldots, \log n - 1\). We split further analysis into two scenarios.

**Scenario 1.** There is an efficient phase in the window.

If the \(i\)th phase is efficient, then the active nodes during this phase transmit without collisions in \(\varepsilon\) fraction of non-wasted rounds, i.e., they successfully transmit \(\varepsilon 2^i/2\) times during the phase, unless some (at least one) active node \(u\) has not enough packets to do so. In the latter case, the node \(u\) transmitted all packets present in \(Q_u\) at the beginning of the current window. As \(u\) is active, the number of packets in \(Q_u\) at the beginning of the current window is at least \(\varepsilon 2^i\). In either case there are at least \(S = \varepsilon 2^i/2 \geq \rho L\) successful transmission since the start of the window by the active nodes.

**Scenario 2.** There is no efficient phase in the window.

In this case, there are no active nodes in the window and thus each node has less than \(\varepsilon 2^i\) packets in its queue at the beginning of the window. As the adversary can inject at most \(\rho 2^i \log n + b = \varepsilon 2^i/2 + b = S + b\) packets during the window, there are at most \(\rho 2^i(n + 1) + b\) packets in the system in each round of the window (in particular, at the end of the window).

Thus, one of the following two conditions is satisfied for each window \(W\):

- Case 1: Window \(W\) satisfies Scenario 1. Consider a sequence of windows \(W = W_1, W_2, \ldots, W_p\) such that \(W_{i+1}\) directly precedes \(W_i\). Scenario 1 holds for the windows \(W_2, \ldots, W_p\) and either \(W_p\) is the first window during an execution of the algorithm or the window \(W_{p+1}\) preceding \(W_p\) satisfies Scenario 2. Then, there are at most \((n + 1)\rho L + b\)
packets at the beginning of \(W_p\) (see Scenario 2). Moreover, at most \(ppL + b\) packets are injected in the time period corresponding to the windows \(W_p, W_{p-1}, \ldots, W_1\). On the other hand, at least \(\rho L\) packets are successfully transmitted in each of the windows \(W_1, \ldots, W_p\). Therefore, the number of packets in all queues at the end of \(W_1\) is at most \((n + 1)\rho L + 2b\).

Case 2: Window \(W\) satisfies Scenario 2. As argued above in Scenario 2, there are at most \(\rho 2^j(n + 1) + b\) packets at the end of the window.

So the number of packets in the system is at most \(P = (n + 1)\rho L + 2b + \rho 2^j(n + 1) + b\) at the end of each window. Therefore, there are at most \(P + \rho L + b\) packets at each round of an execution of the algorithm, which proves its stability.

### 3.3 Proof of part 2 of Theorem 4 – Stochastic analysis

We will prove that our algorithm is stochastically stable. That is to say, we will show that the Markov Chain described by the queue states has a positive recurrent set of states with low queues, i.e., starting from any queue size, the expected time until the system contains few packets is finite.

Note that the expected number of packets injected into the system during a window of length \(L = 2^j\log n\) equals \(E(\sum_{i=1}^L X_i) = L \cdot E[X] = \rho 2^j \log n\).

In a window, we consider two scenarios: Scenario (1) – there is no efficient phase; Scenario (2) – there is no efficient phase.

In Scenario (2) there are no active nodes in the window and thus each node may have less than \(\varepsilon 2^j\) packets in its queue at the beginning of the window. As packet injections into each node are described by binomial distribution, each node may receive at most 1 packet per round. Therefore, during a window, each node can receive at most \(L = 2^j \log n\) packets. So, at the end of the window, there are at most \(n \cdot (\varepsilon 2^j + 2^j \log n)\) packets in the system.

In Scenario (1), as shown earlier (see Scenario (1) of the adversarial analysis), at least \(s \geq \varepsilon 2^j/2\) packets are successfully transmitted during the window. This means that the expected change in the total number of packets in the system is \(\Delta \leq E(\sum_{i=1}^L X_i) - s \leq \rho \cdot 2^j \log n - \varepsilon 2^j/2\). For \(\rho \leq (\varepsilon - \delta)/(2 \log n)\) with some constant \(\delta > 0\), we get \(\Delta \leq (\varepsilon - \delta)/(2 \log n) \cdot 2^j \log n - \varepsilon 2^j/2 = -\delta 2^j/2 < 0\).

We will use Foster-Lyapunov Theorem to prove that there will only be (in expectation) a finite number of windows of the type (2), before a window of the type (1) is reached.

Let \(Q_i\) denote a vector of queue sizes of all nodes at round \(i\) of the algorithm execution. Note that \(Q_{i+1}\) depends on the value of \(Q_i\), the stochastic injections (which are i.i.d. across rounds) and algorithm’s transmission (which are a function of \(Q_i\)). Therefore, \(Q_i\) is a time-homogeneous Markov chain.

**Theorem 5** (Foster-Lyapunov Theorem (see Theorem 1 in [12])). Consider a time-homogeneous Markov chain \((X_i)\). Suppose that the drift \(E[V(X_1) - V(X_0)|X_0 = x]\) of some function \(V\) in one step satisfies the following conditions, for some positive \(N_0, c, H\):

\[
E[V(X_1) - V(X_0)|X_0 = x] \leq -c \quad \text{if} \quad V(x) > N_0,
\]

\[
E[V(X_1) - V(X_0)|X_0 = x] \leq H < \infty \quad \text{if} \quad V(x) \leq N_0
\]

Then the set \(B = \{x : V(x) \leq N_0\}\) is positive recurrent.

Consider a function \(V(Q)\) that assigns to a queue state \(Q\) the number of packets in the system. We will show that set \(B = \{q : V(q) \leq ne2^j + nL\}\) is positive recurrent.
At the end of a window of type (1), the queue sizes are bounded by \( n\varepsilon 2^j + nL \). This means that, starting from any queue sizes, the system will return in expected finite time to bounded queues, i.e., the algorithm is stochastically stable.

Now we will estimate the drift of function \( L \) at the ends of consecutive windows.

\[
E[V(Q_1) - V(Q_2)|Q_1 = q \text{ yields a window of type (2)}] = V(Q_1) - E[V(Q_1) + \Delta|Q_1 = q \text{ yields a window of type (2)}] \leq -\delta/(2 \log n) < 0
\]

Therefore, according to the Foster-Lyapunov Theorem, after a finite (in expectation) number of windows, the system returns to set \( B \) of states, i.e., to a state that yields a window of type (1), and after that window, the queues are bounded by \( n\varepsilon 2^j + nL \). Therefore, our algorithm is stochastically stable.

4 Queueing in the model without memory

In this section we consider the \( \text{qsa} \) model in which nodes do not have memory to write any information about history of an execution of an algorithm. That is, at each round \( t \), a node \( i \) has only access to: the size of the network \( n \), the value \( t \) of the global clock, its own ID \( i \), the size \( q_{i,t} \) of its queue of packets, and the upper bound on burstiness \( b \). Thus importantly, the nodes can not store any information about history of computation and communication. In the remaining part of this section, we prove the following theorem.

\[ \text{Theorem 6.} \text{ There exists a constant } \rho > 0 \text{ such that for each } b, n > 0, \text{ there exists a scheduling algorithm in qsa model which is stable against each adversary with injection rate } \rho \text{ and burstiness } b. \]

4.1 Overview of the proof of Theorem 6

As before, our algorithm relies on an appropriate combinatorial structure determining behaviour of nodes in particular rounds of a window, where the number of rounds of the window corresponds to the size of the underlying combinatorial structure. Algorithm \( \text{QSA} \) uses \( \log n \) different ultra-selectors in order to adjust to the unknown number of active nodes (i.e., the nodes with sufficiently many packets in their queues) in the current window. The fact that we need \( \log n \) different selectors limits acceptable injection rate to \( O(1/\log n) \). In order to achieve stability for injection rates \( O(1) \), we build a new combinatorial structure which adjusts to the actual number of active nodes. However, we face here additional difficulty: the nodes do not have opportunity to store information about history, therefore “activity” can be determined merely on the current size of the queue of the node (not fixed for the whole window, as in Algorithm \( \text{QSA} \)). In order to overcome this additional difficulty and simultaneously improve acceptable injection rate to \( O(1) \), the new combinatorial structure is not just a sequence of sets determining potential transmitters. Instead, each element (i.e., each round of the algorithm) of the structure is a vector of \( n \) thresholds \( [M_1, \ldots, M_n] \). In our algorithm, the node \( i \in \{1, \ldots, n\} \) is a potential transmitter in a round corresponding to \( [M_1, \ldots, M_n] \) iff the number \( |Q_i| \) of packets in the queue of \( i \) is at least \( M_i \). Moreover, in order to prevent the adversary from malicious adjustment of sizes of queues (by injections) to the thresholds, we use thresholds which are multiplicities of some parameter depending on the burstiness \( b \).

The general idea of the construction of the new combinatorial structure, called a \emph{capacitated selector} is as follows. Assume that the sum of the sizes of queues \( \sum_{i=1}^{n} |Q_i| \) is at most \( S \gg b \). Then, there is at most 1 node with at least \( S \) packets, at most 2 nodes with at least \( S/2 \) packets each and in general there are at most \( 2^k \) nodes with at least \( S/2^k \) packets each. On
the other hand, if the sum of the sizes of queues is at least $S/2$ and at most $S$, then there is at least one $i \in [\log n]$ such that the number of nodes with queue sizes $\geq S/2^i$ is in the range $[2^{i-2}, 2^i]$. (If the number of nodes with queue sizes $\geq S/2^i$ were greater than $2^i$ for any $i \in [\log n]$, then the sum of the queue sizes would be greater than $S$. If the number of nodes with queue sizes $\geq S/2^i$ were smaller than $2^{i-2}$ for all $i \in [\log n]$, then the sum of the queue sizes would be smaller than $S/2$.) Therefore, if only nodes with queue sizes $\geq S/2^i$ are potential transmitters, we can use $(n, 2^{i-2}, \varepsilon)$-US or $(n, 2^{i-1}, \varepsilon)$-US. As we do not know the particular $i$ satisfying these conditions, a direct application of ultra-selectors would require to check all values of $i \in [\log n]$ which requires $\log n$ rounds and results in the injection rate $O(1/\log n)$, as in Theorem 4. Instead, we “compress” all these $\log n$ selectors using thresholds in the following way. We choose the threshold $[M_1, \ldots, M_n]$ determining possible transmitters such that $M_j = 2^i$ with probability $p_i = \frac{2^i}{S}$ for some (fixed) constant $c$. This assignment assures that the expected number of nodes exceeding their thresholds is $\Theta(1)$. Using Probabilistic Method, we show that such adjustment of thresholds gives constant fraction of successful rounds with non-zero probability, for large enough sequence of rounds. This in turn guarantees that the number of all packets in the system decreases in a window, provided the number of packets was in the range $[S/2, S]$ at the beginning of that window.

The above ideas need further modifications to obtain an actual scheduling algorithm guaranteeing stability for constant injection rates. In particular, the fact that the sizes of queues can change both by successful transmissions and packet injections has to be taken into account in the estimation of probability that a chosen set of thresholds guarantees sufficiently many successful rounds for each possible initial queue sizes and adversarial injections.

4.2 Proof of Theorem 6

Our algorithm QBA (Query-size Based Algorithm) divides time into windows of length $L$ (to be fixed later). Behavior of each node in each window is determined by a fixed matrix $M$ over natural numbers with $n$ rows and $L$ columns. The node $i$ transmits a packet in round $t$ of a window iff the number $q_i,t$ of packets in its queue at the beginning of that round is larger than or equal to $M_{i,j}$. For a fixed matrix $M$, QBA($M$) denotes the instance of QBA algorithm which uses the matrix $M$ in the above described way.

In order to adjust requirements sufficient for stability of an algorithm determined by such a matrix $M$, we characterize states of the network (i.e., sizes of queues) and adversarial injections by appropriate matrices. To this aim, we introduce the following combinatorial structure.

Definition 7. Given natural numbers $n, b$ and $0 < \rho < 1$, a matrix $M$ over positive natural numbers with $n$ rows and $L$ columns is a $(n, \rho, b)$ capacitated adversarial selector ($(n, \rho, b)$-cas) of size $L$ iff there exists a natural number $m$, called the load of $M$, such that

$$\sum_{i=1}^{n} q_i,t \leq m$$

for each sequence $q_{1,0}, \ldots, q_{n,0} \in \mathbb{N}$ such that $\sum_{i=1}^{n} q_{i,0} \leq m$ and each matrix $A \in \mathbb{N}^{n \times L}$ such that $\sum_{i=1}^{n} \sum_{t=1}^{L} A_{i,t} \leq \rho L + b$, where

$$q_{i,t} = \begin{cases} \max(0, q_{i,t-1} + A_{i,t} - 1) & \text{if } q_{i,t-1} + A_{i,t} \geq M_{i,t} \text{ and } q_{j,t-1} + A_{j,t} < M_{j,t} \\ q_{i,t-1} + A_{i,t} & \text{for each } j \neq i \\ \text{otherwise} \end{cases}$$

for each $i \in [n]$ and $t \in [L]$. 
Thus the number of packets at the end of that window is at most $\rho L$. Then, $A_{i,t}$ is equal to the number of packets injected in the queue of the station $i$ at round $t$ of the window. Moreover, $q_{i,t}$ describes the number of packets in the node $i$ after round $t$ of the window. The assumption $\sum_{i=1}^{n} \sum_{t=1}^{L} A_{i,t} \leq \rho L + b$ corresponds to the restriction on a leaky bucket $(\rho, b)$ adversary. The condition $q_{i,t-1} + A_{i,t} \geq M_{i,t}$ corresponds to node $i$ transmitting at round $t$, while the condition $q_{j,t-1} + A_{j,t} < M_{j,t}$ for each $j \neq i$ corresponds to the situation that all nodes other than $i$ are not transmitting in round $t$. Finally, the inequality $\sum_{i=1}^{n} q_{i,L} \leq m$ implies that the number of packets in all queues does not exceed $m$ at the end of the window, provided the number of packets in queues at the beginning of the window, $\sum_{i=1}^{n} q_{i,0}$, is at most $m$ as well. Below, we formalize this intuition.

**Lemma 8.** Assume that there exists $0 < \rho < 1$ such that, for each sufficiently large $n \in \mathbb{N}$ and each natural $b$, there exists a $(n, \rho, b)$-cas $M \in \mathbb{N}^{n,L}$ for some $L \in \mathbb{N}$, with load $m > \rho L + b$. Then, the algorithm QBA$(M)$ is stable against a $(\rho, b)$ leaky bucket adversary.

**Proof.** Let $M \in \mathbb{N}^{n,L}$ be a $(n, \rho, b)$-cas with load $m > \rho L + b$. We prove that the overall number of packets in all queues is at most $m$ over an execution of QBA$(M)$ against a $(\rho, b)$ leaky bucket adversary. The proof goes by induction with respect to the number of windows.

As discussed above, if the sizes of queues at the beginning of the window are equal $q_{1,0}, \ldots, q_{n,0}$ and $A_{i,t}$ denotes the number of packets injected by the adversary at round $t$ of the window in the queue of the node $i$, then $q_{i,t}$ (defined as in Def. 7) for $i \in [n]$ and $t \in [L]$ denotes the number of packets in the queue of $i$ after round $t$, for each $i \in [n]$ and $t \in [L]$. There are no packets at the beginning of the first window of an execution of the algorithm. Thus the number of packets at the end of that window is at most $\rho L + b \leq m$, since the adversary can inject at most $\rho L + b$ packets in $L$ rounds. For the inductive step assume that the overall number of packets at the beginning of the $j$th window of the execution is $\sum_{i=1}^{n} q_{i,0} \leq m$. Then, the overall number of packets at the end of the window is at most $\sum_{i=1}^{n} q_{i,L}$, where $q_{i,t}$ are determined as in Definition 7. As $M$ is $(n, \rho, b)$-cas with load $m$, the final number of packets at the end of the considered window is at most $\sum_{i=1}^{n} q_{i,L} \leq m$. ▶

Given the above connection between capacitated adversarial selectors and QBA algorithm, it is sufficient to show that $(n, \rho, b)$-cas exists for a constant $\rho > 0$.

**Lemma 9.** There exists a constant $\rho > 0$ such that for each large enough $n \in \mathbb{N}$ and each $b \geq 0$, there exists a $(n, \rho, b)$-cas $M$ of length $L = O(n \log n + b)$ with load $m = 8nL$.

Observe that Th. 6 follows directly from Lemmas 8 and 9. Thus, it remains to prove Lem. 9.

### 4.3 Proof of Lemma 9

In order to emphasize connections with the algorithm QSA, the indices $i \in [n]$ are called nodes, and $t \in [L]$ are called rounds.

Using Probabilistic Method, we will show that for each $n$ and $b$, there exist $L, m$ and a matrix $M$ which guarantees the properties stated in Definition 7. More specifically, we prove the lemma for each $\rho < 2^{-\frac{1}{2}}$, some $L = O(n \log n)$ such that $L \geq \rho L + b$ and load $m = \frac{1}{2} S_{\text{max}} L$, where $S_{\text{max}} = 16n$.

Consider any $q_{1,0}, \ldots, q_{n,0}$ such that $\sum_{i=1}^{n} q_{i,0} \leq m$ and $A_{i,t}$ such that $\sum_{i=1}^{n} \sum_{t=1}^{L} A_{i,t} \leq \rho L + b \leq L$. Let us consider two cases:

**Case 1:** $\sum_{i=1}^{n} q_{i,0} \leq m/2$. Then, $\sum_{i=1}^{n} q_{i,L} \leq \sum_{i=1}^{n} q_{i,0} + \sum_{i=1}^{n} \sum_{t=1}^{L} A_{i,t} \leq \frac{1}{2} m + \rho L + b \leq \frac{1}{2} m + L < m$, and therefore the statement of the lemma holds.
**Case 2:** $m/2 \leq \sum_{i=1}^{n} q_{i,0} \leq m$. We consider Case 2 in the remaining part of the proof. Let (round) $t \in [L]$ be successful if $q_{i,t-1} + A_{i,t} \geq M_{i,t}$ and $q_{i,t-1} + A_{i,t} > 0$ for exactly one value of $i \in [n]$. Then

$$\sum_{i=1}^{n} q_{i,L} \leq \sum_{i=1}^{n} q_{i,0} + \sum_{i=1}^{n} \sum_{t=1}^{L} A_{i,t} - \{|t \in [L] | t \text{ is successful}\}$$

Now, our goal is to show that there exists matrix $M$ which guarantees that $\sum_{i=1}^{n} \sum_{t=1}^{L} A_{i,t} - \{|t \in [L] | t \text{ is successful}\} \leq 0$, i.e., $\{|t \in [L] | t \text{ is successful}\} \geq \rho L + b$.

Consider a random matrix $M$ with $n$ rows and $L$ columns such that

$$M_{i,t} = \begin{cases} L \cdot 2^k - t & \text{with probability } \frac{2^k}{c \cdot S_{\max}} \text{ for } k \in [\log S_{\max}] \\ \infty & \text{with probability } 1 - \frac{\log S_{\max}}{c \cdot S_{\max}}. \end{cases}$$

(4)

where $c = 4$. Our final goal is to show that such a matrix is $(n, \rho, b)$-cas of size $L$ with load $m$ with non-zero probability which implies that such a matrix exists.

Given the above description of the probabilistic choice of $M$, we introduce some auxiliary terminology and examine its properties. We say that (the node) $i$ has $s_{i,t} = [(q_{i,t} + t)/L]$ blocks at round $t$. Below, we observe that the number of blocks in a node $i$ can change (at most) twice in rounds 1, . . . , $L$ and this prospective changes are just increments by one.

**Proposition 10.** Let $s_{i,0}, \ldots, s_{i,L}$ be the number of blocks of the node $i$ in rounds 1, . . . , $L$. Then, $s_{i,0} \leq s_{i,1} \leq \cdots \leq s_{i,L} \leq s_{i,0} + 2$, provided that $\rho L + b \leq L$.

**Proof.** Note that $q_{i,t+1} \geq q_{i,t} - 1$ and therefore $s_{i,t+1} = [(q_{i,t+1} + (t + 1))/L] \geq [(q_{i,t} - 1 + (t + 1))/L] = s_{i,t}$. On the other hand, $q_{i,t} \leq q_{i,0} + \sum_{t'=1}^{t} A_{i,t'} \leq q_{i,0} + \rho L + b \leq q_{i,0} + L$ and therefore $s_{i,t} \leq [(q_{i,0} + L + t)/L] \leq [q_{i,0}/L] + 2 = s_{i,0} + 2$. \hfill □

The following proposition shows that the number of all blocks is limited for all $t \in [L]$. Intuitively, it follows from the facts that the initial number of packets is at most $m = O(nL)$, the sum of “injections” is $\sum_{i=1}^{n} \sum_{t=1}^{L} A_{i,t} = O(L)$, while the size of a block is of the order of $L$.

**Proposition 11.** The overall number of blocks $S_t = \sum_{i=1}^{n} s_{i,t}$ in all nodes at round $t \in [L]$ is at least $S_{\max}/4$ and at most $S_{\max}$, provided that $\sum_{i=1}^{n} q_{i,0} \in [m/2, m]$, $m = \frac{1}{2} S_{\max} L$ where $S_{\max} = 16n$.

**Proof.** At the beginning ($t = 0$), we have

$$\sum_{i=1}^{n} s_{i,0} = \sum_{i=1}^{n} \lfloor q_{i,0}/L \rfloor \leq \sum_{i=1}^{n} (q_{i,0}/L + 1) \leq 1/L \cdot m + n = \frac{1}{2} S_{\max} + n \leq \frac{9}{16} S_{\max}$$

where the last inequality follows from the assumption $S_{\max} = 16n$. By Proposition 10, $s_{i,t} \leq s_{i,0} + 2$ for each $t \in [L]$. Therefore, for each $t \in [L]$,

$$\sum_{i=1}^{n} s_{i,t} \leq \sum_{i=1}^{n} (s_{i,0} + 2) \leq \frac{9}{16} S_{\max} + 2n = \frac{11}{16} S_{\max} \leq S_{\max}.$$

For the lower bound on the number of blocks, we use the property from Proposition 10 that $s_{i,t} \geq s_{i,0}$ for each $t \in [L]$: $\sum_{i=1}^{n} s_{i,t} \geq \sum_{i=1}^{n} s_{i,0} \geq \sum_{i=1}^{n} (q_{i,0}/L) \geq \frac{1}{L} \cdot \frac{m}{2} = \frac{1}{4} S_{\max}$. \hfill □
Given the notion of blocks and its properties, we split the set (of nodes) \([n]\) at round \(t\) into groups \(B_0,t, B_1,t, \ldots, B_{\log S_{\text{max}},t}\) according to the numbers of blocks such that

\[
B_{l,t} = \{i \in [1, n] \mid 2^{l-1} \leq [(q_{i,t} + t)/L] < 2^l\}
\]

for \(l > 0\) and \(B_{0,t}\) is the set of nodes \(i \in [n]\) such that \(q_{i,t} + t < L\), i.e., the nodes with just one block. Thus, \(i \in B_{l,t}\) if the number of blocks of node \(i\) in round \(t\) satisfies the inequality \(2^{l-1} \leq s_{i,t} < 2^l\). For the sake of brevity, we say that a node \(i\) belongs to the group \(B_l\) in rounds \(t\) if \(i\) is in the group \(B_{l,t}\). Proposition 10 implies that each node \(i \in B_{l,t}\) can only move to \(B_{l+1,t}\) and then to \(B_{l+2,t}\). Using (5) and Proposition 11, we can bound the number \(S_t\) of blocks at round \(t\) from above:

\[
S_{\text{max}}/4 \leq S_t = \sum_{i=1}^{n} s_{i,t} \leq \sum_{j=0}^{\log S_{\text{max}}} |B_{j,t}|2^j
\]

and below

\[
S_{\text{max}} \geq S_t = \sum_{i=1}^{n} s_{i,t} \geq \sum_{j=0}^{\log S_{\text{max}}} |B_{j,t}|2^{j-1}
\]

Now, given the column/round \(t\), we would like to estimate the probability that the inequality \(q_{i,t} \geq M_{i,t}\) holds for exactly one \(i \in [n]\) (i.e., \(t\) is successful). For a node \(i \in B_{l,t}\), we have \(2^{l-1} \leq [(q_{i,t} + t)/L] < 2^l\). Given the possible values of \(M_{i,t}\) (see equality (4)), the highest value of \(M_{i,t}\) that is no larger than \(q_{i,t}\) is \(M_{i,t} = L \cdot 2^l - t\). Therefore, we have

\[
\text{Prob}[q_{i,t} \geq M_{i,t}] = \text{Prob}[M_{i,t} \leq L \cdot 2^l - t] = \sum_{k=1}^{l-1} \frac{2^k}{cS_{\text{max}}} \in \left[\frac{2^{l-1}}{cS_{\text{max}}}, \frac{2^l}{cS_{\text{max}}}\right].
\]

Let \(p_t = \sum_{i=1}^{n} \text{Prob}[q_{i,t} \geq M_{i,t}]\), i.e., \(p_t\) is the expected number of nodes \(i\) such that \(q_{i,t} \geq M_{i,t}\). Using (8) and (6), we obtain the following bounds:

\[
p_t \geq \frac{1}{2c \cdot S_{\text{max}}} \left(\frac{S_{\text{max}}}{4} - |B_{0,t}|\right) \geq \frac{1}{16c}
\]

where the last inequality follows from the fact that \(S_{\text{max}} = 16n\) and \(|B_{0,t}| \leq n\). On the other hand

\[
p_t \leq \frac{2}{c \cdot S_{\text{max}}} S_{\text{max}} = \frac{2}{c}.
\]

Recall that \(c = 4\). It is well known (see e.g. [20]) that given independent events \(E_1, \ldots, E_n\) such that \(x \leq \sum_{i=1}^{n} \text{Prob}[E_i] \leq \frac{1}{2}\), the probability that exactly one of the events \(E_1, \ldots, E_n\) is satisfied is at least \(x(1/4)^{x}\). Thus, in our case, the probability that exactly one of the events \(q_{i,t} \geq M_{i,t}\) occurs is at least \(\frac{1}{16c}(1/4^{1/16c}) \geq d\) for \(d = \frac{1}{2}\). Let \(X = \lfloor t \in [L] \mid t \text{ is successful} \rfloor\) denote the number of successful “rounds” in \([L]\) for fixed values of \(q_{i,0}\) and \(A_{i,t}\) for \(i \in [n]\) and \(t \in [L]\). The expected value of \(X\) is \(EX = dL\). For the sake of derandomization, we would like to show that \(X \geq \frac{1}{2}EX = \frac{1}{2}dL\) with probability \(\geq 1 - 1/2^{-\Omega(L)}\).
Observe that \( q_{i,t} \geq M_{i,t} \) for \( M_{i,t} = L \cdot 2^k - t \) iff \( i \in \bigcup_{j=k}^{\log S_{\max}} B_{j,t} \). Let us define a scenario as a fixed sequence of partitions of \([n]\) into groups \( B_{0,t}, \ldots, B_{n,t} \) for all \( t \in [L] \) which might appear in our setting. There are at most \((1 + \log S_{\max})^n\) initial partitions into groups \( B_{0,t}, \ldots, B_{n,t} \) since each \( j \in [n] \) is in exactly one block from \( B_{0,t}, \ldots, B_{n,t} \). Moreover, each \( i \in [n] \) can change its group at most twice (increase by one – see Prop. 10). One can encode such changes of (a node) \( i \in [n] \) by (at most) two numbers in \([L]\) determining indices in \([L]\) of (possible) increases of the index of the block at some rounds \( t_1, t_2 \in [L] \). Thus, there are at most \((1 + \log S_{\max})^n \cdot L^2n\) possible scenarios. For a fixed scenarios, the success probabilities \( \text{Prob}[[i \mid q_{i,t} \geq M_{i,t}]] = 1 \) for various rounds \( t \in [L] \) are independent. Therefore, we can use Chernoff Bound to estimate the probability that there are less than \( dL/2 \) successful rounds:

\[
\text{Prob}[X \leq dL/2] \leq \text{Prob}[X \leq (1 - 1/2)^{EX}] \leq e^{-dL/8}.
\]

Now, we would like to estimate the probability (for a matrix \( M \) chosen randomly as described above) that there are at least \( dL/2 \) successful rounds \( t \in [L] \) for any scenario. By the union bound, the probability that there exists a scenario with less than \( dL/2 \) successful rounds is at most

\[
e^{-dL/8} \cdot (1 + \log S_{\max})^n \cdot L^{2n} \leq e^{-dL/8} \cdot (17n)^n \cdot L^{2n} = e^{-dL/8 + n \ln(17n)^n + 2n \ln L} < 1
\]

for each \( L \geq L_0 \) such that \( L_0 = O(n \log n) \). Thus, there exists a matrix \( M \) which guarantees \( dL/2 \) successful rounds, provided that \( \sum_{i=1}^{n} q_{i,0} \in [m/2, m] \) as assumed in Case 2. If \( \rho \) and \( L \) are such that \( \rho L + b \leq dL/2 \), then \( \sum_{i=1}^{n} \sum_{t=1}^{L} A_{i,t} \leq \rho L + b \leq dL/2 \) is smaller than

\[
|\{t \in [L] \mid q_{i,t} \geq M_{i,t} \text{ for exactly one } i \in [n]\}| \geq dL/2.
\]

Thus, given the constants \( d = 1/4^4, \rho < d/2, \) any \( L \geq L_1 \) for \( L_1 = O(n \log n + b \log L) = O(n \log n + b) \) guarantees \( \sum_{i=1}^{n} q_{i,L} \leq \sum_{i=1}^{n} q_{i,0} \), which finishes the proof of Lemma 9.

## 5 Conclusions

We investigated what stability guarantees we could get in a system with contention if protocols have very limited (or no) space to store information inherited from history of computation and communication. A natural research direction would be to prove tight bound on injection rates and optimize other measures, such as packet latency. Schedulers could also be studied in the context of other related models, such as SINR or dependency-graph models. We introduced a novel class of selectors with thresholds, unlike the previously used binary selectors/codes – studying their constructiveness in polynomial time and further applicability is a prospective open direction.
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Network decompositions, as introduced by Awerbuch, Luby, Goldberg, and Plotkin [FOCS’89], are one of the key algorithmic tools in distributed graph algorithms. We present an improved deterministic distributed algorithm for constructing network decompositions of power graphs using small messages, which improves upon the algorithm of Ghaffari and Kuhn [DISC’18]. In addition, we provide a randomized distributed network decomposition algorithm, based on our deterministic algorithm, with failure probability exponentially small in the input size that works with small messages as well. Compared to the previous algorithm of Elkin and Neiman [PODC’16], our algorithm achieves a better success probability at the expense of its round complexity, while giving a network decomposition of the same quality. As a consequence of the randomized algorithm for network decomposition, we get a faster randomized algorithm for computing a Maximal Independent Set, improving on a result of Ghaffari [SODA’19]. Other implications of our improved deterministic network decomposition algorithm are: a faster deterministic distributed algorithms for constructing spanners and approximations of distributed set cover, improving results of Ghaffari, and Kuhn [DISC’18] and Deurer, Kuhn, and Maus [PODC’19]; and faster a deterministic distributed algorithm for constructing neighborhood covers, resolving an open question of Elkin [SODA’04].

2012 ACM Subject Classification  Theory of computation → Distributed algorithms

Keywords and phrases  Distributed Graph Algorithms, Network Decomposition, Maximal Independent Set, Neighborhood Cover

Digital Object Identifier  10.4230/LIPIcs.DISC.2019.18


Funding  The authors’ research is supported by the Swiss National Foundation, under project number 200021_184735.

1 Introduction

We present an improved deterministic distributed algorithm for constructing network decompositions of power graphs using small messages, as well as some improvements for other problems including randomized construction of maximal independent set, and deterministic construction of sparse neighborhood covers, spanners and dominating set approximation.

After introducing our model of computation, we recall the concept of network decompositions in Section 1.1 as well as a brief summary of all known distributed constructions. In Section 1.2 we present our results and in Section 1.3 we outline our methods and explain how they depart from previous approaches.
Model. Throughout, we work with the CONGEST model of distributed computing [27]: The communication network is abstracted as an \( n \)-node graph \( G = (V, E) \). We use \( \Delta \) to denote the maximum degree of \( G \). There is one processor on each node of the network, which initially knows only its \( O(\log n) \)-bit identifier. Per round of synchronous communication, every node can send one \( O(\log n) \)-bit message to each neighbor. Note that this is enough to describe constantly many elements of the network, i.e. vertices or edges. A closely related variant is the LOCAL model [22], where we impose no restriction on the size of messages.

1.1 Network Decompositions

Network decompositions were introduced by Awerbuch et al. [8], and since then, they have turned out to be one of the key algorithmic tools in distributed algorithms for graph problems. For a given graph \( G = (V, E) \), a \((c,d)\) network decomposition of it is defined as a partition of \( V \) into blocks \( V_1, \ldots, V_c \) such that each connected component of the subgraphs \( G[V_i] \) has diameter at most \( d \). The connected components of each block are usually called clusters. This notion of network decomposition is sometimes also referred to as strong diameter network decomposition, as we consider the diameter with respect to distances in the induced subgraphs. This is as opposed to weak diameter network decompositions, where distances are with respect to the base graph. Intuitively, network decompositions allow us to process graph problems in \( c \) sequential stages, where in each stage we process one block, a graph that is made of low-diameter components (diameter \( d \)). This low-diameter simplifies the task as it opens the road for collecting either the entire topology, in the LOCAL model, or at least some coordination messages, in the CONGEST model. The key point is that the problems in different components of one block can be processed independently, as they have distance at least 1.

In many applications of network decompositions, instead of asking for the clusters to have distance at least 1, we need them to have a larger distance, at least \( k \) hops for some parameter \( k \geq 2 \). This is crucial for applications where the problem is such that the answer in one node can impact nodes beyond its neighbors. Thus, a natural extension of network decomposition is the following: a \( k \)-hop separated network decomposition or decomposition of \( G^k \) requires that any two nodes \( u, v \) from different clusters of the same color are at distance more than \( k \) in \( G \). We note that clusters do not have to be connected in \( G \), which means that it is a weak diameter decomposition of \( G \).

While the authors of [8] used network decompositions to solve symmetry breaking problems, such as maximal independent set or \((\Delta + 1)\)-vertex coloring, various other applications were discovered later. Examples in the LOCAL model include the computation of sparse spanners and linear-size skeletons by Dubhashi et al. [16] or distributed approximation algorithms for the graph coloring and minimum dominating set problems by Barenboim et al. [10, 11]. For the CONGEST model, Ghaffari and Kuhn [21] showed that \( k \)-hop separated network decompositions can be used for computing spanners and approximating minimum dominating set.

State of the Art – Deterministic Constructions. There are four known deterministic distributed constructions of network decompositions, successively improving either quantitatively or qualitatively \([8, 20, 21, 26]\). Awerbuch et al. [8] provided an algorithm for computing \( 2^{O(\sqrt{\log n \log \log n})} \) network decompositions of an \( n \) node graph \( G \) in \( 2^{O(\sqrt{\log n \log \log n})} \) rounds, which works in the CONGEST model. Subsequently, this was improved by Panconesi and Srinivasan [26] showing that all \( 2^{O(\sqrt{\log n \log \log n})} \) terms could be replaced by \( 2^{O(\sqrt{\log n})} \). However, their algorithm requires large messages.
For computing network decompositions with higher levels of separation, Ghaffari and Kuhn [21] gave a $k \cdot 2^{O(\sqrt{\log n \cdot \log \log n})}$ round CONGEST-model algorithm for computing a $(2^{O(\sqrt{\log n \cdot \log \log n})}, 2^{O(\log n \cdot \log \log n)})$ network decomposition of $G^k$, which works with small messages. Note that extending network decomposition algorithms to compute a decomposition of $G^k$ is trivial in the LOCAL model: As nodes can send messages of arbitrary size, communication on $G^k$ can be simulated in $k$ rounds of communication on $G$. Thus, with a $k$ factor overhead in the round complexity (and a $k$ factor increase in the diameter with respect to distances in $G$), we can use any LOCAL-model network decomposition algorithm to also compute $k$-hop separated decompositions.

Recently, Ghaffari [20] showed that a $(2^{O(\sqrt{\log n})}, 2^{O(\sqrt{\log n})})$ network decomposition can also be computed in $2^{O(\sqrt{\log n})}$ rounds in the CONGEST model. However, his construction cannot extend to $G^k$, which is one of the issues we address in this paper. In contrast to all previous approaches, this algorithm has the useful property, that it can handle large identifiers. This means that the length of identifiers does not influence the parameters of the resulting network decomposition.

State of the Art – Randomized Constructions. For randomized algorithms, there are stronger results: Linial and Saks [23] showed that $(O(\log n), O(\log n))$ network decompositions exist and gave a distributed algorithm, which finds a $(O(\log n), O(\log n))$ network decomposition in $O(\log^2 n)$ rounds, with high probability\(^1\) (w.h.p). The construction of Linial and Saks [23] only guarantees that clusters have weak diameter $O(\log n)$. More recently, Elkin and Neiman [18] provided a randomized distributed algorithm that computes strong diameter $(O(\log n), O(\log n))$ network decomposition in $O(\log^2 n)$, w.h.p, and also works in the CONGEST model. Both of these algorithms can be easily extended to produce a $(O(\log n), O(k \log n))$ decomposition of $G^k$ in $O(k \log^2 n)$ rounds without requiring larger messages.

We remark that the fact that these algorithm succeed with probability $1 - 1/poly(n)$ prevents them from being directly used in our randomized MIS algorithm. This is because after the shattering, only components of size $N \ll n$ remain, which means that the algorithms only succeed with probability $1 - 1/poly(N)$ in computing a $(O(\log N), O(\log N))$ network decomposition.

1.2 Our Results

We present a deterministic distributed CONGEST-model algorithm for computing network decompositions of $G^k$:

\textbf{Theorem 1.} There is a deterministic distributed algorithm that in any $N$-node network $G$, which has $S$-bit identifiers and supports $O(S)$-bit messages for some arbitrary $S$, computes a $(g(N), g(N))$ network decomposition of $G^k$ in $kg(N) \cdot \log^2 S$ rounds, for any $k$, and $g(N) = 2^{O(\sqrt{\log N})}$.

We highlight the following three properties, whose combination is new to our algorithm and is crucial for our applications in the next subsections: (A) it is able to compute a network decomposition of $G^k$ in the CONGEST model, (B) it can handle large identifiers, and (C)

---

\(^1\) As usual, we use the phrase with high probability to denote that an event holds with probability at least $1 - n^{-c}$ for any constant $c$, where $c$ may influence other constants.
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its bounds are as good as a simulation of the algorithm of [26] on $G^k$ in the LOCAL model. More precisely, property (B) says that the size of identifiers only affects the round complexity but not the quality of the computed network decomposition.

In particular for our application to MIS, property (B) is crucial. The lack of this ability to handle large identifiers is what made previous algorithms, such as of Ghaffari and Kuhn [21], not applicable. We refer to Section 1.3 for a more in-depth explanation of these issues.

Applications: MIS, Neighborhood Cover, and Beyond

Network decompositions have a wide range of applications and due to previous work, our new algorithms leads to an improvement for a number of problems. While some of these results are immediate, for the application to MIS, we also present a randomized algorithm for network decompositions whose failure probability is exponentially small in the input size.

The MIS Problem. The Maximal Independent Set Problem (MIS) asks for a set $S$ of nodes, such that no two neighboring nodes are in $S$ and moreover, for each node $v$, either $v$ or at least one of its neighbors is in $S$. It is one of the most well-studied distributed graph problems. One reason for its importance is that other fundamental graph problems, such as $(\Delta + 1)$-vertex coloring, maximal matching, or 2-approximation of vertex cover reduce to it [22,24].

Luby [24] as well as Alon, Babai and Itai [2] gave randomized distributed MIS algorithms in the CONGEST model that have round complexity $O(\log n)$. The first significant improvement over this run time was due to Barenboim, Elkin, Pettie, and Schneider [12], who gave a randomized distributed $O(\log^2 \Delta) + 2^{O(\sqrt{\log \log n})}$ round algorithm. This bound was then improved by Ghaffari [19] to $O(\log \Delta) + 2^{O(\sqrt{\log \log n})}$, which remains the state of the art. However, both these improvements do not work in the CONGEST model, as they require messages of up to $\text{poly}(\Delta, \log n)$ bits to gather certain local topologies. The only improvement upon the algorithms of [2,24] in the CONGEST model is due to Ghaffari [20], who gave a randomized distributed algorithm that runs in $\min\{\log \Delta \cdot 2^{O(\sqrt{\log \log n})}, O(\log \Delta \cdot \log \log n) + 2^{O(\sqrt{\log \log n \cdot \log \log \log n})}\}$ rounds.

We improve this result for all values of $\Delta$ and obtain the following:

\begin{itemize}
  \item \textbf{Theorem 2.} There is a randomized distributed algorithm, with $O(\log n)$-bit messages, that computes an MIS in $O\left(\log \Delta \cdot \sqrt{\log \log n}\right) + 2^{O\left(\sqrt{\log \log n}\right)}$ rounds, w.h.p.
\end{itemize}

Apart from our improved network decomposition, this result contains a randomized algorithm, that transforms a network decomposition of $G^k$ into a decomposition of $G$ with improved parameters. This transformation works in the CONGEST model and succeeds with probability exponential in the input size, which is crucial for its application in solving MIS. For a more detailed overview, see Section 1.3.

Neighborhood Covers and MST. Neighborhood covers, as introduced by Awerbuch and Peleg [4] are another form of locality-preserving graph representations and closely related to network decompositions. A $s$-sparse $k$-neighborhood cover of diameter $d$ is defined as a collection of clusters $C \subseteq V$ such that (A) for each cluster $C$, we have a rooted spanning tree of $G[C]$ with diameter at most $d$, (B) each $k$-neighborhood of $G$ is completely contained in some cluster, and (C) each node of $G$ is in at most $s$ clusters. Like network decompositions, this form of graph representation has many applications in distributed computing, such as in routing [9], shortest paths [1], job scheduling and load balancing [7], or broadcast and multicast [6].
Awerbuch and Peleg [4] also gave distributed constructions for sparse neighborhood covers using messages of unbounded size, however they do not extend to the CONGEST model. More recently, Ghaffari and Kuhn [21] gave the first CONGEST model algorithm for computing sparse neighborhood covers. They showed that a $(c,d)$ network decomposition of $G^k$ can be transformed into a $c$-sparse $k$-neighborhood cover of diameter $O(k \cdot d)$ in $O(c(d + k))$ rounds. Together with their $k \cdot 2^{O(\sqrt{\log n \log \log n})}$ round algorithm for computing a $(2^{O(\sqrt{\log n \log \log n})}, 2^{O(\sqrt{\log n \log \log n})})$ network decomposition of $G^k$, this yields a $k \cdot 2^{O(\sqrt{\log n \log \log n})}$ round algorithm for computing $2^{O(\sqrt{\log n \log \log n})}$-sparse $k$-neighborhood covers of diameter $k \cdot 2^{O(\sqrt{\log n \log \log n})}$.

Using our network decomposition, we improve upon the result of [21] and show that all $2^{O(\sqrt{\log n \log \log n})}$ terms can be replaced by $2^{O(\sqrt{\log n})}$. The proof is deferred to the full version of the paper.

\textbf{Corollary 3.} There is a deterministic distributed algorithm, that for every $k \geq 1$, computes a $2^{O(\sqrt{\log n})}$-sparse $k$-neighborhood cover of diameter $k \cdot 2^{O(\sqrt{\log n})}$ of an $n$-node graph $G$ in $k \cdot 2^{O(\sqrt{\log n})}$ rounds of CONGEST.

We also resolve an open question by Elkin [17], who devised a randomized CONGEST model algorithm for minimum spanning tree, that runs in $O(\mu(G, \omega) + \sqrt{n})$ rounds, where $\mu(G, \omega)$ is the MST-radius of $G$. The MST-radius $\mu(G, \omega)$ is defined as the smallest value $t$, such that every edge not belonging to the MST of $G$ is the heaviest edge in some cycle of length at most $t$. However, the only part involving randomness is the construction of neighborhood covers. The author remarks that the only obstacle towards a deterministic algorithm is that there are no known constructions of sparse neighborhood covers in the CONGEST model. Using Corollary 3, we get a deterministic distributed CONGEST-model algorithm for computing MST in $2^{O(\sqrt{\log n})} \cdot (\mu(G, \omega) + \sqrt{n})$ rounds. For a discussion on how to use Sparse Neighborhood Covers in computing MST, we refer to [17] or the full version of this paper.

\textbf{Other Problems: Spanners and Dominating Set Approximation.} Due to previous applications of $k$-hop separated network decompositions by Ghaffari and Kuhn [21] as well as Deurer, Kuhn, and, Maus [15] we obtain the following deterministic CONGEST model algorithms: A $2^{O(\sqrt{\log n})}$ round algorithm for computing a $(2k - 1)$-stitch spanner with size $O(kn^{1+1/k} \log n)$, and a $O(\log \Delta)$-approximation algorithm for minimum dominating set in $2^{O(\sqrt{\log n})}$ rounds. For a discussion, see the full version of this paper.

\subsection{1.3 Method Overview and Comparison with Prior Approaches}

We first discuss our method for deterministic network decomposition, and then discuss our contribution to the MIS problem.

\textbf{Network Decomposition.} The general outline is shared by all known deterministic algorithms for network decomposition [8, 20, 21, 26]. This method is often referred to as recursive clustering: In every step, a number of clusters is merged to form new clusters while some other clusters are added to the output and discarded from the algorithm. However, there are several challenges in applying this approach in the CONGEST model, and even more so when aiming to compute a decomposition of $G^k$.

Let us address these challenges in two themes, (A) communication within clusters, and (B) communication between clusters: Our approach entails the fact that clusters can become disconnected in the base graph $G$, even if they are connected in $G^k$. While this means that
we have more freedom in how we merge clusters, it also requires us to take extra care to allow for intra-cluster communication. As clusters can now “overlap”, a single edge of $G$ could be used by many clusters for communication. We will have a two stage process to “introduce” clusters to their neighboring clusters (in $G^k$), which will enable us to bound the “overlap” between clusters. To be more precise we will argue that any edge is used by at most $2^{O(\sqrt{\log n})}$ many clusters for communication. This allows us to have simultaneous communication in all clusters with just a $2^{O(\sqrt{\log n})}$ factor overhead.

For challenge (B), we would like to simulate communication in $G_C$ on $G^k$, where $G_C$ is the virtual graph obtained by contracting each cluster into a node and connecting two clusters if they contain nodes that are adjacent in $G^k$. However, this simulation is not directly possible in the CONGEST model, as nodes in $G_C$ can have degree much larger than $\Delta$, leading to congestion for communication within clusters. The solution to this problem will also be the introduction process mentioned above. Roughly speaking, we will ignore some edges from $G_C$ as well as some vertices of high degree. This allows for an efficient simulation of communication in $G_C$ on the base graph $G$.

Maximal Independent Set. For solving MIS, we follow the outline of the shattering technique, first introduced into distributed computing by Barenboim et al. [12], and also used for the MIS problem by [19,20]. There are two parts: In the pre-shattering phase, we solve the problem for a large portion of the graph, leaving only a number of “small” connected components. Then, in the post-shattering phase, we solve the problem on the remaining parts.

In the pre-shattering phase, we use the $O(\log \Delta)$-round algorithm of Ghaffari [19], which works with just single-bit messages. Afterwards, we are left with “small” components. For now, assume that they have size$^2$ $O(\log n)$. By computing a network decomposition of each component, we can further simplify the problem: We go through the color classes, one by one, each time computing an MIS of the new color, that does not conflict with the MIS of the previous colors. We solve the problem by running $O(\log n)$ independent copies of Ghaffari’s $O(\log \Delta)$-round randomized MIS algorithm algorithm [19], all in parallel. This parallel execution is possible in the CONGEST model because the algorithm from [19] only uses single-bit messages. With high probability (i.e. at least $1 - 1/\text{poly}(n)$), at least one of these independent runs succeeds in computing an MIS. Using the fact that we are solving the problem in a graph of low diameter, we can efficiently coordinate all nodes to find a successful run.

The main challenge is obtaining a suitable network decomposition: We could use the network decomposition algorithm from Theorem 1 and get an MIS algorithm with round complexity $\log \Delta \cdot 2^{O(\sqrt{\log \log n})}$. This only matches the previous work of Ghaffari [20]. Also, randomized algorithms for network decomposition are hard to apply, as we are computing decompositions of graphs that only contain $N = O(\log n)$ nodes. This means that the success probability of randomized algorithms for network decomposition, such as [18,23], will only be $1 - 1/\text{poly}(N) \ll 1 - 1/\text{poly}(n)$.

We get around these issues in two steps: First, we compute a $k$-hop separated network decomposition of each component. Then, we use this network decomposition to boost the success probability of a randomized network decomposition algorithm, inspired by [14,18,25]. While Ghaffari [20] used a similar idea to also get an $O(\log \Delta \log \log n + 2^{O(\sqrt{\log \log n})})$ algorithm, they do not contain $O(\log n)$ nodes, but rather up to $O(\Delta^4 \log n)$ many vertices. However, we will see that we can efficiently cluster them into $O(\log n)$ clusters of diameter only $O(\log \log n)$.

$^2$ They do not contain $O(\log n)$ nodes, but rather up to $O(\Delta^4 \log n)$ many vertices. However, we will see that we can efficiently cluster them into $O(\log n)$ clusters of diameter only $O(\log \log n)$.
round algorithm for MIS, we improve upon it in two ways: First, our network decomposition of $G^k$ has better bounds, and second, we use a randomized process for computing a refined network decomposition. This randomized process allows us to further reduce the number of colors needed, from $O(\log \log n)$ to $O(\sqrt{\log \log n})$.

1.4 Mathematical Notation

For a graph $G = (V, E)$ and two nodes $u, v \in V$, we define $d_G(u, v)$ to be the hop distance between $u$ and $v$. For a node $v \in V$ and a set $U \subseteq V$, $\text{dist}_G(v, U)$ is the minimum distance between $v$ and any $u \in U$. For an integer $k \geq 1$ we define the $k$th power $G^k = (V, E')$ of $G$ to be the graph with an edge $\{u, v\} \in E'$ whenever $d_G(u, v) \leq k$. Given a node $v \in V$, we define $N_{G,k} := \{u \in V : d_G(u, v) \leq k\}$ to be the $k$-hop neighborhood of $v$.

For two integers $\alpha \geq 1$ and $\beta \geq 0$ and a node set $B \subseteq V$, we call $B^* \subseteq B$ a $(\alpha, \beta)$-ruling set of $G$ w.r.t. $B$ if (A) for any two nodes $u, v \in B^*$ we have $d_G(u, v) \geq \alpha$, and (B) $\forall u \in B \setminus B^*$, there is a node $v \in B^*$ such that $d_G(u, v) \leq \beta$. If $B = V$, $B^*$ is simply called an $(\alpha, \beta)$ ruling set of $G$.

2 Network Decomposition

In this section we describe our algorithm for computing network decompositions of power graphs in the CONGEST model, as outlined in Theorem 1. It matches the bounds of the algorithm by Panconesi and Srinivasan [26], but improves upon it in three aspects that are crucial to our applications: our algorithm works in the CONGEST model, can tolerate large identifiers and is able to produce a network decomposition of $G^k$. While the first two properties were already achieved by Ghaffari [20], the third property is new to our approach.

Note that it is trivial to achieve such a decomposition using messages of unbounded size, by just simulating communication in $G^k$ on $G$ (with a $k$ factor overhead). In the CONGEST model this idea is not directly applicable and presents two challenges: (A) how do we deal with clusters being disconnected in the base graph and (B) how do we get around simulating all communication in $G^k$ on $G$? For the first issue we will bound the number of clusters that are overlapping. For the second issue we will see that not all communication is necessary.

Before proceeding to the algorithm, we restate Theorem 1 in slightly more detail:

\textbf{Theorem 4.} There is a deterministic distributed algorithm that in any $N$-node network $G$, which has $S$-bit identifiers and supports $O(S)$-bit messages for some arbitrary $S$, computes a $(g(N), g(N))$ network decomposition of $G^k$ in $kg(N) \cdot \log^* S$ rounds, for any $k$ and $g(N) = 2^O(\sqrt{\log N})$. Additionally we can simulate one round of communication within clusters of $G^k$ in $k2^O(\sqrt{\log N})$ rounds of communication on $G$.

\textbf{Remark 5.} If we initially have $N$ clusters, each with an $S$-bit center identifier and with radius at most $r$, the algorithm of Theorem 4 computes a $(g(N), r g(N))$ network decomposition of $G^k$ in $kr g(N) \cdot \log^* S$ rounds.

\textbf{Proof of Theorem 4.} We first note that the recursive nature of the algorithm makes it directly applicable to use with an initial clustering, as described in Remark 5.

\textbf{Overall Structure.} The algorithm consists of phases $i = 1, \ldots, \sqrt{\log N}$, each of which runs in $k \cdot 2^O(\sqrt{\log N}) \cdot \log^* S$ rounds. During each phase, the (remaining) vertices are partitioned into vertex-disjoint clusters. Each cluster has one center node (which will be the identifier of the cluster), as well as a tree rooted at the center that spans all vertices of this cluster.
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Building a small in-degree virtual graph

Informal Outline of each phase.

We have at most $A$

The radius of each cluster is at most $B$

Each edge $C$ and potentially also contains vertices of other clusters). However we have that any two nodes of the cluster are connected by a path of length at most $k$ in this tree. Note that both edges and vertices of $G$ can be included in multiple trees.

Initially, every node is its own cluster. During each phase some clusters join each other to form some new clusters, while the other clusters are colored and removed from the algorithm. Let $d = 2^{O(\sqrt{\log N})}$. We maintain the following invariants during the $i^{th}$ phase:

(A) We have at most $n/d^i$ clusters.

(B) The radius of each cluster is at most $h_i = (O(1))^i \leq 2^{O(\sqrt{\log N})}$ in $G^k$, which means its radius is at most $k \cdot 2^{O(\sqrt{\log N})}$ in $G$.

(C) Each edge $e$ is part of at most $i \cdot 13d^3$ spanning trees, which is always at most $2^{O(\sqrt{\log N})}$.

Note that for $i = 0$, these invariants are trivially fulfilled. The first invariant ensures that after $\sqrt{\log N}$ phases, there is at most one cluster left, which we can then color with one color and finish the algorithm. The second invariant means that cluster radii remain small enough. Invariants (B) and (C) together imply that we can perform $2^{O(\sqrt{\log N})} \cdot \log^* S$ iterations of broadcast and convergecast in each cluster within each phase. This is because we can simulate a round of communication along an edge in the spanning tree of $G^k$ within $k \cdot 2^{O(\sqrt{\log N})}$ rounds of communication on $G$.

Informal Outline of each phase. We start out with a set of (old) clusters and will merge some of them into new clusters, while we color the remaining ones and add them to the resulting decomposition. In a first step, each cluster $C$ will try to learn its neighboring clusters. If $C$ has more than $4d^2$ neighbors, we call $C$ marked. If we now consider the graph $G$ induced by all non-marked clusters, it has maximum degree $\Delta_G \leq 4d^2$. This allows us to simulate communication within $G$ in the underlying network, with about a $4d^2$ overhead in the round complexity (ignoring cluster diameters). We will use this fact to find a well-separated set $C^*$ in $G$. All clusters from $C^*$, together with the marked clusters will now form the centers of new clusters. Then all old clusters that have a neighboring center join this center to form a new cluster. Intuitively, as all new cluster centers have high degree, there cannot be a lot of them. What we are now left with is a set of low-degree clusters that are not part of any newly formed cluster. We can now just color these remaining clusters, using standard coloring techniques, and add them to the final output. As the degrees are low, the number of required colors is also low.

Building a small in-degree virtual graph $H$. Call two clusters $C$ and $C'$ neighboring if they contain vertices $v \in C$ and $v' \in C'$ such that $v$ and $v'$ are at distance at most $k$ in $G$. This means that $v$ and $v'$ are neighbors in $G^k$. Similarly, a node $v$ and a cluster $C$ are called neighboring if there is some $u \in C$ such that $u$ is at distance at most $k$ from $v$.

Now we want every cluster to learn about up to $2d$ many neighboring clusters. More precisely, a cluster that has less than $2d$ neighbors should learn about all of its neighbors. If it has more than $2d$ neighbors, it learns about some $2d$ of them. We can do so in $O(k \cdot d)$ rounds: Every node starts a broadcast, sending the identifier of its current cluster to all neighbors. Then, over $(2d + 1) \cdot (k - 1)$ rounds, every node $v$ forwards up to $2d + 1$ different such messages about clusters of distance up to $(k - 1)$ from $v$. This way, if node $v$ has at most $2d$ neighboring clusters it learns about all of them and if there are more, it learns about at least $2d$ many, of which it picks some $2d$ many arbitrarily. Within clusters, the nodes convergecast at most $2d$ identifiers to the center node. This is possible in $O((d + k \cdot h_i) \cdot 2^{O(\sqrt{\log N})}) = k \cdot 2^{O(\sqrt{\log N})}$ rounds, as invariant (C) states that at most $2^{O(\sqrt{\log N})}$ clusters overlap. Thus, a $2^{O(\sqrt{\log n})}$ round overhead is enough to allow all clusters to perform a convergecast at the same time.
This process creates a directed virtual graph $H$ among the clusters, where an edge $C \to C'$ indicates that the center of $C'$ received the identifier of $C$. We call a cluster high-degree if it has at least $2d$ neighboring clusters, and low-degree otherwise, see Figure 1. Notice that a low-degree cluster has all neighboring clusters as incoming edges in $H$. Also, a high-degree cluster has at least $2d$ incoming edges.

Making $H$ undirected with small degrees. One problem is that $H$ is a directed graph with possibly large out-degrees, while we would like to have an undirected graph with small degrees. Additionally, we would like to keep the fact that all low degree clusters are adjacent to all their neighboring clusters in this virtual graph. For that, we first mark clusters of extremely high out-degree as follows: we reverse the communication direction of the previous paragraph, but instead of sending just one message per round along each edge, we send up to $4d^2$ messages. This increases the number of rounds by at most a $4d^2$ factor. This way, if a message from some cluster $C$ was sent along an edge in the previous phase, we send up to $4d^2$ messages in the opposite direction, all from clusters that received the identifier of $C$. If more clusters received the identifier of $C$, we just inform $C$ that it will be marked. This can be done within $O(k \cdot d^3) = k \cdot 2^{O(\sqrt{\log N})}$ rounds, as every round from the previous paragraph now takes $4d^2$ as long. Also, at most $(2d + 1) \cdot 4d^2 \leq 12d^3$ many messages are sent along each edge. As in the previous paragraph, we can now convergecast the identifiers of at most $4d^2$ outgoing neighbors in $O((d^2 + k \cdot h_k) \cdot 2^{O(\sqrt{\log N})}) = k \cdot 2^{O(\sqrt{\log N})}$ rounds to the cluster centers, marking them the same way as before.

Now, we temporarily remove marked clusters from $H$; we later discuss how to deal with them. Note that there are at most $\frac{n}{2d^3 + 1}$ many marked clusters. This is because each cluster has in-degree at most $2d$, which means that at most a $1/(2d)$ fraction of clusters can have out-degree exceeding $4d^2$. This is at most $\frac{n}{2d} \cdot \frac{1}{2d}$ many clusters, by invariant (A).

We now have an undirected virtual graph on the clusters, which has degree at most $4d^2$. Computing a Maximal 2-Independent Set in $H$. $H$ has now degree at most $4d^2$, but we need an additional fact to ensure that we can simulate the communication along $H$ in $G$: Every edge is part of at most $12d^3 = 2^{O(\sqrt{\log N})}$ edges of $H$. This is because we can think of every message in the previous phase as trying to establish an edge between two clusters $C, C'$ in $H$. Such an edge is only established if a message from $C$ actually reaches $C'$. As every edge in $G$ only forwarded $12d^3$ many such messages, it can only be part of as many edges in $H$. 

---

**Figure 1** Different states of a cluster $C$ in the virtual graph $H$, where clusters are vertices and an edge $C \to C'$ means that the center of $C'$ received the identifier of $C$. Dashed lines indicate that clusters are neighboring, but neither center received the ID of the other center.
This means that we can now simulate one round of CONGEST model on $H$ in $O(k \cdot d^3 + (d^3 + k \cdot h_i) \cdot 2O(\sqrt{\log n})) = k \cdot d^3 \cdot 2O(\sqrt{\log N})$ rounds of the base graph. This is because every edge is additionally only part of at most $2O(\sqrt{\log N})$ clusters, by our invariant (C). Using that, we first compute a coloring of $H^2$, hence ensuring that any two clusters that are within 2 hops in $H$ have different colors. That can be done in $O(d^3 \log^* S \cdot (k \cdot d^3 \cdot 2O(\sqrt{\log n})) = O(d^3 \log^* S \cdot 2O(\sqrt{\log N}))$ rounds, using Linial’s algorithm [22], which runs in $O(\Delta_H^2 d \log^* S)$ rounds, as $H^2$ has maximum degree $\Delta_H = O(d^3)$. Then, we compute a maximal 2-independent set $C^*$ of high-degree clusters (this is the definition of high degree mentioned above, which is with respect to the neighborhood of clusters in $G^k$). Here, 2-independent set means that no two clusters in $C^*$ should share a common neighboring cluster in $H$. We can do so by going through all colors one by one, adding clusters to $C^*$ that do not already have a cluster from $C^*$ within distance two in $H$. Any $C$ that has a $C' \in C^*$ within its 2-cluster-hops joins the new cluster being formed at the center of $C'$. As all high-degree clusters not in $C^*$ must have a neighbor in $C^*$ within 2-cluster hops, all high-degree clusters are part of a newly formed cluster.

**Forming new clusters.** Each high-degree cluster $C' \in C^*$ has two cases: (I) either none of the neighboring clusters of $C'$ were marked, in which case all of them will join the new cluster being formed by $C'$. This means that the new cluster contains at least $2d$ many old clusters. Thus, there are at most $\frac{2}{d} \cdot \frac{1}{2}$ many such new clusters. (II) at least one of the neighboring clusters of $C'$ was marked. In this case, after $C'$ accepts the clusters that want to join with it, $C'$ picks one of its marked neighbors and joins a new cluster centered at that marked cluster. To make clusters learn about neighbors, use $k$ rounds of flooding, initiated at all nodes of marked clusters. This way, we have to send the identifier of at most one marked cluster along each edge, to ensure that all clusters know if they have a marked neighbor. Since there are at most $\frac{n}{2d^3}$ many marked clusters, the number of the new clusters of this kind is also at most $\frac{n}{2d^3}$.

**Proving the inductive invariants.** By the previous paragraph, we have at most $\frac{n}{2d^3}$ many new clusters, proving invariant (A). Regarding invariant (B), first notice that each new cluster that we form is made of some of the previous clusters, all of which were within $O(1)$ cluster hops (w.r.t. distances in $G^k$) of the center of the merge (either in $C^*$ or a marked cluster). Hence, the maximum cluster radius grows by at most a factor of $O(1)$, which shows that each cluster radius in phase $i$ is at most $(O(1))^{i+1}$ in $G^k$.

For invariant (C), we have already argued that due to merges between non marked clusters, every edge is used by at most $12d^3$ many additional clusters, as these merges only happen along edges of $H$. For the merging centered at a marked cluster $C$, we have that if an edge $e$ is part of a path that informed some other clusters about $C$, they might merge with $C$ or some other marked cluster. In either case, $e$ is included in at most one additional cluster. As all of those will merge to the same cluster, we have that $e$ is used by at most $12d^3 + 1 \leq 13d^3$ additional clusters. By induction, there are at most $i \cdot 13d^3 + 13d^3 = (i + 1) \cdot 13d^3$ many spanning trees that include a given edge.

**Coloring low-degree old clusters that remain.** Finally, we are left with only low-degree clusters, as we have included all high-degree clusters in a new cluster. This means that all remaining clusters have at most $2d$ neighboring clusters. We can color these cluster using $O(d^2)$ colors by applying Linial’s algorithm [22] which runs in $O(\log^* S)$ rounds of CONGEST on top of the cluster graph, that is, in $2O(\sqrt{\log N}) \log^* S$ rounds of the base graph. As we use different colors for each phase, we get a total of $\sqrt{\log N} \cdot O(d^2) = 2O(\sqrt{\log N})$ colors.
Remark 6. Even though edges can be part of up to \(2^{O(\sqrt{\log N})}\) many clusters, per color class they can be included in at most one cluster. This is because otherwise we would have two clusters with the same color that are at distance less than \(k\).

3 Implications on MIS

In this section we present our improved algorithm for computing maximal independent set in the \textsc{CONGEST} model. In particular, we prove the following:

\textbf{Theorem 7.} There is a randomized distributed algorithm, with \(O(\log n)\)-bit messages, that computes an MIS in \(O(\log \Delta \cdot \sqrt{\log \log n}) + 2^{O(\sqrt{\log \log n})}\) rounds, w.h.p.

We will use the following results about Ghaffari’s algorithm for computing a (maximal) independent set [19].

\textbf{Theorem 8 ([19]).} For each node \(v\), the probability that \(v\) has not made its decision within the first \(O(\log \deg(v) + \log 1/\epsilon)\) rounds, where \(\deg(v)\) denotes \(v\)’s degree at the start of the algorithm, is at most \(\epsilon\).

\textbf{Lemma 9 ([19]).} Let \(B\) be the set of nodes remaining undecided after \(\Theta(\log \Delta)\) rounds. Then, with high probability, we have the following properties:

(P1) There is no \((G^4)\)-independent \((G^9)\)-connected subset \(S \subseteq B\) s.t. \(|S| \geq \log \Delta n\). This means that \(S\) is an independent set in \(G^4\) and induces a connected subgraph in \(G^9\).

(P2) All connected components of \(G[B]\), that is the subgraph of \(G\) induced by nodes in \(B\), have each at most \(O(\log \Delta \cdot \Delta^4)\) nodes.

The statement of Lemma 9 is known as a \textit{shattering} guarantee, which is used in various (distributed) algorithms, see e.g. [3,12,13]. Intuitively, this means that after \(O(\log \Delta)\) rounds of the algorithm, the components induced by undecided nodes are “small”, or more precisely in this case: they do not contain a large \(5\)-independent set. If we allowed for messages of unbounded size, we could just think of the remaining components as graphs of size \(O(\log n)\), and use traditional algorithms to solve the problem. However, as we restrict messages to \(O(\log n)\)-bits, we will need some additional ideas.

We will also use the following ruling set algorithm of Ghaffari [20]:

\textbf{Lemma 10 ([20]).} There is a randomized distributed algorithm in the \textsc{CONGEST} model that, in any network \(H = (V,E)\) with at most \(n\) vertices, and for any \(B' \subset V\) and for any integer \(k \geq 1\), with high probability, computes a \((k,10k^2 \log \log n)\) ruling set \(B^* \subseteq B'\), with respect to distances in \(H\), in \(O(k^2 \log \log n)\) rounds.

Algorithm Outline. Combining these results, we can obtain the following: First, we run the algorithm of Ghaffari [19] for \(O(\log \Delta)\) rounds, which results in a state described by Lemma 9. Then, we compute a \((5, O(\log \log n))\) ruling set of each remaining component, using Lemma 10. This ruling set induces a clustering, where each node is vertex is clustered to its closest node from the ruling set. By property (P1) of Lemma 9, this yields \(N = O(\log n)\) clusters per component of the remaining graph. Let us call one such cluster a \textit{meta-node}, and note that it has diameter \(r = O(\log \log n)\). For the remainder of this section, let \(H\) be the graph, where the vertex set are all meta-nodes and where two clusters are connected if they contain two adjacent nodes. Then, we compute a network decomposition of \(H\) into \textit{super-clusters}. Going through the color classes of this decomposition, one by one, we compute an MIS of each super-cluster. We use the fact that these are graphs of low-diameter to amplify the success probability of a randomized algorithm.
The main challenge will be to compute a suitable network decomposition of $H$. In particular, we aim to compute a network decomposition using as few colors as possible. In Lemma 12 we obtain such a decomposition, enabling us to prove Theorem 11. We strengthen this result in Lemma 13, using a randomized approach, to get a decomposition that will be sufficient to prove Theorem 7.

3.1 First Approach: Slower but Simpler

In this section, we prove the following Theorem. While it gives a slower runtime than Theorem 7, it is still faster than previous algorithms.

▶ Theorem 11. There is a randomized distributed algorithm, with $O(\log n)$-bit messages, that computes an MIS in $O(\log \Delta \cdot \log \log n) + 2^{O(\sqrt{\log \log n})}$ rounds, w.h.p.

To prove Theorem 11, we use the following algorithm for network decomposition:

▶ Lemma 12. Let $H$ be the $N = O(\log n)$-node graph as described in the outline. There is a deterministic distributed algorithm, with $O(\log n)$-bit messages, that computes a $(O(\log \log n), 2^{O(\sqrt{\log \log n})})$ network decomposition of $H$ into super-clusters in $2^{O(\sqrt{\log \log n})}$ rounds of communication on $G$.

Proof. We will first argue that we can compute a network decomposition of $H^K$. Then we refine this decomposition into a decomposition of $H$, while reducing the number of colors used. We will do so by using a ball growing process, inspired by [4, 5, 23]: Here, a ball is just a set of vertices with low diameter. Starting from balls being clusters of one color, we grow each of them hop by hop in $H$ until it contains enough meta-nodes. We use the fact that we have a decomposition of $H^K$ (for $K$ large enough) to argue that different clusters can operate independently.

Intermediate Network Decomposition. First, we will compute a network decomposition of $H^K$ for $K = \Theta(\log \log n)$. In $G$, every meta-node of $H$ is a cluster of diameter $O(\log \log n)$, so we compute such a network decomposition of $H^K$ by computing a network decomposition of $G^K$ for $k = \Theta((\log \log n)^2)$: Using the initial partition as a starting point, we get a $(2^{O(\sqrt{\log \log n})}, 2^{O(\sqrt{\log \log n})})$ network decomposition of $G^k$ by Remark 5. Note that by design of the algorithm, all nodes of such an initial cluster will end up in the same cluster as well. As these initial clusters have diameter $O(\log \log n)$ and we set $k = \Theta((\log \log n)^2)$, two clusters are at distance $\Theta(\log \log n)$ in $H$.

Now we have an intermediate $(2^{O(\sqrt{\log \log n})}, 2^{O(\sqrt{\log \log n})})$ network decomposition of $H^K$. That is, every two meta-nodes from different clusters of the same color have distance at least $K = O(\log N)$ in $H$. We can simulate one round of communication within clusters of $H$ in $2^{O(\sqrt{\log n})}$ rounds in $G$.

One Step of Ball Growing. The next step is to refine this intermediate decomposition to compute a new decomposition of $H$ with the properties from Lemma 12. To do so we use the following ball growing process: In each step, we add some meta-nodes to a new super-cluster, while deactivating another set of meta-nodes. Initially, all meta-nodes are active.

More precisely, the $i^{th}$ step is as follows: Starting from all clusters of color $i$, we initiate a ball growing process. Note that we only consider meta-nodes that are still active and not yet part of a super cluster. We call a meta-node of $H$ a boundary for this ball if at least one of its neighbors is in a different ball. We call a ball good if there are less boundary than non-boundary nodes.
Initially, a ball is a cluster of color $i$ (or rather its remaining meta-nodes). If the ball is not good, we grow it by one hop in $H$. We can do this along edges of $H$, which are also edges in $G$. In that case, by definition of a good ball, this ball grows by at least a 2 factor in terms of its number of meta-nodes. We repeat this until we reach a good ball. That happens within $\log N$ steps of growth as otherwise the ball would have more than $2^\log N = N$ meta-nodes of $G$, which is not possible. Notice that each step of growth can be performed in $2^{O(\sqrt{\log N})}$ rounds: We aggregate the number of boundary and non-boundary meta-nodes at the center, which then decides whether to stop or continue the process. Once a ball is good, we deactivate its boundary meta-nodes for this phase. The non-boundary meta-nodes of each ball are joined together as one super-cluster of the output-decomposition. In each step of the ball growing, the radius of these super-clusters increases by at most one and thus stays $2^{O(\sqrt{\log N})}$ (which is also true in $G$, as every meta-node has radius $O(\log N)$). Additionally, balls can grow along each edge at most once, meaning that every edge gets included in at most one additional super-cluster on top of the previous clusters it was included in. Together with the diameter staying $2^{O(\sqrt{\log N})}$, this ensures property (B). We note that the balls that start from different clusters of color $i$ in the intermediate network decomposition can grow simultaneously. They will never reach each other, as originally they were separated by at least $\Omega(\log N)$ hops in $H$ and each ball grows at most $\log N$ hops.

The Full Algorithm. We perform $\log N$ phases: In each phase, we perform $2^{O(\sqrt{\log N})}$ steps of ball growing, one step for each color class of the intermediate network decomposition. Once a phase is finished, we reactivate all unclustered meta-nodes and move on to the next phase. Notice that in each phase, at least half of the remaining meta-nodes join a new super-cluster: we only deactivate boundary-nodes and further only do so, whenever we add at least as many nodes to a new super cluster. Thus after $\log N$ phases, the graph must be empty. In total, we spend $\log N \cdot 2^{O(\sqrt{\log N})} \cdot 2^{O(\sqrt{\log N})} = 2^{O(\sqrt{\log N})}$ rounds. As we always deactivate the boundary nodes, super clusters are non-adjacent, which shows property (A). For the number of colors, we use only one color per phase, and as there are $\log N = O(\log \log n)$ phases, we use as many colors.

We can now use this decomposition of $G$, to compute a maximal independent set:

Proof of Theorem 11. As a first step, we compute $H$ as described before, by running Ghaffari’s algorithm [19] for $O(\log \Delta)$ rounds, and computing a clustering in the remaining parts of the graph. Then, we find a $(O(\log \log n), 2^{O(\sqrt{\log \log n})})$ decomposition of $H$, using Lemma 12.

For computing the MIS we proceed as follows: We work through each of the $O(\log \log n)$ color classes, spending $O(\log \Delta) + 2^{O(\sqrt{\log \log n})}$ rounds per color class. In one color class, we can find one MIS per super cluster, as super clusters of the same color are non-adjacent.

In every step, all nodes of the active super clusters execute $O(\log n)$ parallel executions of the algorithm of Ghaffari [19], as reviewed in Theorem 8. This can be done without any overhead, as every single execution only uses one-bit messages. This super cluster contains $O(\Delta^4 \log n)$ regular nodes, by property (P1) of Lemma 9. Running this algorithm for $O(\log(\Delta^4 \log n)) = O(\log \Delta + \log \log n)$ rounds, we find an MIS with probability at least $1 - 1/poly(\Delta^4 \log n)$. Since all $O(\log n)$ parallel executions are independent, the probability that none of them succeeds is at most $1/poly(n)$.

Now we just need to find a run that was successful. For this we use the network decomposition we obtained from Lemma 12. First, each node $v$ performs a local check for all runs, by making sure that either $v$ is in the MIS and none of its neighbors is, or that $v$ is not in the MIS, but at least one of its neighbors is. This can again be done with just
one-bit messages. Then, we can convergecast these local checks towards the cluster centers in $2^{O(\sqrt{\log \log n})}$ rounds. These centers can pick the first successful run and inform all nodes of their cluster in $2^{O(\sqrt{\log \log n})}$ rounds. We remove all nodes that are in the MIS of the super cluster, together with all their neighbors (in the base graph). After this, we move on to the next color.

In total, we spend $O(\log n) \cdot (O(\log \Delta + \log \log n) + 2^{O(\sqrt{\log \log n})}) = O(\log \Delta \cdot \log \log n) + 2^{O(\sqrt{\log \log n})}$ rounds and find an MIS with high probability.

3.2 Second Approach: Faster

To improve the runtime compared to Theorem 11 we need to obtain a network decomposition using fewer colors. Instead of a sequential ball growing process, we will perform a randomized ball carving, similar to Elkin and Neiman [18]. As this decomposition will be used on small components of the graph, we need to ensure that we still succeed with probability $1 - 1/poly(n)$ even on components with much less than $n$ vertices. We will use a similar idea as in the proof of Theorem 11, namely that we run many random processes in parallel and use a previously computed network decomposition to find a run that was successful. However, defining the right measure of success and identifying a successful run both require much more care than in algorithm for MIS. The resulting algorithm is formalized in the following Lemma:

**Lemma 13.** Let $H$ be the $N = O(\log n)$-node graph as described in the algorithm outline. There is a randomized distributed algorithm, with $O(\log n)$ bit messages, that computes a strong diameter $(O(\sqrt{\log \log n}), 2^{O(\sqrt{\log \log n})})$ network decomposition of $H$ in $2^{O(\sqrt{\log \log n})}$ rounds, with probability $1 - 1/poly(N)$.

Below, we provide a proof outline, for the complete proof, see the full version of this paper.

**Proof Sketch.** The general idea is the same as in the proof of Lemma 12: As we can compute a network decomposition of $H^k$ by Theorem 4, we want to use the fact that clusters are separated by $k$ hops, to get a decomposition of $H$ which uses fewer colors. Instead of starting from the initial network decomposition, we restart from scratch, only using the initial network decomposition for amplifying success probabilities.

Let us first quickly recap what ball carving is and how it is used in constructing network decompositions: We randomly select a number balls, where each ball $B$ is a set of nodes with low diameter. We call a node a boundary of a ball $B$ if it has at least one neighbor that is not in $B$. For every ball $B$, we define one cluster $C$ containing all non-boundary nodes of $B$ and remove all such clusters $C$ from the graph. This concludes one step of ball carving.

To create a network decomposition we apply this process recursively on the remaining graph, until it is empty. As we ignore boundary-nodes, the clusters formed in every step are non-adjacent, which means we can use a single color for each recursive step. In order to obtain good bounds for the resulting network decomposition, we need the selected balls to have the following two properties: (A) their diameter is low, and (B) the number of boundary nodes is be small. Intuitively, property (A) means that the resulting decomposition has low diameter, while property (B) means that it uses a small number of colors. We call a ball carving successful if properties (A) and (B) are fulfilled.

Given a suitable algorithm for selecting balls, see e.g. [18, 23], this process can be used to compute a network decomposition with much better bounds than what we can compute deterministically. However, the success probability of such selection algorithms is too low in our setting: We only have $N = O(\log n)$ nodes, which means that the success probability is just $1 - 1/poly(N) = 1 - 1/poly(\log n)$.
We use the same idea as in the proof of Theorem 11 to amplify this probability: Instead of executing a ball carving on all nodes, we only consider one color class of the initial network decomposition at a time. Next, we execute $O(\log n)$ many parallel attempts of ball carving. This means that with probability $1 - 1/\operatorname{poly}(n)$ at least one attempt was successful. To find such a successful attempt, clusters of the same color can operate independently, as they are separated by $k$ hops. To decide if an attempt was successful, we compute the number of boundary and non-boundary nodes for each ball and aggregate all these numbers at the center node of each cluster. Additionally, we aggregate the maximum diameter amongst all balls. Based on this information, the centers can decide if a attempt was successful. By performing this check for all executions in parallel, we can thus find a successful attempt. Then, we move on to the next color class.

As in the proof of Theorem 11, we can now use this network decomposition to compute a maximal independent set. Since the two proofs are identical, we provide a brief outline:

**Proof Sketch of Theorem 7.** We can use the Algorithm of [19] to compute an independent set, leaving only components of small diameter in the remaining graph. On these remaining components we compute a $(O(\sqrt{\log \log n}), 2^{O(\sqrt{\log \log n})})$ network decomposition by applying Lemma 13. Then we go through all colors of this network decomposition one by one. Per color class we spend $O(\log \Delta + 2^{O(\sqrt{\log \log n})})$ rounds: We run $O(\log n)$ parallel randomized MIS algorithms for $O(\log \Delta)$ rounds, and use the fact that clusters have radius $2^{O(\sqrt{\log \log n})}$ to pick a successful run in time proportional to this radius. Then we move on to the next color class, removing all nodes that have a neighbor in the computed independent set. In total, this takes $O(\log \Delta) + \sqrt{\log \log n} \cdot 2^{O(\sqrt{\log \log n})}$ rounds to compute an MIS.
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1 Introduction & Related Work

An exciting emerging field in cellular biology is the study of bioelectricity [17, 25, 22]. This paper applies techniques from distributed algorithm theory to help advance these efforts.

Bioelectricity describes the patterns of voltage differentials caused by differing concentrations of charged ions inside and outside of a cell’s plasma membrane. Compelling new lab research, influenced by computer science’s use of abstractions, is revealing that these bioelectric patterns can in some cases play the role of high-level programming languages, providing a “biocode” that can specify goal states for cellular development that are then implemented by complex lower-level processes (see [25] for a recent survey).
In this paradigm, altering a bioelectric pattern — e.g., using interventions such as chemical blockers that modify ion flux, or inserting membrane channels — is like altering the source code of a computer program, providing a mechanism for controlling how an organism develops. The ability to manipulate these processes at a high level of abstraction enables potentially massive breakthroughs in many different important areas, including organ and limb regeneration, tumor suppression, and powerful new forms of synthetic biology.

1.1 Opportunity

The key to unlocking the power of bioelectricity is understanding how the underlying bioelectric networks (BENs) interact to form patterns and process environmental input. To date, biologists have primarily studied these questions by describing specific BEN configurations as a system of differential equations, and then studying their behavior using analytical simulation. This provides only observational — not expository — insight into bioelectricity dynamics.

In this paper, we explore another investigatory approach that can yield powerful new understanding: the biological algorithms approach [30, 29]. By treating a given BEN configuration as a distributed algorithm running in a well-defined distributed system model, we can apply the tools of distributed algorithms to prove results about a network’s behavior, identify network designs that solve specified problems, produce lower bounds and impossibility results, and even assess the general computational power of the setting in question.

To do so, we begin in Section 2 by describing and motivating the cellular bioloelectric model (CBM), a new computational model, designed in consultation with biologists who directly study these phenomena, that abstracts important capabilities and constraints of real world cellular bioelectrical networks. This model assumes a collection of cells, which are connected in a network topology that describes which cell pairs can directly interact (e.g., through ligand signaling). To simplify the model, time proceeds in synchronous rounds. The state of each cell at the beginning of a round is captured by a single value that describes the voltage potential across its plasma membrane. A gradient parameter captures the rate at which this potential increases or decreases toward an equilibrium due to ion flux through ion channels in its membrane.

Cells can communicate and compute through bioelectric events, in which a cell can induce a sudden increase or decrease to its potential (e.g., by pumping ions in/out, or opening/closing ion gates), and release ionic ligand molecules that can induce a sudden potential changes in its neighboring cells in the network topology. For each cell, and each bioelectrical event, a probability function specific to that event maps the cell’s current potential to the probability of the event firing. To maintain biological plausibility, our model requires that these probability function are monotonic, and allows each cell definition to include only a constant number of distinct bioelectric events.

Though the core computational process in the CBM — the cell — is quite simple and restricted, we are able to show that they are well-suited to exactly the types of distributed computational tasks that researchers now attribute to bioelectric behavior. Below we summarize our results and emphasize the concrete connections they form to active areas of biological inquiry.

1.2 Our Results: Symmetry Breaking

One of the key open problems in cellular bioelectrics is understanding the stochastic processes that allow otherwise identical cells to distinguish themselves into set patterns. We study these symmetry breaking tasks in Section 3, focusing in particular on the KnockBack cell
This definition captures one of the simplest possible symmetry breaking strategies. Cells start with a low potential that gradually increases toward a higher equilibrium. As a cell’s potential increases, it passes through a competition range in which, with constant probability, it fires a bioelectric event that bumps up its potential and emits a ligand that will reduce the potential of nearby cells. If it makes it through the competition range, its potential is high enough that the cell begins firing with probability 1 until its reaches a threshold after which it can begin a morphological transformation into a leader.

Though simple, KnockBack turns out to be an effective symmetry breaker. In Section 3.2, we study this strategy in a single hop (i.e., fully connected) network topology. We prove that not only does it safely elect a single cell to be leader, it does so in only $O(\log (n/\epsilon))$ rounds, with probability at least $1 - \epsilon$, where $n$ is the network size. For high probability (i.e., $\epsilon < 1/n$), this bound is faster than the $O((\log^2 n))$-round algorithm from a recent study of symmetry breaking with constant-size state machines [21]. It also matches the optimal $\Theta(\log n)$ bound on leader election with unrestricted state machines under the comparable network assumptions of a shared communication channel and collision detection [31].

In Section 3.3, we turn our attention to the behavior of KnockBack in connected multihop networks that satisfy the natural unit ball graph constraints [23] (which requires the topology to be compatible with the embedding of the cells in a reasonable metric space). In this setting, we consider the maximal independent set (MIS) problem, in which: (1) every cell must either become a leader or neighbor a leader; (2) no two neighbors are leaders. Our consideration of the MIS problem is not arbitrary. A 2011 paper appearing in the journal Science [4] conjectures that nervous system development in flies solves the MIS problem on a layer of epithelial cells to evenly spread out sensory bristles, motivating the investigation of biologically plausible strategies for solving this classical problem (c.f., [2, 33]).

We show, perhaps surprisingly, that the simple KnockBack strategy turns out to provide an effective solution to the MIS problem as well. In more detail, we prove that with high probability in the network size $n$, it establishes a valid MIS in at most $O(\text{polylog}(\Delta) \log n)$ rounds, where $\Delta$ is the maximum degree in the network (which in many biological settings, such as in [4], is likely a small constant).

Equally important for the study of bioelectrics, we show this strategy to be self-stabilizing. Even if you start each cell at an arbitrary initial potential, the system will efficiently stabilize to a valid MIS. The strategy is unique in that it requires only a single constant probability value in its definition, as opposed to the $\log n$ distinct probabilities used in most existing efficient solutions, including those proposed in existing biological distributed algorithm papers [4, 2, 33].

Given these powerful properties of the KnockBack strategy, plus a simplicity in design that makes it an easy target for natural selection to identify, we argue that it represents a reasonable (testable) hypothesis that bioelectric mechanisms might be drive these symmetry breaking tasks in real cellular systems.

1.3 Our Results: Information Processing

Another previously mentioned key open problem in cellular bioelectrics is understanding the capacity of cells to process information using bioelectric interactions. One conjecture is that simple interactions of the type captured in the CBM are not capable of much more than simple pattern generation (e.g., generating an MIS with KnockBack cells). A competing conjecture is that these interactions are actually capable of performing a wide variety of non-trivial computation.
In this paper, we use the CBM to provide support for the latter view of biological reality. We begin in Section 4 by studying input type computation, a simple form of information processing also studied in the biologically-plausible population protocol and chemical reaction network models (see model comparison below). In input type computation, the goal is to compute an output based on the number of cells in the system of one or more designated types. Two classical problems of this type are threshold detection [5], which computes whether the number of sick cells in the system is beyond a fixed threshold $k$, and majority detection [7], which computes whether there are more $A$ cells than $B$ cells in the system.

We study threshold detection in Section 4.1. For small thresholds, we present a simple cell that solves the problem exactly with no error. For larger thresholds, we present a cell definition that for any error $\epsilon$, correctly detects that the threshold is exceeded if the count $n$ is greater than $k\tau$, and correctly detects that it is not exceeded if $n < k/\tau$, for $\tau = O(\log(1/\epsilon))$. We conclude by proving that any solution that works for general $k$ values must have a non-zero error probability, regardless of how large we allow $\tau$ to grow.

In Section 4.2, we turn our attention to majority detection. We provide symmetric cell definitions for type $A$ and $B$ cells. For any constant error bound $\epsilon > 0$, these cells will correctly detect the majority type with probability $1 - \epsilon$ so long as there is a sufficiently large constant factor more of the majority type (for a constant factor defined relative to $\ln(1/\epsilon)$).

The general threshold detection solution is straightforward: cells send a ligand with probability $1/k$, and associate any received ligands with an exceeded threshold. The majority detection solution has cells increase the firing probability of a bioelectric event from a small lower bound to a constant as their potential increases towards equilibrium: whichever cell type fires first is assumed to be the majority type. In both cases, more refined probabilistic analysis would likely lead to tighter bounds, but the solutions and lower bound in Section 4 are sufficient to support the conjecture that bioelectric interactions can approximate standard input type computations (albeit it only probabilistically).

Finally, in Section 5 we consider a more general form of information processing, in which the input value to be processed in a given execution is encoded in the initial value of one or more designated input cells (for some encoding scheme specified by the designer of the cellular system). Understanding the set of functions that can be computed by such systems provides insights into the computational power of bioelectronics. With this motivation in mind, we prove, perhaps surprisingly, that bioelectric cells are Turing Complete. In slightly more detail, we prove that for any deterministic Turing machine (TM) $M$, there exists a finite collection of cells including a designated input cell, connected in a single hop network, such that for any TM input $w$, if you set the initial potential value of the input cell to a proper encoding of $w$, the system will correctly simulate $M$ on $w$. Of course, one of the TMs that can be simulated is a universal TM, indicating the existence of a computationally universal collection of bioelectric cells.

### 1.4 Comparison to Existing Models

Generally speaking, in studying the intersection of biology and algorithms there are two main types of computational models used: those with bio-plausible computation and those with bio-plausible constraints. The first category describes models in which the actual method of computation is motivated by a specific biological context. Algorithms in these models
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1 In this context, “small” means that $k$ is smaller than the maximum number of different ligand counts a cell can can distinguish, allowing the cell to directly count the sick cells (see the definition of binding bound from Section 2).
cannot simply be described in standard pseudocode or state machine descriptions. They must instead be specified in terms of the particular bio-plausible computation method captured by the model. Well-known models of this type include neural networks [32, 36, 27, 26], chemical reaction networks [37, 12, 11], and population protocols [5, 8, 7, 9, 6, 10] (which are computationally equivalent to certain types of chemical reaction networks).

The other type of model used to study biological algorithms are those with bio-plausible constraints. These models describe computation with the same standard discrete state machine formalisms assumed in digital computers. They constrain algorithms, however, by adding biologically-motivated limits on parameters such as memory size, the message alphabets used for communication, and the behavior of the communication channels. Well-known models of this type includes the ANTS model [19, 24, 13, 20, 35], the stone age computing model [18], and the beeping model [16, 15, 28, 14, 1, 34, 3, 21].

Both models are useful for applying algorithmic tools to understanding biological systems. The bio-plausible computation models focus more on understanding the low level processes behind particular behaviors, while the bio-plausible constraints models focus more on identifying general distributed strategies, and understanding the minimum resources/assumptions required for useful distributed coordination.

The CBM is most accurately categorized as a bio-plausible computation model. Existing studies of the stone age and beeps computing models already shed light on what can be computed by collections of simple state machines with basic signaling capabilities. The goal here is to understand what can be computed with the specific bioelectric mechanisms implemented in living tissue. This goal is important as our work is designed to be relevant to system biologists that are studying and manipulating these specific mechanisms.

1.5 Cells vs. Neurons

There are interesting connections between the CBM and artificial neural network models. The action potential that drives neural computation is itself a bioelectric mechanism. Indeed, many of the basic artificial neural network models can be implemented as special case of our general CBM. The recent work in bioelectricity that motivates the CBM, however, deals with bioelectric activity outside of the neural context, which changes the relevant challenges. In neural networks, for example, the “algorithm designer” gets to carefully construct the network topology and precisely calibrate each cell (i.e., determine their exact connection weights). In the non-neural contexts that motivate this work, by contrast, the network topologies are either simple (single hop) or a priori unknown to the computing cells (an arbitrary multihop graph), and because pattern formation is a key behavior in this context, the focus is often on initially identical cells that break symmetry stochastically. In other words, though the CBM networks we study use similar underlying chemical mechanisms as neural networks, their behaviors are strongly distinguished.

1.6 Cells $\neq$ State Machines

A key factor differentiating the CBM from existing bio-plausible constraint models is that the cell formalism is computationally incomparable to a traditional state machine. Consider a basic task such as outputting a repeated pattern: ABCABCABC.... This is trivial for a discrete state machine: cycle through three states, one for each output symbol. It is not hard to show, however, that this behavior cannot be implemented by a cell in the CBM. The key difficulty is the required monotonicity for firing functions driving bioelectric events (which is an important property of the real biological cells being modelled). A simple argument
establishes that for any cell, there must be at least two symbols $S_1, S_2 \in \{A, B, C\}$, such that whenever $S_1$ has a non-zero probability of being output, so does $S_2$ – eliminating the possibility of perfectly repeating pattern. At the same time, we cannot necessarily simulate an arbitrary cell with a finite state automaton either, since each cell stores an analog and unbounded potential value. It is therefore unclear how to use an existing bio-plausible constraint model to directly explore bioelectric dynamics – directly modeling the bioelectric dynamics seems necessary for understanding these systems.

1.7 Why Study This Model?

A shortcoming of the biological algorithms approach is that it can spawn an unlimited number of new models. The difficult question for advancing this field is identifying which models are actually worth ongoing examination. In defense of the CBM, we note that it was created in response to interactions with biologists who were excited about the potential of bioelectricity and increasingly comfortable borrowing ideas from computer science. The details of the CBM presented here were identified in consultation with these biologists, and the initial problems we study were directly motivated by questions in the existing literature. Even so, we made several modelling decisions that can be questioned (e.g., regarding both fidelity and tractability), and only future attempts to use the CBM to better understand biology will help to resolve those questions. Successful synthesis of algorithm theory and biology is an exceedingly hard endeavor, but we contend that this direction is well-motivated.

2 The Cellular Bioelectric Model

Here we define the cellular bioelectric model (CBM), a synchronous computation model that abstracts the key capabilities and constraints of bioelectric networks.

2.1 Biology Background

A bioelectric network describes the bioelectric properties of a collection of cells in some well-defined space. The key property describing the network is the net difference in charged ion concentration between the inside of each cell and the extracellular environment. There are two main mechanisms by which the voltage across a given cell’s plasma membrane can change. The first is charged ions moving in or out of membrane channels driving the cells interior ion concentration toward equilibrium with the outside extracellular environment. The second mechanism is ligand signalling. A given cell’s voltage can induce the release of special signalling molecules called ligands into the extracellular environment. These ligands can then bind to receptors on nearby cells, either opening channels in the receiver’s membrane or activating ion pumps, rapidly changing the ion concentration of the receiver. The release of ligands by the cell can also cause a sharp change to its own ion concentration through similar mechanisms. These bioelectric events are stochastic in nature with a probability that seems to depend monotonically on a cell’s current voltage; e.g., the probability of an event either becomes increasingly more or less likely as the voltage grows.

The below model captures the core properties of these dynamics. The voltage of each cell is captured by a single analog potential value, while we capture the passive drive toward equilibrium with both an equilibrium value and a rate at which each cell’s potential drives toward that equilibrium. Bioelectric events are described by probability functions that map cellular potential values to the probability of the event firing. Finally, we use a graph to describe the cellular topology, where an edge $(u, v)$ means that the cells corresponding to $u$ and $v$ are within ligand signalling range.
By necessity, this model simplifies the real biology in several important ways. For example, our discrete bioelectric events actually approximate analog non-linear responses to signaling, and likely limit the full range of signalling interactions possible in real systems. In addition, we consider only anionic ligands (no charge), whereas some well-known bioelectric interactions seem to rely on cationic ligands that change the charge of the extracellular environment. Also notable, for the sake of simplicity, we omit the inclusion of gap junctions, which are direct channels between cell pairs that can open and close in response to the voltage gradient induced by their endpoints.

2.2 Cells

Fix a non-empty and finite set \( L \) containing the ligands cells use to drive bioelectrical interactions. We define a bioelectric event to be a pair \((f, (\delta, s))\), where \( f : \mathbb{R} \rightarrow [0, 1] \) is a firing function from real numbers to probabilities, and \((\delta, s)\) consists of a potential offset value \( \delta \in \mathbb{R} \), and a ligand \( s \in L \). We also define a membrane function to be a function \( g \) from multisets defined over \( L \) to real numbers.

Pulling together these pieces, a cell in our model is described by a 6-tuple \((q_0, \sigma, \lambda, \omega, g, B)\), where \( q_0 \in \mathbb{R} \) is the initial potential value of the cell, \( \sigma \in \mathbb{R} \) is the equilibrium potential that the cell will drive its internal potential toward (i.e., through ion flux), \( \lambda \in \mathbb{R}^+ \) is a non-negative real number describing the gradient rate at which the cell’s potential moves toward \( \sigma \), \( \omega \in \mathbb{R} \) is the smallest possible potential for the cell, \( g \) is a membrane function, and \( B \) is a set of bioelectric events. For a given cell \( c \), we use the notation \( c.q_0, c.\sigma, c.\lambda, c.\omega, c.g, c.B \) to refer to these six elements of the cell’s tuple.

2.3 Systems and Executions

A system in our model consists of a non-empty set \( \mathcal{C} \) of \( n = |\mathcal{C}| \) cells, an undirected graph \( G = (V, E) \) with \(|V| = n\), and a bijection \( i : \mathcal{C} \rightarrow V \) assigning cells to graph vertices. For simplicity, in the following we sometimes use the terms cell \( u \) or node \( u \), for some \( u \in V \), to refer to the unique cell \( c \in \mathcal{C} \) such that \( i(c) = u \).

An execution proceeds in synchronous rounds that we label \( 1, 2, 3, ... \). At the beginning of each round \( r \), we define the configuration \( C_r : \mathcal{C} \rightarrow \mathbb{R} \) as the bijection from cells to their potential values at the beginning of round \( r \). For each \( c \in \mathcal{C} \), \( C_1(c) = c.q_0 \). That is, each cell starts with the initial potential value provided as part of its definition. The configuration for each round \( r > 1 \) will depend on the configuration at the start of round \( r - 1 \), and the (potentially probabilistic) behavior of the cells during round \( r - 1 \).

In more detail, each round \( r \geq 1 \) proceeds as follows:

1. For each cell \( c \in \mathcal{C} \), initialize \( p_c \leftarrow C_r(c) \) to \( c \)'s potential at the start of round \( r \). We will use \( p_c \) to track how \( c \)'s potential value changes during this round. Also initialize multiset \( M_c = \emptyset \). We will use \( M_c \) to collect ligands sent toward \( c \) during this round.
2. For each cell \( c \in \mathcal{C} \), and each bioelectric event \((f, (\delta, s)) \in c.B\), this event fires with probability \( f(C_r(c)) \). If the event fires, update \( p_c \leftarrow p_c + \delta \) and add a copy of \( s \) to multiset \( M_c' \), for each cell \( c' \in \mathcal{C} \) such that \( \{i(c), i(c')\} \in E \) (that is, for each cell \( c' \) that neighbors \( c \) in \( G \)).
3. After processing all rules at all cells, the round proceeds by having cells process their incoming ligands. For each cell \( c \in \mathcal{C} \), update \( p_c \leftarrow p_c + c.g(M_c) \). That is, update the potential change according to \( c \)'s membrane function applied to its incoming ligands.
4. Finally, we calculate the impact of the gradient driving each cell $c$’s potential toward its equilibrium value. In more detail, let $z = C_r(c) - c.\sigma$. We define the gradient-driven potential change for $c$ in round $r$, denoted $\lambda_r(c)$, as follows:

$$
\lambda_r(c) \leftarrow \begin{cases} 
-c.\lambda & \text{if } z \geq c.\lambda \\
-z & \text{if } 0 < z < c.\lambda \\
0 & \text{if } z = 0 \\
z & \text{if } -c.\lambda < z < 0 \\
c.\lambda & \text{if } z \leq -c.\lambda 
\end{cases}
$$

We add this gradient-induced offset to $c$’s potential: $p_c \leftarrow p_c + \lambda_r(c)$.

5. The final step is to the initial potential for $r + 1$ for each $c \in \mathcal{C}$, by performing a final check that the potential did not fall below the cell’s lower bound in the round: $C_{r+1}(c) \leftarrow \max\{p_c, c.\omega\}$.

2.4 Natural Constraints on Cell Definitions

To maintain biological plausibility, our model includes the following natural constraints on allowable cell definitions:

- **Constraint #1**: Each cell definition includes at most a constant number of bioelectric events.
- **Constraint #2**: Firing functions are monotonic.
- **Constraint #3**: For each membrane function $g$, there must exist some constant $b > 0$, such that for every possible ligand multiset $M$, $g(M) = g(\hat{M})$, where $\hat{M}$ is the same as $M$ except every value that appears more than $b$ times in $M$ is replaced by exactly $b$ copies of the value in $\hat{M}$. We call the value $b$ the binding bound for that cell definition.

2.5 Expression Events & Thresholds

In real biological systems, bioelectric patterns induce morphological changes driven by lower-level processes. To capture this transformation we introduce the notion of expression events into our model (named for the idea that bioelectrics regulates gene expression).

In more detail, some of our problem definitions specify a potential threshold such that if a cell’s potential exceeds this threshold, an irreversible morphological transformations begins. This occurs at the beginning of each round, i.e., if a cell begins round $r$ with a potential that exceeds the event threshold, we apply the event. For example, in studying leader election (see Section 3), we assume once a cell passes a given threshold value with its potential it transforms into a leader, at which point it stops executing its original definition and transforms neighbors that have potential values below the threshold into non-leaders.

The specification and motivation for specific expression thresholds are included as part of the problem definitions.

3 Symmetry Breaking

A fundamental task in bioelectric networks is generating non-trivial bioelectric patterns that can then direct cellular development. This requires symmetry breaking. With this in mind, we study the symmetry breaking capabilities of a natural, but surprisingly effective, cell called KnockBack. We summarize its ability to elect a leader in single hop networks, and to efficiently generate maximal independent sets in multihop networks.
3.1 The KnockBack Cell

We define a KnockBack cell as follows:

<table>
<thead>
<tr>
<th>KnockBack cell definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0 = 0$</td>
</tr>
<tr>
<td>$\lambda = 1/2$, $\sigma = 2$, $\omega = -2$</td>
</tr>
<tr>
<td>$g(</td>
</tr>
<tr>
<td>$g(</td>
</tr>
<tr>
<td>leader expression rule threshold: $\geq 2$</td>
</tr>
</tbody>
</table>

The KnockBack cell implements a natural symmetry breaking strategy. It is initialized with a low initial value of $q_0 = 0$ that is driven toward the equilibrium of $\sigma = 2$ at a gradient rate of $\lambda = 1/2$. As a cell’s potential value passes through the range of $[1/2, 1)$, its single bioelectrical event $(f,(1/2,m))$ fires with constant probability. If this event fires, the cell increases its potential by $1/2$ (e.g., by pumping in more ions), and emits the ligand $m$, which will bind with its neighbors in the topology. If at least one of the cell’s neighbor emits the ligand $m$, then that cell will decrease its potential by $-(3/2)$ (e.g., by pumping out ions).

If a cell makes it to a potential value of $1$ or greater, this event starts firing with probability $1$. If a cell makes it to potential value of $2$ or greater, it executes the leader expression event, which makes it a leader, and makes each neighbor below the threshold into non-leaders.

Two neighbors cannot both become leaders because any cell that becomes a leader in some round $r + 1$, must have spent round $r$ at a potential value where it fires its bioelectrical event with probability $1$. If two neighbors fire this event in $r$, however, they both have a net decrease in their potential, preventing them from becoming leaders in $r + 1$. The time required for a leader to emerge is more complicated to derive, especially in the multihop context. The intuition behind these analyses, however, is that when multiple nearby cells simultaneously have potential values in the competition range of $[1/2, 1)$, it is likely that some will fire their event and some will not, aggregating inequality in their competition status until only a single leader remains.

3.2 Single Hop Leader Election

Consider a single hop (i.e., fully-connected) network consisting of $n > 0$ copies of the KnockBack cell defined in Section 3.1. We study the ability of this system to solve the leader election problem, which requires the system to converge to a state in which one cell is a leader and all other cells are non-leaders. We prove that the system never elects more than one leader, and that for any error probability $\epsilon > 0$, with probability at least $1 - \epsilon$ it elects a leader in $O(\log(n/\epsilon))$ rounds. As we detail in Section 1, this round complexity is comparable to the best-known solutions in more powerful computational models. Formally:

**Theorem 1.** Fix some error bound $\epsilon > 0$ and network of $n \geq 1$ KnockBack cells. With probability at least $1 - \epsilon$, a leader is elected within $O(\log(n/\epsilon))$ rounds. There is never more than 1 leader elected.

The full proof, deferred to the full version of this paper (found on arXiv), tackles the liveness and safety properties separately. The safety property follows directly from the argument summarized above about the impossibility of two cells making it through the gateway potential where both would fire events and knock each other back out of immediate contention for leadership. The liveness argument proves that the set of contenders probabilistically bifurcates over time into two set $A$ and $B$, where once in $B$ a cell is no longer ever again in contention. We now provide a brief summary of the analysis.
Preliminaries

To understand the leader election process, we must first understand how the potential of a cell evolves. In each round, a cell $c$ changes potential for three reasons: it sends a ligand, it receives a ligand, and the positive gradient, as summarized in this table:

<table>
<thead>
<tr>
<th></th>
<th>send</th>
<th>no send</th>
</tr>
</thead>
<tbody>
<tr>
<td>receive</td>
<td>$-1/2$</td>
<td>$-1$</td>
</tr>
<tr>
<td>no receive</td>
<td>$1$</td>
<td>$1/2$</td>
</tr>
</tbody>
</table>

Safety

We now prove that at most one cell becomes leader.

Lemma 2. A single hop network comprised of KnockBack cells never elects more than one leader.

Proof. Assume for contradiction that two different cells $c$ and $c'$ both become a leader during the same round $r > 1$.

Since $c$ and $c'$ first reached potential $\geq 2$ in round $r$, the largest possible increase in potential is 1, and the smallest possible increase in potential is $1/2$, it follows that both must have started round $r - 1$ with a potential in $\{1, 3/2\}$.

Therefore, both $c$ and $c'$ sent ligands in round $r - 1$, and hence both $c$ and $c'$ decreased their potential by $1/2$ during round $r - 1$, starting round $r$ with a potential in $\{1/2, 1\}$, contradicting the assumption that both cells are elected leader in $r$. ▶

Time Complexity

We now show that it does not take too long to elect a leader with reasonable probability. We first identify a set of contenders. Let $p(r)$ be the maximum potential of any cell in round $r$, and let $A(r)$ be the cells with potential $p(r)$; these are the contenders. Let $B(r)$ be all the other cells with potential $< p(r)$, i.e., the non-contenders. We can show, by a case analysis, that once a cell is no longer contending, it will never contend again:

Lemma 3. If cell $c$ is in $B(r)$ in some round $r$, then cell $c$ is in $B(r')$ for all $r' \geq r$.

We say that a round is a competition round if there is at least one cell with potential at least $1/2$, and no cell with potential at least 1. In a contention round, there are at least some cells that send ligands with probability $1/2$, and no cell that sends ligands with probability 1. We can show, again by a case analysis, that competition rounds occur frequently:

Lemma 4. Fix some round $r \geq 1$. If $r$ is a competition round then either: $r + 2$ is a competition round or a leader is elected by $r + 2$.

Since (by definition) round 2 is a competition round, in fact, every even round will be a competition round. An important property of competition rounds is that with constant probability they reduce the number of cells in $A$ by a constant fraction due to the case in which some cells send a ligand and some do not.

Lemma 5. If $r$ is a competition round and $A(r)$ contains at least 2 cells, then with probability at least $1/12$, the set $A(r + 1) \leq (3/4)A(r)$. ▶
We can now conclude the proof that there is eventually one leader. We know that all
the even rounds are competition rounds, and in each even round we reduce the competitor
set $A(r)$ by a constant fraction with constant probability, as long as their are at least
two competitors. The set $A(r)$ never becomes empty (as there is always some cell with
the maximum potential), and never increases in size. Hence by a Chernoff Bound, with
probability $1 - \epsilon$, within $O(\log(n/\epsilon))$ rounds there have been at least $\log n$ rounds in which
$A(r)$ has been successfully reduced by a constant fraction, implying that at this point, the
set $A(r)$ contains only one cell. The last remaining competitor becomes leader soon after
that occurs.

3.3 Maximal Independent Sets

We now study the behavior of the KnockBack cell when executed in a multihop network
topology that satisfies the natural unit ball graph property (see [23]). We show, perhaps
surprisingly, that this simple cell efficiently solves the maximal independent set (MIS) problem
in this context – providing what is arguably one of the simplest and most biologically-plausible
explanations for how interacting cells might generate these useful patterns. Details and
proofs can be found in the full version of this paper (posted on arXiv).

Solving the MIS problem requires that the system satisfy the following two properties:
(1) **maximality**, every cell is a leader or neighbors a leader; and (2) **independence**, no two
neighbors are leaders. We prove that the leaders elected by KnockBack in a multihop network
always satisfy property 2, and that with high probability in the network size $n$, property 1
is satisfied in $O(\text{polylog}(\Delta) \log n)$ rounds, where $\Delta$ is the maximum degree in the network
topology (and in many biological contexts, likely a small constant). We then show that the
algorithm still efficiently stabilizes to an MIS even if we start cells at arbitrary potential
values, an important property for noisy biological contexts.

As we elaborate in Section 1, the simplicity, efficiency, and stabilizing nature of generating
MIS’s with KnockBack leads us to hypothesize that bioelectrics might play a role in the
observed generation of MIS patterns in the epithelial cells of flies [4]. The round complexity
of our solutions, though not theoretically optimal, is comparable to existing solutions in more
powerful computation models. Formally:

▶ **Theorem 6.** Consider a network of $n \geq 1$ KnockBack cells connected in a unit ball graph
$G$ with constant doubling dimension and maximum degree $\Delta$. With probability at least
$1 - 1/n$, all cells terminate within $O(\text{polylog}(\Delta) \log(n))$ rounds, with the set of resulting
leaders defining an MIS on $G$.

Safety

First, we observe that if a cell reaches potential 1.5, then forever thereafter it continues
to have high potential, while all of its neighbors remain with negative potential. This
immediately implies that two neighbors cannot both be in the MIS. The argument here is
nearly identical to Lemma 2.

▶ **Lemma 7.** Let $c$ and $c'$ be two neighboring cells. It is never the case $c$ and $c'$ both have
potential > 1.5.
Time Complexity

The more interesting task is proving that eventually, every cell or one of its neighbors will enter the MIS, and that this will happen quickly.

A cell is said to be in the MIS if it has potential at least $2$. We analyze the behavior of active cells, i.e., those that are not in the MIS and that do not have any neighbors in the MIS.

We focus on cells whose potential is a local maximum, i.e., where every neighbor of $c$ has potential no greater than that of $c$. If a cell is a local maximum, it may still have neighbors of equal potential – these are its competitors for entering the MIS. In fact, if a cell $c$ is a local maximum and, and if cell $c$ has approximately $d$ competitors with equal potential, then it has (approximately) probability $1/d$ of entering the MIS within $O(\log \Delta)$ rounds.

We will want to identify cells that are likely going to enter the MIS quickly, or have a neighbor that is likely to enter the MIS quickly. We define a quick-entry cell as follows:

- Cell $c$ is active.
- Cell $c$ is a local maximum.
- Every neighboring competitor of $c$ (with equal potential to $c$) is also a local maximum.
- If cell $c$ has $d$ neighboring competitors, then each of the neighboring competitors has at most $2d$ neighboring competitors of its own.

We will show that if $c$ is a quick-entry cell, then either it or one of its neighbors will enter the MIS quickly, since each of these $d + 1$ cells has (approximately) probability $\geq 1/2d$ of entering the MIS (sidestepping issues of independence, which is the key challenge in proving this lemma).

Lemma 8. Consider the subgraph consisting only of active cells. Let $c$ be a quick-entry cell. Then with probability at least $1/16$, either $c$ or a neighbor of $c$ enters the MIS within $O(\log \Delta)$ rounds.

Proof (Sketch). Let $S$ be the set consisting of $c$ and its neighbors with the same potential. Let $s = |S|$. Notice every cell in $S$ has at most $2s$ neighboring competitors, and recall that every cell in $S$ is a local maximum.

In every round, we update $S$ as follows: if $c' \in S$ is a cell in $S$, and if the current round is a competition round for $c'$ in which $c'$ does not send a ligand, then we remove $c'$ from $S$.

$S$ is the set of cells that remain candidates for entering the MIS, and every cell in $S$ remains a local maximum. All the cells in $S$ will maintain the same potential. Competition rounds are those in which cells in $S$ have potential $1/2$. Cell in $S$ continue entering competition rounds every other round until either $S$ is empty or some cell in $S$ enters the MIS.

A cell in $S$ is a winner if, over $\log(4s)$ competition rounds: (i) it sends in all the competition rounds, and (ii) every one of its neighbors with the same potential, but not in $S$, has at least one competition round in which it does not send. Since each cell has at most $2s$ such neighbors, we can show that the probability that a cell in $S$ wins is at least $1/(8s)$.

We can then analyze the event $W(c')$ that: (i) cell $c'$ is a winner, and (ii) no other cell in $S$ sends in all the competition rounds. These events are disjoint, and the probability of a cell in $S$ sending in all the competition rounds is independent of the behavior of other cells in $S$. So we can show that for each cell $c'$ in $S$, this event $W(c')$ occurs with probability at least $1/(16s)$.

This implies that with probability $\geq 1/16$, by the end of the competition rounds, there is exactly one cell $c'$ in $S$ that is a winner, and goes on to enter the MIS in $O(1)$ rounds.

$\blacksquare$
Next, we show that there is always a quick-entry cell no more than $O(\log \Delta)$ hops away:

**Lemma 9.** Consider the subgraph consisting only of active cells. For every cell $c'$ active in round $r$, there exists a quick-entry cell $c$ within distance $O(\log \Delta)$.

**Proof (Sketch).** The proof of this is constructive, beginning at cell $c$ and moving through the graph until we find a suitable cell not too far from $c$.

Beginning at $c$, we repeatedly move to any active cell within distance $(\log(\Delta) + 2)$ that has larger potential. Since potential ranges from $-3$ to $2$ by multiples of $1/2$, within 10 steps this process stops at some $c'$. All the cells with the same potential as $c'$ within distance $\log(\Delta) + 2$ of $c'$ are local maxima.

Next, we repeat the following: If $c'$ has $d$ neighbors that are competitors (i.e., have the same potential), and if any neighbor of $c'$ that is a competitor has more than $2d$ neighbors that are competitors, then we move to that neighbor. Since the number of neighboring competitors doubles at each step, this terminates within $\log \Delta$ rounds.

The resulting cell is a quick-entry cell, and within distance $O(\log(\Delta))$ of the initial cell $c$.

Putting together the previous two lemmas, we conclude:

**Lemma 10.** Given any cell $c$ active in round $r$, with probability at least $1/16$ there is a cell within distance $O(\log \Delta)$ that enters the MIS within $O(\log \Delta)$ rounds.

Finally, we leverage the assumption that the underlying graph topology $G = (V,E)$ is a UBG with constant doubling dimension. A graph $G = (V,E)$ is UBG [23] if it satisfies the following two constraints: (1) there exists an embedding of the nodes in $V$ in a metric space such that there is an edge $\{u,v\}$ in $E$ if and only if $\text{dist}(u,v) \leq 1$; and (2) the doubling dimension of the metric space, defined as the smallest $\rho$ such that every ball can be covered by at most $2^\rho$ balls of half its radius, is constant. (In the real-world, where physical cells are embedded in a two or three-dimensional Euclidean space and neighboring cells can interact, the resulting topology is UBG.) UBG graphs provide the following standard property:

**Lemma 11.** For every independent set $I$ and cell $c$, there are $O(k^\rho)$ cells in $I$ within distance $k$ of $c$.

We can now prove Theorem 6 by arguing that for a cell $c$, it either enters the MIS or it has a quick-entry cell within distance $O(\log(\Delta))$ that enters the MIS with constant probability. Since there are a bounded number of cells within distance $O(\log(\Delta))$ that can legally enter the MIS (due to the UBG property), we can bound how long until cell $c$ is no longer active.

### Stabilization

Throughout the analysis above, we assumed for simplicity that all the cells began with potential precisely zero. However, it turns out that is not in fact necessary. Notably, if the potentials begin too low, e.g., $<-3$, then eventually the potential climbs into the normal range (due to the gradient effect), unless a neighbor joins the MIS first and preempts it. Alternatively, if potentials begin too high and two neighboring nodes have potential $>1$, then they will continue to send in every round and hence eventually one or both will exit the MIS, with their potential dropping below $2$. Once safety has been restored, i.e., no neighbors are in the MIS, then the system will stabilize as already described. Nowhere in the analysis did we depend on any special initial conditions or relations between the potentials. Thus we conclude:
Theorem 12. Consider a network of \( n \geq 1 \) KnockBack cells connected in a unit ball graph \( G \) with constant doubling dimension and maximum degree \( \Delta \). Assume that the cells begin with arbitrary potentials. Then eventually, with probability 1: no two neighboring cells are in the MIS, and every cell is either in the MIS or has a neighbor in the MIS.

4 Input Type Computation

We now turn our attention to processing information, beginning with a problem studied in bio-inspired chemical reaction networks and population protocols: computation on input type counts. For these problems the input is the a priori unknown counts of the different cell types in the system. We look at two commonly studied problems: threshold and majority detection, establishing that these problems are tractable in the CBM, but require randomized solutions with non-zero error probabilities. Full details appear in the full version of the paper (posted on arXiv).

4.1 Threshold Detection

The threshold detection problem, which is parameterized with a threshold \( k \), approximation factor \( \tau \), and error bound \( \epsilon \), and requires a correct answer if the number of sick cells is larger than \( \tau \cdot k \), or less than \( k/\tau \) (see the full version of the paper for the formal definition).

For the sake of completeness, in the full version of this paper we start by describing and analyzing a simple cell definition called SmallThreshold\((k)\), that works when the binding bound (see Section 2) is large enough for cells to directly count up to \( k \), trivializing the problem, even for \( \epsilon = 0 \) and \( \tau = 1 \). For larger \( k \) values, we consider the following more general probabilistic solution:

```
<table>
<thead>
<tr>
<th>GeneralThreshold((k)) cell definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_0 = 1 )</td>
</tr>
<tr>
<td>( B = {(f, (2, m))} ), where:</td>
</tr>
<tr>
<td>( \lambda = 1, \sigma = 0 )</td>
</tr>
<tr>
<td>( f(x \geq 1) = 1/k )</td>
</tr>
<tr>
<td>( g(</td>
</tr>
<tr>
<td>( f(x &lt; 1) = 0 )</td>
</tr>
<tr>
<td>( g(</td>
</tr>
<tr>
<td>event threshold: 2</td>
</tr>
</tbody>
</table>
```

The GeneralThreshold\((k)\) cell has cells fire a bioelectric event with probability \( 1/k \). If any cell fires, it moves itself past the event threshold, otherwise, the system falls back to a quiescent equilibrium. In the full version of the paper, we show a strict trade-off between the error bound and \( \tau \) approximation:

Theorem 13. Fix any error bound \( \epsilon, 0 < \epsilon < 1 \) and threshold \( k \geq 1 \). Then the GeneralThreshold\((k)\) cell definition solves the \( (k, 8 \ln \frac{1}{\epsilon}, \epsilon) \)-threshold detection problem in one round.

Another possible improvement would be removing the non-zero error bound (i.e., achieving \( \epsilon = 0 \)), or finding a deterministic solution. We prove such improvements are impossible (see the full version for more details):

Theorem 14. Fix a binding bound \( b \geq 1 \), threshold range \( \tau \geq 1 \), and round length \( T \geq 1 \). There does not exist a cell definition with binding bound \( b \) that solves the \( (k, \tau, 0) \)-threshold detection problem in \( T \) rounds for every threshold \( k \geq 1 \). Fix \( \epsilon \), \( 0 \leq \epsilon < 1/2 \). There does not exist a deterministic cell definition with binding bound \( b \) that solves the \( (k, \tau, \epsilon) \)-threshold detection problem in \( T \) rounds for every threshold \( k \geq 1 \).
4.2 Majority Detection

Majority detection assumes two cell types: A and B. The goal is to determine which type is more numerous. As with threshold detection, and most existing studies of majority detection in other models (e.g., [7]), we look at approximate solutions that ensure a correct answer only if one count is sufficiently larger than the other. We tackle this challenge with the below cell definition which is parameterized with an upper bound \( N \) on the maximum network size and a constant error bound \( \epsilon > 0 \):

\[
\text{Majority}_A(N, \alpha = \lceil 2 \ln (2/\epsilon) \rceil) \text{ cell definition (for type } A) \\
q_0 = 0 \\
B = \{(f, (\alpha \log N, m_A))\}, \text{ where:} \\
\lambda = 1, \sigma = 3\alpha \log N \\
g(|M_B| \geq 1) = -2\alpha \log N \\
g(|M_B| = 0) = 0 \\
f(0 \leq x \leq \alpha \log N) = 2^{-(\log N - (\frac{1}{\epsilon}))} \\
f(x < 0) = 0 \\
f(x > \alpha \log N) = 1 \\
\text{event threshold: } 3\alpha \log N \\
(M_B \text{ equals the sub-multiset including only ligands of type } m_B \text{ sent from type } B \text{ cells.})
\]

This cell implements a common backoff style strategy, perhaps inspired from radio networks, where nodes fire with increasing probabilities. The first cell type to fire is assumed to be the majority type in the system. In the full version of this paper, we show a trade-off between \( \epsilon \) and the required size gap between the cell type counts:

\[\text{Theorem 15. Fix some constant error bound } \epsilon > 0 \text{ and upper bound } N > 1. \text{ Let } \alpha = \lceil 2 \ln (2/\epsilon) \rceil. \text{ The Majority}_A(N, \alpha) \text{ and Majority}_B(N, \alpha) \text{ cell definitions, when executed in a system with } n_A \text{ and } n_B \text{ type } A \text{ and type } B \text{ cells, respectively, where } n_A > n_B \cdot (\alpha^4/\epsilon) \text{ and } N \geq n_A + n_B, \text{ guarantees with probability at least } 1 - \epsilon: \text{ in the first } O(\log n) \text{ rounds, a type } A \text{ expression event will occur before any type } B \text{ event. (The symmetric claim also holds for } n_B > n_A \cdot (\alpha^4/\epsilon).)\]

5 Turing Completeness

Finally, we consider another natural definition of information processing in which cells compute functions on an input encoded in the potential of a designated input cell. This isolates a core question: What types of computations on cell states can be computed through simple bioelectric interactions? In the full version of the paper (posted on arXiv), we prove a perhaps surprising answer: Essentially all feasible computations. Formally:

\[\text{Theorem 16. Fix an arbitrary deterministic TM } M. \text{ There exists a finite collection of cells defined with respect to } M, \text{ including a designated input cell, such that for every TM input } w, \text{ if you set the input cell’s initial potential value to a specified unary encoding of } w, \text{ the cells will correctly simulate } M \text{ on } w.\]
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Abstract
In this paper we present two versions of a parallel finger structure $FS$ on $p$ processors that supports searches, insertions and deletions, and has a finger at each end. This is to our knowledge the first implementation of a parallel search structure that is work-optimal with respect to the finger bound and yet has very good parallelism (within a factor of $O((\log p)^2)$ of optimal). We utilize an extended implicit batching framework that transparently facilitates the use of $FS$ by any parallel program $P$ that is modelled by a dynamically generated DAG $D$ where each node is either a unit-time instruction or a call to $FS$.

The work done by $FS$ is bounded by the finger bound $FL$ (for some linearization $L$ of $D$), i.e. each operation on an item with distance $r$ from a finger takes $O((\log r + 1)$ amortized work. Running $P$ using the simpler version takes $O(T_1 + FL/p + T_\infty + d \cdot (\log p)^2 + \log n)$ time on a greedy scheduler, where $T_1, T_\infty$ are the size and span of $D$ respectively, and $n$ is the maximum number of items in $FS$, and $d$ is the maximum number of calls to $FS$ along any path in $D$. Using the faster version, this is reduced to $O(T_1 + FL/p + T_\infty + d \cdot (\log p)^2 + s_L)$ time, where $s_L$ is the weighted span of $D$ where each call to $FS$ is weighted by its cost according to $FL$.

The data structures in our paper fit into the dynamic multithreading paradigm, and their performance bounds are directly composable with other data structures given in the same paradigm. Also, the results can be translated to practical implementations using work-stealing schedulers.
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1 Introduction
There has been much research on designing parallel programs and parallel data structures. The dynamic multithreading paradigm (see [12] chap. 27) is one common parallel programming model, in which algorithmic parallelism is expressed through parallel programming primitives such as fork/join (also spawn/sync), parallel loops and synchronized methods, but the program cannot stipulate any mapping from subcomputations to processors. This is the case with many parallel languages and libraries, such as Cilk dialects [18, 23], Intel TBB [28], Microsoft Task Parallel Library [30] and subsets of OpenMP [25].

Recently, Agrawal et al. [3] introduced the exciting modular design approach of implicit batching, in which the programmer writes a multithreaded parallel program that uses a black box data structure, treating calls to the data structure as basic operations, and also
Parallel Finger Search Structures

provides a data structure that supports batched operations. Given these, the runtime system automatically combines these two components together, buffering data structure operations generated by the program, and executing them in batches on the data structure.

This idea was extended in [4] to data structures that do not process only one batch at a time. In this extended implicit batching framework, the runtime system not only holds the data structure operations in a parallel buffer, to form the next batch, but also notifies the data structure on receiving the first operation in each batch. Independently, the data structure can at any point flush the parallel buffer to get the next batch.

This framework nicely supports pipelined batched data structures, since the data structure can decide when it is ready to get the next input batch from the parallel buffer. Furthermore, this framework makes it easy for us to build composable parallel algorithms and data structures with composable performance bounds. This is demonstrated by both the parallel working-set map in [4] and the parallel finger structure in this paper.

Finger Structures

The map (or dictionary) data structure, which supports inserts, deletes and searches/updates, collectively referred to as accesses, comes in many different kinds. A common implementation of a map is a balanced binary search tree such as an AVL tree or a red-black tree, which (in the comparison model) takes $O(\log n)$ worst-case cost per access for a tree with $n$ items. There are also maps such as splay trees [29] that have amortized rather than worst-case performance bounds.

A finger structure is a special kind of map that comes with a fixed finger at each end and a (fixed) number of movable fingers, each of which has a key (possibly $-\infty$ or $\infty$ or between adjacent items in the map) that determines its position in the map, such that accessing items nearer the fingers is cheaper. For instance, the finger tree [20] was designed to have the finger property in the worst case; it takes $O(\log r + 1)$ steps per operation with finger distance $r$ (Definition 1), so its total cost satisfies the finger bound (Definition 2).

▶ Definition 1 (Finger Distance). Define the finger distance of accessing an item $x$ on a finger structure $M$ to be the number of items from $x$ to the nearest finger in $M$ (including $x$), and the finger distance of moving a finger to be the distance moved.

▶ Definition 2 (Finger Bound). Given any sequence $L$ of $N$ operations on a finger structure $M$, let $F_L$ denote the finger bound for $L$, defined by $F_L = \sum_{i=1}^{N} (\log r_i + 1)$ where $r_i$ is the finger distance of the $i$-th operation in $L$ when $L$ is performed on $M$.

Main Results

We present, to the best of our knowledge, the first parallel finger structure. In particular, we design two parallel maps that are work-optimal with respect to the Finger Bound $F_L$ (i.e. it takes $O(F_L)$ work) for some linearization $L$ of the operations (that is consistent with the results), while having very good parallelism. (We assume that each key comparison takes $O(1)$ steps.) In this paper we focus on basic finger structures with just one fixed finger at each end (no movable fingers).

These parallel finger structures can be used by any parallel program $P$, whose actual execution is captured by a program DAG $D$, where each node is an instruction that finishes in $O(1)$ time or an access (insert/delete/search/update) to the finger structure $M$, called an $M$-call, that blocks until the result is returned, and each edge represents a dependency due to the parallel programming primitives.
The first design, called \( \mathbb{FS}_1 \), is a simpler one that processes accesses one batch at a time.

**Theorem 3 (\( \mathbb{FS}_1 \) Performance).** If \( P \) uses \( \mathbb{FS}_1 \) (as \( M \)), then its running time on \( p \) processes using any greedy scheduler (i.e. at each step, as many tasks are executed as are available, up to \( p \)) is \( O\left(\frac{T_1 + F_L}{p} + T_\infty + d \cdot ((\log p)^2 + \log n)\right) \) for some linearization \( L \) of \( M \)-calls in \( D \), where \( T_1 \) is the number of nodes in \( D \), and \( T_\infty \) is the number of nodes on the longest path in \( D \), and \( d \) is the maximum number of \( M \)-calls on any path in \( D \), and \( n \) is the maximum size of \( M \). \(^1\)

Notice that if \( M \) is an ideal concurrent finger structure (i.e. one that takes \( O(F_L) \) work), then running \( P \) using \( M \) on \( p \) processors according to the linearization \( L \) takes \( \Omega(T_{\text{opt}}) \) worst-case time where \( T_{\text{opt}} = \frac{T_1 + F_L}{p} + T_\infty \). Thus \( \mathbb{FS}_1 \) gives an essentially optimal time bound except for the “span term” \( d \cdot ((\log p)^2 + \log n) \), which adds \( O((\log p)^2 + \log n) \) time per \( \mathbb{FS}_1 \)-call along some path in \( D \).

The second design, called \( \mathbb{FS}_2 \), uses a complex internal pipeline to reduce the “span term”.

**Theorem 4 (\( \mathbb{FS}_2 \) Performance).** If \( P \) uses \( \mathbb{FS}_2 \), then its running time on \( p \) processes using any greedy scheduler is \( O\left(\frac{T_1 + F_L}{p} + T_\infty + d \cdot ((\log p)^2 + s_L)\right) \) for some linearization \( L \) of \( M \)-calls in \( D \), where \( T_1, T_\infty, d \) are defined as in Theorem 3, and \( s_L \) is the weighted span of \( D \) where each \( \mathbb{FS}_2 \)-call is weighted by its cost according to \( F_L \). Specifically, each access operation on \( \mathbb{FS}_2 \) with finger distance \( r \) according to \( L \) is given the weight \( \log r + 1 \), and \( s_L \) is the maximum weight of any path in \( D \). Thus \( \mathbb{FS}_2 \) gives an essentially optimal time bound up to an extra \( O((\log p)^2) \) time per \( \mathbb{FS}_2 \)-call along some path in \( D \).

See the full paper for how to extend \( \mathbb{FS}_1 \) to a general finger structure with \( f \) movable fingers, and how to adapt the results for work-stealing schedulers.

**Other Related Work**

There are many approaches for designing efficient parallel data structures, to make maximal use of parallelism in a multi-processor system, whether with empirical or theoretical efficiency.

For example, Ellen et al. [15] show how to design a non-blocking concurrent binary search tree, with later work analyzing the amortized complexity [14] and generalizing this technique [11]. Another notable concurrent search tree is the CBTree [2, 1], which is based on the splay tree. But despite experimental success, the theoretical access cost for these tree structures may increase with the number of concurrent operations due to contention near the root, and some of them do not even maintain balance (i.e., the height may get large).

Another method is software combining [17, 21, 26], where each process inserts a request into a shared queue and at any time one process is sequentially executing the outstanding requests. This generalizes to parallel combining [6], where outstanding requests are executed in batches on a suitable batch-parallel data structure (similar to implicit batching). These methods were shown to yield empirically efficient concurrent implementations of various common abstract data structures including stacks, queues and priority queues.

In the PRAM model, Paul et al. [27] devised a parallel 2-3 tree where \( p \) synchronous processors can perform a sorted batch of \( p \) operations on a parallel 2-3 tree of size \( n \) in \( O(\log n + \log p) \) time. Blelloch et al. [9] show how to increase parallelism of tree operations

\(^1\) To cater to instructions that may not finish in \( O(1) \) time (e.g. due to memory contention), it suffices to define \( T_1 \) and \( T_\infty \) to be the (weighted) work and span (Definition 5) respectively of the program DAG where each \( M \)-call is assumed to take \( O(1) \) time.
via pipelining. Other similar data structures include parallel treaps [10] and a variety of work-optimal parallel ordered sets [7] supporting unions and intersections with optimal work, but these do not have optimal span. As it turns out, we can in fact have parallel ordered sets with optimal work and span [5, 24].

Nevertheless, the programmer cannot use this kind of parallel data structure as a black box in a high-level parallel program, but must instead carefully coordinate access to it. This difficulty can be eliminated by designing a suitable batch-parallel data structure and using implicit batching [3] or extended implicit batching as presented in [4]. Batch-parallel implementations have been designed for various data structures including weight-balanced B-trees [16], priority queues [6], working-set maps [4] and euler-tour trees [31].

2 Parallel Computation Model

In this section, we describe parallel programming primitives in our model, how a parallel program generates an execution DAG, and how we measure the cost of an execution DAG.

2.1 Parallel Primitives

The parallel finger structures $FS_1$ and $FS_2$ in this paper are described and explained as multithreaded data structures that can be used as composable building blocks in a larger parallel program. In this paper we shall focus on the abstract algorithms behind $FS_1$ and $FS_2$, relying merely on the following parallel programming primitives (rather than model-specific implementation details, but see the full paper for those):

1. **Threads**: A thread can at any point **terminate** itself (i.e. finish running). Or it can **fork** another thread, obtaining a pointer to that thread, or **join** to a previously forked thread (i.e. wait until that thread terminates). Or it can **suspend** itself (i.e. temporarily stop running), after which a thread with a pointer to it can **resume** it (i.e. make it continue running from where it left off). Each of these takes $O(1)$ time.

2. **Non-blocking locks**: Attempts to **acquire** a non-blocking lock are serialized but do not block. Acquiring the lock succeeds if the lock is not currently held but fails otherwise, and **releasing** always succeeds. If $k$ threads concurrently access the lock, then each access finishes within $O(k)$ time.

3. **Dedicated lock**: A dedicated lock is a blocking lock initialized with a constant number of keys, where concurrent threads must use different keys to **acquire** it, but **releasing** does not require a key. Each attempt to acquire the lock takes $O(1)$ time, and the thread will acquire the lock after at most $O(1)$ subsequent acquisitions of that lock.

4. **Reactivation calls**: A procedure $P$ with no input/output can be encapsulated by a reactivation wrapper, in which it can be run only via **reactivations**. If there are always at most $O(1)$ concurrent reactivations of $P$, then whenever a thread **reactivates** $P$, if $P$ is not currently running then it will start running (in another thread forked in $O(1)$ time), otherwise it will run within $O(1)$ time after its current run finishes.

We also make use of basic batch operations, namely filtering, sorted partitioning, joining and merging (see Appendix Appendix A.2), which have easy implementations using arrays in the CREW PRAM model. So $FS_1$ and $FS_2$ (using a work-stealing scheduler) can be implemented in the (synchronous) Arbitrary CRCW PRAM model with fetch-and-add, achieving the claimed performance bounds. Actually, $FS_1$ and $FS_2$ were also designed to function correctly with the same performance bounds in a much stricter computation model called the QRMW parallel pointer machine model (see Appendix Appendix A.1 for details).
2.2 Execution DAG

The program DAG $D$ captures the high-level execution of $P$, but the actual complete execution of $P$ (including interaction between data structure calls) is captured by the execution DAG $E$ (which may be schedule-dependent), in which each node is a basic instruction and the directed edges represent the computation dependencies (such as constrained by forking/joining of threads and acquiring/releasing of blocking locks). At any point during the execution of $P$, a node in the program/exeuction DAG is said to be ready if its parent nodes have been executed. At any point in the execution, an active thread is simply a ready node in $E$, while a terminated/suspended thread is an executed node in $E$ that has no child nodes.

The execution DAG $E$ consists of program nodes (specifically $P$-nodes) and ds (data-structure) nodes, which are dynamically generated as follows. At the start $E$ has a single program node, corresponding to the start of the program $P$. Each node could be a normal instruction (i.e. basic arithmetic/memory operation) or a parallel primitive (see Section 2.1). Each program node could also be a data structure call.

When a (ready) node is executed, it may generate child nodes or terminate. A normal instruction generates one child node and no extra edges. A join generates a child node with an extra edge to it from the terminate node of the joined thread. A resume generates an extra child node (the resumed thread) with an edge to it from the suspend node of the originally suspended thread. Accesses to locks and reactivation calls would each expand to a subDAG comprised of normal instructions and possibly fork/suspend/resume.

The program nodes correspond to nodes in the program DAG $D$, and except for data structure calls they generate only program nodes. A call to a data structure $M$ is called an $M$-call. If $M$ is an ordinary (non-batched) data structure, then an $M$-call generates an $M$-node (and every $M$-node is a ds node), which thereafter generates only $M$-nodes except for calls to other data structures (external to $M$) or returning the result of some operation (generating a program node with an edge to it from the original $M$-call).

However, if $M$ is an (implicitly) batched data structure, then all $M$-calls are automatically passed to the parallel buffer for $M$ (see Appendix Appendix A.3). So an $M$-call generates a buffer node corresponding to passing the call to the parallel buffer, as if the parallel buffer for $M$ is itself another data structure and not part of $M$. Buffer nodes generate only buffer nodes until it notifies $M$ of the buffered $M$-calls or passes the input batch to $M$, which generates an $M$-node. In short, $M$-nodes exclude all nodes generated as part of the buffer subcomputations (i.e. buffering the $M$-calls, and notifying $M$, and flushing the buffer).

2.3 Data Structure Costs

We shall now define work and span of any (terminating) subcomputation of a multithreaded program, i.e. any subset of the nodes in its execution DAG. This allows us to capture the intrinsic costs incurred by a data structure, separate from those of parallel programs using it.

▶ Definition 5 (Subcomputation Work/Span/Cost). Take any execution of a parallel program $P$ (on $p$ processors), and take any subset $C$ of nodes in its execution DAG $E$. The work taken by $C$ is the total weight $w$ of $C$ where each node is weighted by the time taken to execute it. The span taken by $C$ is the maximum weight $s$ of nodes in $C$ on any (directed) path in $E$. The cost of $C$ is $w/p + s$.

▶ Definition 6 (Data Structure Work/Span/Cost). Take any parallel program $P$ using a data structure $M$. The work/span/cost of $M$ (as used by $P$) is the work/span/cost of the $M$-nodes in the execution DAG for $P$. 
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Note that the cost of the entire execution DAG is in fact an upper bound on the actual time taken to run it on a greedy scheduler, which on each step assigns as many unassigned ready nodes (i.e. nodes that have been generated but have not been assigned) as possible to available processors (i.e. processors that are not executing any nodes) to be executed.

Moreover, the subcomputation cost is subadditive across subcomputations. Thus our results are composable with other algorithms and data structures in this model, since we actually show the following for some linearization $L$ (where $F_L$, $d, n, s_L$ are as defined in Section 1 Main Results, and $N$ is the total number of calls to the parallel finger structure).

**Theorem 7** (FS Work/Span Bounds).
- $FS_1$ takes $O(F_L)$ work and $O\left(\frac{N}{p} + d \cdot ((\log p)^2 + \log n)\right)$ span.
- $FS_2$ takes $O(F_L)$ work and $O\left(\frac{N}{p} + d \cdot (\log p)^2 + s_L\right)$ span.

Note that the bounds for the work/span of $FS_1$ and $FS_2$ are independent of the scheduler. In addition, using any greedy scheduler, the parallel buffer for either finger structure has cost $O\left(\frac{F_L + E}{p} + d \cdot \log p\right)$ (Appendix Theorem 13). Therefore our main results (Theorem 3 and Theorem 4) follow from these composable bounds (Theorem 7).

### 3 Amortized Sequential Finger Structure

In this section we explain an amortized sequential finger structure $FS_0$ with a fixed finger at each end, which is amenable to parallelization and pipelining due to its doubly-exponential segmented structure (which was partially inspired by Iacono’s working-set structure [22]).

**Figure 1** $FS_0$ Outline; each box $S_i[k]$ represents a 2-3 tree of size $\Theta(2^{2k})$ for $k < l$.

$FS_0$ keeps the items in order in two halves, the front half stored in a chain of segments $S_0[0..l]$, and the back half stored in reverse order in a chain of segments $S_1[0..l]$. Let $c(k) = 2^{2k+\epsilon}$ for each $k \in \mathbb{Z}$. Each segment $S_i[k]$ has a target size $t(k) = 2 \cdot c(k)$, and a target capacity defined to be $[t(k), t(k)]$ if $k < l$ but $[0, t(k)]$ if $k = l$. Each segment stores its items in order in a 2-3 tree. We say that a segment $S_i[k]$ is balanced iff its size is within $c(k)$ of its target capacity, and overfull iff it has more than $c(k)$ items above target capacity, and underfull iff it has more than $c(k)$ items below target capacity. At any time we associate every item $x$ to a unique segment that it fits in; $x$ fits in $S_0[k]$ if $k$ is the minimum such that $x \leq \max(S_0[k])$, and that $x$ fits in $S_1[k]$ if $k$ is the minimum such that $x \geq \min(S_1[k])$, and that $x$ fits in $S_0[l]$ if $\max(S_0[l]) < x < \min(S_1[l])$. We shall maintain the invariant that every segment is balanced after each operation is finished.

For each operation on an item $x$, we find the segment $S_i[k]$ that $x$ fits in, by checking the range of items in $S_0[a]$ and $S_1[a]$ for each $a$ from 0 to $l$ and stopping once $k$ is found, and then perform the desired operation on the 2-3 tree in $S_i[k]$. This takes $O(k + \log(t(k) + c(k))) \leq O(2^k) \leq O(\log r + 1)$ steps where $r$ is the finger distance of the operation, since $\log_2 r + 1 \geq \log_2 c(k-1) = 2^k$.

After that, if $S_i[k]$ becomes imbalanced, we rebalance it by shifting (appropriate) items to or from $S_i[k+1]$ (after creating empty segment $S_i[k+1]$ if it does not exist) to make $S_i[k]$ have target size or as close as possible (via a suitable split then join of the 2-3 trees), and
then \( S_i[k + 1] \) is removed if it is the last segment and is now empty. After the rebalancing, \( S_i[k] \) will not only be balanced but also have size within its target capacity. But now \( S_i[k + 1] \) may become imbalanced, so the rebalancing may cascade.

Finally, if one chain \( S_i[l..l'] \) is longer than the other chain \( S_i[l..l] \), it must be that \( l' = l + 1 \), so we rebalance the chains as follows: If \( S_i[l] \) is below target size, shift items from \( S_i[l'] \) to \( S_i[l] \) to fill it up to target size. If \( S_i[l] \) is (still) below target size, remove the now empty \( S_i[l'] \), otherwise add a new empty segment \( S_i[l + 1] \).

Each rebalancing cascade may take \( \Theta(\log n) \) steps, but the total rebalancing cost is only \( O(1) \) amortized steps per operation, which we can prove via an accounting argument: We are given 1 credit for each operation, and use it to maintain a credit invariant that each segment \( S_i[k] \) with \( q \) items beyond (i.e. above or below) its target capacity has at least \( q \cdot 2^{-k} \) stored credits, and use the stored credits to pay for all rebalancing. Whenever a segment \( S_i[k] \) is rebalanced, it must have had \( q \) items beyond its target capacity for some \( q > c(k) \), and so had at least \( q \cdot 2^{-k} \) stored credits. Also, the rebalancing itself takes \( O(\log t(k) + q) + O(\log (k + 1) + c(k + 1) + q) \) steps, after which \( S_i[k + 1] \) needs at most \( q \cdot 2^{-(k+1)} \) extra stored credits. Thus the stored credits at \( S_i[k] \) can be used to pay for both the rebalancing and any extra stored credits needed by \( S_i[k + 1] \). Whenever the chains are rebalanced, it can be paid for by the last segment rebalancing (which created or removed a segment), and no extra stored credits are needed.

4. Simpler Parallel Finger Structure

We now present our simpler parallel finger structure \( \mathbb{FS}_1 \). The idea is to use the amortized sequential finger structure \( \mathbb{FS}_0 \) (Section 3) and execute operations in batches. We group each pair of segments \( S_i[k] \) and \( S_i[l] \) into one section \( S[i..k] \), and we say that an item \( x \) fits in the sections \( S[j..k] \) iff \( x \) fits in some segment in \( S[j..k] \).

Each segment is stored in an optimal batch-parallel map \( [24, 8] \), which supports:

- **Unsorted batch search**: Search for an unsorted batch of \( b \) items, tagging each search with the result, within \( O(b \cdot \log n) \) work and \( O(b \cdot \log\log n) \) span, where \( n \) is the map size.

- **Sorted batch access**: Perform an item-sorted batch of \( b \) operations on distinct items, tagging each operation with the result, within \( O(b \cdot \log n) \) work and \( O(b \log b + \log n) \) span, where \( n \) is the map size before the batch access.

- **Split**: Split a map \( M \) of size \( k \) around a pivot rank \( r \) into maps \( M_1, M_2 \) where \( M_1 \) contains the first \( r \) items in \( M \), and \( M_2 \) contains the last \( k - r \) items in \( M \), within \( O(\log k) \) work/span.

- **Join**: Join maps \( M_1, M_2 \) of total size \( k \) where the greatest item in \( M_1 \) is less than the least item in \( M_2 \), within \( O(\log k) \) work/span.

For each section \( S[i..k] \), we can perform a batch of \( b \) operations on it within \( O(b \cdot \log c(k)) \) work and \( O(b \log b + \log c(k)) \) span if we have the batch sorted. Excluding sorting, the total work would satisfy the finger bound just like in \( \mathbb{FS}_0 \). But we cannot afford to sort the input batch right at the start, because if the batch had \( b \) searches of distinct items all with finger distance \( O(1) \), then it would take \( \Omega(b \cdot \log b) \) work and exceed our finger bound budget of \( O(b) \).

We can solve this by splitting the sections into two slabs, where the first slab comprises the first \( \log \log (2b) \) sections, and passing the batch through a preliminary phase in which we merely perform an unsorted search of the relevant items in the first slab, and eliminate operations on items that fit in the first slab but are neither found nor to be inserted.

This preliminary phase takes \( O(\log c(k)) \) work per operation and \( O(b \cdot \log b \cdot \log c(k)) \) span at each section \( S[i..k] \). We then sort the uneliminated operations and execute them on the appropriate slab. For this, ordinary sorting still takes too much work as there can be many
operations on the same item, but it turns out that the finger bound budget is enough to pay for entropy-sorting (Appendix Definition 15), which takes $O\left(\log \frac{b}{q} + 1\right)$ work for each item that occurs $q$ times in the batch. Rebalancing the segments and chains is a little tricky, but if done correctly it takes $O(1)$ amortized work per operation. Therefore we achieve work-optimality while being able to process each batch within $O((\log b)^2 + \log n)$ span. The details are below.

4.1 Description of $\mathcal{FS}_1$

$\mathcal{FS}_1$-calls are put into the parallel buffer (Section 2) for $\mathcal{FS}_1$. Whenever the previous batch is done, $\mathcal{FS}_1$ flushes the parallel buffer to obtain the next batch $B$. Let $b$ be the size of $B$, and we can assume $b > 1$. Based on $b$, the sections in $\mathcal{FS}_1$ are conceptually divided into two slabs, the first slab comprising sections $S[0..m-1]$ and the final slab comprising sections $S[m..l]$, where $m = \lceil \log \log(2b) \rceil + 1$ (where $\log$ is the binary logarithm). The items in each segment are stored in a batch-parallel map.

$\mathcal{FS}_1$ processes the input batch $B$ in four phases:

1. Preliminary phase: For each first slab section $S[k]$ in order (i.e. $k$ from 0 to $m - 1$) do as follows:
   a. Perform an unsorted search in each segment in $S[k]$ for all the items relevant to the remaining batch $B'$ (of direct pointers into $B$), and tag the operations in the original batch $B$ with the results.
   b. Remove all operations on items that fit in $S[k]$ from the remaining batch $B'$.
   c. Skip the rest of the first slab if $B'$ becomes empty.

2. Separation phase: Partition $B$ based on the tags into three parts and handle each part separately as follows:
   a. Ineffectual operations (on items that fit in the first slab but are neither found nor to be inserted): Return the results.
   b. Effectual operations (on items found in or to be inserted into the first slab): Entropy-sort (Appendix Definition 15) them in order of access type (search, update, insertion, deletion) with deletions last, followed by item, combining operations of the same access type on the same item into one group-operation that is treated as a single operation whose effect is the last operation in that group. Each group-operation is stored in a leaf-based binary tree with height $O(\log b)$ (but not necessarily balanced), and the combining is done during the entropy-sorting itself.
   c. Residual operations (on items that do not fit in the first slab): Sort them while combining operations in the same manner as for effectual operations.
3. **Execution phase:** Execute the effectual operations as a batch on the first slab, and then execute the residual operations as a batch on the final slab, for each slab doing the following at each section \( S[i] \) in order (small to big):
   a. Let \( G_{1,4} \) be the partition of the batch of operations into the 4 access types (deletions first, last), each \( G_a \) sorted by item.
   b. For each segment \( S_i[k] \) in \( S[i] \), and for each \( a \) from 1 to 4, cut out the operations that fit in \( S_i[k] \) from \( G_a \), and perform those operations (as a sorted batch) on \( S_i[k] \), and then return their results.
   c. Skip the rest of the slab if the batch becomes empty.

4. **Rebalancing phase:** Rebalance all the segments and chains, by doing the following:
   a. **Segment rebalancing:** For each chain \( S_i \), for each segment \( S_i[k] \) in \( S_i \) in order (small to big):
      i. If \( k > 0 \) and \( S_i[k - 1] \) is overfull, make \( S_i[k - 1] \) have target size by shifting items from it to \( S_i[k] \).
      ii. If \( k > 0 \) and \( S_i[k - 1] \) is underfull and \( S_i[k] \) has at least \( \frac{(k)}{2} \) items, let \( S_i[k'] \) be the first underfull segment in \( S_i \), and fill \( S_i[k'.k - 1] \) using \( S_i[k] \) as follows: for each \( j \)
          from \( k - 1 \) down to \( k' \), shift items from \( S_i[j + 1] \) to \( S_i[j] \) to make \( S_i[k'.j] \) have total size \( \sum_{a=k'}^{j} t(a) \) or as close as possible, and then remove \( S_i[j + 1] \) if it is emptied.
      iii. If \( S_i[k] \) is (still) overfull and is the last segment in \( S_i \), create a new (empty) segment \( S_i[k + 1] \).
      iv. Skip the rest of the current slab if \( S_i[k] \) is balanced and the execution phase had skipped \( S[i] \).
   b. **Chain rebalancing:** After that, if one chain \( S_i \) is longer than the other chain \( S_j \), repeat the following until the chains are the same length:
      i. Let the current chains be \( S_i[0..i] \) and \( S_j[0..j'] \). Create new (empty) segments \( S_j[k'+1..k] \), and shift all items from \( S_i[k] \) to \( S_j[k] \), and then fill the underfull segments in \( S_j[k'+...k-1] \) using \( S_i[k] \) (as in step 4aii). If \( S_j[k] \) is (now) empty again, remove \( S[i] \).

4.2 **Analysis of FS\(_{1}\)**

It is not hard to prove that every segment is balanced (just) after the rebalancing phase. (See the full paper for the details.) Based on that, we shall now bound the work done by \( \text{FS}_1 \).

**Definition 8 (Inward Order).** Take any sequence \( A \) of map operations and let \( I \) be the set of items accessed by operations \( A \). Define the inward distance of an operation in \( A \) on an item \( x \) to be \( \min(\text{size}(I_{\leq x}), \text{size}(I_{> x})) \). We say that \( A \) is in inward order iff its operations are in order of (non-strict) increasing inward distance. Naturally, we say that \( A \) is in outward order iff its reverse is in inward order.

**Theorem 9 (FS\(_{1}\) Work).** \( \text{FS}_1 \) takes \( O(F_L) \) work for some linearization \( L \) of \( \text{FS}_1 \)-calls in \( D \).

**Proof.** Let \( L^* \) be a linearization of \( \text{FS}_1 \)-calls in \( D \) such that:

- Operations on \( \text{FS}_1 \) in earlier input batches are before those in later input batches.
- The operations within each batch are ordered as follows:
  1. Ineffectual operations are before effectual/residual operations.
  2. Effectual/residual operations are in order of access type (deletions last).
  3. Effectual insertions are in inward order, and effectual deletions are in outward order.
  4. Operations in each group-operation are consecutive and in the same order as in that group.
Let $L'$ be the same as $L^*$ except that in point 3 effectual deletions are ordered so that those on items in earlier sections are later (instead of outward order). Now consider each input batch $B$ of $b$ operations on $\mathbb{FS}_1$.

In the preliminary and execution phases, each section $S[a]$ takes $O(2^a)$ work per operation. Thus each operation in $B$ with finger distance $r$ according to $L'$ on an item $x$ that was found to fit in section $S[k]$ takes $O\left(\sum_{a=0}^{k-1} 2^a\right) = O(2^k) \subseteq O(\log r + 1)$ work, because $r \geq \sum_{a=0}^{k-1} c(a) + 1 \geq \frac{1}{2}c(k-1)$ if $S[k]$ is in the first slab (since earlier effectual operations in $B$ did not delete items in $S[0..k-1]$), and $r \geq \sum_{a=0}^{k-1} c(a) - b \geq \frac{1}{2}c(k-1)$ if $S[k]$ is in the final slab (since $b \leq \frac{1}{2}c(m-1)$). Therefore these phases take $O(\mathbb{FS}_{L'})$ work in total.

Let $G$ be the effectual operations in $B$ as a subsequence of $L^*$. Entropy-sorting $G$ takes $O(H + b)$ work (Appendix Theorem 16), where $H$ is the entropy of $G$ (i.e. $H = \sum_{i=1}^{c} \log \frac{q_i}{c}$ where $q_i$ is the number of occurrences of the $i$-th operation in $G$). Partition $G$ into 3 parts: searches/uploads $G_1$ and insertions $G_2$ and deletions $G_3$. And let $H_j$ be the entropy of $G_j$. Then $H = \sum_{j=1}^{3} H_j + \sum_{i=1}^{c} \log \frac{b_i}{c}$ where $b_i$ is the number of operations in the same part of $G$ as the $i$-th operation in $G$, and $\sum_{i=1}^{c} \log \frac{b_i}{c} \leq b \cdot \log \left(\frac{1}{b} \sum_{i=1}^{c} \frac{b_i}{c}\right) = b \cdot \log 3$ by Jensen’s inequality. Thus entropy-sorting $G$ takes $O\left(\sum_{j=1}^{3} H_j + b\right)$ work. Let $C_j$ be the cost of $G_j$ according to $\mathbb{FS}_{L'}$. Since each operation in $G_j$ has inward distance (with respect to $G_j$) at most its finger distance according to $L^*$, we have $H_j \leq O(G_j)$ (Appendix Theorem 14), and hence entropy-sorting takes $O(\mathbb{FS}_{L'})$ work in total.

Sorting the residual operations in $B$ (that do not fit in the first slab) takes $O(\log b) \subseteq O(\log r)$ work per operation with finger distance $r$ according to $L^*$, since $r \geq \log (m-1) \geq 2b$.

Therefore the separation phase takes $O(\mathbb{FS}_{L'})$ work in total. Finally, the rebalancing phase takes $O(1)$ amortized work per operation, as we shall prove in the next lemma. Thus $\mathbb{FS}_1$ takes $O(\max(\mathbb{FS}_{L'}, \mathbb{FS}_{L'}))$ total work.

**Lemma 10 (FS$_1$ Rebalancing Work).** The rebalancing phase of $\mathbb{FS}_1$ takes $O(1)$ amortized work per operation.

**Proof.** We shall maintain the credit invariant that each segment $S_i[k]$ with $q$ items beyond its target capacity has at least $q \cdot 2^{-k}$ stored credits. The execution phase clearly increases the total stored credits needed by at most 1 per operation, which we can pay for. We now show that the invariant can be preserved after the segment rebalancing and the chain rebalancing.

During the segment rebalancing (step 4a), each shift is performed between some neighbouring segments $S_i[k]$ and $S_i[k+1]$, where $S_i[k]$ has $t(k) + q$ items and $S_i[k+1]$ has $t(k+1) + q'$ items just before the shift, and $|q| > c(k)$. The shift clearly takes $O\left(\log(t(k) + q) + \log(t(k+1) + q')\right)$ work. If $q' < 2 \cdot t(k+1)$ then this is obviously just $O(\log t(k) + \log |q|)$ work. But if $q' > 2 \cdot t(k+1)$, then $S_i[k+1]$ will also be rebalanced in step 4ai of the next segment rebalancing iteration, since at most $\sum_{a=0}^{k} t(a) \leq t(k+1)$ items will be shifted from $S_i[k+1]$ to $S_i[k]$ in step 4aii, and hence $S_i[k+1]$ will still have at least $q'$ items. In that case, the second term $O(\log(t(k+1) + q'))$ in the work bound for this shift can be bounded by the first term of the work bound for the subsequent shift from $S_i[k+1]$ to $S_i[k+2]$, since $\log(t(k+1) + q') \in O(\log q')$. Therefore in any case we can treat this shift as taking only $O(\log t(k) + \log |q|) \subseteq O(\log |q|) \subseteq O(|q| \cdot 2^{-k})$ work.

Now consider the two kinds of segment rebalancing:

- **Overflow:** step 4ai shifts items from overfull $S_i[k]$ to $S_i[k+1]$, where $S_i[k]$ has $t(k) + u$ items just before the shift. After the shift, $S_i[k]$ has target size and needs no stored credits, and $S_i[k+1]$ would need at most $u \cdot 2^{-(k+1)}$ extra stored credits. Thus the $u \cdot 2^{-k}$ credits stored at $S_i[k]$ can pay for both the shift and the needed extra stored credits.
Although F$S_1$ has optimal work and a small span, it is possible to reduce the span even further, intuitively by pipelining the batches in some fashion so that an expensive access in a batch does not hold up the next batch.

As with F$S_1$, we need to split the sections into two slabs, but this time we fix the first slab at $m$ sections where $m \in \log \Theta(\log p)$ so that we can pipeline just the final slab. We need to allow big enough batches so that operations that are delayed because earlier batches are full can count their delay against the total work divided by $p$. But to keep the span of the sorting phase down to $O(\log(p)^2)$, we need to restrict the batch size. It turns out that restricting to batches of size at most $p^2$ works.

We cannot pipeline the first slab (particularly the rebalancing), but the preliminary phase and separation phase would only take $O(\log(p)^2)$ span. The execution phase and rebalancing phases are still carried out as before on the first slab, taking $O(\log(p)^2)$ span, but execution and rebalancing on the final slab are pipelined, by having each final slab section $S[k]$ process the batch passed to it and rebalance the preceding segments $S[i][k-1]$ and $S[i][k-1]$ if necessary.

One key challenge is how to guarantee that such local rebalancing in the final slab is always possible and always sufficient. To ensure that, we do not allow $S[k]$ to proceed if it is imbalanced or if there are more than $c(k)$ pending operations in the buffer to $S[k+1]$. In such a situation, $S[k]$ must stop and reactivate $S[k+1]$, which would clear its buffer and rebalance $S[k]$ before restarting $S[k]$. It may be that $S[k+1]$ also cannot proceed for the same reason and is stopped in the same manner, and so $S[k]$ may be delayed by such a stop for a long time. But by a suitable accounting argument we can bound the total delay due to all such stops by the total work divided by $p$. Similarly, we do not allow the first slab to run (on a new batch) if $S[m-1]$ is imbalanced or there are more than $c(m-1)$ pending operations in the buffer to $S[m]$.

Finally, we use an odd-even locking scheme to ensure that the segments in the final slab do not interfere with each other yet can proceed at a consistent pace. The details are below.
5.1 Description of $\mathcal{FS}_2$

We will need the bunch structure (Appendix Definition 12) for aggregating batches, which is an unsorted set supporting both addition of a batch of new elements within $O(1)$ work/span and conversion to a batch within $O(b)$ work and $O(\log b)$ span if it has size $b$.

$\mathcal{FS}_2$ has the same sections as in $\mathcal{FS}_1$, with the first slab comprising the first $m = \lceil \log \log (5p^2) \rceil$ sections, and the final slab comprising the other sections. $\mathcal{FS}_2$ uses a feed buffer, which is a queue of bunches each of size $p^2$ except the last (which can be empty).

Whenever $\mathcal{FS}_2$ is notified of input (by the parallel buffer), it reactivates the first slab.

Each section $S[k]$ in the final slab has a buffer before it (for pending operations from $S[k-1]$), which for each access type uses an optimal batch-parallel map to store bunches of group-operations of that type, where operations on the same item are in the same bunch. When a batch of group-operations on an item is inserted into the buffer, it is simply added to the correct bunch. Whenever we count operations in the buffer, we shall count them individually even if they are on the same item. The first slab and each final slab section also has a deferred flag, which indicates whether its run is deferred until the next section has run. Between every pair of consecutive sections starting from after $S[m-1]$ is a neighbour-lock, which is a dedicated lock (see Section 2.1) with 1 key for each arrow to it in Figure 3.

Whenever the first slab is reactivated, it runs as follows:

1. If the parallel buffer and feed buffer are both empty, terminate.
2. Acquire the neighbour-lock between $S[m-1]$ and $S[m]$. (Skip steps 2 to 4 and steps 8 to 10 if $S[m]$ does not exist.)
3. If $S[m-1]$ has any imbalanced segment or $S[m]$ has more than $c(m-1)$ operations in its buffer, set the first slab’s deferred flag and release the neighbour-lock, and then reactivate $S[m]$ and terminate.
4. Release the neighbour-lock.
5. Let $q$ be the size of the last bunch $F$ in the feed buffer. Flush the parallel buffer (if it is non-empty) and cut the input batch of size $b$ into small batches of size $p^2$ except possibly the first and last, where the first has size $\min(b, p^2 - q)$. Add that first small batch to $F$, and append the rest as bunches to the feed buffer.
6. Remove the first bunch from the feed buffer and convert it into a batch $B$, which we call a cut batch.
7. Process $B$ using the same four phases as in $\mathbb{FS}_1$ (Section 4.1), but restricted to the first slab (i.e. execute only the effectual operations on the first slab, and do segment rebalancing only on the first slab, and do chain rebalancing only if $S[m]$ had not existed before this processing). Furthermore, do not update $S[m-1]$'s segments’ sizes until after this processing (so that section $S[m]$ in step 4 will not find any of $S[m-1]$'s segments imbalanced until the first slab rebalancing phase has finished).

8. Acquire the neighbour-lock between $S[m-1]$ and $S[m]$.

9. Insert the residual group-operations (on items that do not fit in the first slab) into the buffer of $S[m]$, and then reactivate $S[m]$.

10. Release the neighbour-lock.

11. Reactivate itself.

Whenever a final slab section $S[k]$ is reactivated, it runs as follows:

1. Acquire the neighbour-locks (between $S[k]$ and its neighbours) in the order given by the arrow number in Figure 3.

2. If $S[k]$ has any imbalanced segment or $S[k+1]$ (exists and) has more than $c(k)$ operations in its buffer, set $S[k]$’s deferred flag and release the neighbour-locks, and then reactivate $S[k+1]$ and terminate.

3. For each access type, flush and process the (sorted) batch $G$ of bunches of group-operations of that type in its buffer as follows:
   
a. Convert each bunch in $G$ to a batch of group-operations.
   
b. For each segment $S_i[k]$ in $S[k]$, cut out the group-operations on items that fit in $S_i[k]$ from $G$, and perform them (as a sorted batch) on $S_i[k]$, and then fork to return the results of the operations (according to the order within each group-operation).
   
c. If $G$ is non-empty (i.e. has leftover group-operations), insert $G$ into the buffer of $S[k+1]$ and then reactivate $S[k+1]$.

4. Rebalance locally as follows (essentially like in $\mathbb{FS}_1$):
   
a. For each segment $S_i[k]$ in $S[k]$:
      
      i. If $S_i[k-1]$ is overfull, shift items from $S_i[k-1]$ to $S_i[k]$ to make $S_i[k-1]$ have target size.
      
      ii. If $S_i[k-1]$ is underfull, shift items from $S_i[k]$ to $S_i[k-1]$ to make $S_i[k-1]$ have target size, and then remove $S_i[k]$ if it is emptied.
      
      iii. If $S_i[k]$ is (still) overfull and is the last segment in $S_i$, create a new segment $S_i[k+1]$ and reactivate it.
   
b. If $S[k]$ is (still) the last section, but chain $S_i$ is longer than chain $S_j$:
      
      i. Create a new segment $S_j[k]$ and shift all items from $S_i[k]$ to $S_j[k]$.
      
      ii. If $S_j[k-1]$ is (now) underfull, shift items from $S_j[k]$ to $S_j[k-1]$ to make $S_j[k-1]$ have target size.
      
      iii. If $S_j[k]$ is (now) empty again, remove $S[k]$.

5. If $k = m$, and the first slab is deferred, clear its deferred flag then reactivate it.

6. If $k > m$, and $S[k-1]$ is deferred, clear its deferred flag then reactivate it.

7. Release the neighbour-locks.
5.2 Analysis of $\text{FS}_2$

See the full paper for the proofs. The first step is to establish the $\text{FS}_2$ Balance Invariants:

- **Lemma 11 ($\text{FS}_2$ Balance Invariants).** $\text{FS}_2$ satisfies the following invariants:
  1. When the first slab is not running, every segment in $S_i[0..m-2]$ is balanced and $S_i[m-1]$ has at most $2 \cdot t(m-1)$ items.
  2. When a final slab section $S[k]$ rebalances a segment in $S[k-1]$ (in step 4a), it will make that segment have size $t(k-1)$.
  3. Just after the last section finishes running without creating new sections, the segments in $S[k]$ are balanced and both chains have the same length.
  4. Each final slab section $S[k]$ always has at most $2 \cdot c(k-1)$ operations in its buffer.
  5. Each final slab segment $S_i[k]$ always has at most $2 \cdot t(k)$ items, and at least $c(k-1)$ items unless $S[k]$ is the last section.

Using these invariants, we can prove the work bound for $\text{FS}_2$ (as stated in Theorem 7), by linearizing operations that finish during the first slab run or final slab section according to when that run finishes, and linearizing operations that finish in the same first slab run in the same way as in the proof for $\text{FS}_1$ (see Theorem 9). This relies on a supporting lemma that all rebalancing done by $\text{FS}_2$ takes $O(1)$ amortized work per operation, which can be proven by a credit invariant like the one used for $\text{FS}_1$ (see Lemma 10): Each segment $S_i[k]$ with $q$ items beyond its target capacity has at least $q \cdot 2^{-k}$ stored credits, and each unfinished operation carries 1 credit with it.

The span bound for $\text{FS}_2$ (as stated in Theorem 7) requires another credit invariant: For $k \geq m-1$, each segment $S_i[k]$ with $q$ items beyond its target capacity has at least $q \cdot 2^{-k}$ stored credits, and each operation in $S[k+1]$’s buffer carries $2^{-k}$ credits with it. This invariant is used to bound the deferment delay (the delay that an operation may face due to deferred section runs), where we use the credits to pay for $p$ times the deferment delay, to show that the deferment delay is at most $O\left(\frac{1}{p}\right)$ per operation on $\text{FS}_2$. The rest of the delay incurred by each operation can be bounded by tracing its path through the sections and using the fact that the neighbour-locking scheme ensures that the first slab contributes $O((\log p)^2)$ delay and each final slab section $S[k]$ contributes $O(2^k)$ delay.
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Appendix

Here we spell out the model details, building blocks and supporting theorems used in our paper. More details and proofs can be found in the full paper.

A.1 QRMW Pointer Machine Model

QRMW stands for queued read-modify-write, as described in [13]. In this contention model, asynchronous processors perform memory accesses via read-modify-write (RMW) operations (including read, write, test-and-set, fetch-and-add, compare-and-swap), which are supported by almost all modern architectures. Also, to capture contention costs, multiple memory requests to the same memory cell are FIFO-queued and serviced one at a time, and the processor making each memory request is blocked until the request has been serviced.

The QRMW pointer machine model, introduced in [4], extends the parallel pointer machine model in [19] to RMW operations. An RMW operation can be performed on any memory cell via a pointer to the memory node that it belongs to. All operations except for memory accesses take one step each. Accesses to each memory cell are FIFO-queued to be serviced, and the first access in the queue (if any) is serviced at each time step. The processor making each memory request is blocked until the request has been serviced.

A.2 Parallel Batch Operations

We rely on the following basic operations on batches:

- Split a given batch of \( n \) items into left and right parts around a given position, within \( O(\log n) \) work/span.
- Partition a given batch of \( n \) items into lower and upper parts around a given pivot, within \( O(n) \) work and \( O(\log n) \) span.
- Partition a sorted batch of \( n \) items around a sorted batch of \( k \) pivots, within \( O(k \cdot \log n) \) work and \( O(\log n + \log k) \) span.
Join a batch of batches with \( n \) total items, within \( O(n) \) work and \( O(\log n) \) span.

Merge two sorted batches with \( n \) total items, optionally combining duplicates, within \( O(n) \) work and \( O(\log n) \) span if the combining procedure takes \( O(1) \) work/span.

These can be implemented in the QRMW pointer machine model [24] with each batch stored as a BBT (leaf-based balanced binary tree). They can also be implemented (more easily) in the binary forking model in [8] with each batch stored in an array.

We also rely on the bunch data structure, defined as follows.

▶ Definition 12 (Bunch Structure). A bunch is an unsorted set supporting addition of any batch of new elements within \( O(1) \) work/span and conversion to a batch within \( O(b) \) work and \( O(\log b) \) span if it has size \( b \). A bunch can be implemented using a complete binary tree with batches at the leaves, with a linked list threaded through each level to support adding a new batch as a leaf in \( O(1) \) work/span. To convert a bunch to a batch, we treat the bunch as a batch of batches and parallel join all the batches.

A.3 Parallel Buffer

To facilitate extended implicit batching, we can use any parallel buffer implementation that takes \( O(p + b) \) work and \( O(\log p + \log b) \) span per batch of size \( b \) (on \( p \) processors), as long as any operation that arrives is (regardless of the scheduler) within \( O(1) \) span included in the batch that is being flushed or in the next batch, and there are always at most \( \frac{1}{2}p + q \) ready buffer nodes (active threads of the buffer) where \( q \) is the number of operations that are currently buffered or being flushed. This would entail the following parallel buffer overhead [4].

▶ Theorem 13 (Parallel Buffer Cost). Take any program \( P \) using an implicitly batched data structure \( M \), run using any greedy scheduler. Then the cost (Definition 6) of the parallel buffer for \( M \) is \( O\left(\frac{T_1 + w^*}{p} + d \cdot \log p\right) \), where \( T_1 \) is the work of the \( P \)-nodes, and \( w \) is the work taken by \( M \), and \( d \) is the maximum number of \( M \)-calls on any path in the program DAG \( D \).

▶ Remark. In general, if a program uses a fixed number of implicitly batched data structures, then running it using a greedy scheduler takes \( O\left(\frac{T_1 + w^*}{p} + T_\infty + s^* + d^* \cdot \log p\right) \) time, where \( w^* \) is the total work of all the data structures, and \( s^* \) is the total span of all the data structures, and \( d^* \) is the maximum number of data structure calls on any path in the program DAG.

The parallel buffer for each data structure \( M \) can be implemented using a static BBT, with a sub-buffer at each leaf node, one per processor, and a flag at each internal node. Each sub-buffer stores its operations as the leaves of a complete binary tree with a linked list through each level. Whenever a thread \( \tau \) makes a call to \( M \), the processor running \( \tau \) suspends it and inserts the call together with a callback (i.e. a structure with a pointer to \( \tau \) and a field for the result) into the sub-buffer for that processor. Then the processor walks up the BBT from leaf to root, test-and-setting each flag along the way, terminating it if it was already set. On reaching the root, the processor notifies \( M \) (by reactivating it). \( M \) can eventually return the result of the call via the callback (i.e. by updating the result field and then resuming \( \tau \)).

Whenever the buffer is flushed (by \( M \)), all sub-buffers are swapped out by a parallel recursion on the BBT, replaced by new sub-buffers in a newly constructed static BBT. We then wait for all pending insertions into the old sub-buffers to be completed, before joining their contents into a single batch to be returned (to \( M \)). To do so, each processor \( i \) has a flag \( y_i \) initialized to \( true \), and a thread field \( \phi_i \) initialized to \( null \). Whenever it inserts an
M-call $X$, it sets $y_i := false$, then inserts $X$ into the (current) sub-buffer, then resumes $\phi_i$ if $\text{TestAndSet}(y_i) = true$. To wait for pending insertions into the old sub-buffer for processor $i$, we store a pointer to the current thread in $\phi_i$ and then suspend it if $\text{TestAndSet}(y_i) = false$.

\section{A.4 Sorting Theorems}

Let $S$ be the set of possible items, linearly ordered by a given comparison function.

\begin{itemize}
  \item \textbf{Theorem 14 (Maximum Finger Bound).} Take any sequence $I$ in $S^n$ with in-order item frequencies $q_1 \ldots u$, namely the $i$-th smallest item in $I$ (not counting duplicates) occurs $q_i$ times in $I$. Then the \textbf{maximum finger bound} for $I$, defined as $MF_I = \sum_{i=1}^{u} q_i \cdot (\log \min(i, u + 1 - i) + 1)$, satisfies $MF_I \in \Omega(H)$ where $H = \sum_{i=1}^{u} \left( q_i \cdot \log \frac{n}{q_i} \right)$.
  \item \textbf{Definition 15 (Parallel Entropy-Sort).} Define a \textbf{bundle} of an item $x$ to be a BT (binary tree) in which every leaf has a tagged copy of $x$. Let $\text{PESort}$ be the parallel merge-sort variant that does the following on an input batch $I$ of items ($I$ has subtrees $I$.left and $I$.right):
    \begin{enumerate}
      \item If $I$.size $\leq 1$, return $I$.
      \item Otherwise, compute $A = \text{PEMerge}(I$.left$)$ and $B = \text{PEMerge}(I$.right$)$ in parallel, and then parallel merge (Appendix A.2) $A$ and $B$ into an item-sorted batch $C$ of bundles, combining bundles of the same item into one by simply making them the child subtrees of a new bundle, and then return $C$.
    \end{enumerate}

Then $\text{PESort}(I)$ returns an item-sorted batch of bundles, with one bundle (of all the tagged copies) for each distinct item in $I$, and clearly each bundle has height at most $I$.height.
  \item \textbf{Theorem 16 (PESort Costs).} $\text{PESort}$ sorts every sequence in $S^n$ with item frequencies $q_1 \ldots u$ within $O(H + n)$ work and $O((\log n)^2)$ span, where $H = \sum_{i=1}^{u} \left( q_i \cdot \ln \frac{n}{q_i} \right)$.
\end{itemize}
We introduce a family of tasks for \( n \) processes, as a generalization of the two process equality negation task of Lo and Hadzilacos (SICOMP 2000). Each process starts the computation with a private input value taken from a finite set of possible inputs. After communicating with the other processes using immediate snapshots, the process must decide on a binary output value, 0 or 1. The specification of the task is the following: in an execution, if the set of input values is large enough, the processes should agree on the same output; if the set of inputs is small enough, the processes should disagree; and in-between these two cases, any output is allowed. Formally, this specification depends on two threshold parameters \( k \) and \( \ell \), with \( k < \ell \), indicating when the cardinality of the set of inputs becomes “small” or “large”, respectively. We study the solvability of this task depending on those two parameters. First, we show that the task is solvable whenever \( k + 2 \leq \ell \). For the remaining cases (\( \ell = k + 1 \)), we use various combinatorial topology techniques to obtain two impossibility results: the task is unsolvable if either \( k \leq n/2 \) or \( n - k \) is odd. The remaining cases are still open.
algorithm for two processes that uses only registers [6, 15]. The same is true for equality
negation, because, as explained in [14], it is possible to solve consensus for two processes
using an equality negation algorithm.

This result is intriguing for the following reason. It is well known that consensus is
intimately related to connectedness. Namely, the reason why consensus is not wait-free
solvable with registers is because its input complex is connected, while its specification requires
deciding onto disconnected components of the output complex. The equality negation task
is unsolvable for a different reason, since its output complex is connected. In our recent
project [8], we have studied the unsolvability of this task, in the case of two processes, using
methods from the field of epistemic logic. The goal of this paper is to understand this task
from a topological perspective. To do so, we extend it to the setting of more than two
processes, and thus introduce a class of tasks which seem to be of a nature not previously
studied.

Consider the following family of tasks, as a generalization of the equality negation problem,
for \( n \) processes. These tasks are parametrized by two integers \( k, \ell \), with \( 1 \leq k < \ell \leq n \). In
a given initial global state \( g \) of the system, each process has a private input value, and let
\( \text{InputSet}(g) \subseteq I \) be the set of these inputs, where \( I \) is the set of all possible input values. Thus,
in one extreme, all processes may start with the same input value, and \( |\text{InputSet}(g)| = 1 \),
and in the other they all start with different input values, and \( |\text{InputSet}(g)| = n \). Similarly,
let \( \text{OutputSet}(g') \subseteq \{0, 1\} \) be the set of decided values in some final global state \( g' \) of
the computation. For every \( k, \ell \in \mathbb{N} \) such that \( 1 \leq k < \ell \leq n \) we define an equality negation task
as follows, where \( g \) is any initial state, and \( g' \) is a final state of any execution starting with \( g \):

- If \( k < |\text{InputSet}(g)| < \ell \), the processes can decide any value in \( \{0, 1\} \).
- If \( |\text{InputSet}(g)| \geq \ell \), then \( |\text{OutputSet}(g')| = 1 \)
- If \( |\text{InputSet}(g)| \leq k \), then \( |\text{OutputSet}(g')| > 1 \)

In this paper, we study the wait-free solvability of these tasks using read/write registers,
depending on the two parameters \( k \) and \( \ell \). First, we show that if \( \ell - k \geq 2 \), the task is
solvable. The remaining cases are the ones where \( \ell = k + 1 \) and \( 1 \leq k \leq n - 1 \). In those cases,
it is not possible anymore to have \( k < |\text{InputSet}(g)| < \ell \): this means that there is no “gap”
where the processes are free to decide any output without restriction. In order to prove that
these remaining cases are unsolvable, we use various combinatorial topology techniques [11].
In particular, we show two impossibility results: the task is unsolvable if \( k \leq n/2 \) or if \( n - k \)
is odd. This leaves a few cases which are still open, namely, when \( k > n/2 \) and \( n - k \) is even.
We conjecture that they should also be unsolvable, but the right topological argument to
prove it remains to be found.

Notice that the case of \( n = 2 \) processes is special, because the only option is that \( k = 1 \)
and \( \ell = 2 \), in which case we obtain the equality negation task of Lo and Hadzilacos. Here the
task is (trivially) solvable for \( I = \{0, 1\} \), but becomes unsolvable if we add one more input
value \( I = \{0, 1, 2\} \). We discuss at the end of the paper why this case behaves differently.
Related work. The class of tasks that can be defined only in terms of sets of input values and corresponding sets of output values (without specifying which process gets which input nor which process should produce which output) are called colorless tasks. Since their introduction in [2], they have been thoroughly investigated; an overview and detailed citations can be found in [11]. There is a very elegant characterization of wait-free colorless tasks solvability, in terms of the existence of a certain simplicial map between the complex of possible input values and the complex of possible output values. The central colorless task is set-agreement, where each of $n$ processes starts with an input, and each must halt with some process’ input, such that no more than $n - 1$ distinct inputs are chosen. The proof that set agreement is unsolvable using registers [12] revealed the deep connection between distributed computing and topology. Other examples of colorless tasks are consensus, loop agreement and approximate agreement.

Some tasks of interest are not colorless, and they are often much more difficult to analyze. For instance, the renaming task requires $n$ processes, each starting with a unique input name, to choose distinct output from a range of size $2n - 2$. This task can be solved if and only if $n$ is not a prime power. The proof uses more involved algebraic topology techniques [3, 5] than the basic impossibility proof of set agreement based on Sperner’s lemma.

More generally, colorless tasks seem to be about agreement, while others seem to be about symmetry breaking. Many such tasks have been considered, where processes only have their own (distinct) names as inputs. In weak symmetry breaking, the processes must choose binary outputs so that if all $n$ processes participate, at least one chooses 0 and one chooses 1. In an election task, one process outputs 0 and exactly $n - 1$ processes output 1. These and others are included in the generalized symmetry breaking family [4], defined by a set of possible output values, and for each value $v$, a lower bound and an upper bound on the number of processes that have to decide this value. These tasks are generally not only more complicated to analyze, but weaker than agreement tasks [4].

Equality negation tasks look very much like colorless tasks, in the sense that they are specified only according to the sets of input values of the processes, with no regard for which process has which value. But in fact, equality negation tasks are not colorless according to the definition in Section 4.1.4 of [11]. Indeed, the process names play an important role in the algorithms that we present to solve some instances of equality negation in Section 3.

2 Preliminaries

2.1 Equality negation tasks: from 2 to $n$ processes

Note that the equality negation task defined in [14] for two processes does not have a unique generalization to the case with more than two processes. In this paper we introduce a generalization that allows any number of input values, but we keep the set of possible decision values as $\{0, 1\}$. It seems natural to define a generalization such that: (i) all the processes decide the same output value if they all have (pairwise) different input values, and (ii) they do not decide on the same output value if they all initially have the same input value. Still, this definition does not cover all possible combinations of input values of all processes, for example, if there are two processes with the same input, and a process with a different one. Therefore, there is a lot of freedom for defining output constraints for the remaining input cases. Our goal is to analyse all the possible generalizations of a certain form.

We define a family of equality negation tasks, based on the cardinality of the set of input values of all processes. Let $n$ be the number of processes and let there exist exactly $n$ input values, namely $I = \{0, 1, 2, \ldots, n - 1\}$. This assumption is done w.l.o.g., as we explain at the
end of the paper: all our results can be extended to $|I| > n$ in a straightforward manner. Every initial global state $g$ defines the set of input values of all processes in the state $g$, that we denote by $\text{InputSet}(g)$. As this set is always a non-empty subset of the set $I$, its cardinality ranges from 1 to $n$. Note that the case when all processes have the same input value is represented by $|\text{InputSet}(g)| = 1$, and the case when all processes have different input values is the one when $|\text{InputSet}(g)| = n$. Different constraints on the intermediate cases introduce a family of tasks.

For every $k, \ell \in \mathbb{N}$ with $1 \leq k < \ell \leq n$ we define a generalized equality negation task:

- If in the initial global state $g$ we have $|\text{InputSet}(g)| \geq \ell$, then all processes must decide the same value, either 0 or 1.
- If initially $|\text{InputSet}(g)| \leq k$, processes do not decide on the same value, i.e., there is at least one process deciding 0, and at least one deciding 1.
- If initially $k < |\text{InputSet}(g)| < \ell$, then each process can decide independently any value from $\{0, 1\}$.

The original equality negation task for two processes of Lo and Hadzilacos [14] is recovered as a special case, where $n = 2$, $I = \{0, 1, 2\}$, $k = 1$ and $\ell = 2$. It was shown to be unsolvable in the wait-free immediate snapshot model, by reduction to the consensus task. A more thorough study of this task for two processes, using topological methods and epistemic logic methods, can be found in [8].

2.2 Distributed computing

We consider the usual model consisting of $n$ asynchronous processes that communicate through read/write shared registers of unbounded size [12]. When solving a task, initially, each process has some input value. After communicating with each other a finite number of times, each process produces an output value. The outputs produced are related to the inputs in the execution, as defined by the task specification.

In this paper, we do not consider crashing processes. All the $n$ processes are present in the beginning of an execution, and they are guaranteed to run until the end of their program. Instead of crashes, the two ingredients that allow us to obtain impossibility results are asynchrony and wait-freedom. Although a bit unusual, this assumption is not restrictive: if we want to transpose our results to a model where the processes can crash, we can simply say that our task does not impose any restrictions on the outputs whenever at least one process has crashed.

The processes are executing in an asynchronous way, meaning that an execution consists of an arbitrary interleaving of the write and read operations of all the processes. Moreover, the program run by the processes is required to be wait-free: every process must be guaranteed to terminate its program in a bounded number of steps. Intuitively, these two restrictions mean that a process is not allowed to wait until it receives information from any of the other processes, since it may be arbitrarily slow.

We could describe our results in the general read/write registers model, but it is easier to do it in the immediate snapshot model. And we do so without loss of generality, because from the task computability perspective, the two models are known to be equivalent [1]. In the immediate snapshot model, each process has a designated memory cell where it can atomically write its input value. After doing so, it can atomically take a snapshot of the whole shared memory, in order to read the values that have been written by the other processes. Moreover, we restrict to a subset of all the executions described above: the snapshot is guaranteed to happen immediately after the write. For each pair of processes $P$ and $Q$ participating in this protocol, the immediate-snapshot may result in three possible outcomes:
either \( P \) was faster than \( Q \), in which case \( P \) did not see the value of \( Q \), but \( Q \) saw \( P \); or \( Q \) was faster than \( P \), in which case the situation is reversed; or they executed concurrently, in which case they both saw each-other’s input value.

Formally, an immediate snapshot execution consists of a sequence of sets of processes, where each set is called a concurrency class. All the processes in the same concurrency class will execute concurrently, and see each other’s values, as well as the values of the previous concurrency classes.

These immediate snapshot executions give rise to simplicial complexes with nicer topological properties: namely, its effect on the input complex is to subdivide each simplex, thus preserving the topology. Immediate-snapshot operations can be wait-free implemented from read/write register operations, although at a quadratic cost in terms of the number of operations. For a survey including such results see e.g. [16].

2.3 Combinatorial topology

For our impossibility results, we use the combinatorial topology representation and basic results described in [11], briefly recalled here.

A pair \((P_i, x_i)\) consisting of a process \( P_i \) along with its private (input or output) value \( x_i \) is called a vertex. An input vertex \( v = (P_i, x_i) \) represents the initial state of process \( P_i \), while an output vertex represents its decision at the end of a computation. A set \( \sigma \) of such vertices of cardinal \( k + 1 \) is called a \( k \)-simplex or just simplex, and denotes the input values or output values of \( k \) distinct processes in an execution. It is also used to denote a global state in an execution, in which case \( x_i \) is the local state of \( P_i \). If the \( x_i \) are input values, then \( \sigma \) is called an input simplex, if they are output values, it is an output simplex. A set of simplices closed under containment is called simplicial complex.

The dimension of a simplex \( \sigma \), denoted \( \dim(\sigma) \), is \( |\sigma| - 1 \), and it is full if it contains \( n \) vertices, one for each process. In a simplicial complex, a subset of a simplex, which is a simplex as well, is called a face. A simplex is maximal if it is not a strict subset of another simplex. A simplicial complex is pure of dimension \( n - 1 \) if all its maximal simplices are full. The simplices of lower dimension are used in some distributed computing models to represent executions where some processes have crashed; but in our case, we will be mostly interested in the full simplices. The set of all possible input (resp. output) simplices forms an input complex \( I \) (resp. output complex \( O \)).

A coloring of a complex is a mapping that assigns an element of a certain domain, usually called a color, to each vertex of the complex. A complex and its coloring form a chromatic complex. In distributed computing, coloring often assigns a distinct process identity to each vertex of a simplex. We say that a simplex is properly colored (or it has proper coloring) if every two of its vertices are differently colored. We call a simplex monochromatic if all its vertices are labeled with the same color.

A task \( T \) for \( n \) processes is a triple \((I, O, \Delta)\) where \( I \) and \( O \) are pure chromatic \((n - 1)\)-dimensional complexes, such that every simplex is properly colored. The set of colors is \( \{0, \ldots, n - 1\} \), and the colors are called process names or ids. The map \( \Delta \) sends each simplex \( \sigma \) from \( I \) to a subcomplex \( \Delta(\sigma) \) of \( O \). We say that \( \Delta \) is a carrier map from the input complex \( I \) to the output complex \( O \). Briefly, the Asynchronous Computability Theorem [12] states that a task is wait-free solvable with registers if and only if there is a chromatic subdivision of the input complex and a chromatic simplicial map to the output complex, respecting the carrier map. Recall that a chromatic simplicial map sends simplices to simplices, preserving colors (process ids). We also use the fact that it can be assumed that a protocol solving a task using immediate snapshot operations induces an iterated chromatic subdivision of the input complex.
2.4 Index and Content of a Pseudomanifold

In this section, we introduce the main technical tool that we will use in Section 4.2.2 to prove impossibility results: the index lemma. The index lemma counts the properly colored \(n\)-simplices inside of a (not necessarily properly) colored and coherently oriented pseudomanifold, the \textit{content}, by counting the properly colored \((n-1)\)-simplices on the boundary, the \textit{index}. The boundary determines the number of properly colored \(n\)-simplices in the interior of any pseudomanifold with that boundary.

Consider a set \(C\) with \(n+1\) elements. A \textit{sequence} \(S\) of \(C\) is an ordered list of the elements of \(C\). We denote as \(S_i\) the \(i\)-th element of the sequence \(S\), where \(0 \leq i \leq n\). A \textit{transposition} of \(S\) consists of interchanging the position of two elements \(S_i, S_j\) of \(S\). If \(i = j\) then we say that it is an \textit{identity} transposition of \(S\). A sequence \(S'\) of \(C\) is an even transposition of another sequence \(S\) if \(S'\) can be obtained with an even number of non identity transpositions over \(S\). An odd \textit{transposition} of \(S\) is defined similarly.

Let \(\sigma^n\) be a simplex with a proper coloring \(f\) with colors \(ID^n = \{0, \ldots, n\}\). Consider a sequence \(S\) of \(ID^n\). We say that \(S\) \textit{induces} the sequence \(S'\) of \(\sigma^n\) with respect to \(f\), when \(f(S_i) = S'_i, 0 \leq i \leq n\). If there is no ambiguity, we just say that \(S\) induces \(S'\).

Let \(\sigma^n = \{v_0, v_1, \ldots, v_n\}\) be a simplex. An \textit{orientation} of \(\sigma^n\) is a set consisting of a sequence of its vertices and all even transpositions of this sequence. If \(n > 0\) then there are exactly two possible orientations for \(\sigma^n\): the sequence \(\langle v_0, v_1, \ldots, v_n \rangle\) and all its even permutations, and the sequence \(\langle v_1, v_0, v_2, \ldots, v_n \rangle\) and all its even permutations. For example, the two possible orientations of a 2-simplex can be seen as the clockwise and the counterclockwise directions, or the two possible orientations of a 1-simplex are the one from one of its vertices to the other, and the opposite direction. An orientation of \(\sigma^n\), \(n > 0\), \textit{induces an orientation} on all of its \((n-1)\)-faces: if \(\sigma_i^{n-1}\) is the \((n-1)\)-face of \(\sigma^n\) without vertex \(v_i\), then \(\sigma_i^{n-1}\) gets the same orientation if \(i\) is even, and otherwise it gets the opposite orientation. If \(\sigma^n\), for example, is oriented \(\langle v_0, v_1, \ldots, v_n\rangle\) then its face \(\sigma_0^n = \langle v_0, v_2, v_3, \ldots, v_n \rangle\) gets orientation \(\langle v_2, v_0, v_3, \ldots, v_n \rangle\), opposite of \(\sigma_0^n\), as 1 is odd.

If \(\sigma^n\) has a proper coloring \(id\) with colors \(ID^n\) then we denote by \(d = +1\) the orientation that contains the sequence induced by \(\{0, 1, \ldots, n\}\), i.e., the sequence \(S\) of \(\sigma^n\) such that \(id(S_i) = i, 0 \leq i \leq n\), and denote by \(d = -1\) the other orientation of \(\sigma^n\) which contains the sequence induced by \(\{1, 0, \ldots, n\}\), the sequence \(S\) of \(\sigma^n\) such that \(id(S_0) = 1, id(S_1) = 0\) and \(id(S_i) = i, 2 \leq i \leq n\). For \(n = 0\), there is only one sequence of the vertices of a simplex \(\sigma^0\), and then it has just one orientation, however we can associate +1 or −1 to this orientation. Hence, a 0-simplex also has two orientations. An orientation \(d\) of \(\sigma^n\), \(n > 0\), induces the orientation \((-1)^d\) to \(\sigma_i^{n-1}\), where \(\sigma_i^{n-1}\) is the \((n-1)\)-face of \(\sigma^n\) without the vertex with \(id\) \(i\).

A pseudomanifold \(K^n\) is \textit{orientable} if there is an orientation for each of its \(n\)-simplices such that: if \(\sigma, \sigma' \in K^n\) share a \((n-1)\)-face \(\tau\) then the two orientations on \(\tau\) induced by \(\sigma\) and \(\sigma'\) are opposite. An orientation of \(K^n\) with this property is a \textit{coherent orientation}. We say that \(K^n\) is \textit{coherently oriented} if it has a coherent orientation. Let \(\sigma\) be an oriented \(n\)-simplex with a proper coloring \(c\) which uses colors \(ID^n\). Consider a sequence \(S\) of \(ID^n\). Let \(S'\) be the sequence of the vertices \(\sigma\) induced by \(S\) with respect to \(c\). We say that \(S\) \textit{belongs} to the orientation of \(\sigma\) with respect to \(c\) if \(S'\) belongs to the orientation of \(\sigma\). The simplex \(\sigma\) is \textit{counted by orientation} with respect to \(c\) in the following way: it is counted as +1 if the sequence \(\langle 0, 1 \ldots n \rangle\) belongs to its orientation with respect to \(c\), otherwise it is counted as −1. In the next definition, if \(i \in ID^n\) is a color, we write \(ID^n_i = ID^n \setminus \{i\}\).
Definition 1 (Index and Content). Consider a coherently oriented pseudomanifold $K^n$ with the induced orientation on its boundary $bd(K^n)$. Let $c$ be a coloring, not necessarily proper, of $K^n$ with $ID^n$.

1. The content of $K^n$, $C(K^n)$, with respect to $c$ is the number of the properly colored $n$-simplices of $K^n$ counted by orientation.
2. The index of $K^n$, $I_c(K^n)$, with respect to $c$ is the number of properly colored $(n-1)$-simplices of $bd(K^n)$ with $ID^n$ counted by orientation.

If there is no ambiguity we simply write $C^n$ or $I^n_c$. The next lemma is the restatement of Corollary 2 in [7] using our notation, and [9, pp. 46-47] for a simple version of dimension.

Lemma 2 (Index Lemma). Let $K^n$ be a coherently oriented pseudomanifold colored with $ID^n$. Then $C^n = (-1)^n I^n_c$.

The coloring $c$ of $K^n$ is a simplicial map from $bd(K^n)$ to the boundary of a properly colored $n$-simplex $\sigma^n$ with $ID^n$. Thus, we can think of the content of $K^n$ as the number of times that $bd(K^n)$ is wrapped around $bd(\sigma^n)$, i.e., a combinatorial version of the notion of degree in topology.

To compute the index and content of chromatic subdivisions, we can just compute it from the original complex before subdivision happens. Indeed, we have the following Lemma:

Lemma 3. Let $\sigma^n$ be a properly colored $n$-simplex with colors $ID^n$. Let $\chi(\sigma^n)$ be a chromatic subdivision of $\sigma^n$. Then $C(\chi(\sigma^n)) = C(\sigma^n)$.

Proof. Assume w.l.o.g. that $\sigma^n$ is counted positively. Thus, $C(\sigma^n) = 1$. We proceed by induction on $n$. For $n = 0$ ($\sigma^0$ is a single vertex), chromatic subdivisions do nothing so the result trivially holds. Now assume $\sigma^n$ is of higher dimension.

By the index lemma, $C^n(\chi(\sigma^n)) = (-1)^n I^n_c(\chi(\sigma^n))$. Note that $ID^n = ID^{n-1}$. Let $f$ be the $(n-1)$-face of $\sigma^n$ with colors $ID^{n-1}$. Since $\chi(\sigma^n)$ is a chromatic subdivision of $\sigma^n$, the set $K$ of properly colored $(n-1)$-simplices on the boundary of $\chi(\sigma^n)$ with colors in $ID^{n-1}$ is a chromatic subdivision of $f$. Thus, $I^n_c(\chi(\sigma^n)) = C^{n-1}(K) = C^{n-1}(f)$ by induction hypothesis, and $C^{n-1}(f) = I^n_c(\sigma^n) = (-1)^n C^n(\sigma^n)$. This concludes the proof.

Corollary 4. Chromatic subdivisions preserve the index and content.

3 Solvability analysis

If processes are not anonymous, we claim that the equality negation task, defined as above, is solvable if it holds that $\ell - k \geq 2$ (and $1 \leq k < \ell \leq n$).

Theorem 5. The algorithm from Listing 2 solves the equality-negation task if $\ell - k \geq 2$. 
Before we prove Theorem 5, and in order to understand the intuition behind it, let us first focus on its special case when \( n \geq 3 \), \( k = 1 \) and \( \ell = n \), presented in Listing 1. In this figure, \( \text{immediateSnapshot}(v) \) returns the global state \( V \) of the system, \( |V| \) denotes the cardinal of the set \( V \) and \( \text{val}(V) \) denotes the set of local values that appear in the global state \( V \). In this algorithm, one fixed process decides 0 independently of its input and the result of the snapshot. All the other processes decide depending on the output of the snapshot protocol. If a process sees at least 2 processes, and their input values are the same, the process decides 1. Otherwise it decides 0.

**Proposition 6.** The algorithm from Listing 1 solves the equality negation task if \( n \geq 3 \), \( k = 1 \) and \( \ell = n \).

**Proof.** As \( k = 1 \) and \( \ell = n \), we need to show that (i) when all processes have the same input value, they will disagree, and (ii) when all processes have different inputs, then they all decide the same value (in this case 0).

**Case (i).** The distinguished process \( P_0 \) will decide 0, and thus we need to ensure that at least one process will decide 1. Using the properties of immediate snapshot, we know that among the processes \( P_i \), \( i \neq 0 \), there is at least one process \( P_j \) that sees at least \( n-1 \) processes. As \( k \geq 1 \) and \( n \geq \ell \geq k + 2 \), we have that \( n \geq 3 \), and thus \( n-1 \geq 2 \). Hence, the processes \( P_j \) sees \( n-1 \geq 2 \) processes, and they must have the same input value by the initial assumption of the case (i). Thus, \( P_j \) decides 1, which is enough for the disagreement.

**Case (ii).** Next we discuss the second requirement, that is, when no two processes have the same input value. We prove that all processes in this case agree and decide 0. Suppose by contradiction that a process \( P_i \) decides 1. According to the algorithm, this can happen only if \( i \neq 0 \), and if \( P_i \) has seen 2 processes with the same input value. This contradicts the initial assumption of this case. Hence, all processes decide 0, which concludes the proof.

Let us now return to the general case, for any \( n \), \( k \) and \( \ell \) with \( \ell - k \geq 2 \) and \( 1 \leq k < \ell \leq n \), given in Listing 2. Similarly as in Listing 1, we fix one process that decides 0 independently of its input and the result of the snapshot. All the other processes decide depending on the output of the snapshot protocol. If a process sees at least \( n + k - \ell + 1 \) processes, and among their input values there are at most \( k \) different values, the process decides 1, and otherwise it decides 0. Now we are ready to prove Theorem 5.
Proof of Theorem 5. We prove that the algorithm from Listing 2 indeed solves equality-negation task analogously as in the case with \(k = 1\) and \(\ell = n\). We need to prove that (i) if \(|\text{InputSet}(g)| \leq k\) for an initial state \(g\), then at least one process decides 0 and at least one decides 1, and (ii) if \(|\text{InputSet}(g)| \geq \ell\), then all processes decide the same value, here 0.

In the case (i) again we have process \(P_0\) that decides 0 and we need to show that there is at least one process that decides 1. Similarly as in the special case, we know there is a process \(P_j, j \neq 0\) that sees at least \(n - 1\) processes. As \(\ell - k \geq 2\), we have that \(n - 1 \geq n + k - \ell + 1\), and thus \(P_j\) has seen at least \(n + k - \ell + 1\) processes and the set of their input values must have cardinality at most \(k\) by the assumption of the case (i). Hence, \(P_j\) decides 1.

In the case (ii), initially there are at least \(\ell\) different values. We want to prove that no process will decide 1. By means of contradiction, suppose that a process \(P_i\) decides 1. According to the algorithm, we have that \(i \neq 0\) and \(P_i\) has seen at least \(n + k - \ell + 1\) processes with at most \(k\) different input values. Note that \(P_i\) did not see any process with the remaining values, which are at least \(\ell - k\), and that there must be at least one process with each of those values. Thus, we have at least \(n + k - \ell + 1\) processes that \(P_i\) has seen and at least \(\ell - k\) processes that \(P_i\) did not see, which is in total \(n + 1\). As the total number of processes is \(n\), this is a contradiction. This concludes the proof.

\[\square\]

4 Unsolvable cases

In the previous section, we have proved that whenever \(\ell - k \geq 2\), the corresponding equality-negation task is solvable. The remaining cases are the ones where \(\ell = k + 1\), i.e., when there is no “gap” where the processes are allowed to decide any output value without constraints. We will show that most of the remaining cases are unsolvable, namely, when \(k \leq n/2\) or when \(n - k\) is odd. In the rest of the paper, we drop the \(\ell\) parameter, since it will always be equal to \(k + 1\). For these remaining cases, we provide partial results. First we give a simple argument to show that the task is unsolvable whenever \(k \leq n/2\). Then, for the other values of \(k\), we show that the task is unsolvable if \(n - k\) is odd. The remaining cases are still open.

4.1 Impossibility proof when \(k\) is small

For simplicity, we first look at the case where \(k = 1\); we will see later that it can be easily generalized to any \(k \leq n/2\). For \(k = 1\), the goal of the task is the following. If all the input values are the same, then the processes should disagree (i.e., not all of them should decide the same output). In all other cases, the processes should agree.
Let us assume for contradiction that the task is solvable in the immediate snapshot model. We focus on what happens in one of the initial global states where all the processes have the same input value $a$. Let us call $X = \{(P_0, a), \ldots, (P_{n-1}, a)\}$ the corresponding simplex of the input complex. After the processes exchange information using iterated immediate snapshot communications, we obtain in the protocol complex a chromatic subdivision $\chi(X)$ of the original simplex $X$. The situation for 3 processes and one round of immediate snapshot is depicted above. The color of a vertex represents the process name; the value written inside a vertex is its input value; and next to it is the decision value.

In the input complex, the simplex $X$ is surrounded by other simplices where not all inputs are the same. Thus, after the immediate snapshot computation occurs, the boundary of the subdivided simplex $\chi(X)$ is still surrounded by simplices with a different input value (three of them are depicted above, with input value $b$). In these simplices, the task specifies that all the processes must decide the same output. Assume w.l.o.g. that this output is 0. Since the boundary of $\chi(X)$ is connected, we can propagate the 0's step by step and we obtain that every vertex on the boundary of $\chi(X)$ must decide value 0.

To reach a contradiction, we will show that, given any assignment of output values 0 or 1 to the inner vertices of $\chi(X)$, there will always be at least one simplex of $\chi(X)$ where all the outputs are equal. This contradicts the task specification. Note that the next part of the proof only works because $\chi(X)$ is a chromatic subdivision; the statement does not hold for other subdivisions. If we regard the output values 0 and 1 as colors, the result that we want to prove looks like Sperner’s lemma, where instead of counting the properly colored simplices inside the subdivision, we want to count the monochromatic ones, with respect to output values 0 and 1. To be able to use Sperner’s lemma in this situation, we use a recoloring trick which was already used in [5] to obtain lower bounds on the renaming problem.

Suppose we are given an assignment of output values to the vertices of $\chi(X)$, such that all the vertices on the boundary decide 0. For $v$ a vertex of $\chi(X)$, we write $d_v \in \{0, 1\}$ the decision value of $v$, and $id_v \in \{0, \ldots, n - 1\}$ its process number. We define the recoloring of $v$ to be $c_v := (id_v + d_v) \mod n$. We have the following property:

**Lemma 7.** A simplex $\sigma$ of $\chi(X)$ is monochromatic w.r.t. the decision values $d_v$ if and only if it is proper w.r.t. the recoloring $c_v$.

**Proof.** Since $\chi(X)$ is a chromatic subdivision of the simplex $X$, every simplex $\sigma$ of $\chi(X)$ is properly colored w.r.t. the process numbers $id_v$. Thus, if $\sigma$ is monochromatic w.r.t. the decision values $d_v$ (that is, if all its vertices have the same decision value $d$), it is clear that the recoloring $c_v = (id_v + d) \mod n$ will still be proper. Conversely, we proceed by contraposition: suppose that not all decision values are the same. Then, there must be two vertices $v$ and $w$ of $\sigma$, such that $id_w = (id_v + 1) \mod n$ and $d_v = 1$ and $d_w = 0$. Thus $c_v = c_w$, and the recoloring $c$ is not proper. 

We can now easily conclude the proof. Since on the boundary of $\chi(X)$ all the vertices have the decision value 0, the recoloring $c$ is just the process number: $c_v = id_v$ for every boundary vertex $v$. Moreover, since $\chi(X)$ is just the (iterated) chromatic subdivision of a single input simplex $X$, we know that the process numbers $id_v$ form a Sperner coloring on its boundary. Thus, by Sperner’s lemma [11], there must exist a simplex $\sigma \in \chi(X)$ which is properly colored w.r.t. the recoloring $c_v$, and by Lemma 7 this means that all the vertices of this simplex decide the same output. Therefore, the equality negation task with parameter $k = 1$ cannot be solved by iterated immediate snapshot.

The same proof can be adapted for any $k \leq n/2$: 
Theorem 8. The equality negation task for \( n \geq 3 \) processes, with parameters \( k \leq n/2 \) and \( \ell = k + 1 \) is not solvable in the immediate snapshot model.

Proof. The only difference with the case \( k = 1 \) above is that we now start with the simplex \( X = \{(P_0,0),\ldots,(P_{k-1},k-1),(P_k,0),\ldots,(P_{2k-1},k-1),\ldots\} \), which has exactly \( k \) distinct input values, and every input appears at least twice. Therefore, if we remove one vertex from \( X \), we obtain a face of \( X \) (of cardinality \( n-1 \)) which still has \( k \) distinct inputs. Then, this face belongs to another simplex with \( k+1 \) input values. Thus, after subdivision, every process on the boundary of \( X \) must decide the same output (say, 0). Now the rest of the proof is exactly the same as in the case of \( k = 1 \): we have a simplicial complex \( \chi(X) \) which is a chromatic subdivision of \( X \), and we know that every process on its boundary has decision value 0. By Sperner’s lemma, there is a simplex \( \sigma \in \chi(X) \) which is properly colored w.r.t. the recoloring \( c \), and by Lemma 7 it is monochromatic w.r.t. the decision values. Since \( X \) has \( \leq k \) distinct input values, this set of outputs is not allowed.

4.2 Some impossibility results depending on the parity of \( n-k \)

We now extend the proof of Section 4.1 to show that the task is not solvable by iterated immediate snapshot in half of the remaining cases: namely, whenever \( n-k \) is odd, the task is unsolvable. We will rely on the same recoloring trick (and the associated Lemma 7), but instead of Sperner’s lemma, we will use a slightly more powerful combinatorial topology tool called the index lemma. Sperner’s lemma is equivalent to Brouwer’s fixed point theorem which in turn, can be seen as reducing to distinguishing between the topology of a ball of dimension \( n \) with its boundary, the \((n-1)\)-dimensional sphere. In more details, their topology is essentially different since there cannot be a continuous map from the \( n \)-ball onto (meaning, surjective) the \((n-1)\)-sphere. The index lemma relates to a more subtle topological distinction, about the inexistence of continuous maps that would be winding around holes in a non-consistent way, so is not just about the image of the map. Sperner’s lemma can be recovered as a direct consequence of the index lemma.

4.2.1 Low-dimensional example

Before we proceed to the general construction, let us illustrate the idea of the proof using the particular case of 3 processes and parameter \( k = 2 \). This instance of the task is the following: if the three input values are different, then the processes should agree on a common output value; moreover, since this subcomplex is connected, this common output has to be the same in all six of them.

There are 6 maximal simplices \( \sigma_{ijk} \) such that \(|\{i,j,k\}| = 3\), that is, where all three processes have distinct values. In each of these simplices, the processes should agree on a common output value; moreover, since this subcomplex is connected, this common output has to be the same in all six of them.

The rest of the input complex consists of simplices \( \sigma_{ijk} \) such that \(|\{i,j,k\}| \leq 2\). In that part of the input, the processes should not agree. This part of the input complex is topologically a “pearl necklace” of three spheres.

Note that the 6 simplices with three distinct inputs are actually filling the hole in the middle of the “necklace”. Thus, \( I \) is homotopy equivalent to a wedge of 2-spheres; in the terminology of [11], it is a pseudosphere.
We now focus on one of the three spheres depicted in Figure 1; for example, the one where all inputs are either 0 or 1. That sphere has six edges which are labeled with two distinct input values 0 and 1. Each of these 01-edges also belongs to one of the six simplices with three inputs 0, 1, 2; therefore, on each of these edges, all processes have to decide the same output value (say, w.l.o.g., that the common output value is 0). In the picture below, the 01-edges of the sphere are depicted in red. They form a circle on the surface of the sphere, splitting it in two half-spheres. We now look at only one of those two half-spheres, and call it $H$. It consists of four simplices, and its boundary contains only 01-edges. Thus, after the immediate snapshot computation occurs, this complex will be subdivided, and in order to solve the task, we should satisfy the following two conditions:

1. All the vertices on the (red) boundary must be mapped to the same output, say, 0; and
2. In every maximal simplex, not all processes should decide the same output.

This means we should have a simplicial map from a chromatic subdivision of $H$ to the subcomplex $T$ of the output complex where not all decision values are the same.

Since the processes on the boundary of $H$ all decide output 0, the boundary of $H$ has to be mapped to the outside boundary of $T$. Therefore, it seems clear topologically that some simplex inside $H$ will necessarily be sent to the “111-hole” in the middle of $T$, contradicting condition (2). Notice however that the boundary of $H$ is winding twice around the boundary of $T$. Moreover, this winding number is preserved by the chromatic subdivisions of $H$ induced by the immediate snapshot protocol. Sperner’s lemma, that we used in Section 4.1, only works if the boundaries are matched exactly (i.e., if we have a Sperner coloring). That’s why we need to use the index lemma, which is able to handle cases where one boundary is winding several times around the other.
Proposition 9. The equality negation task for $n = 3$ processes, with parameters $k = 2$ and $\ell = 3$ is not solvable in the immediate snapshot model.

Proof. Assume for contradiction that the task is solvable, and let $H$ be the subcomplex of the input complex described above. So, there should be a chromatic subdivision $\chi(H)$ of $H$, and an assignment of decision values to its vertices, which solves the task. Remember that all the vertices on the boundary of $\chi(H)$ must decide the same output value, for example 0. We choose an arbitrary (coherent) orientation for the simplices of $H$; and we assign colors using the same recoloring as in Section 4.1. What we want to do now is prove that the content of $\chi(H)$ is non-zero. Using the index lemma, we can also compute its index. And by Corollary 4, applied to the boundary of $\chi(H)$, it is equal to the index of $H$ itself.

Then, an easy calculation shows that the index of $H$ is either 2 or $-2$ depending on the orientation that we chose. So, no matter how many rounds of immediate snapshot we do, the index of $\chi(H)$ is either 2 or $-2$. By the index lemma, its content must be equal to its index (in absolute value). Since it is non-zero, there must exist proper triangles in $\chi(H)$, which by Lemma 7 correspond to monochromatic triangles w.r.t. the decision values. This contradicts the solvability of the task.

4.2.2 General case

We now work with any $k$ and $n$ (remember however that $k < n$ since $\ell = k + 1 \leq n$), and we try to follow the same recipe as in the previous section. So, our goal is to find a subcomplex of the input complex, which is a pseudomanifold (in order to be able to apply the index lemma), and whose boundary consists of simplices with exactly $k$ distinct input values (so that we can say that every process on the boundary has to decide the same output). A simple way to obtain a pseudomanifold is to choose a sphere in the input complex, and restrict ourselves to a subcomplex of this sphere. Although this idea is inspired from what we did in the low-dimensional example, the reader should be warned that the general construction we are about to do, when instantiated with $n = 3$ and $k = 2$, does not give the same proof as the one of Section 4.2.1.

Consider the subcomplex $S$ of the input complex, which contains all the vertices of the form $(P_i, a_i)$, where $a_i = 0$ or $a_i = i$ if $1 \leq i \leq k$, and $a_i = 0$ or $a_i = 1$ for all other values of $i$. The simplices of $S$ are all combinations of such vertices, which are properly colored w.r.t. the process names. For example, $\sigma = \{(P_0, 0), (P_1, 0), \ldots, (P_{n-1}, 0)\}$ is a simplex of $S$.

For ease of notation, when talking about maximal simplices, we omit the process names and just write $\sigma = \langle 0, \ldots, 0 \rangle$, where the $i$-th component is the value of process $P_i$. Another simplex of $S$ is $\langle 0, 1, 2, \ldots, k, 0, \ldots, 0 \rangle$.

For the case $n = 3$, $k = 2$, the sphere $S = \{(a, b, c) \mid a, b \in \{0, 1\}, c \in \{0, 2\}\}$ is represented below (the colors black, gray, white correspond to $P_0$, $P_1$, $P_2$, respectively).
Since every process can take exactly two different input values, independently from the other processes, the complex $S$ is a $(n-1)$-sphere. In particular, it is a pseudomanifold. Among the maximal simplices of $S$, some of them contain exactly $k+1$ distinct input values, and the others contain $k$ values or fewer. We write $S_{k+1} \subseteq S$ for the subcomplex of $S$ which contains all the simplices with $k+1$ input values, and $S_{\leq k} = S \setminus S_{k+1}$. Both $S_{k+1}$ and $S_{\leq k}$ are pseudomanifolds, and they have the same boundary $\partial S_{k+1} = \partial S_{\leq k} = S_{k+1} \cap S_{\leq k}$. In every simplex of $S_{k+1}$, the processes must decide the same value (since $S_{k+1}$ is connected); assume w.l.o.g. that they decide the output value 0.

The complex $S_{\leq k}$ will play the role of the complex $H$ that we had in Section 4.2.1. In the case of $n = 3$, $k = 2$, it corresponds to the sphere $S$ with two holes corresponding to the two simplices with three distinct inputs. Its boundary is represented in red in the picture above.

So the situation is a bit different than what we had in Section 4.2.1: instead of one boundary winding twice around the output, we now have two holes, each of them winding once around the output complex. Fortunately, the index lemma can also deal with such cases, as long as the two holes are winding in the same direction around the output (otherwise they would cancel each other). This is taken into account when we compute the index: here, one can check that the two holes have the same orientation, so the index will be either 2 or $-2$. For general $k$ and $n$, the boundary of $S_{\leq k}$ can have many holes, each of them winding several times around the output complex. Our goal is once again to prove that the index is non-zero.

**Theorem 10.** The equality negation task for $n \geq 3$ processes, with parameters $k$ and $\ell = k + 1$ such that $n - k$ is odd, is not solvable in the immediate snapshot model.

**Proof.** After the immediate snapshot communication occurs, we obtain a chromatic subdivision $\chi(S_{\leq k})$. We already know that it is a pseudomanifold, and that on its boundary every process has to decide 0. Our goal is now to use the index lemma to prove that there exists a simplex inside $\chi(S_{\leq k})$ which is monochromatic w.r.t. the decision values. First, we use the recoloring of Lemma 7, so that we are now searching for a properly colored simplex in $\chi(S_{\leq k})$. All we need to show is that the content of $\chi(S_{\leq k})$ is non-zero; thus, we want to compute its index. Since the index is preserved by chromatic subdivisions (see Corollary 4), we just need to compute the index of $S_{\leq k}$. Since the boundary of $S_{\leq k}$ is the same as the boundary of $S_{k+1}$, their index is the same (in absolute value), and since the index of $S_{k+1}$ is equal to its content, we want to compute the content of $S_{k+1}$. In $S_{k+1}$, every simplex is properly colored (because everyone decides 0), so we just need to count the simplices of $S_{k+1}$ by orientation. If the result is non-zero, this concludes the proof.

So let us pick an arbitrary orientation, say that the simplex $(0, \ldots, 0)$ is oriented positively. Each time we change the value of one coordinate, the orientation changes: for example, the simplex $(1, 0, \ldots, 0)$ is oriented negatively. Let us first characterize the maximal simplices of $S_{k+1}$: they are of the form $(a_0, a_1, 2, 3, \ldots, k, a_{k+1}, \ldots, a_{n-1})$, where for each $i \notin \{2, \ldots, k\}$, $a_i \in \{0, 1\}$, and at least one of the $a_i$ must be 0, and at least one must be 1. There are exactly $2^{n-k+1} - 2$ such simplices: all combinations of 0’s and 1’s are possible, except for $z = (0, 0, 2, 3, \ldots, k, 0, \ldots, 0)$ and $u = (1, 1, 2, 3, \ldots, k, 1, \ldots, 1)$. To go from $z$ to $u$, we need to change $n - k + 1$ coordinates. Thus, since $n - k + 1$ is even, then $z$ and $u$ have the same orientation; otherwise, they would have opposite orientations.

A simple calculation shows that summing the orientations of all the simplices of $S_{k+1}$, plus $z$ and $u$, gives 0 as a result. Indeed, if we omit the middle components “2, 3, \ldots, $k$”, these $2^{n-k+1}$ simplices correspond to all the binary sequences of size $n - k + 1$. We can, for example, enumerate those sequences using Gray code, so that the orientations are alternating, hence there is the same number of positively and negatively oriented simplices. Since $z$ and $u$
are not in $S_{k+1}$, and they have the same orientation, then the content of $S_{k+1}$ must be either 2 or $-2$. In any case, it is non-zero: so the task is not solvable whenever $n - k$ is odd.

In particular, the case of $k = n - 1$ is not solvable for any $n$, as $n - k = 1$ is odd. Note that in this proof, we do not really use the full power of the index lemma: we use it to show that the content of $S_{\leq k}$ is equal (in absolute value) to the content of $S_{k+1}$. This also follows from the simple fact that the content of a sphere is always 0, which is a direct consequence of the index lemma; so the contents of $S_{\leq k}$ and $S_{k+1}$ must be opposite.

5 Discussion on the number of input values

In all this paper, we have been working with a set of input values $I = \{0, \ldots, n-1\}$ of size $n$, for a number $n \geq 3$ of processes. This might seem a bit surprising, considering that in the original equality negation task for two processes [14], the size of the input set matters a lot. For $I = \{0, 1\}$, the task is solvable, but for $I = \{0, 1, 2\}$, it becomes unsolvable. It is quite informative to think about why our unsolvability proofs of Theorems 8 and 10 fail in the case of two processes and $I = \{0, 1, 2\}$. Both of them fail for a similar reason. We identify a subcomplex of the input complex ($\chi(X)$ in Section 4.1 and $S_{\leq k}$ in Section 4.2.2), and we surround its boundary by simplexes where every process must decide the same output. However, in order to assume that every vertex on the boundary decides the same output $0$, we need to know that the part of the input complex which decides the same output is connected. For two processes, this is not the case if $I = \{0, 1\}$, however taking $I = \{0, 1, 2\}$ fixes this issue. Both input complexes are depicted below; the subcomplex where decisions should be the same is represented in blue.

No such problem occurs when there are more than 3 processes. Nevertheless, we can still wonder what happens when we allow an input set $I$ of size $|I| > n$. Actually, all the results of this paper can be extended to such a setting in a straightforward way:

- Theorem 5 can easily be shown to work when more than $n$ input values are allowed: intuitively, the algorithm relies only on the size of the sets of values that are seen by the processes. It never looks at the actual values.

- In all our unsolvability proofs (Theorems 8 and 10, and Proposition 9), we proceed by picking a subcomplex of the input complex, and then we work in this subcomplex to find a contradiction. If we add more input values, this just makes the input complex bigger, but all those proofs still work as they stand.

6 Conclusion

We have defined a family of equality negation tasks and studied their solvability and unsolvability. A few cases remain open questions; we conjecture that they should be unsolvable. The same proof method as in Section 4.2.2 using the index lemma might work for the remaining cases, but we would need to find another subcomplex of the input complex on which to apply it. Unfortunately, our attempts to do so have failed.
There are a number of other variations of this task that we could have studied. For example, instead of having binary outputs in \( \{0, 1\} \), we could have a larger set of output values. Then, we could introduce two more parameters to define what it means to “agree” or to “disagree” in that context. That kind of parameters appear in the generalized symmetry breaking task [4].
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1 Introduction

Broadcast is a popular abstraction in the distributed systems toolbox, allowing a process to transmit messages to a set of processes. The literature defines many flavors of broadcast, with different safety and liveness guarantees [14, 25, 35, 42, 48]. In this paper we focus on Byzantine reliable broadcast, as defined by Bracha [12]. This abstraction is a central building block in practical Byzantine fault-tolerant (BFT) systems [15, 19, 33]. We tackle the problem of its scalability, namely reducing the complexity of Byzantine reliable broadcast, and seeking good performance despite a large number of participating processes.

In Byzantine reliable broadcast, a designated sender broadcasts a single message. Intuitively, the broadcast abstraction ensures that no two correct processes deliver different messages (consistency), either all correct processes deliver a message or none does (totality), and that, if the sender is correct, all correct processes eventually deliver the broadcast message (validity). This must hold despite a certain fraction of Byzantine processes, potentially including the sender. We denote by $N$ the number of processes in the system, and $f$ the fraction of processes that are Byzantine. Existing algorithms for Byzantine reliable broadcast scale poorly as they typically have $O(N)$ per-process communication complexity [13, 42, 45, 53].

The root cause for poor scalability of these algorithms is their use of quorums [43, 56], i.e., sets of processes that are large enough to always intersect in at least one correct process. The size of a quorum grows linearly with the size of the system [14].

To overcome the scalability limitation of quorum-based broadcast, Malkhi et al. [46] generalize quorums to the probabilistic setting. In this setting, two random quorums intersect with a fixed, arbitrarily high probability, allowing the size of each quorum to be reduced to $O(\sqrt{N})$. We are not aware of any Byzantine reliable broadcast algorithm building on probabilistic quorums; nevertheless, such an algorithm could have a per-process communication complexity reduced from $O(N)$ to $O(\sqrt{N})$. The active protocol [42] uses a form of samples for an optimistic path, but relies on synchrony and has a linear worst-case complexity (that is arguably very likely to occur with merely a moderate number of faulty processes).

1.1 Samples

In this paper, we present a probabilistic gossip-based Byzantine reliable broadcast algorithm having $O(\log N)$ per-process communication and computation complexity, at the expense of $O(\log N / \log \log N)$ latency. Essentially, we propose samples as a replacement for quorums. Like a probabilistic quorum, a sample is a randomly selected set of processes. Unlike quorums, samples do not need to intersect. Samples can be significantly smaller than quorums, as each sample must be large enough only to be representative of the system with high probability.

A process can use its sample to gather information about the global state of the system. An old Italian saying provides an intuitive understanding of this shift of paradigm: “To know if the sea is salty, one needs not drink all of it!” Intuitively, we leverage the law of large numbers, trading performance for a fixed, arbitrarily small probability of non-representativeness.  

Throughout this paper, we extensively use samples to estimate the number of processes satisfying a set of yes-or-no predicates, e.g., the number of processes that are ready to deliver a message $m$. Consider the case where a correct process $\pi$ queries $K$ randomly selected

---

1 To get an intuition of the difference between quorums and samples, consider the emulation of a shared memory in message passing [3]. One writes in a quorum and reads from a quorum to fetch the last value written. Our algorithms are rather in the vein of “write all, read any.” Here we would “write” using a gossip primitive and “sample” the system to seek the last written value.
processes (a sample) for a predicate $P$. Assume that a fraction $p$ of correct processes from the whole system satisfies predicate $P$. Let $x$ be the fraction of positive responses (out of $K$) that $\pi$ collects. By the Chernoff bound, the probability of $|x - p| \geq f + \epsilon$ is smaller or equal to $\exp(-\lambda(\epsilon)K)$, where $\lambda$ quickly increases with $\epsilon$. For sufficient $K$, the probability of $x$ differing from $p$ by more than $f + \epsilon$ can be made exponentially small.

Our algorithms use a sampling oracle that returns the identity of a process from the system picked with uniform probability. In a permissioned system (i.e., one where the set of participating processes is known) sampling reduces to picking with uniform probability an element from the set of processes. In a permissionless system subject to Byzantine failures and slow churn, a (nearly) uniform sampling mechanism is achievable using gossip [10].

1.2 Scalable Byzantine Reliable Broadcast

Our probabilistic algorithm, Contagion, allows each property of Byzantine reliable broadcast to be violated with an arbitrarily small probability $\epsilon$. We show that $\epsilon$ scales sub-quadratically with $N$, and decays exponentially in the size of the samples. As a result, for a fixed value of $\epsilon$, the per-node communication complexity of Contagion is logarithmic.

We build Contagion incrementally, relying on two sub-protocols, as we describe next.

First, Murmur is a probabilistic broadcast algorithm that uses simple message dissemination to establish validity and totality. In this algorithm, each correct process relays the sender’s message to a randomly picked gossip sample of other processes. For the sample size $\Omega(\log N)$, the resulting gossip network is a connected graph with $O(\log N / \log \log N)$ diameter, with high probability [21, 17]. In case of a Byzantine sender, however, Murmur does not guarantee consistency.

Second, Sieve is a probabilistic consistent broadcast algorithm (built upon Murmur) that guarantees consistency, i.e., no two correct processes deliver different messages. To do so, each correct process uses a randomly selected echo sample. Intuitively, if enough processes from any echo sample confirm a message $m$, then with high probability no correct processes in the system delivers a different message $m'$. Sieve, however, does not ensure totality. If a Byzantine sender broadcasts multiple conflicting messages, a correct process might be unable to gather sufficient confirmations for either of them from its echo sample, and consequently would not deliver any message, even if some correct process delivers a message.

Finally, Contagion is a probabilistic Byzantine reliable broadcast algorithm that guarantees validity, consistency, and totality. The sender uses Sieve to disseminate a consistent message to a subset of the correct processes. In order to achieve totality, Contagion mimics the spreading of a contagious disease in a population. A process samples the system and if it observes enough other “infected” processes in its sample, it becomes infected itself. If a critical fraction of processes is initially infected by having received a message from the underlying Sieve layer, the message spreads to all correct processes with high probability. If a process observes enough other infected processes, it delivers. As in the original deterministic implementation by Bracha [12], the crucial point here is that “enough” for becoming infected is less than “enough” for delivering. This way, with high probability, either all correct processes deliver a message or none does – Contagion satisfies totality. The other two important properties (validity and consistency) are inherited from the underlying (Contagion and Sieve) layers.
1.3 Probability Analysis and Applications

A major technical contribution of this work is a complete, formal analysis of the properties of our three algorithms. To the best of our knowledge, this is the first such analysis applied to a probabilistic broadcast algorithm in the Byzantine fault model, and this turned out to be challenging. Intuitively, providing a bound on the probability of a property being violated reduces to studying a joint distribution between the inherent randomness of the system and the behavior of the Byzantine adversary. Since the behavior of the adversary is arbitrary, the marginal distribution of the Byzantine’s behavior is unknown.

We develop two novel strategies to bound the probability of a property being violated, which we use in the analysis of **Sieve** and **Contagion** respectively.

1. When evaluating the consistency of **Sieve**, we show that a bound holds for every possibly optimal adversarial strategy. Essentially, we identify a subset of adversarial strategies that we prove to include the optimal one, i.e., the one that has the highest probability of compromising the consistency of **Sieve**. We then prove that every possibly optimal adversarial strategy has a probability of compromising the consistency of **Sieve** smaller than some \( \epsilon \).

2. When evaluating the totality of **Contagion**, we show that the adversarial strategy does not affect the outcome of the execution. Here, we show that any adversarial strategy reduces to a well-defined sequence of choices. We then prove that, due to the limited knowledge of the Byzantine adversary, every choice is equivalent to a random one.

Our analysis shows that, for a practical choice of parameters, the probability of violating the properties of our algorithm can be brought down to \( 10^{-16} \) for systems with thousands of processes.

In the rest of this paper, we state our system model and assumptions (Section 2), and then present our **Murmur**, **Sieve**, and **Contagion** algorithms (Sections 3 to 5). Our algorithm descriptions are high-level, but throughout this paper we will often refer the interested reader to the corresponding appendices containing all details (including pseudocode and formal proofs); to respect conference proceedings space limits, we place these appendices in the extended version of this article [34]. We discuss the security and complexity of our algorithms in Section 6, and cover related work in Section 7.

## 2 Model and Assumptions

We assume an asynchronous message-passing system where the set \( \Pi \) of \( N = |\Pi| \) processes partaking in an algorithm is fixed. Any two processes can communicate via a reliable authenticated point-to-point link.

We assume that each correct process has access to a local, unbiased, independent source of randomness. We assume that every correct process has direct access to an oracle \( \Omega \) that, provided with an integer \( n \leq N \), yields the identities of \( n \) distinct processes, chosen uniformly at random from \( \Pi \). Implementing \( \Omega \) is beyond the scope of this paper, but it is straightforward in practice. In a system where the set of participating processes is known, sampling reduces to picking with uniform probability an element from the set of processes. In a system without a global membership view that may even be subject to slow churn, a (nearly) uniform sampling mechanism is available in literature due to Bortnikov et al. [10].

At most a fraction \( f \) of the processes are Byzantine, i.e., subject to arbitrary failures [40]. Byzantine processes may collude and coordinate their actions. Unless stated otherwise, we denote by \( \Pi_C \subseteq \Pi \) the set of correct processes and by \( C = |\Pi_C| = (1 - f)N \) the number of
correct processes. We assume a static Byzantine adversary controlling the faulty processes, i.e., the set of processes controlled by the adversary is fixed at the beginning and does not change throughout the execution of the protocols.

We make standard cryptographic assumptions regarding the power of the adversary, namely that it cannot subvert cryptographic primitives, e.g., forge a signature. We also assume that Byzantine processes are not aware of (1) the output of the local source of randomness of any correct process; and (2) which correct processes are communicating with each other. The latter assumption is important to prevent the adversary from poisoning the view of the system of a targeted correct process without having to bias the local randomness source of any correct process. Even against ISP-grade adversaries, we can implement this assumption in practice by means such as onion routing [18] or private messaging [54].

3 Probabilistic Broadcast with Murmur

In this section, we introduce the probabilistic broadcast abstraction and its implementation, Murmur. Briefly, probabilistic broadcast ensures validity and totality. We use this abstraction in Sieve (Section 4) to initially distribute the message from a sender to all correct processes.

The probabilistic broadcast interface assumes a specific sender process $\sigma$. An instance $pb$ of probabilistic broadcast exports two events. First, process $\sigma$ can request through $\langle pb.\text{Broadcast} \mid m \rangle$ to broadcast a message $m$. Second, the indication event $\langle pb.\text{Deliver} \mid m \rangle$ is an upcall for delivering message $m$ broadcast by $\sigma$. For any $\epsilon \in [0, 1]$, we say that probabilistic broadcast is $\epsilon$-secure if:

1. **No duplication:** No correct process delivers more than one message.
2. **Integrity:** If a correct process delivers a message $m$, and $\sigma$ is correct, then $m$ was previously broadcast by $\sigma$.
3. **$\epsilon$-Validity:** If $\sigma$ is correct, and $\sigma$ broadcasts a message $m$, then $\sigma$ eventually delivers $m$ with probability at least $(1 - \epsilon)$.
4. **$\epsilon$-Totality:** If a correct process delivers a message, then every correct process eventually delivers a message with probability at least $(1 - \epsilon)$.

3.1 Gossip-based Algorithm

Murmur (presented in detail in [34, Appendix A, Algorithm 1]) distributes a single message across the system by means of gossip: upon reception, a correct process relays the message to a set of randomly selected neighbors. The algorithm depends on one parameter: *expected gossip sample size* $G$.

Upon initialization, every correct process uses the sampling oracle $\Omega$ to select (on average) $G$ other processes to gossip with. Gossip links are reciprocated, making the gossip graph undirected.

To broadcast a message $m$, the designated sender $\sigma$ signs $m$ and sends it to all its neighbors. Upon receiving a correctly signed message $m$ from $\sigma$ for the first time, each correct process delivers $m$ and forwards $m$ to every process in its neighborhood.

3.2 Analysis Using Erdős-Rényi Graphs

The detailed analysis, provided in [34, Appendix A, Sections A.3 and A.4], formally proves the correctness of Murmur by deriving a bound on $\epsilon$ as a function of the algorithm and system parameters. Here we give a very high-level sketch of our probabilistic analysis of Murmur.
3.2.1 No duplication, integrity and $\epsilon$-validity

Here is the intuition behind the properties satisfied by Murmur [34, Appendix A.3]:

1. No duplication: A correct process maintains a delivered variable that it checks and updates when delivering a message, preventing it from delivering more than one message.
2. Integrity: Before broadcasting a message, the sender signs that message with its private key. Before delivering a message $m$, a correct process verifies $m$'s signature. This prevents any correct process from delivering a message that was not previously broadcast by the sender.
3. $\epsilon$-Validity: Upon broadcasting a message, the sender also immediately delivers it. Since this happens deterministically, Murmur satisfies 0-validity, independently from the parameter $G$.

3.2.2 $\epsilon$-Totality

Murmur satisfies $\epsilon$-totality with $\epsilon$ upper-bounded by a function that decays exponentially with $G$, and increases polynomially with $f$ [34, Appendix A.4]. We prove that the network of connections established among the correct processes is an undirected Erdős–Rényi graph [21]. Totality is satisfied if such graph is connected.

Erdős–Rényi graphs are well known in literature [1] to display a connectivity phase transition: when the expected number of connections each node has exceeds the logarithm of the number of nodes, the probability of the graph being connected steeply increases from 0 to 1 (in the limit of infinitely large systems, this increase becomes a step function). We use this result to compute the probability of the sub-graph of correct processes being connected and, consequently, of Murmur satisfying totality ([34, Theorem 4]).

4 Probabilistic Consistent Broadcast with Sieve

In this section, we first introduce the probabilistic consistent broadcast abstraction, which allows (a subset of) the correct processes to agree on a single message from a (potentially Byzantine) designated sender. We then discuss Sieve, an implementation of this abstraction. We use probabilistic consistent broadcast in the implementation of Contagion (see Section 5) as a way to consistently disseminate messages. Sieve itself builds on top of probabilistic broadcast (see Section 3).

Probabilistic consistent broadcast does not guarantee totality, but it does guarantee consistency: despite a Byzantine sender, no two correct processes deliver different messages. If the sender is Byzantine, however, it may happen with a non-negligible probability that only a proper subset of the correct processes deliver the message.

For any $\epsilon \in [0,1]$, we say that probabilistic consistent broadcast is $\epsilon$-secure if it satisfies the properties of No duplication and Integrity as defined above, and:

- $\epsilon$-Total validity: If $\sigma$ is correct, and $\sigma$ broadcasts a message $m$, every correct process eventually delivers $m$ with probability at least $(1 - \epsilon)$.
- $\epsilon$-Consistency: With probability at least $(1 - \epsilon)$, no two correct processes deliver different messages.
4.1 Sample-Based Algorithm

Sieve (presented in detail in [34, Appendix B, Algorithm 3]) uses Echo messages to consistently distribute a single message to (a subset of) the correct processes: before delivering a message, a correct process samples the system to estimate how many other processes received the same message. The algorithm depends on two parameters: the echo sample size $E$ and the delivery threshold $\hat{E}$.

Upon initialization, every correct process uses the sampling oracle $\Omega$ to select an echo sample $E$ of size $E$, and sends an EchoSubscribe message to every process in $E$. Upon broadcasting, the sender uses the underlying probabilistic broadcast (e.g., Murmur) to initially distribute a message to every correct process. This step does not ensure consistency, so processes may see conflicting messages if the sender $\sigma$ is Byzantine. Upon receiving a message $m$ from probabilistic broadcast, a correct process $\pi$ sends an $(Echo,m)$ message to every process that sent an EchoSubscribe message to $\pi$. (Note that, due to the no duplication property of probabilistic broadcast, this can happen only once per process.) Upon collecting $\hat{E}$ $(Echo,m)$ messages from its echo sample $E$, $\pi$ delivers $m$. Notably, if $\pi$ delivers $m$, then with high probability every other correct process either also delivers $m$, or does not deliver anything at all, but never delivers $m' \neq m$.

4.2 Analysis Using Adversary Decorators

Here we present a high-level outline of the analysis of Sieve; for a complete formal treatment, see [34, Appendix B], where we prove the correctness of Sieve by deriving a bound on $\epsilon$.

4.2.1 No duplication and integrity

Sieve deterministically satisfies these properties the same way as Murmur does [34, Appendix B.3].

4.2.2 $\epsilon$-Total Validity

Since we assume a correct sender $\sigma$ (by the premise of total validity), a bound on the probability $\epsilon$ of violating total validity can easily be derived from the probability of the underlying probabilistic broadcast failing and from the probability of some process' random echo sample having more than $E - \hat{E}$ Byzantine processes [34, Appendix B.4].

4.2.3 $\epsilon$-Consistency

While the intuition why Sieve satisfies consistency is rather simple, proving it formally is the most technically involved part of this paper. We now provide the intuition and present the techniques we use to prove it, while deferring the full body of the formal proof to [34, Appendices B.5-B.10].

In order for Sieve to violate consistency, two correct processes must deliver two different messages (which can only happen if the sender $\sigma$ is malicious). This, in turn, means that two correct processes $\pi$ and $\pi'$ must observe two different messages $m$ and $m'$ sufficiently represented in their respective echo samples. I.e., $\pi$ receives $(Echo,m)$ at least $\hat{E}$ times and $\pi'$ receives $(Echo,m')$ at least $\hat{E}$ times.

Note that a correct process only sends $(Echo,m)$ for a single message $m$ received from the underlying probabilistic broadcast layer. The intuition of Sieve is the same as in quorum-based algorithms. With quorums, if enough correct processes issue $(Echo,m)$ to make at
least one correct process deliver m, the remaining processes (regardless of the behavior of the Byzantine ones) are not sufficient to make any other correct process deliver m′. For Sieve, this holds with high probability as long as \( \hat{E} \) is sufficiently high and the fraction \( f \) of Byzantine processes is limited.

To prove these intuitions, we first describe Simplified Sieve [34, Appendix B.6], a strawman variant of Sieve that is easier to analyze. We prove that Simplified Sieve guarantees consistency with strictly lower probability than Sieve does [34, Appendix B.8, Lemma 12]. Thus, an upper bound on the probability of Simplified Sieve failing is also an upper bound on the probability of Sieve failing.

Next, we analyze Simplified Sieve using a novel technique that involves modeling the adversary as an algorithm that interacts with the system through a well-defined interface [34, Appendix B.7]. We start from the set of all possible adversarial algorithms and gradually reduce this set, while proving that the reduced set still includes an optimal adversary [34, Appendix B.9]. (An adversary is optimal if it maximizes the probability \( \epsilon \) of violating consistency.) Intuitively, we prove that certain actions of the adversary always lead to strictly lowering \( \epsilon \), and thus need not be considered. For example, an adversary can only decrease its chance of compromising consistency when omitting Echo messages.

To this end, we introduce the concept of decorators. A decorator is an algorithm that lies between an adversary and a system. It emulates a system and exposes the corresponding interface to the decorated adversary. At the same time, the decorator also exposes the interface of an adversary to interact with a system. The purpose of a decorator is to alter the interaction between the adversary and the system. For any decorated adversary, we prove that the decorator does not decrease the probability \( \epsilon \) of the adversary compromising the system. Thus, a decorator effectively transforms an adversary into a stronger one. Each decorator maps a set of adversaries into one of its proper subsets that is easier to analyze [34, Appendix D].

Through a series of decorators, we obtain a tractable set of adversaries that provably contains an optimal one. Then we derive the bound on \( \epsilon \) under these adversaries [34, Theorem 9].

5 Probabilistic Byzantine Reliable Broadcast with Contagion

Our main algorithm, Contagion, implements the probabilistic Byzantine reliable broadcast abstraction. This abstraction is strictly stronger than probabilistic consistent broadcast, as it additionally guarantees \( \epsilon \)-totality. Despite a Byzantine sender, either none or every correct process delivers the broadcast message.

For any \( \epsilon \in [0, 1] \), we say that probabilistic Byzantine reliable broadcast is \( \epsilon \)-secure if it satisfies the properties of No duplication, Integrity, \( \epsilon \)-Validity, \( \epsilon \)-Consistency and \( \epsilon \)-Totality, as already defined in previous sections.

5.1 Feedback-Based Algorithm

Our algorithm implementing probabilistic Byzantine reliable broadcast is called Contagion and we present it in detail in [34, Appendix C, Algorithm 7]. It uses a feedback mechanism to securely distribute a single message to every correct process. The main challenge of Contagion is to ensure totality; we prove that the other properties are easily inherited from the underlying layer with high probability.

The basic idea of Contagion roughly corresponds to the last stage of Bracha’s broadcast algorithm [12]. During the execution of Contagion for message m, processes first become ready for m. A correct process \( \pi \) can become ready for m in two ways:
1. \( \pi \) receives \( m \) from the underlying consistent broadcast layer.
2. \( \pi \) observes a certain fraction of other processes being ready for \( m \).

A correct process delivers \( m \) only after it observes enough other processes being ready for \( m \).

Unlike Bracha, we use samples (as opposed to quorums) to assess whether enough nodes are ready for \( m \) (and consequently our results are all probabilistic in nature). Upon initialization, every correct process selects a ready sample \( R \) of size \( R \) and a delivery sample \( D \) of size \( D \). Our algorithm depends on four parameters: the ready and delivery sample sizes \( R \) and \( D \), and the ready and delivery thresholds \( \hat{R} \) and \( \hat{D} \).

The delivery sample \( D \) is the sample used to assess whether \( m \) can be delivered. A correct process \( \pi \) delivers \( m \) if at least \( \hat{D} \) out of the \( D \) processes in \( \pi \)'s delivery sample are ready for \( m \).

The purpose of the ready sample \( R \) is to create a feedback loop, a crucial part of the Contagion algorithm. When a correct process \( \pi \) observes at least \( \hat{R} \) out of the \( R \) other processes in \( \pi \)'s ready sample to be ready for \( m \), \( \pi \) itself becomes ready for \( m \). A direct consequence of such a feedback loop is the existence of a critical fraction of processes that, when ready for \( m \), cause all the other correct processes become ready for \( m \) with high probability.

We require that \( \hat{R}/R < \hat{D}/D \), i.e., the fraction of ready processes \( \pi \) needs to observe in order to become ready itself is smaller than the fraction of ready processes required for \( \pi \) to deliver \( m \). Totality is then implied by the following intuitive argument. If a correct process \( \pi \) delivers \( m \), it must have observed a fraction of at least \( \hat{D}/D \) other processes being ready for \( m \). As this fraction is higher than the critical fraction required for all correct processes to become ready for \( m \), all correct processes will eventually become ready for \( m \). Consequently, all correct processes will eventually deliver \( m \). On the other hand, if too few processes are initially ready for \( m \), such that the critical fraction is not reached, with high probability no correct process will observe the (even higher) fraction \( \hat{D}/D \) of ready processes in its sample. Consequently, no correct process delivers \( m \).

To broadcast a message \( m \), the sender \( \sigma \) initially uses probabilistic consistent broadcast (Section 4) to disseminate \( m \) consistently to (a subset of) the correct processes. All correct processes that receive \( m \) through probabilistic consistent broadcast become ready for \( m \). If their number is sufficiently high, according to the mechanism described above, all correct processes deliver \( m \) with high probability. If only a few correct processes deliver receive \( m \) from probabilistic consistent broadcast, with high probability no correct process delivers \( m \).

5.2 Threshold Contagion Game

Before presenting the analysis of Contagion, we overview the Threshold Contagion game, an important tool in our analysis. In this game, we simulate the spreading of a contagious disease (without a cure) among members of a population, the same way the “readiness” for a message spreads among correct processes that execute our Contagion algorithm.

Threshold Contagion is played on the nodes of a directed multigraph, where each node represents a member of a population (whose state is either infected or healthy), and each edge represents a can-infect relation. An edge \((a, b)\) means that \( a \) can infect \( b \). We also call \( a \) the predecessor of \( b \). In our Contagion algorithm, this corresponds to \( a \) being in the ready sample of \( b \). Analogously to Contagion, a node becomes infected when enough of its predecessors are infected.

Threshold Contagion is played by one player in one or more rounds. At the beginning of each round, the player infects a subset of the healthy nodes. In the rest of the round, the infection (analogous to the readiness for a message) propagates as follows. A healthy
node that reaches a certain threshold ($\hat{R}$) of infected predecessors becomes infected as well (potentially contributing to the infection of more nodes). The round finishes when no healthy node has $\hat{R}$ or more infected predecessors, or when all nodes are infected.

In the analogy with our Contagion algorithm, infection by a player at the start of each round corresponds to a process receiving a message from the underlying probabilistic consistent broadcast layer. Infection through other nodes is analogous to observing $\hat{R}$ ready processes in the ready sample.

We analyze the Threshold Contagion game, and compute the probability distribution underlying the number of nodes that are infected at the end of each round, depending on the number of healthy nodes infected by the player. Applying this analysis to the Contagion algorithm (the adversary being the player), we obtain the probability distribution of the number of processes ready for a message, which, in turn, allows us to compute a bound on the probability of violating the properties of Contagion. We provide all details on the Threshold Contagion game itself in [34, Appendix E].

5.3 Analysis Using Threshold Contagion

Here we present an outline of the analysis of Contagion; for a full formal treatment, see [34, Appendix C].

5.3.1 No duplication and integrity

Contagion deterministically satisfies these properties the same way as our previous algorithms do [34, Appendix C.3].

5.3.2 $\epsilon$-Validity

Assuming a correct sender $\sigma$ (by the premise of validity), we derive a bound on the probability $\epsilon$ of violating validity from the probability of the underlying probabilistic consistent broadcast failing and from the probability of $\sigma$’s random delivery sample containing more than $D - \hat{D}$ Byzantine processes [34, Appendix C.4].

5.3.3 $\epsilon$-Consistency

When computing the upper bound on the probability $\epsilon$ of compromising consistency [34, Appendix C.9], we assume that if the consistency of the underlying probabilistic consistent broadcast is compromised, then the consistency of probabilistic Byzantine reliable broadcast is compromised as well. The rest of the analysis assumes that probabilistic Byzantine reliable broadcast is consistent.

In such case, every correct process receives at most one message $m^*$ from the underlying probabilistic consistent broadcast. Simply by acting correctly, Byzantine processes can cause any correct process to eventually deliver $m^*$. Consistency is compromised if the adversary can also cause at least one correct process to deliver a message $m \neq m^*$, given that no correct process becomes ready for $m$ by receiving it through the underlying probabilistic consistent broadcast.

We start by noting that, since a correct process $\pi$ can be ready for an arbitrary number of messages, the set of processes that are eventually ready for $m$ is not affected by which processes are eventually ready for a message $m^*$. If enough processes in $\pi$’s delivery sample are eventually ready both for $m$ and $m^*$, then $\pi$ can deliver either $m$ or $m^*$. In this case, the adversary (who controls the network scheduling, see Section 2) decides which message $\pi$ delivers.
The probability of $m$ being delivered by any correct process is maximized when every Byzantine process behaves as if it was ready for $m$ [34, Appendix C.9, Lemma 28]. Note that a Byzantine process being ready for $m$ behaves identically to a correct process that receives $m$ through probabilistic consistent broadcast. We model the adversarial system using a single-round game of Threshold Contagion where both correct and Byzantine processes are represented as nodes in the multigraph and all nodes representing Byzantine processes are initially infected [34, Appendix C.7, Lemma 26].

Given the distribution of the number of correct processes that are ready for $m$ at the end Threshold Contagion, we compute the probability that at least one correct process will deliver $m \neq m^*$. This probability, combined with the probability that the consistency of probabilistic consistent broadcast is violated, yields the probability $\epsilon$ of violating the consistency of Contagion.

### 5.3.4 $\epsilon$-Totality

Again, to compute an upper bound on the probability of our algorithm compromising totality, we assume that compromising the consistency of probabilistic consistent broadcast also compromises the totality of probabilistic Byzantine reliable broadcast. Assuming that probabilistic consistent broadcast satisfies consistency, at most one message $m^*$ is received by any correct process through the underlying probabilistic consistent broadcast. We loosen the bound on the probability of compromising totality (and simplify analysis) by considering totality to be compromised if any message $m \neq m^*$ is delivered by any correct process. This allows us to focus on message $m^*$. We further loosen the bound by assuming that the Byzantine adversary can arbitrarily cause any correct process to become ready for $m^*$. Whenever this happens, zero or more additional correct processes will also become ready for $m^*$ as a result of the feedback loop described in Section 5.1. To compromise totality, there must exists at least one correct process that delivers $m^*$ and at least one correct process does not.

We prove [34, Appendix C.10.3, Lemma 31] that the optimal adversarial strategy to compromise totality is to repeat the following. (1) Make a correct node ready for $m^*$. (2) Wait until the “readiness” propagates to zero or more correct nodes. (3) Have specific Byzantine processes behave as correct processes ready for $m^*$, if this leads to some (but not all) correct processes delivering $m^*$. Totality is satisfied if, after every step of the adversary, either the feedback loop makes all correct processes deliver $m^*$ (relying only on correct processes’ ready samples), or no correct process delivers $m^*$ (even with the “support” of Byzantine processes) [34, Theorem 14]. Otherwise, totality is violated.

We study this behavior with a multi-round game of Threshold Contagion, where only correct processes are represented as nodes in the multigraph and, at the beginning of each round, the player (i.e., the adversary) infects one uninfected node. From the probability distribution of the number of infected nodes after each round, we derive the probability of compromising totality by message $m^*$. This probability equals to the probability that there is at least one round after which the number of infected nodes allows some but not all the processes to deliver $m^*$.

### 6 Security and Complexity Evaluation

In Sections 3 to 5, we introduced three algorithms, Murmur, Sieve and Contagion, and outlined their analysis (deferring the formal details to the appendices).
We use a system size of 1024 processes and fractions of tolerated Byzantine processes $f = 0.1$ and $f = 0.15$. Right – Square root of the normalized $\epsilon$-security of Contagion, as a function of the system size $N$, for various fractions of Byzantine processes ($f$) and average sample sizes ($S$). We normalize the values in each series by the first element of that series. All lines appearing to grow sub-linearly with a square-rooted y-axis demonstrates that the normalized $\epsilon$ security grows sub-quadratically.

The modular design of our algorithm allows us to study its components independently. We employ numerical techniques to maximize the $\epsilon$-security of Contagion, under the constraint that the sum of all the sample sizes of a process is constant ($G + E + R + D = const$). Since a process communicates with all the processes in its samples, this corresponds to a fixed communication complexity.

For a given system size $N$ and fraction of Byzantine processes $f$, we relate this per-process communication complexity to the $\epsilon$-security of Contagion. As Figure 1 (left) shows, the probability $\epsilon$ of compromising the security of Contagion decays exponentially in the average sample size $S$.

We also study how the $\epsilon$-security of Contagion changes as a function of the system size $N$, for a fixed set of parameters ($G, E, R, D$). Figure 1 (right) shows that the $\epsilon$-security is bounded by a quadratic function in $N$. Thus, for a fixed security $\epsilon$, the average sample size (and consequently, the communication complexity of our algorithm) grows logarithmically with the system size $N$.

Given that a process $\pi$ only exchanges a constant number of messages with each member of $\pi$’s samples, and the sample size is logarithmic in system size, each node needs to exchange $O(\log N)$ messages. Thus, for $N$ nodes in the system, the overall message complexity is $O(N \log N)$. The latency in terms of message delays between broadcasting and delivery of a message is $O(\log N / \log \log N)$. Specifically, the latency converges to $O(\log N / \log \log N)$ message delays for gossip-based dissemination with Murmur (we prove this in [34, Appendix A.4, Theorem 5]), and 2 message delays in total for Echo (Sieve) and Ready (Contagion) messages.

7 Related Work

At its base, our broadcast algorithm relies on gossip. There is a great body of literature studying various aspects of gossip, proposing flavors of gossip protocols for different environments and analyzing their complexities [2, 6, 8, 7, 4, 20, 23, 30, 52, 28, 26, 27, 55, 57, 29, 36]. However, to the best of our knowledge, we propose the first highly scalable gossip-based reliable broadcast protocol resilient to Byzantine faults with a thorough probabilistic analysis.
The communication pattern in the implementation of both our Sieve and Contagion algorithms can be traced back to the Asynchronous Byzantine Agreement (ABA) primitive of Bracha and Toueg [13] and the subsequent line of work [12, 15, 42, 50]. Indeed, our echo-based mechanism in Sieve resembles algorithms from classic quorum-based systems for Byzantine consistent broadcast [53, 49]. The ready-based mechanism in Contagion is inspired by a two-phase protocol appearing in several practical (quorum-based) systems [15, 19, 44]. Compared to classic work on this topic, the key feature of Contagion and Sieve is that they replace the building block of quorum systems with stochastic samples, thus enabling better scalability for the price of abandoning deterministic guarantees.

There is significant prior work on using epidemic algorithms to implement scalable reliable broadcast [9, 22, 37, 41]. Under benign failures or constant churn, these algorithms ensure, with high probability, that every broadcast message reaches all or none, and that all messages from correct senders are delivered. Our goal is to additionally provide consistency for broadcast messages, and tolerate Byzantine environments [13, 45, 53]. To the best of our knowledge, we are the first to apply the epidemic sample-based methodology in this context. Our main algorithm Contagion scales well to dynamic systems of thousands of nodes, some of which may be Byzantine. This makes it a suitable choice for permissionless settings that are gaining popularity with the advent of blockchains [47].

Distributed clustering techniques seek to group the processes of a system into clusters, sometimes called shards or quorums, of size $O(\log N)$ [5, 31, 32, 38, 39, 51]. This line of work has various goals (e.g., leader election, “almost everywhere” agreement, building an overlay network) and they also aim for scalable solutions. The overarching principle in clustering techniques is similar to our use of samples: build each cluster in a provably random manner so that the adversary cannot dominate any single cluster. Samples in our solution are private and individual on a per-process basis, in contrast to clusters which are typically public and global for the whole system.

The idea of communication locality appears in the context of secure multi-party computation (MPC) protocols [11, 16, 24]. This property captures the intuition that, in order to obtain scalable distributed protocols and permit a large number of participants, it is desirable to limit the number of participants each process must communicate with. All of our three algorithms have this communication locality property, since each process coordinates only with logarithmically-sized samples. In contrast to secure MPC protocols, our algorithms have different goals, system model, or assumptions (e.g., we do not assume a client-server model [24], nor do we seek to address privacy issues). Our algorithms can be used as building blocks towards helping tackle scalability in MPC protocols, and we consider this an interesting avenue for future work.
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1 Introduction

1.1 LP-type Problems

LP-type problems were defined by Sharir and Welzl [18] as problems characterized by a tuple \((H, f)\) where \(H\) is a finite set of constraints and \(f : 2^H \rightarrow T\) is a function that maps subsets from \(H\) to values in a totally ordered set \((T, \leq)\) containing \(-\infty\). The function \(f\) is required to satisfy two conditions:

- **Monotonicity:** For all sets \(F \subseteq G \subseteq H\), \(f(F) \leq f(G) \leq f(H)\).

- **Locality:** For all sets \(F \subseteq G \subseteq H\) with \(f(F) = f(G)\) and every element \(h \in H\), if \(f(G) < f(G \cup \{h\})\) then \(f(F) < f(F \cup \{h\})\).

Given an LP-type problem \((H, f)\), the goal is to determine \(f(H)\). In doing so, the following notation has commonly been used. A subset \(B \subseteq H\) with \(f(B') < f(B)\) for all proper subsets \(B'\) of \(B\) is called a basis of \(H\). An optimal basis is a basis \(B\) with \(f(B) = f(H)\). The maximum cardinality of a basis is called the (combinatorial) dimension of \((H, f)\) and denoted by \(\dim(H, f)\).
LP-type problems cover many important optimization problems like linear optimization problems (where $H$ is the set of linear inequalities, $f(G)$ represents the optimal solution w.r.t. the given objective function under the constraints $G \subseteq H$, and the dimension is at most the number of variables in the LP) or geometric problems like the smallest enclosing ball problem (where $H$ is the set of points, $f(G)$ is the radius of the smallest enclosing ball for point set $G \subseteq H$, and the dimension is at most $d + 1$ for the $d$-dimensional case).

Clarkson [2] proposed a very elegant randomized algorithm for solving LP-type problems (see Algorithm 1). In this algorithm, each $h \in H$ has a multiplicity of $\mu_h \in \mathbb{N}$, and $H(\mu)$ is a multiset where each $h \in H$ occurs $\mu_h$ times in $H(\mu)$. The algorithm requires a subroutine for computing $f(S)$ for sets $S$ of size $O(\dim(H,f)^2)$, but this is usually straightforward if $\dim(H,f)$ is a constant. In the following, let $d = \dim(H,f)$, and we say that an iteration of the repeat-loop is successful if $|V| \leq |H(\mu)|/(3d)$, where $V$ is the set of elements violating a solution $f(R)$ for the chosen subset $R \subseteq H(\mu)$ (which might be a multiset), see also the algorithm.

\begin{algorithm}
\caption{Clarkson’s Algorithm.}
\begin{algorithmic}[1]
  \State \textbf{if} $|H| \leq 6 \dim(H,f)^2$ \textbf{then} \textbf{return} $f(H)$
  \State \textbf{else}
  \State $r := 6 \dim(H,f)^2$
  \State \textbf{for all} $h \in H$ \textbf{do} $\mu_h := 1$
  \State \textbf{repeat}
  \State \hspace{1em} choose a random subset $R$ of size $r$ from $H(\mu)$
  \State \hspace{1em} $V := \{h \in H(\mu) \mid f(R) < f(R \cup \{h\})\}$
  \State \hspace{1em} \textbf{if} $|V| \leq |H(\mu)|/(3 \dim(H,f))$ \textbf{then}
  \State \hspace{2em} \textbf{for all} $h \in V$ \textbf{do} $\mu_h := 2 \mu_h$
  \State \hspace{1em} \textbf{until} $V = \emptyset$
  \State \textbf{return} $f(R)$
\end{algorithmic}
\end{algorithm}

\begin{lemma}[(9)]
Let $(H, f)$ be an LP-type problem of dimension $d$ and let $\mu$ be any multiplicity function. For any $1 \leq r < m$, where $m = |H(\mu)|$, the expected size of $V = \{h \in H(\mu) \mid f(R) < f(R \cup \{h\})\}$ for a random subset $R$ of size $r$ from $H(\mu)$ is at most $d \cdot \frac{m - r}{r + 1}$.
\end{lemma}

From this lemma and the Markov inequality it immediately follows that the probability that an iteration of the repeat-loop is successful is at least $1/2$. Moreover, it holds:

\begin{lemma}[(15, 20)]
Let $k \in \mathbb{N}$ and $B$ be an arbitrary optimal basis of $H$. After $k \cdot d$ successful iterations, $2^k \leq \mu(B) < |H| \cdot e^{k/3}$.
\end{lemma}

Lemma 2 implies that Clarkson’s algorithm must terminate after at most $O(d \log |H|)$ successful iterations (as otherwise $2^k > |H| \cdot e^{k/3}$), so Clarkson’s algorithm performs at most $O(d \log |H|)$ iterations of the repeat-loop, on expectation. This bound is also best possible in the worst case for any $d \ll |H|$: given that there is a unique optimal basis $B$ of size $d$, its elements can have a multiplicity of at most $\sqrt{|H|}$ after $(\log |H|)/2$ iterations, so the probability that $B$ is contained in $R$ is polynomially small in $|H|$ up to that point.

Clarkson’s algorithm can easily be transformed into a distributed algorithm with expected runtime $O(d \log^2 n)$ if $n$ nodes are available that are interconnected by a hypercube, $n = |H|$, and each node is responsible for one element in $H$, for example, because in that case every
iteration of the repeat-loop can be emulated in $O(\log n)$ communication rounds, w.h.p.\footnote{By “with high probability”, or short, “w.h.p.”, we mean a probability of least $1 - 1/n^c$ for any constant $c > 0$.}, using appropriate (weighted random) routing, broadcast, and convergecast approaches. However, it has been open so far whether it is also possible to construct a distributed algorithm for LP-type problems with an expected runtime of just $O(d \log n)$ (either with a variant of Clarkson’s algorithm or a different approach). We will show in this paper that this is possible when running certain variants of Clarkson’s algorithm in the gossip model, even if $H$ has a size polynomial in $n$.

1.2 Network Model

We assume that we are given a fixed node set $U$ (instead of the standard notation $V$ to distinguish it from the violator set $V$) of size $n$ consisting of the nodes $v_1, \ldots, v_n$. In our paper, we do not require the nodes to have IDs. Moreover, we assume the standard synchronous message passing model, i.e., the nodes operate in synchronous (communication) rounds, and all messages sent (or requested) in round $i$ will be received at the beginning of round $i + 1$.

In the (uniform) gossip model, a node can only send or receive messages via random push and pull operations. In a push operation, it can send a message to a node chosen uniformly at random while in a pull operation, it can ask a node chosen uniformly at random to send it a message. We will restrict the message size (i.e., its number of bits) to $O(\log n)$. A node may execute multiple push and pull operations in parallel in a round. The number of push and pull operations executed by it in a single round is called its (communication) work.

Protocols for the gossip model are usually very practical due to their fast convergence, their simplicity, and their stability under stress and disruptions. Many gossip-based protocols have already been presented in the past, including protocols for information dissemination, network coding, load-balancing, consensus, and quantile computations (see [3, 11, 12, 13, 14] for some examples). Also, gossip protocols can be used efficiently in the context of population protocols and overlay networks, two important areas of network algorithms. In fact, it is easy to see that any algorithm with runtime $T$ and maximum work $W$ in the gossip model can be emulated by overlay networks in $O(T + \log n)$ time and with maximum work $O(W \log n)$ w.h.p. (since it is easy to set up $n$ (near-)random overlay edges, one per node, in hypercubic networks in $O(\log n)$ time and with $O(\log n)$ work, w.h.p., and this can be pipelined to avoid a $\log n$-overhead in the runtime).

1.3 Related Work

There has already been a significant amount of work on finding efficient sequential and parallel algorithms for linear programs of low dimension (i.e., based on a small number of variables), which are a special case of LP-type problems of low combinatorial dimension (see [5] for a very thorough survey). We just focus here on parallel algorithms. The fastest parallel algorithm known for the CRCW PRAM is due to Alon and Megiddo [1], which has a runtime of $O(d^2 \log^2 d)$. It essentially follows the idea of Clarkson, with the main difference that it replicates elements in $V$ much more aggressively by exploiting the power of the CRCW PRAM. This is achieved by first compressing the violated elements into a small area and then replicating them by a factor of $n^{1/(4d)}$ (instead of just 2). The best work-optimal algorithm for the CRCW PRAM is due to Goodrich [10], which is based on an algorithm by Dyer and Frieze [6] and has a runtime of $O((\log \log n)^d)$. This also implies a work-optimal algorithm
for the EREW PRAM, but the runtime increases to $O(\log n (\log\log n)^d)$ in this case. The fastest parallel algorithm known for the EREW PRAM is due to Dyer [4], which achieves a runtime of $O(\log n (\log\log n)^{d-1})$ when using an $O(\log n)$-time parallel sorting algorithm (like Cole’s algorithm). Since the runtime of any algorithm for solving a linear program of constant dimension in an EREW PRAM is known to be $\Omega(\log n)$ [5], the upper bound is optimal for $d = 1$.

Due to Ranade’s seminal work [16], it is known that any CRCW PRAM step can be emulated in a butterfly network in $O(\log n)$ communication rounds, yielding an $O(d^2 \log^2 d \log n)$-time algorithm for linear programs of constant dimension in the butterfly. However, it is not clear whether any of the parallel algorithms would work for arbitrary LP-type problems. Also, none of the proposed parallel algorithms seem to be easily adaptable to an algorithm that works efficiently (i.e., in time $o(\log^2 n)$ and with $\text{polylog}$ work) for the gossip model as they require processors to work together in certain groups or on certain memory locations in a coordinated manner, and assuming no (unique) node IDs would further complicate the matter.

As mentioned above, LP-type problems were introduced by Sharir and Welzl [18]. Since then, various results have been shown, but only for sequential algorithms. Combining results by Gärtner [7] with Clarkson’s methods, Gärtner and Welzl [8] proposed an algorithm with runtime $O(d^2 |H|) + e^{O(\sqrt{d \log d})}$, for any $d$, which implies that as long as $d = O(\log^2 |H|/\log \log |H|)$, $f(H)$ can be determined in polynomial time. Extensions of LP-type problems were studied by Gärtner [7] (abstract optimization problems) and Skovron [19] (violator spaces).

### 1.4 Our Results

In all of our results, we assume that initially, $H$ is randomly distributed among the nodes. This is easy to achieve in the gossip model if this is not the case (for example, each node initially represents its own point for the smallest enclosing ball problem) by performing a push operation on each element. The nodes are assumed to know $f$, and we require the nodes to have a constant factor estimate of $\log n$ for the algorithms to provide a correct output, w.h.p., but they may not have any information about $|H|$. For simplicity, we also assume that the nodes know $d$. If not, they may perform a binary search on $d$ (by stopping the algorithm and switching to $2d$ if it takes too long for some $d$), which does not affect our bounds below since they depend at least linearly on $d$.

In all of our results and proofs we assume that the dimension $d$ of the given LP-type problem is at most logarithmic in $|H|$, to ensure that internal computations only take polynomial time and message sizes satisfy our $O(\log n)$ bound. Section 2 starts with the lightly loaded case (i.e., $|H| = O(n \log n)$, where $n = |U|$) and proves the following theorem.

**Theorem 3.** For any LP-type problem $(H, f)$ satisfying $|H| = O(n \log n)$, the Low-Load Clarkson Algorithm finds an optimal solution in $O(d \log n)$ rounds with maximum work $O(d^2 + \log n)$ per round, w.h.p.

At a high level, the Low-Load Clarkson Algorithm is similar to the original Clarkson algorithm, but sampling a random subset and termination detection are more complex now, and a filtering approach is needed to keep $|H(\mu)|$ low at all times so that the work is low. In Section 3, we then consider the highly loaded case and prove the following theorem.

**Theorem 4.** For any LP-type problem $(H, f)$ with $|H| = \omega(n \log n)$ and $|H| = O(\text{poly}(n))$, the High-Load Clarkson Algorithm finds an optimal solution in $O(d \log n)$ rounds with maximum work $O(d \log n)$ per round, w.h.p. If we allow a maximum work of $O(d \log^{1+\epsilon} n)$ per round, for any constant $\epsilon > 0$, the runtime reduces to $O(d \log(n)/\log\log(n))$, w.h.p.
At a high level, our distributed algorithm is similar to the original Clarkson algorithm, but washed out (which would result in incorrect solutions). According to Lemma 1, the expected size of $H$ for a random subset $H$ of size $m$ is at most $O(\log(n)/\log \log(n))$, since in $o(\log(n) / \log \log(n))$ rounds an element in $H$ can only be spread to $n^{o(1)}$ nodes, so the probability of fetching it under the gossip model is minute.

The reason why we designed different algorithms for the lightly loaded and highly loaded cases is that the Low-Load Clarkson Algorithm is much more efficient than the High-Load Clarkson Algorithm concerning internal computations. Also, it is better concerning the work for the lightly loaded case, but its work does not scale well with an increasing $|H|$. The main innovation for Theorem 4 is that we come up with a Chernoff-style bound for $|V|$ that holds for all LP-type problems. Gärtner and Welzl [9] also provided a Chernoff-style bound on $|V|$ for LP-type problems, but their proof only works for LP-type problems that are regular (i.e., for all $G \subseteq H$ with $|G| \geq d$, all optimal bases of $G$ have a size of exactly $d$) and non-degenerate (i.e., every $G \subseteq H$ with $|G| \geq d$ has a unique optimal basis). While regularity can be enforced in the non-degenerate case, it is not known so far how to make a general LP-type problem non-degenerate without substantially changing its structure (though for most of the applications considered so far for LP-type problems, slight perturbations of the input would solve this problem). Also, since the duplication approach of Clarkson’s algorithm generates degenerate instances, their Chernoff-style bound therefore cannot be used here.

## 2 Low-Load Clarkson Algorithm

Suppose that we have an arbitrary LP-type problem $(H, f)$ of dimension $d$ with $|H| = O(n \log n)$. First, we present and analyze an algorithm for $|H| \geq n$, and then we extend it to any $1 \leq |H| = O(n \log n)$.

Recall that initially the elements of $H$ are assigned to the nodes uniformly and independently at random. Let us denote the set of these elements in node $v_i$ by $H_0(v_i)$ to distinguish them from copies created later by the algorithm, and let $H_0 = \bigcup_i H_0(v_i)$.

At any time, $H(v_i)$ denotes the (multi)set of elements in $H$ known to $v_i$ (including the elements in $H_0$) and $H(U) = \bigcup_i H(v_i)$, where $U$ represents the node set. Let $m = |H(U)|$.

At a high level, our distributed algorithm is similar to the original Clarkson algorithm, but sampling a random subset and termination detection are more complex now (which will be explained in dedicated subsections). In fact, the sampling might fail since a node $v_i$ might not be able to collect enough elements for its sample set $R_i$. Also, a filtering approach is needed to keep $|H(U)|$ low at all times (see Algorithm 2). However, it will never become too low since the algorithm never deletes an element in $H_0$, so $|H(U)| \geq n$ at any time. Note that never deleting an element in $H_0$ also guarantees that no element in $H$ will ever be washed out (which would result in incorrect solutions).

For the runtime analysis, we note that sampling $R_i$ can be done in one round (see Section 2.1), spreading the violator set $V_i$ just takes one round (by executing the push operations in parallel), and we just need one more round for processing the received elements $h$, so each iteration of the repeat loop just takes $O(1)$ rounds. We start with a slight variant of Lemma 1.

**Lemma 5.** Let $(H, f)$ be an LP-type problem of dimension $d$. For any $1 \leq r < m$, where $m = |H(U)|$, the expected size of $V_i = \{h \in H(v_i) \mid f(R) < f(R \cup \{h\})\}$ for a random subset $R$ of size $r$ from $H(U)$ is at most $d \cdot \frac{m-r}{m(r+1)}$.

**Proof.** According to Lemma 1, the expected size of $V(R) = \{h \in H(V) \mid f(R) < f(R \cup \{h\})\}$ for a random subset $R$ is at most $d \cdot \frac{m-r}{m+1}$. Since every element in $H(U)$ has a probability of $1/n$ to belong to $H(v_i)$, $\mathbb{E}[|V_i|] \leq d \cdot \frac{m-r}{m(r+1)}$. ▶
Algorithm 2 Low-Load Clarkson Algorithm.

1: repeat
2: for all nodes \(v_i\) in parallel do
3: \(\text{choose a random subset } R_i \text{ of size } 6d^2 \text{ from } H(U)\) \(\triangleright\) see Section 2.1
4: if the sampling of \(R_i\) succeeds then
5: \(V_i := \{h \in H(v_i) \mid f(R_i) < f(R_i \cup \{h\})\}\)
6: for all \(h \in V_i\) do push\((h)\) \(\triangleright\) randomly spread \(V_i\)
7: for all \(h\) received by \(v_i\) do add \(h\) to \(H(v_i)\)
8: for all \(h \in H(v_i) - H_0(v_i)\) do
9: keep \(h\) with probability \(1/(1 + 1/(2d))\)
10: until at least one \(v_i\) satisfies \(f(R_i) = f(H)\) \(\triangleright\) see Section 2.2

This allows us to prove the following lemma.

Lemma 6. For all \(i\), \(|V_i| = O(m/n + \log n)\), w.h.p., and \(\sum_{i=1}^{n} |V_i| \leq m/(3d)\), w.h.p.

Proof. Let the random variable \(X_i\) be defined as \(|V_i|\) and let \(X = \sum_i X_i\). If the sampling of \(R_i\) fails then, certainly, \(X_i = 0\), and otherwise, \(\E[X_i] \leq d \cdot \frac{m \cdot r}{n(r+1)}\) for all \(i\). Thus, \(\E[X] \leq d \cdot \frac{m \cdot r}{n(r+1)}\). Also, since the elements in \(H(U)\) are distributed uniformly and independently at random among the nodes at all times, the standard Chernoff bounds imply that \(|H(v_i)| = O(m/n + \log n)\) w.h.p., and therefore also \(X_i \leq O(m/n + \log n)\) w.h.p. Unfortunately, the \(X_i\)'s are not independent since the \(H(v_j)\)'s are not chosen independently of each other though the \(R_i\)'s are, but the dependencies are minute: given that we have already determined \(H(v_j)\) for \(k\) many \(v_j\)'s, where \(k = o(n)\) is sufficiently small, the probability that any one of the remaining elements \(h \in H(U)\) is assigned to \(H(v_i)\) is \(1/(n - o(n)) = (1 + o(1))/n\), so that for any subset \(S = \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, n\}\) of size \(k\),

\[
\E[X_{i_1} \cdots X_{i_k}] = \sum_{x_{i_1} \cdots x_{i_k}} x_{i_1} \cdots x_{i_k} \cdot \Pr[X_{i_1} = x_{i_1} \land \ldots \land X_{i_k} = x_{i_k}]
\]

\[
= \sum_{H(v_{i_1})} \Pr[H(v_{i_1})] \sum_{x_{i_1}} \Pr[X_{i_1} = x_{i_1} \mid H(v_{i_1})] \\
\left( \sum_{H(v_{i_2})} \Pr[H(v_{i_2}) \mid H(v_{i_1})] \sum_{x_{i_2}} \Pr[X_{i_2} = x_{i_2} \mid H(v_{i_1}) \land H(v_{i_2})] \ldots \right)
\]

\[
= \sum_{H(v_{i_1})} \Pr[H(v_{i_1})] \sum_{x_{i_1}} \Pr[X_{i_1} = x_{i_1} \mid H(v_{i_1})] \\
\left( \sum_{H(v_{i_2})} (1 + o(1)) \Pr[H(v_{i_2})] \sum_{x_{i_2}} \Pr[X_{i_2} = x_{i_2} \mid H(v_{i_2})] \ldots \right)
\]

\[
= \ldots \leq (1 + o(1))^k \prod_{j=1}^{k} \E[X_{i_j}] \leq \left( (1 + o(1)) d \cdot \frac{m \cdot r}{n(r+1)} \right)^k. \quad (*)
\]

This allows us to use a Chernoff-Hoeffding-style bound for \(k\)-wise negatively correlated random variables, which is a slight extension of Theorem 3 in [17]:

\[
\left( \sum_{j=1}^{k} \E[X_{i_j}] \right) \leq \left( 1 + o(1) \right) k \prod_{j=1}^{k} \E[X_{i_j}] \leq \left( (1 + o(1)) d \cdot \frac{m \cdot r}{n(r+1)} \right)^k.
\]
Let $X_1, \ldots, X_n$ be random variables with $X_i \in [0, C]$ for some $C > 0$. Suppose there is a $k > 1$ and $q > 0$ with $\mathbb{E} \prod_{i \in S} X_i \leq q^s$ for all subsets $S \subseteq \{1, \ldots, n\}$ of size $s \leq k$. Let $X = \sum_{i=1}^{n} X_i$ and $\mu = q \cdot n$. Then it holds for all $\delta > 0$ with $k \geq \lceil \mu \delta \rceil$ that
\[
\Pr[X \geq (1 + \delta)\mu] \leq e^{-\min(\delta^2, \delta)\mu/(3C)}
\]

Setting $C = \Theta(m/n + \log n)$, $\mu = q \cdot n$ with $q = (1 + o(1))d \cdot \frac{m-r}{m(r+1)}$ and $r = 6d^2$, and $\delta > 0$ large enough so that $\delta^2 \mu = \omega(C \ln n)$ but $\delta \mu = o(n)$ so that inequality (*) applies, which works for $\delta = \Theta(\sqrt{(C/d \ln n)/m}) = O(\sqrt{d \ln^2 n}/n)$, $\Pr[X \geq m/(3d)]$ is polynomially small in $n$.

Next, we show that $m$ will never be too large, so that the communication work of the nodes will never be too large.

**Lemma 8.** For up to polynomially many iterations of the Low-Load Clarkson Algorithm, $|H(U)| = O(|H_0|)$, w.h.p.

**Proof.** Let $q = |H(U) - H_0|$ and suppose that $|H(U)| \geq c|H_0|$ for some $c \geq 4$, which implies that $q \geq (c-1)/c \cdot m$. Then it holds for the size $q'$ of $H(U) - H_0$ at the end of a repeat-round that
\[
\mathbb{E}[q'] \leq \left(\frac{m}{3d}\right) \cdot \frac{1}{\left(1 + \frac{1}{2d}\right)} \leq \left(\frac{q + \frac{cq}{(c-1) \cdot 3d}}{1 + \frac{1}{2d}}\right)
\]
\[
= q\left(1 - \frac{1}{2d} - \frac{1}{6d} - \frac{1}{(c-1) \cdot 3d}\right)
\]
\[
= q(1 - \Theta(1/d))
\]

Since the decision to keep elements $h \in H(U) - H_0$ is done independently for each $h$, it follows from the Chernoff bounds that $\Pr[q' > q]$ is polynomially small in $n$ for $|H(U)| \geq 4|H_0|$. Moreover, Lemma 6 implies that $|H(U)|$ can increase by at most $|H(U)|/3$ in each iteration, w.h.p., so for polynomially many iterations of the algorithm, $|H(U)| \leq 5|H_0|$ w.h.p.

Thus, combining Lemma 6 and Lemma 8, the maximum work per round for pushing out some $V_i$ is bounded by $O(\log n)$ w.h.p. Next we prove a lemma that adapts Lemma 2 to our setting.

**Lemma 9.** Let $B$ be an arbitrary optimal basis of $H$. If, for $T$ many iterations of the Low-Load Clarkson Algorithm, every node was successful in sampling a random subset and no $v_i$ satisfies $f(R_t) = f(H)$, then $\mathbb{E}[\{h \in H(U) \mid h \in B\}] \geq (2/\sqrt{\pi})T^{3/4}$ after these $T$ iterations.

**Proof.** Let $B = \{h_1(B), \ldots, h_b(B)\}$, $b \leq d$, and let $p_{i,j}$ be the probability that $f(R_t) < f(R_t \cup \{h_j(B)\})$. If node $v_i$ has chosen some $R_i$ with $f(R_i) < f(H)$, then there must exist an $h_j(B)$ with $f(R_i) < f(R_i \cup \{h_j(B)\})$, which implies that under the condition that $f(R_t) < f(H)$, $\sum_j p_{i,j} \geq 1$. The $p_{i,j}$'s are the same for each $v_i$ since each $v_i$ has the same probability of picking some subset $R$ of $H(U)$ of size $6d^2$. Hence, we can simplify $p_{i,j}$ to $p_j$ and state that $\sum_j p_j \geq 1$. Now, let $p_{j,t}$ be the probability that $f(R) < f(R \cup \{h_j(B)\})$ for a randomly chosen subset $R$ in iteration $t$, and fix any values for the $p_{j,t}$ so that $\sum_{j} p_{j,t} \geq 1$ for all $j$ and $t$. Let $\mu_{j,t}$ be the multiplicity of $h_j(B)$ at the end of round $t$. Then, for all $j$, $\mu_{j,0} \geq 1$, and
\[
\mathbb{E}[\mu_{j,t+1}] \geq \frac{1 + p_{j,t}}{1 + 1/(2d)} \cdot \mu_{j,t}
\]
Hence, $E[\mu_{j,T}] \geq (\prod_{i=1}^{T}(1 + p_{j,i}))/(1 + 1/(2d))^{T}$. Since $1 + x \geq 2^x$ for all $x \in [0, 1]$, it follows that $\prod_{i=1}^{T}(1 + p_{j,i}) \geq \prod_{i=1}^{T}2^{p_{j,i}} = 2^{\sum_{i=1}^{T}p_{j,i}}$. Also, since $\sum_{i=1}^{T} \sum_{j} p_{j,i} \geq T$, there must be a $j^*$ with $\sum_{i=1}^{T} p_{j^*,i} \geq T/d$. Therefore, there must be a $j^*$ with $E[\mu_{j^*,T}] \geq 2^{T/d}/(1 + 1/(2d))^{T} \geq 2^{T/d}e^{T/(2d)}$, which completes the proof. ▶

Since $|H(U)|$ is bounded by $O(|H_0|)$ w.h.p., the expected number of $h \in H$ with $h \in B$ should be in $O(|H_0|)$ as well. Due to Lemma 8, this cannot be the case if $T = \Omega(d \log |H_0|)$ is sufficiently large. Thus, the algorithm must terminate within $O(d \log |H_0|) = O(d \log n)$ rounds w.h.p. In order to complete the description of our algorithm, we need distributed algorithms satisfying the following claims:

1. The nodes $v_i$ succeed in sampling subsets $R_i$ uniformly at random in a round, w.h.p., with maximum work $O(d^2 + \log n)$.
2. Once a node $v_i$ has chosen an $R_i$ with $f(R_i) = f(H)$, all nodes are aware of that within $O(\log n)$ communication rounds, w.h.p., so that the Low-Load Clarkson Algorithm can terminate. The maximum work for the termination detection is $O(\log n)$ per round.

The next two subsections are dedicated to these algorithms.

2.1 Sampling Random Subsets

For simplicity, we assume here that every node knows the exact value of $\log n$, but it is easy to see that the sampling algorithm also works if the nodes just know a constant factor estimate of $\log n$, if the constant $c$ used below is sufficiently large.

Each node $v_i$ samples a subset $R_i$ in a way that is as simple as it can possibly get: $v_i$ asks (via pull requests) $s = c(6d^2 + \log n)$ many nodes $v_j$, selected uniformly and independently at random, to send it a random element in $H(v_j)$, where $c$ is a sufficiently large constant. If $v_i$ doesn’t receive at least $6d^2$ distinct elements (where two elements are distinct if they do not represent the same copy of some $h \in H$), the sampling fails. Otherwise, $v_i$ selects the first $6d^2$ distinct elements (based on an arbitrary order of the pull requests) for its subset $R_i$. Certainly, the work for each node is just $O(d^2 + \log n)$.

▶ Lemma 10. For any $i$, node $v_i$ succeeds in sampling a subset $R_i$ uniformly at random, w.h.p.

Proof. Suppose that $v_i$ succeeds in receiving $k$ distinct elements in the sampling procedure above. Since the elements in $H(U)$ are distributed uniformly and independently at random among the nodes, every subset $R$ of size $k$ in $H(U)$ has the same probability of representing these $k$ elements. Hence, it remains to show that $v_i$ succeeds in receiving at least $6d^2$ distinct elements w.h.p.

Consider any numbering of the pull requests from 1 to $s$. For the $j$th pull request of $v_i$, two bad events can occur. First of all, the pull request might be sent to a node that does not have any elements. Since $|H(U)| \geq n$, the probability for that is at most $(1 - 1/n)^n \leq 1/e$. Second, the pull request might return an element that was already returned by one of the prior $j-1$ pull requests. Since this is definitely avoided if the $j$th pull request selects a node that is different from the nodes selected by the prior $j-1$ pull requests, the probability for that is at most $(j-1)/n$. So altogether, the probability that a pull request fails is at most $1/e + s/n \leq 1/2$.

Now, let the binary random variable $X_j$ be 1 if and only if if the $j$th pull request fails. Since the upper bound of $1/2$ for the failure holds independently of the other pull requests, it holds for any subset $S \subseteq \{1, \ldots, s\}$ that $E[\prod_{j \in S} X_j] \leq (1/2)^{|S|}$. Hence, Theorem 7 implies that $\sum_{j} X_j \leq 3s/4$ w.h.p. If $c$ is sufficiently large, then $s/4 \geq 6d^2$, which completes the proof. ▶
Note that our sampling strategy does not reveal any information about which elements are stored in \( H(v_i) \), so each element still has a probability of \( 1/n \) to be stored in \( H(v_i) \), which implies that Lemma 5 still holds.

### 2.2 Termination

For efficiency reasons, the termination check is done concurrently with the iterations of the repeat-loop, i.e., instead of waiting for the termination check to complete, the nodes already start a new iteration. We use the following strategy for each node \( v_i \):

Suppose that in iteration \( t \) of the repeat loop, \( |V_i| = 0 \), i.e., \( f(R_i) = f(R_i \cup H(v_i)) \). Then \( v_i \) determines an optimal basis \( B \) of \( R_i \), stores the entry \((t, B, 1)\) in a dedicated set \( S_i \), and performs a push operation on \((t, B, 1)\). At the beginning of iteration \( t_i \) of the repeat loop, \( v_i \) works as described in Algorithm 3. In the comparison between \( f(B') \) and \( f(B) \) we assume w.l.o.g. that \( f(B') = f(B) \) if and only if \( B' = B \) (otherwise, we use a lexicographic ordering of the elements as a tie breaker). The parameter \( c \) in the algorithm is assumed to be a sufficiently large constant known to all nodes.

**Algorithm 3** One iteration of the Termination Algorithm for \( v_i \).

1. **for all** \((t, B, x)\) received by \( v_i \) **do**
   \[ \triangleright \text{update best seen base w.r.t. } t \]
2. **if** there is some \((t, B', x')\) in \( S_i \) **then**
3.   **if** \( f(B') > f(B) \) **then** discard \((t, B, x)\)
4.   **if** \( f(B') < f(B) \) **then** replace \((t, B', x')\) by \((t, B, x)\)
5.   **if** \( f(B') = f(B) \) **then**
6.     replace \((t, B', x')\) by \((t, B, \min\{x, x'\})\)
7.   **else**
8. **add** \((t, B, x)\) to \( S_i \)
9. **for all** \((t, B, x)\) in \( S_i \) **do**
   \[ \triangleright \text{check optimality and maturity} \]
10. **if** \( \exists h \in H(v_i) : f(B) < f(B \cup \{h\}) \) **then** \( x := 0 \)
11. **if** \( t < t_i - c \log n \) **then**
   \[ \triangleright B \text{ is mature } (t_i; \text{current iteration}) \]
12. **remove** \((t, B, x)\) from \( S_i \)
13. **if** \( x = 1 \) **then** output \( f(B) \), stop
14. **else**
15. **push** \((t, B, x)\)

**Lemma 11.** If the constant \( c \) in the termination algorithm is large enough, it holds w.h.p.: Once a node \( v_i \) satisfies \( f(R_i) = f(H) \), then all nodes \( v_j \) output a value \( f(B) \) with \( f(B) = f(H) \) after \( c \log n \) iterations, and if a node \( v_i \) outputs a value \( f(B) \), then \( f(B) = f(H) \).

**Proof.** Using standard arguments, it can be shown that if the constant \( c \) is large enough, then for every iteration \( t \), it takes at most \((c/2) \log n\) further iterations, w.h.p., until the basis \( B \) with maximum \( f(B) \) injected into some \( S_i \) at iteration \( t \) (which we assume to be unique by using some tie breaking mechanism) is contained in all \( S_i \)’s. At this point, we have two cases. If \( f(B) = f(H) \), then for all \( v_i \), there is no \( h \in H(v_i) \) with \( f(B) < f(B \cup \{h\}) \) at any point from iteration \( t \) to \( t + (c/2) \log n \), and otherwise, there must be at least one \( v_i \) at iteration \( t + (c/2) \log n \) with \( f(B) < f(B \cup \{h\}) \) for some \( h \in H(v_i) \). In the first case, no \( v_i \) will ever set \( x \) in the entry \((t, B, x)\) to 0, so after an additional \((c/2) \log n \) iterations, every \( v_i \)
still stores \((t, B, 1)\) and therefore outputs \(B\). In the second case, there is at least one entry of the form \((t, B, 0)\) at iteration \(s + (c/2) \log n\). For this entry, it takes at most \((c/2) \log n\) further iterations, w.h.p., to spread to all nodes so that at the end, no node outputs \(B\). ▶

Since the age of an entry is at most \(c \log n\) and for each age a node performs at most one push per iteration, every node executes just \(O(\log n)\) pushes per iteration.

2.3 Extension to Any \(|H| \geq 1\)

If \(|H| < n\), the probability that our sampling strategy might fail will get too large. Hence, we need to extend the Low-Load Clarkson algorithm so that we quickly reach a point where \(|H(U)| \geq n\) at any time afterwards. We do this by integrating a so-called pull phase into the algorithm.

Initially, a node \(v_i\) sets its Boolean variable \(\text{pull}\) to \(true\) if and only if \(H_0(v_i) = \emptyset\) (which would happen if none of the elements in \(H\) has been assigned to it). Afterwards, it executes the algorithm shown in Algorithm 4. As long as \(\text{pull} = true\) (i.e., \(v_i\) is still in its pull phase), \(v_i\) keeps executing a pull operation in each iteration of the algorithm, which asks the contacted node \(v_j\) to send it a copy of a random element in \(H_0(v_j)\), until it successfully receives an element \(h\) that way. Once this is the case, \(v_i\) pushes the successfully pulled element to a random node \(v_j\) (so that all elements are distributed uniformly and independently at random among the nodes), which will store it in \(H_0(v_j)\), and starts executing the Low-Load Clarkson algorithm from above.

Algorithm 4

Extended Low-Load Clarkson Algorithm for \(v_i\).

1: repeat
2: if \(\text{pull} = true\) then \(\triangleright v_i\) is still in its pull phase
3: \(\text{pull}(h)\) \(\triangleright v_i\) expects some \(h \in H_0\)
4: if \(h \neq \text{NULL}\) then
5: \(\text{push}(h, 0)\) \(\triangleright 0:\) flag that \(h\) belongs to \(H_0\)
6: \(\text{pull} := false\) \(\triangleright\) pull phase is over
7: else
8: choose a random subset \(R_i\) of size \(6d^2\) from \(H(U)\)
9: if the sampling of \(R_i\) succeeds then
10: \(V_i := \{h \in H(v_i) \mid f(R_i) < f(R_i \cup \{h\})\}\)
11: for all \(h \in V_i\) do \(\text{push}(h)\)
12: for all \((h, 0)\) received by \(v_i\) do add \(h\) to \(H_0(v_i)\)
13: for all \(h\) received by \(v_i\) do add \(h\) to \(H(v_i)\)
14: for all \(h \in H(v_i) - H_0(v_i)\) do
15: keep \(h\) with probability \(1/(1 + 1/(2d))\)
16: until \(v_i\) outputs a solution

Lemma 12. After \(O(\log n)\) rounds, all nodes have completed their pull phase, w.h.p.

Proof of Lemma 11. Note that no node will ever delete an element in \(H_0\), and pull requests only generate elements for \(H_0\), so the filtering approach of the Low-Load Clarkson algorithm cannot interfere with the pull phase. Thus, it follows from a slight adaptation of proofs in previous work on gossip algorithms (e.g., [13]) that for any \(|H| \geq 1\), all nodes have completed their pull phase after at most \(O(\log n)\) rounds, w.h.p. ▶
Certainly, $|H_0| \leq n + |H| = O(n \log n) \text{ and } H \subseteq H_0 \text{ at any time, and once all nodes have finished their pull phase, } |H_0| \geq n, \text{ so we are back to the situation of the original Low-Load Clarkson Algorithm.}$

During the time when some nodes are still in their pull phase, some nodes might already be executing Algorithm 2, which may cause the sampling of $R_i$ to fail for some nodes $v_i$. However, the analyses of Lemma 6 and Lemma 8 already take that into account. Once all nodes have finished their pull phase, Lemma 9 applies, which means that after an additional $O(d \log n)$ rounds at least one node has found the optimal solution, w.h.p. Thus, after an additional $O(\log n)$ rounds, all nodes will know the optimal solution and terminate. Altogether, we therefore still get the same runtime and work bounds as before, completing the proof of Theorem 3.

3 High-Load Clarkson Algorithm

If $|H| = \omega(n \log n)$, then our LP-type algorithm in the previous section will become too expensive since, on expectation, $|V_i|$ would be in the order of $m/(dn)$, which is now $\omega(\log n)$. In this section, we present an alternative distributed LP-type algorithm that just causes $O(d \log n)$ work for any $|H| = \text{poly}(n)$, but the internal computations are more expensive than in the algorithm presented in the previous section because now $f(S)$-values for sets of size $\Theta(m/n)$ have to be computed instead of just $O(d^2)$. Again, we assume that initially the elements in $H$ are randomly distributed among the nodes in $U$. Let the initial $H(v_i)$ be all elements of $H$ assigned that way to $v_i$. As before, $H(U) = \bigcup H(v_i)$.

**Algorithm 5** High-Load Clarkson Algorithm.

1: repeat
2: for all nodes $v_i$ in parallel do
3: compute an optimal basis $B_i$ of $H(v_i)$
4: push($B_i$)
5: for all $B_j$ received by $v_i$ do
6: $V_j := \{ h \in H(v_i) \mid f(B_j) < f(B_j \cup \{ h \}) \}$
7: for all $h \in V_j$ do push($h$)
8: for all $h$ received by $v_i$ do add $h$ to $H(v_i)$
9: until at least one $v_i$ satisfies $f(H(v_i)) = f(H)$

Irrespective of which elements get selected for the $V_i$'s in each round, $H(v_i)$ is a random subset of $H(U)$ because the elements in $H$ are assumed to be randomly distributed among the nodes and every element in $V_i$ is sent to a random node in $U$. Hence, if follows from $|H(U)| = \omega(n \log n)$ and the standard Chernoff bounds that $|H(v_i)|$ is within $(1 \pm \epsilon)|H(U)|/n$, w.h.p., for any constant $\epsilon > 0$. Thus, we are computing bases of random subsets $R$ of size $r$ within $(1 \pm \epsilon)|H(U)|/n$, w.h.p. This, in turn, implies with $\mathbb{E}[|V_i|] \leq d \cdot \frac{m - r}{r(n+1)}$, where $m = |H(U)|$, that $\mathbb{E}[|V_i|] \leq (1 + \epsilon) d$. In the worst case, however, $|V_i|$ could be very large, so just bounding the expectation of $|V_i|$ does not suffice to show that our algorithm has a low work. Therefore, we need a proper extension of Lemma 5 that exploits higher moments. Note that it works for arbitrary LP-type problems, i.e., also problems that are non-regular and/or degenerate.
Lemma 13. Let \((H, f)\) be an LP-type problem of dimension \(d\) and let \(\mu\) be any multiplicity function. For any \(k \geq 1\) and any \(1 \leq r < m/2 - k\), where \(m = |H(\mu)|\), it holds for \(V = \{h \in H(\mu) \mid f(R) < f(R \cup \{h\})\}\) for a random subset \(R\) of size \(r\) from \(H(\mu)\) that \(\mathbb{E}[|V|^k] \leq 2(k \cdot d \cdot (m - r)/(r + 1))^k\).

Proof of Lemma 12. By definition of the expected value it holds that
\[
\mathbb{E}[|V|^k] = \frac{1}{\binom{m}{r}} \sum_{R \in \binom{H(\mu)}{r}} |V_R|^k
\]
For \(R \in \binom{H(\mu)}{r}\) and \(h \in H(\mu)\) let \(X(R, h)\) be the indicator variable for the event that \(f(R) < f(R \cup \{h\})\). Then we have
\[
\binom{m}{r} \mathbb{E}[|V|^k] = \sum_{R \in \binom{H(\mu)}{r}} |V_R|^k = \sum_{R \in \binom{H(\mu)}{r}} \left( \sum_{h \in H(\mu) - R} X(R, h) \right)^k
\]
\[
\leq \sum_{R \in \binom{H(\mu)}{r}} \left( \sum_{h \in H(\mu) - R} X(R, h) \right) + 2^k \sum_{\{h_1, h_2\} \subseteq H(\mu) - R} X(R, h_1) \cdot X(R, h_2) + \ldots
\]
\[
+ k^k \sum_{\{h_1, \ldots, h_k\} \subseteq H(\mu) - R} X(R, h_1) \cdot \ldots \cdot X(R, h_k)
\]
(1) holds because \(X(R, h)^i = X(R, h)\) for any \(i \geq 1\) and there are at most \(i^k\) ways of assigning \(k\) \(X(R, h)\)'s, one from each sum in \((\sum_{h \in H(\mu) - R} X(R, h))^k\), to the \(i\) \(X(R, h)\)'s in some \(X(R, h_1) \cdot \ldots \cdot X(R, h_k)\). Moreover, for any \(k > 1\),
\[
\sum_{R \in \binom{H(\mu)}{r}} \sum_{\{h_1, \ldots, h_k\} \subseteq H(\mu) - R} X(R, h_1) \cdot \ldots \cdot X(R, h_k)
\]
\[
= \sum_{Q \in \binom{H(\mu)}{r+k}} \sum_{\{h_1, \ldots, h_k\} \subseteq Q} X(Q - \{h_1, \ldots, h_k\}, h_1) \cdot \ldots \cdot X(Q - \{h_1, \ldots, h_k\}, h_k)
\]
\[
= \sum_{Q \in \binom{H(\mu)}{r+k}} \sum_{\{h_1, \ldots, h_{k-1}\} \subseteq Q, h_k \in Q - \{h_1, \ldots, h_{k-1}\}} X(Q - \{h_1, \ldots, h_{k-1}\}, h_1) \cdot \ldots \cdot X(Q - \{h_1, \ldots, h_{k-1}\}, h_k)
\]
where $B(S)$ is an optimal basis of $S$. (2) holds because $X((Q - \{h_1, \ldots, h_{k-1}\}) - h_k, h_k) = 0$ for every $h_k \notin B(Q - \{h_1, \ldots, h_{k-1}\})$. The skipped calculations apply the same idea for $h_k$ to $h_{k-1}, \ldots, h_2$. Hence, as long as $r + k < |H(\mu)|/2$,

$$\binom{m}{r}\mathbb{E}[||V||^k] = \sum_{r \in \binom{\alpha}{r}} |V_r|^k \leq \sum_{Q \in \binom{\alpha}{r+1}} d + 2^k \sum_{Q \in \binom{\alpha}{r+2}} d^2 + \ldots + k^k \sum_{Q \in \binom{\alpha}{r+k}} d^k$$

$$\leq 2k^k \sum_{Q \in \binom{\alpha}{r+k}} d^k = 2(dk)^k \binom{m}{r + k}$$

Resolving that to $\mathbb{E}[||V||^k]$ results in the lemma. ▷

Lemma 13 allows us to prove the following probability bound, which is essentially best possible for constant $d$ by a lower bound in [9].

Lemma 14. Let $(H, f)$ be an LP-type problem of dimension $d$ and let $\mu$ be any multiplicity function. For any $\gamma \geq 1$ and $1 \leq r < m/2 - \gamma$, where $m = |H(\mu)|$, it holds for $V = \{h \in H(\mu) \mid f(R) < f(R \cup \{h\})\}$ for a random subset $R$ of size $r$ from $H(\mu)$ that

$$\Pr[|V| \geq \gamma \cdot \frac{d \cdot m}{r + 1}] \leq 1/2^\gamma$$

Proof. From Lemma 13 and the Markov inequality it follows that, for any $c \geq 1$ and $k \geq 1$,

$$\Pr[|V|^k \geq c^k \cdot 2(k \cdot d \cdot (m - r)/(r + 1))^k] \leq 1/c^k$$

and therefore,

$$\Pr[|V| \geq c \cdot (1 + 1/k)(k \cdot d \cdot (m - r)/(r + 1))] \leq 1/c^k$$

Setting $c = 2$ and $k = \gamma$ results in the lemma. ▷

Since, for every element $h \in V$, the probability that $h \in H(v_i)$ is equal to $1/n$, it follows that $|V_i| = O(d \log n)$ for every $i$, w.h.p., so the maximum work needed for pushing some $V_i$ is $O(d \log n)$. Moreover, the size of $H(U)$ after $T$ iterations is at most $|H| + O(Tdn \log n)$, w.h.p. On the other hand, we will show the following variant of Lemma 9.

Lemma 15. Let $B$ be an arbitrary optimal basis of $H$. As long as no $v_i$ has satisfied $f(H(v_i)) = f(H)$ so far, $\mathbb{E}[|\{h \in H(U) \mid h \in B\}|] \geq 2^{T/d}$ after $T$ iterations of the High-Load Clarkson Algorithm.

Proof. Let $B = \{h_1(B), \ldots, h_b(B)\}$, $b \leq d$, and let $p_{i,j}$ be the probability that $f(B_i) < f(B_i \cup \{h_j(B)\})$. If $f(B_i) < f(H)$, then there must exist an $h_j(B)$ with $f(B_i) < f(B_i \cup \{h_j(B)\})$, which implies that under the condition that $f(B_i) < f(H)$, $\sum p_{i,j} \geq 1$. Let $p_j$ be the expected number of duplicates created for some copy of $h_j(B)$. Since the $B_i$’s are sent to nodes chosen uniformly at random, $p_j = (1/n) \sum_i p_{i,j}$. Certainly, since $p_{i,j} \in [0, 1]$ for all $i$, also $p_j \in [0, 1]$. Moreover,

$$\sum_j p_j = \sum_j (1/n) \sum_i p_{i,j} = (1/n) \sum_i \sum_j p_{i,j} \geq 1$$

Hence, we can use the same arguments as in the proof of Lemma 9, with $p_j$ replaced by $p_j$ and without the term $(1 + 1/(2d))$ in the denominator since we do not perform filtering, to complete the proof. ▷

Thus, because $|H(U)| \leq |H| + O(Tdn \log n)$ after $T$ iterations, w.h.p., our algorithm must terminate within $O(d \log |H|) = O(d \log n)$ rounds, w.h.p. For the termination detection, we can again use the algorithm proposed in Section 2.2, which results in an additional work of $O(\log n)$ per round.
3.1 Accelerated High-Load Clarkson Algorithm

If we are willing to spend more work, we can accelerate the High-Load Clarkson Algorithm. Suppose that in Algorithm 5 node \( v_i \) does not just push \( B_i \) once but \( C \) many times. Then the work for that goes up from \( O(d) \) to \( O(C \cdot d) \), and the maximum work for pushing out the elements of the \( W_i \)'s is now bounded by \( O(C \cdot d \log n) \), w.h.p., which means that after \( T \) rounds, \( |H(U)| \) is now bounded by \( |H| + O(TC \cdot dn \log n) \), w.h.p. Furthermore, we obtain the following result, which replaces Lemma 15.

Lemma 16. Let \( B \) be an arbitrary optimal basis of \( H \). As long as no \( v_i \) has satisfied \( f(H(v_i)) = f(H) \) so far, \( \mathbb{E}[|H(U) \setminus H|] \geq (C + 1)^{|T/d|} \) after \( T \) rounds of the High-Load Clarkson Algorithm with parameter \( C \).

Proof. Recall the definition of \( \rho_j \) in the proof of Lemma 15. It now holds that \( \rho_j = (C/n) \sum_i p_{i,j} \), which implies that \( \rho_j \in [0,C] \) for all \( j \) and \( \sum_j \rho_j \geq C \). Now, let \( \rho_{j,t} \) be the expected number of duplicates created for some copy of \( h_j(B) \) in round \( t \), and fix any values of \( \rho_{j,t} \) so that \( \sum_j \rho_{j,t} \geq C \) and \( \rho_j \in [0,C] \) for all \( j \) and \( t \). Let \( \mu_{j,t} \) be the multiplicity of \( h_j(B) \) at the end of round \( t \). Then, for all \( j \), \( \mu_{j,0} \geq 1 \), and

\[
\mathbb{E}[\mu_{j,t+1}] \geq (1 + \rho_{j,t}) \cdot \mu_{j,t}
\]

Hence, \( \mathbb{E}[\mu_{j,T}] \geq \prod_{t=1}^T (1 + \rho_{j,t}) \). Suppose that \( \sum_{t=1}^T \rho_{j,t} = M \). Since \( \prod_{t=1}^T (1 + \rho_{j,t}) \) is a convex function (i.e., it attains its maximum when \( \rho_{j,t} = \rho_{j,t}' \) for all \( t, t' \) under the constraint that \( \sum_{t=1}^T \rho_{j,t} \) is fixed, which can be seen from the fact that \((1 + r + \epsilon)((1 + r) - \epsilon) = (1 + r)^2 - \epsilon^2 \), it gets lowest if as many of the \( \rho_{j,t} \)'s are as large as possible and the rest is 0. Thus, \( \prod_{t=1}^T (1 + \rho_{j,t}) \geq (C + 1)^{|M/C|} \).

Since \( \sum_{t=1}^T \rho_{j,t} \geq C \cdot T \), there must be a \( j^* \) with \( \sum_{t=1}^T \rho_{j^*,t} \geq C \cdot T/d \). Therefore, there must be a \( j^* \) with \( \mathbb{E}[\mu_{j^*,T}] \geq (C + 1)^{|T/d|} \), which completes the proof.

4 Experimental Results

While we have obtained the theoretical bound of \( O(d \log n) \) rounds w.h.p. for Algorithms 2 and 5, we are also interested in their practical performance. In particular, we would like to estimate the constant factor hidden in our asymptotic bound. To achieve this, we will look at the specific LP-type problem of finding the minimum enclosing disk, i.e., the two-dimensional version of the minimum enclosing ball problem mentioned in the introduction.

Note that the running time for the termination phase (Algorithm 3) of these algorithms is predictable and independent of the actual input, so we will measure the number of rounds until at least one node found the solution. We consider the four different test cases shown in Figure 1. For each test case, we take the average result of 10 runs of our algorithms with \( n \) nodes on \( n \) data-points, where \( n = 2^i \) ranges over \( i = 1, \ldots, 14 \), (this is extended to 17 for the duo-disk case for the Low-Load Clarkson Algorithm), see Figures 2a and 2b for the results.

For the Low-Load Algorithm, note that the small test cases finish within one round, because there is a high probability that there is a node \( v_i \) where \( H(v_i) \) contains an optimal basis. For the duo-disk test case the number of rounds is \( 1.2 \log n \), while it is \( 1.7 \log n \) for
Figure 1 The 4 types of data-sets of the minimum enclosing disk problem used in our experimental evaluation: duo-disk, triple-disk, triangle, and hull.

(a) duo-disk: The points are uniformly distributed over a disk defined by 2 points.

(b) triple-disk: The points are uniformly distributed over a disk defined by 3 points.

(c) triangle: The points are uniformly distributed over a triangle.

(d) hull: The points are perturbed vertices of a regular polygon.

Figure 2 The result of the experimental analysis.

(a) The average number of rounds until a node finds the minimum enclosing disk over 10 runs of the Low-Load Clarkson Algorithm. Test instances of size < \(2^8\) finish in one round.

(b) The average number of rounds until a node finds the minimum enclosing disk over 10 runs of the High-Load Clarkson Algorithm.

the other test cases. For the High-Load Algorithm, the runtime of the duo-disk test cases is around 0.9 \(\log n\), while it is 1.1 \(\log n\) for the other test cases. So these experiments show that when applied to the minimum enclosing disk problem, where \(d \leq 3\), the constants hidden in our asymptotic bounds are small. Note that the three test cases other than duo-disk behave similarly, while duo-disk runs a bit faster. The difference between the duo-disk case and the other test cases is the size of the optimal basis, which is 2 for duo-disk and 3 for the others. This confirms the runtime bound implied by Lemma 2, since we can define \(d\) there as the minimum size of an optimal basis, and suggests that other features of the problem do not influence the number of rounds much.

5 Conclusion

In this paper we presented various efficient distributed algorithms for LP-type problems in the gossip model. Of course, it would be interesting to find out which other problems can be efficiently solved within Clarkson’s framework, and whether some of our bounds can be improved.
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Abstract

Transactional memory (TM) facilitates the development of concurrent applications by letting the programmer designate certain code blocks as atomic. Programmers using a TM often would like to access the same data both inside and outside transactions, and would prefer their programs to have a strongly atomic semantics, which allows transactions to be viewed as executing atomically with respect to non-transactional accesses. Since guaranteeing such semantics for arbitrary programs is prohibitively expensive, researchers have suggested guaranteeing it only for certain data-race free (DRF) programs, particularly those that follow the privatization idiom: from some point on, threads agree that a given object can be accessed non-transactionally.

In this paper we show that a variant of Transactional DRF (TDRF) by Dalessandro et al. is appropriate for a class of privatization-safe TMs, which allow using privatization idioms. We prove that, if such a TM satisfies a condition we call privatization-safe opacity and a program using the TM is TDRF under strongly atomic semantics, then the program indeed has such semantics. We also present a method for proving privatization-safe opacity that reduces proving this generalization to proving the usual opacity, and apply the method to a TM based on two-phase locking and a privatization-safe version of TL2. Finally, we establish the inherent cost of privatization-safety: we prove that a TM cannot be progressive and have invisible reads if it guarantees strongly atomic semantics for TDRF programs.
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1 Introduction

Transactional memory (TM) facilitates the development of concurrent applications by letting the programmer designate certain code blocks as atomic [23]. TM allows developing a program and reasoning about its correctness as if each atomic block executes as a transaction – atomically and without interleaving with other blocks – even though in reality the blocks can be executed concurrently. A TM can be implemented in hardware [24, 29], software [34] or a combination of both [13, 28].

Often programmers using a TM would like to access the same data both inside and outside transactions. This may be desirable to avoid performance overheads of transactional accesses, to support legacy code, or for explicit memory deallocation. One typical pattern is privatization [31, 35], illustrated in Figure 1. There the atomic blocks return a value signifying whether the transaction committed or aborted. In the program, an object $x$ is
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guaranteed by a flag \( \text{priv} \), showing whether the object should be accessed transactionally (false) or non-transactionally (true). The left-hand-side thread first tries to set the flag inside transaction \( T_1 \), thereby privatizing \( x \). If successful, it then accesses \( x \) non-transactionally. A concurrent transaction \( T_2 \) in the right-hand-side thread checks the flag \( \text{priv} \) prior to accessing \( x \), to avoid simultaneous transactional and non-transactional access to the object. We expect the postcondition shown to hold: if privatization is successful, at the end of the program \( x \) should store 1, not 42. The opposite idiom is publication, illustrated in Figure 2. The left-hand-side thread writes to \( x \) non-transactionally and then clears the flag \( \text{priv} \) inside transaction \( T_1 \), thereby publishing \( x \). The right-hand-side thread tests the flag inside transaction \( T_2 \), and if it is cleared, reads \( x \). Again, we expect the postcondition to hold: if the right-hand-side thread sees the write to the flag, it should also see the write to \( x \).

The two idioms can be combined: the programmer may privatize an object, then access it transactionally and then clear the flag, thereby privatizing \( x \). If successful, it then accesses \( x \) non-transactionally.

Ideally, programmers mixing transactional and non-transactional accesses to objects would like their programs to have strongly atomic semantics [8], where transactions can be viewed as executing atomically also with respect to non-transactional accesses, i.e., without interleaving with them. This is equivalent to considering every non-transactional access as a single-instruction transaction. For example, the program in Figure 3 under strongly atomic semantics can only produce executions where each of the non-transactional accesses \( n_1 \) and \( n_2 \) executes either before or after the transaction \( T \), so that the postcondition in Figure 3 always holds. Unfortunately, providing such semantics in software requires instrumenting non-transactional accesses with additional instructions for maintaining TM metadata [19]. This undermines scalability and makes it difficult to reuse legacy code. Since most existing TMs are either software-based or rely on a software fall-back, they do not perform such instrumentation and, hence, provide weaker atomicity guarantees. For example, they may allow the program in Figure 3 to execute non-transactional accesses \( n_1 \) and \( n_2 \) between transactional writes to \( x \) and \( y \) and, thus, observe an intermediate state of the transaction, e.g., \( x = 1 \) and \( y = 0 \), violating the postcondition in Figure 3.

Researchers have suggested resolving the tension between strong TM semantics and performance by guaranteeing strongly atomic semantics only to data-race free (DRF) programs – informally, programs without concurrent transactional and non-transactional accesses to the same data [4, 5, 10, 11, 31, 33, 35]. For example, we do not have to guarantee strongly atomic semantics for the program in Figure 3, which has such concurrent accesses to \( x \) and \( y \). On the other hand, the programs in Figure 1 and Figure 2 should be guaranteed strongly atomic semantics, since at any point of time, an object is accessed either only transactionally or only non-transactionally. Despite the intuitive simplicity of this idea, coming up with a precise DRF definition is nontrivial: early on there were multiple competing proposals for the notion of DRF, and it was unclear how to select among them [4, 10, 11, 25, 30]. To address this, we have recently formalized the requirements on an appropriate notion of DRF using observational refinement [27]: a TM needs to guarantee that, if a program is DRF under
the strongly atomic semantics (formalized as transactional sequential consistency [11]), then all its executions are observationally equivalent to strongly atomic ones. This Fundamental Property allows the programmer to never reason about weakly atomic semantics at all, even when checking DRF.

Different TMs have different requirements on mixing transactional and non-transactional accesses needed to validate the Fundamental Property. Privatization-safe TMs, such as lock-based TMs [15, 21] and NOrec [12], allow the programmer to ensure the absence of concurrent transactional and non-transactional accesses by synchronizing them using transactional operations. Then the program in Figure 1, which synchronizes accesses to $x$ using priv, is guaranteed strongly atomic semantics as is. Privatization-unsafe TMs, such as TL2 [14] and TinySTM [16], require the programmer to insert additional synchronization, e.g., via transactional fences [31, 35], which block until all the transactions that were active when the fence was invoked complete. For example, such TMs do not guarantee strongly atomic semantics to the program in Figure 1 unless the transaction $T_1$ is immediately followed by a transactional fence. This is because TMs such as TL2 execute transactions optimistically, flushing their writes to memory only on commit. Then, in the absence of a fence, the transaction $T_1$ can privatize $x$ and $n$ can modify it after $T_2$ started committing, but before its write to $x$ reached the memory, so that $T_2$’s write subsequently overwrites $n$’s write and violates the postcondition. TMs that make transactional updates in-place and undo them on abort are subject to a similar problem.

Privatization-safe TMs provide a simpler programming model, since they do not require the programmer to select where to place fences. However, the programmer still needs to avoid programs of the kind shown in Figure 3, which would lead the TM to violate strong atomicity. In this paper we show that a variant of transactional DRF (TDRF) previously proposed by Dalessandro et al. [11] is appropriate to formalize the programmer’s obligations. To this end, we show that this variant of TDRF validates the Fundamental Property, provided the TM satisfies a generalization of opacity [20, 21], which we call privatization-safe opacity. To formulate this kind of opacity, we generalize TDRF to arbitrary TM histories, not just strongly atomic ones. These results complement our previous proposal of DRF for privatization-unsafe TMs, which considers a more low-level programming model requiring fence placements [27].

We furthermore present a method for proving privatization-safe opacity and apply it to a TM based on two-phase locking [21] and a privatization-safe version of TL2 [14] that executes a fence at the end of each transaction. A key feature of our method is that it reduces proving privatization-safe opacity to proving the ordinary opacity of the TM assuming no mixed transactional/non-transactional accesses. This allows us to reuse the previous proofs of opacity of the two-phase locking TM [21] and TL2 [27].

Finally, our framework allows proving an interesting result about the inherent cost of privatization-safety. We prove that a TM that provides strongly atomic semantics to TDRF programs cannot be progressive and have invisible reads: it cannot ensure that transactions always complete when running solo and also that transactions reading objects do not prevent transactions writing to them from committing. This result significantly simplifies and strengthens a lower bound by Attiya and Hillel [7], which did not use a formal DRF notion.

## 2 Programming Language and Strongly Atomic Semantics

**Language syntax.** We formalize our results for a simple programming language with mixed transactional and non-transactional accesses. A program $P = C_1 \parallel \ldots \parallel C_N$ in our language is a parallel composition of commands $C_t$ executed by different threads $t \in \text{ThreadID} =$
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\{1, \ldots, N\}. Every thread \( t \in \text{ThreadID} \) has a set of local variables \( l \in \text{LVar} \), which only it can access; for simplicity, we assume that these are integer-valued. Threads have access to a transactional memory (TM), which manages a fixed collection of shared register objects \( x \in \text{Reg} \). The syntax of commands \( C \in \text{Com} \) is as follows:

\[
C ::= c \mid C ; C \mid \text{if } (b) \text{ then } C \text{ else } C \mid \text{while } (b) \text{ do } C
\]

\[
| \hspace{0.5cm} l = \text{atomic } \{ C \} \mid | x. \text{read}() \mid x. \text{write}(e)
\]

where \( b \) and \( e \) denote Boolean, respectively, integer expressions over local variables and constants. The language includes primitive commands \( c \in \text{PCom} \), which operate on local variables, and standard control-flow constructs. An atomic block \( l = \text{atomic } \{ C \} \) executes \( C \) as a transaction, which the TM can commit or abort. The system’s decision is returned in the local variable \( l \), which receives a distinguished value committed or aborted. We do not allow programs to abort a transaction explicitly and forbid nested atomic blocks. Threads can invoke two methods on a register \( x \): \( x.\text{read}() \) returns the current value of \( x \), and \( x.\text{write}(e) \) sets it to \( e \). These methods may be invoked both inside and outside atomic blocks.

**Model of computations.** The semantics of our programming language is defined in terms of traces – certain finite sequences of actions, each describing a single computation step (in this paper we consider only finite computations). Let \( \text{ActionId} \) be a set of action identifiers. Actions are of two kinds. A primitive action denotes the execution of a primitive command and is of the form \((a, t, c)\), where \( a \in \text{ActionId}, t \in \text{ThreadID} \) and \( c \in \text{PCom} \). An interface action has one of the following forms (where \( x \in \text{Reg} \) and \( v \in \mathbb{Z} \)):

<table>
<thead>
<tr>
<th>Request actions</th>
<th>Matching response actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>((a, t, \text{begintx}))</td>
<td>((a, t, \text{ok}))</td>
</tr>
<tr>
<td>((a, t, \text{trycommit}))</td>
<td>((a, t, \text{committed}))</td>
</tr>
<tr>
<td>((a, t, \text{write}(x,v)))</td>
<td>((a, t, \text{ret}(v)))</td>
</tr>
<tr>
<td>((a, t, \text{read}(x)))</td>
<td>((a, t, \text{ret}(v)))</td>
</tr>
</tbody>
</table>

Interface actions usually denote the control flow of a thread \( t \) crossing the boundary between the program and the TM: request actions correspond to the control being transferred from the former to the latter, and response actions, the other way around. A \( \text{begintx} \) action is generated upon entering an atomic block, and a \( \text{trycommit} \) action when a transaction tries to commit upon exiting an atomic block. The request actions \( \text{write}(x,v) \) and \( \text{read}(x) \) denote invocations of the \( \text{write} \), respectively, \( \text{read} \) methods of register \( x \); a \( \text{write} \) action is annotated with the value \( v \) written. The response actions \( \text{ret}(\bot) \) and \( \text{ret}(v) \) denote the return from invocations of \( \text{write} \), respectively, \( \text{read} \) methods of a register; the latter is annotated with the value \( v \) read. The TM may abort a transaction at any point when it is in control; this is recorded by an aborted response action. To simplify notation, we reuse the interface actions for reads and writes to denote accesses outside transactions.

A trace \( \tau \) is a finite sequence of actions satisfying the expected well-formedness conditions, e.g., that request and response actions are properly matched, and so are actions denoting the beginning and the end of transactions (we defer the formal definition to [26, §A]). A transaction \( T \) is a nonempty trace such that it contains actions by the same thread, begins with a \( \text{begintx} \) action and only its last action can be a committed or an aborted action. A transaction \( T \) is: committed if it ends with a committed action, aborted if it ends with aborted, commit-pending if it ends with trycommit, and live, in all other cases. A transaction \( T \) is in a trace \( \tau \) if \( T \) is a subsequence of \( \tau \) and no longer transaction is. We refer to interface actions in a trace outside of a transaction as non-transactional actions. We call a matching request/response pair of a read or a write a non-transactional access (ranged over by \( n \)).
A *history* is a trace containing only interface actions (thus, omitting all accesses to local variables); we use $H, S$ to range over histories, and $H(i)$ to refer to the $i$-th action in $H$. We also use $\text{history}(\tau)$ to denote a projection of a trace to interface actions. Since histories fully capture the possible interactions between a TM and a client program, we often conflate the notion of a TM and the set of histories it produces. Hence, a transactional memory $\mathcal{H}$ is a prefix-closed set of histories. We assume that a TM always allows a client program to execute a request and, hence, require $\mathcal{H}$ to be closed under appending any request action to its histories, provided that the latter remain well-formed. Note that histories include actions corresponding to non-transactional accesses, even though these may not be directly managed by the TM implementation. This is needed to account for changes to registers performed by such actions when defining the TM semantics: e.g., in the case when a register is privatized, modified non-transactionally and then published back for transactional access. Of course, a well-formed TM semantics should not impose restrictions on the placement of non-transactional actions, since these are under the control of the program.

**Strongly atomic semantics.** The semantics of a program $P$ is given by the set $\llbracket P \rrbracket(\mathcal{H})$ of traces it produces when executed with a TM $\mathcal{H}$. Its formal definition follows the intuitive meaning of commands, and we defer it to [26, §A]. Our semantics assumes that the underlying memory is sequentially consistent, which allows us to focus on the key issues specific to TM (we leave handling weak memory for future work, discussed in §9). We use the semantics instantiated with one particular TM to define the *strongly atomic* semantics of programs [8], which is equivalent to transactional sequential consistency [11]. Following [6], we use an *atomic* TM $\mathcal{H}_{\text{atomic}}$ for this purpose: the strongly atomic semantics of a program $P$ is given by the set of traces $\llbracket P \rrbracket(\mathcal{H}_{\text{atomic}})$. The TM $\mathcal{H}_{\text{atomic}}$ contains only histories that are non-interleaved, i.e., where actions by one transaction do not overlap with actions of another transaction or of non-transactional accesses. Of such histories, $\mathcal{H}_{\text{atomic}}$ contains only histories following the intuitive atomic semantics of transactions: every response action of a read($x$) returns the value $v$ in the last preceding write($x, v$) action that is not located in an aborted or live transaction different from the one of the read; if there is no such write, the read returns the initial value $v_{\text{init}}$. We defer a formal definition of $\mathcal{H}_{\text{atomic}}$ to [26, §A].

### 3 Transactional Data-Race Freedom

We now formalize in our framework a variant of transactional data-race freedom (TDFR) of Dalessandro et al. [11]. According to this notion, a data race happens between a pair of conflicting actions, as defined below.

**Definition 1.** A non-transactional request action $\alpha$ and a transactional request action $\alpha'$ conflict if $\alpha$ and $\alpha'$ are executed by different threads, they are read or write actions on the same register, and at least one of them is a write.

As is standard, we formalize when conflicting actions form a data race using a happens-before relation $\text{hb}(H)$ on actions in a history $H$. We first define the execution order of $H$ as follows: $\alpha <_H \alpha'$ iff for some $i$ and $j$, $\alpha = H(i), \alpha' = H(j)$ and $i < j$. 

**Definition 2.** The happens-before relation of a history $H \in \mathcal{H}_{\text{atomic}}$ is $\text{hb}(H) \equiv (\text{po}(H) \cup \text{ef}(H) \cup \text{cl}(H))^+$, where

- per-thread order $\text{po}(H)$: $\alpha <_{\text{po}(H)} \alpha'$ iff $\alpha <_H \alpha'$ and $\alpha, \alpha'$ are by the same thread;
- effect order $\text{ef}(H)$: $\alpha <_{\text{ef}(H)} \alpha'$ iff $\alpha <_H \alpha'$ and $\alpha, \alpha'$ are by different transactions;
- client order $\text{cl}(H)$: $\alpha <_{\text{cl}(H)} \alpha'$ iff $\alpha <_H \alpha'$ and $\alpha, \alpha'$ are non-transactional in $H$. 
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Definition 3. A history \(H \in H_{\text{atomic}}\) is transactional data-race free, written \(\text{TDRF}(H)\), if every pair of conflicting actions in it is ordered by \(\text{hb}(H)\) one way or another. A program \(P\) is transactional data-race free, written \(\text{TDRF}(P)\), if \(\forall \tau \in \mathcal{P}(H_{\text{atomic}})\), \(\text{TDRF}(\text{history}(\tau))\).

Components of happens-before used to define TDRF describe various forms of synchronization available in our programming language. First, actions by the same thread cannot be concurrent and thus we let \(\text{po}(H) \subseteq \text{hb}(H)\). Second, privatization-safe TMs provide synchronization between transactions, which follows their order in non-interleaved histories of an atomic TM considered in the definition of TDRF on programs. Thus, we let \(\text{ef}(H) \subseteq \text{hb}(H)\). Finally, we let \(\text{cl}(H) \subseteq \text{hb}(H)\), because in this paper we assume a sequentially consistent memory model and, hence, do not consider pairs of conflicting non-transactional accesses as races. This is the key difference between our variant of TDRF and the original definition by Dallessandro et al. [11], which does not include the client order into happens-before. Our variant of TDRF imposes fewer obligations on the programmer: as we show by establishing the Fundamental Property for our variant of TDRF (§5), under sequentially consistent memory races on non-transactional accesses are harmless for privatization-safety.

To illustrate the TDRF definition, we show that the program in Figure 1 is TDRF by considering the histories it produces with the atomic TM (the program in Figure 2 can be shown TDRF analogously). The possible conflicts are between the accesses to \(x\) in \(n\) and \(T_2\). For a conflict to occur, \(T_2\) has to read \textit{false} from \textit{priv}; then \(T_2\) has to execute before \(T_1\), yielding a history of the form \(T_2 T_1 n\). In this history \(T_2\) precedes \(T_1\) in the effect order and \(T_1\) precedes \(n\) in the per-thread order, meaning that \(\text{hb}(H)\) orders the conflict between \(T_2\) and \(n\). Similarly, in [26, §B] we show that programs following a proxy privatization pattern [37], where one thread privatizes an object for another thread, are also TDRF. On the other hand, the program in Figure 3 is not TDRF, since in histories it produces with the atomic TM, the happens-before never relates \(T\) with \(n_1\) or \(n_2\). Finally, the inclusion of \(\text{cl}(H) \subseteq \text{hb}(H)\) allows us to consider DRF those programs that privatize an object by agreeing on its status outside transactions (“partitioning by consensus” in [35]); we provide an example in [26, §B].

4 Privatization-Safe Opacity

We now present our first contribution – a generalization of \textit{opacity} of a TM \(H\) [20, 21] that guarantees that the TM provides strongly atomic semantics to TDRF programs. We call this generalization \textit{privatization-safe opacity}. Its definition requires that a history \(H\) of a TM \(H\) can be matched by a history \(S\) of the atomic TM \(H_{\text{atomic}}\) that “looks similar” to \(H\) from the perspective of the program. The similarity is formalized by a relation \(H \sqsubseteq S\), which requires \(S\) to be a permutation of \(H\) preserving its per-thread and client orders.

Definition 4. A history \(H_1\) corresponds to a history \(H_2\), written \(H_1 \sqsubseteq H_2\), if there is a bijection \(\theta : \{1, \ldots, |H_1|\} \rightarrow \{1, \ldots, |H_2|\}\) such that \(\forall i, H_1(i) = H_2(\theta(i))\) and

\[
\forall i, j < \theta(i) \wedge H_1(i) < \text{po}(H_1) \cup \text{cl}(H_1) H_2(j) \implies \theta(i) < \theta(j).
\]

The above relation differs in several ways from the one used to define the ordinary opacity. First, unlike in the ordinary opacity, our histories include non-transactional actions, because these can affect the behavior of the TM. Second, instead of preserving \(\text{cl}(H_1)\) in Definition 4, the ordinary opacity requires preserving the following \textit{real-time order} \(\text{rt}(H_1)\) on actions: \(\alpha <_{\text{rt}(H)} \alpha'\) iff \(\alpha \in \{\ldots, \text{committed}, \ldots, \text{aborted}\}\), \(\alpha' = \{\ldots, \text{begintx}\}\) and \(\alpha <_H \alpha'\). This orders non-overlapping transactions, with the duration of a transaction determined by the interval from its \textit{begintx} action to the corresponding \textit{committed} or \textit{aborted} action (or to the end of the history if there is none). However, preserving real-time order is unnecessary if all means of communication between program threads are reflected in histories [17].
We next lift privatization-safe opacity to TMs. A straightforward definition, mirroring the ordinary opacity, would require any history of the TM $H$ to have a matching history of the atomic TM $H_{atomic}$. However, such a requirement would be too strong for our setting: since the TM has no control over non-transactional actions of its clients, histories in $H$ may be produced by racy programs, and we do not want to require the TM to guarantee strong atomicity in such cases. For example, even though a simple TM based on a single global lock is privatization-safe, it has a history produced by the program from Figure 3 that does not have a matching history of $H_{atomic}$ (§1). Hence, our definition of privatization-safe opacity requires only histories produced by TDRF programs to have justifications in $H_{atomic}$. To express this restriction, we generalize data-race freedom to be defined over an arbitrary concurrent history $H$, not just one produced by $H_{atomic}$. The new DRF requires that every history of the atomic TM matching $H$ according to the opacity relation be TDRF.

**Definition 5.** A history $H \in H$ is concurrent data-race free, written $CDRF(H)$, if $\forall S \in H_{atomic}, H \subseteq S \Rightarrow TDRF(S)$. Let $H|_{CDRF} = \{ H \in H \mid CDRF(H) \}$. A program $P$ is concurrent data-race free with a TM $H$, written $CDRF(P, H)$, if $\forall \tau \in [P](H), CDRF(\text{history}(\tau))$.

**Definition 6.** A TM $H$ is privatization-safe opaque, written $H|_{CDRF} \subseteq H_{atomic}$, if for every history $H \in H|_{CDRF}$ there exists a history $S \in H_{atomic}$ such that $H \subseteq S$ holds.

The following lemma (proved in [26, §C]) justifies using CDRF as a generalization of TDRF to concurrent histories by establishing that TDRF programs indeed produce CDRF histories.

**Lemma 7.** For every program $P$ and a TM system $H$, $TDRF(P)$ implies $CDRF(P, H)$.

## 5 The Fundamental Property

We next formalize the Fundamental Property of TDRF using observational refinement [6]: if a program is TDRF under the atomic TM $H_{atomic}$, then any trace of the program under a privatization-safe opaque TM $H$ has an observationally equivalent trace under $H_{atomic}$.

**Definition 8.** Traces $\tau$ and $\tau'$ are observationally equivalent, denoted by $\tau \sim \tau'$, if $\forall t. \tau|_t = \tau'|_t$ and $\tau|_{\text{nontx}} = \tau'|_{\text{nontx}}$, where $\tau|_{\text{nontx}}$ denotes the subsequence of $\tau$ containing all actions from non-transactional accesses.

Equivalent traces are considered indistinguishable to the user. In particular, the sequences of non-transactional accesses in equivalent traces (which usually include all I/O) satisfy the same linear-time temporal properties. We lift the equivalence to sets of traces as follows.

**Definition 9.** A set of traces $T$ observationally refines a set of traces $T'$, written $T \preceq T'$, if $\forall \tau, \exists \tau' \in T'. \tau \sim \tau'$.

**Theorem 10 (Fundamental Property).** If $H$ is a TM such that $H|_{CDRF} \subseteq H_{atomic}$ and $P$ is a program such that $TDRF(P)$, then $[P](H) \preceq [P](H_{atomic})$.

Theorem 10 establishes a contract between the programmer and the TM implementors. The TM implementor has to ensure privatization-safe opacity of the TM assuming the program is DRF: $H|_{CDRF} \subseteq H_{atomic}$. The programmer has to ensure the DRF of the program under strongly atomic semantics: $TDRF(P)$. This contract lets the programmer check properties of a program assuming strongly atomic semantics ($[P](H_{atomic})$) and get the guarantee that the properties hold when the program uses the actual TM implementation ($[P](H)$). Theorem 10 follows from Lemma 7 and the next lemma, which is an adaptation of a result from [6].

**Lemma 11.** If $H$ is a TM such that $H|_{CDRF} \subseteq H_{atomic}$, then $\forall P. CDRF(P, H) \Rightarrow [P](H) \preceq [P](H_{atomic})$. 
6 Proving Privatization-Safe Opacity

We now develop a method that reduces proving privatization-safe opacity \( (H|_{\text{CDRF}} \sqsubseteq H_{\text{atomic}}) \) to proving the ordinary opacity. The method builds on a graph characterization of opacity by Guerraoui and Kapalka [21], which was proposed for proving opacity of TMs that do not allow mixed transactional/non-transactional accesses to the same data. The characterization allows checking opacity of a history \( H \) by checking two properties: consistency of the history, denoted \( \text{cons}(H) \), and the acyclicity of a certain opacity graph, which we define in the following. Consistency is a basic well-formedness property of a history ensuring the following. If a transaction \( T \) in \( H \) reads a value of a register \( x \) and writes to it before, then \( T \) reads the latest value it writes. If \( T \) reads a value of \( x \) and does not write to it before, then it reads some value written non-transactionally or by a committed or commit-pending transaction (or the initial value, when everything else fails). Consistency also ensures that only the last write to \( x \) by a transaction is read from. We define consistency formally in [26, §D] and focus here on defining opacity graphs.

The vertexes in these graphs include transactions and non-transactional accesses in \( H \). The intention of the \( \text{vis} \) predicate below is to mark those vertexes that have taken effect, including commit-pending transactions of this kind. The other components, intuitively, constrain the order in which the vertexes should appear in the atomic history.

Definition 12. The opacity graph of a history \( H \) is a tuple \( G = (\mathcal{V}, \text{vis}, \mathcal{WR}, \mathcal{WW}, \mathcal{RW}, \mathcal{PO}, \mathcal{CL}) \), where:

- \( \mathcal{V} \) is the set of graph vertexes, i.e., all transactions and non-transactional accesses from \( H \) (ranged over by \( \nu \)).
- \( \text{vis} \subseteq \mathcal{V} \) is a visibility predicate, which holds of all non-transactional accesses and committed transactions and does not hold of all aborted and live transactions.
- \( \mathcal{WR} : \mathcal{Reg} \rightarrow 2^{\mathcal{V} \times \mathcal{V}} \) specifies per-register read-dependency relations on vertexes, such that
  - For each read dependency \( \nu \xrightarrow{\mathcal{WR}} \nu' \), we have that \( \nu \neq \nu' \), \( \nu \) contains \((\_, \_, \text{write}(x,v))\), and \( \nu' \) contains a request \((\_, \_, \text{read}(x))\) and a matching response \((\_, \_, \text{ret}(v))\).
  - Each vertex that reads \( x \) has at most one corresponding read dependency:
    \( \forall \nu, \nu', \nu'', x. \nu \xrightarrow{\mathcal{WR}} \nu' \land \nu'' \xrightarrow{\mathcal{WR}} \nu \implies \nu = \nu'' \).
  - Each vertex that is read from is visible: \( \forall \nu, x. \nu \xrightarrow{\mathcal{WR}} \_ \implies \text{vis}(\nu) \).
- Informally, \( \nu \xrightarrow{\mathcal{WR}} \nu' \) means that \( \nu' \) reads what \( \nu \) wrote to \( x \).
- \( \mathcal{WW} : \mathcal{Reg} \rightarrow 2^{\mathcal{V} \times \mathcal{V}} \) specifies per-register write-dependency relations, such that for each \( x \in \mathcal{Reg} \), \( \mathcal{WW}_x \) is an irreflexive total order on \( \{ \nu \in \mathcal{V} | \text{vis}(\nu) \land (\_, \_, \text{write}(x,v)) \in \nu \} \).
- Informally, \( \nu \xrightarrow{\mathcal{WW}} \nu' \) means that \( \nu' \) overwrites what \( \nu \) wrote to \( x \).
- \( \mathcal{RW} \in \mathcal{Reg} \rightarrow 2^{\mathcal{V} \times \mathcal{V}} \) specifies per-register anti-dependency relations:
  \[ \nu \xrightarrow{\mathcal{RW}} \nu' \iff \nu \neq \nu' \land (\exists \nu'' : \nu' \xrightarrow{\mathcal{WW}} \nu'' \land \nu'' \xrightarrow{\mathcal{RW}} \nu) \lor \langle \text{vis}(\nu') \land (\_, \_, \text{write}(x,\_)) \in \nu' \land (\_, \_, \text{ret}(x, v_{\text{init}})) \in \nu \rangle. \]
- Informally, \( \nu \xrightarrow{\mathcal{RW}} \nu' \) means that \( \nu' \) overwrites the write to \( x \) that \( \nu \) previously read (the initial value of \( x \) is overwrten by any write to \( x \)).
- \( \mathcal{PO}, \mathcal{CL} \in 2^{\mathcal{V} \times \mathcal{V}} \) are the per-thread and client orders lifted to pairs of graph vertexes: e.g., \( \nu \xrightarrow{\mathcal{PO}(H)} \nu' \iff \exists \alpha \in \nu, \alpha' \in \nu'. \alpha <_{\mathcal{PO}(H)} \alpha' \).
We let $\text{Graph}(H)$ denote the set of all opacity graphs of $H$. We say that a graph $G$ is \emph{acyclic}, written $\text{acyclic}(G)$, if its edges do not form a directed cycle. We also refer to histories resulting from topological sortings of vertexes in a graph $G$ as its \emph{linearizations} and denote their set by $\text{lins}(G)$. The next lemma shows that we can check privatization-safe opacity of a history by checking its consistency and the acyclicity of its opacity graph, with any linearization of the graph yielding a matching atomic history.

\begin{itemize}
\item \textbf{Lemma 13.} $\forall H. (\text{cons}(H) \land \exists G \in \text{Graph}(H). \text{acyclic}(G)) \implies \text{lins}(G) \subseteq \mathcal{H}_{\text{atomic}}$.
\end{itemize}

The lemma is proven analogously to Lemma 6.4 in [27, §B.2]. It implies the following theorem, which gives a criterion for the privatization-safe opacity of a TM $\mathcal{H}$.

\begin{itemize}
\item \textbf{Theorem 14.} $\mathcal{H} \subseteq \mathcal{H}_{\text{atomic}}$ holds if $\forall H \in \mathcal{H}. \text{cons}(H) \land \exists G \in \text{Graph}(H). \text{acyclic}(G)$.
\end{itemize}

In comparison to the graph characterization of the ordinary opacity [21], ours is more complex: the graph includes non-transactional accesses and the acyclicity check has to take into account paths involving them. We now formulate lemmas that simplify reasoning about non-transactional operations: they allow proving the privatization-safe opacity of a TM using Theorem 14 with only small adjustments to a proof of its ordinary opacity using graph characterization. The latter characterization includes only transactions as nodes of the graph, but additionally considers paths including the lifting of the real-time order from §4 to transactions: for a history $H$, we let $\text{RT}(H)$ be the relation between transactions in $H$ such that $T <_{\text{RT}(H)} T'$ iff for some $\alpha \in T$ and $\alpha' \in T$ we have $\alpha <_{\text{RT}(H)} \alpha'$. We also let $\text{DEP}$ denote any edge in a given graph $G$, and we let $\text{txDEP}$ denote an edge between two transactions.

The following lemma exploits CDGF to show that, for every path between two transactions in an acyclic opacity graph, there is another path replacing edges involving non-transactional accesses by real-time order edges or transactional dependencies.

\begin{itemize}
\item \textbf{Lemma 15.} Consider an acyclic opacity graph $G = (V, \text{vis}, \text{WR}, \text{WW}, \text{RW}, \text{PO}, \text{CL})$ of a consistent CDGF history $H$. For any two transactions $T$ and $T'$, if $T \xrightarrow{\text{DEP}} T'$, then $T \xrightarrow{\text{RT}, \text{txDEP}} T'$.
\end{itemize}

The next lemma exploits CDGF to show that, for every path between a transaction and a non-transactional access in an acyclic opacity graph, there is another path where per-thread order is the only kind of an edge between transactions and non-transactional accesses.

\begin{itemize}
\item \textbf{Lemma 16.} Consider an acyclic opacity graph $G = (V, \text{vis}, \text{WR}, \text{WW}, \text{RW}, \text{PO}, \text{CL})$ of a CDGF history $H$. For any transaction $T$ and non-transactional access $n$:
\begin{itemize}
\item if $T \xrightarrow{\text{DEP}} n$, then there are $T'$ and $n'$ such that $T \xrightarrow{\text{RT}, \text{txDEP}} T' \xrightarrow{\text{PO}} n' \xrightarrow{\text{CL}} n$;
\item if $n \xrightarrow{\text{DEP}} T$, then there are $T'$ and $n'$ such that $n \xrightarrow{\text{CL}} n' \xrightarrow{\text{PO}} T' \xrightarrow{\text{RT}, \text{txDEP}} T$.
\end{itemize}
\end{itemize}

Our method for proving the privatization-safe opacity of a TM (which we illustrate in §7) uses Lemmas 15 and 16 to reduce proving the acyclicity of an opacity graph to proving the absence of cycles in the projection of the graph to transactions, enriched with real-time order edges. The simplified acyclicity check is exactly the one required in the graph characterization of the ordinary opacity [21], allowing us to reuse existing proofs.

In the following we prove Lemmas 15 and 16. We show the existence of the paths required in the lemmas by using CDGF to eliminate WR/WW/RW-dependencies between transactions and non-transactional accesses. Each of the dependencies to be eliminated corresponds to a conflict in a matching atomic history, which CDGF guarantees to relate by happens-before. The next lemma exploits this observation.
Lemma 17. Consider an acyclic opacity graph \( G = (V, \text{vis}, \text{WR}, \text{WW}, \text{RW}, \text{PO}, \text{CL}) \) of a consistent CDRF history \( H \). For any transaction \( T \) and non-transactional access \( n \):

1. If \( T \xrightarrow{\text{DEP}} n \), then there are \( T' \) and \( n' \) such that \( T' \xrightarrow{\text{DEP}^*} T' \xrightarrow{\text{PO}} n' \xrightarrow{\text{CL}^*} n \);
2. If \( n \xrightarrow{\text{PO}} T \), then there are \( T' \) and \( n' \) such that \( n \xrightarrow{\text{CL}^*} n' \xrightarrow{\text{PO}} T' \xrightarrow{\text{DEP}^*} T \).

For example, consider an execution of the program in Figure 1 where \( T_2 \) reads false from \( \text{priv} \) and writes to \( x \) before \( n \) does. The corresponding acyclic graph contains both \( T_2 \xrightarrow{\text{WW}} n \) and \( T_2 \xrightarrow{\text{RW}} T_1 \xrightarrow{\text{PO}} n \). To prove Lemma 17, we lift \( \xrightarrow{\text{PO}(H)} \) and \( \xrightarrow{\text{HB}(H)} \) from Definition 2 to vertexes of the graph as expected, writing \( \xrightarrow{\text{PO}(H)} \) and \( \xrightarrow{\text{HB}(H)} \) for the resulting relations. We also write \( \xrightarrow{\text{LE}} \) for their reflexive closure. We rely on the following easy result (proved in [26, §D]).

Proposition 18. In a TDRF history \( H \), for any \( T \) and \( n \) we have:

1. If \( T \xrightarrow{\text{HB}(H)} n \) and \( T' \xrightarrow{\text{PO}(H)} n' \xrightarrow{\text{LE}} n \), then \( T' \xrightarrow{\text{PO}(H)} n' \xrightarrow{\text{LE}} n \);
2. If \( n \xrightarrow{\text{HB}(H)} T \) and \( n \xrightarrow{\text{CL}(H)} n' \xrightarrow{\text{LE}} n \), then \( n \xrightarrow{\text{CL}(H)} n' \xrightarrow{\text{LE}} n \).

Proof of Lemma 17. We only prove part 1, as part 2 can be proven analogously. Assume \( T \xrightarrow{\text{DEP}} n \). If \( T \xrightarrow{\text{PO}} n \), then \( T \xrightarrow{\text{DEP}^*} T' \xrightarrow{\text{PO}} n \xrightarrow{\text{CL}^*} n \), which trivially concludes the proof. In the following, we consider the remaining case when \( \neg(T \xrightarrow{\text{PO}} n) \) and \( T \xrightarrow{\text{WR,WW,RW}} n \), so that \( T \) and \( n \) contain conflicting actions. Let \( A \) denote the following set of pairs \((T', n')\) of a transaction and a non-transactional access:

\[
A \triangleq \{(T', n') \mid \exists L \in \text{links}(G). T \leq_{\text{EF}(L)} T' \xrightarrow{\text{PO}(L)} n' \leq_{\text{CL}(L)} n\}.
\]

By Definition 12, for any \((T', n') \in A\) we have \( T' \xrightarrow{\text{PO}} n' \xrightarrow{\text{CL}^*} n \). It suffices to show that there is \( T' \) such that \( T \xrightarrow{\text{DEP}^*} T' \) and \((T', \_\_\_) \in A\). Proceeding by contradiction, let us assume that this is not the case: for every \((T', \_\_\_) \in A\), there is no edge \( T \xrightarrow{\text{DEP}^*} T' \) in \( G \). Then extending the graph with edges \((T' \xrightarrow{\text{DEP}^*} T \mid (T', \_\_\_) \in A)\) will not introduce a cycle. Hence, there exists a linearization \( L \in \text{links}(G) \) in which every \((T', \_\_\_) \in A\) occurs before \( T \): \( \forall T', (T', \_\_\_) \in A \implies T' \leq_{\text{EF}(L)} T \).

Since the history \( H \) is consistent and has an acyclic opacity graph \( G \), by Lemma 13 we get \( L \in \text{links}(G) \subseteq \mathcal{H}_{\text{atomic}} \). Since \( H \) is CDRF, the conflicting pair \( T \) and \( n \) are ordered by \( \text{HB}(L) \). Moreover, since \( T \) occurs before \( n \) in \( L \) and \( \text{HB}(L) \) is consistent with the execution order of \( L \), we have \( T \xrightarrow{\text{HB}(L)} n \). From this by Proposition 18, for some \( T'' \) and \( n'' \) we have \( T \leq_{\text{EF}(L)} T'' \xrightarrow{\text{PO}(L)} n'' \leq_{\text{CL}(L)} n \). Hence, \( T \leq_{\text{EF}(L)} T'' \) and \( (T'', n'') \in A \). But by the construction of \( L \) we have \( T'' \leq_{\text{EF}(L)} T \), which contradicts the definition of \( \text{EF} \) as a total order on transactions. This contradiction demonstrates the required.

The following result leverages Lemma 17 to show that, for every path between two transactions in an acyclic opacity graph, there is another path replacing some edges involving non-transactional accesses by real-time order edges or transactional dependencies.

Lemma 19. Consider an acyclic opacity graph \( G = (V, \text{vis}, \text{WR}, \text{WW}, \text{RW}, \text{PO}, \text{CL}) \) of a consistent CDRF history \( H \). For any two transactions \( T \) and \( T' \), if \( T \xrightarrow{\text{DEP}^+} T' \), then there are two transactions \( T_1 \) and \( T_2 \) such that \( T \xrightarrow{\text{DEP}^*} T_1 \xrightarrow{\text{DEP}^+} T_2 \xrightarrow{\text{DEP}^*} T' \).

Proof. Assume \( T \xrightarrow{\text{DEP}^+} T' \) and consider the corresponding path in the graph \( G \). If there are no non-transactional accesses on this path, then \( T \xrightarrow{\text{DEP}^+} T' \), so the lemma holds trivially.

Assume now that there are non-transactional accesses on this path, then \( T \xrightarrow{\text{DEP}^+} T' \), so the lemma holds trivially.

Let \( n \) and \( n' \) be the first and the last such accesses respectively, and also let \( T_1 \) (\( T_2 \)) be the transaction immediately preceding \( n \) (following \( n' \)) on the path. Since \( G \)
is acyclic and CL relates every pair of non-transactional accesses, we must have \( n^* \). Then \( T \xrightarrow{\text{DEP}} T_0 \xrightarrow{\text{DEP}} 1 \xrightarrow{\text{CL}^*} n^* \xrightarrow{\text{DEP}} T_2 \xrightarrow{\text{DEP}} T' \). Applying Lemma 17(1) to \( T_1 \xrightarrow{\text{DEP}} n \) and Lemma 17(2) to \( n^* \xrightarrow{\text{DEP}} T'_2 \), we get that there are \( T_1, n_1, T_2, n_2 \) such that:

\[
T \xrightarrow{\text{DEP}} T_1 \xrightarrow{\text{PO}} n_1 \xrightarrow{\text{CL}^*} n \xrightarrow{\text{CL}^*} n' \xrightarrow{\text{DEP}} T_2 \xrightarrow{\text{DEP}} T'.
\]

Then \( T \xrightarrow{\text{DEP}} T_1 \xrightarrow{\text{PO}} n_1 \xrightarrow{\text{CL}^*} n_2 \xrightarrow{\text{DEP}} T_2 \xrightarrow{\text{DEP}} T' \). By Definition 12 of PO and CL, \( T_1 \) ends before \( T_2 \) starts, so that \( T_1 \xrightarrow{\text{RT}} T_2 \). Then \( T \xrightarrow{\text{DEP}} T_1 \xrightarrow{\text{RT}} T_2 \xrightarrow{\text{DEP}} T' \), as required. \( \square \)

Proof of Lemma 15. To prove the lemma, we iteratively construct a path in \( G \) demonstrating that \( T \xrightarrow{\text{RT} \cup \text{DEP}} \ast \xrightarrow{\text{T'}} \). At the \( k \)-th iteration we construct a sequence \( \pi_k \) of transactions \( \{ T_0, T_1, T_1', \ldots, T_k, T_k' \} \in V \) such that:

\[
\pi_k = T, T_k = T', \quad \text{and} \quad T_0 \xrightarrow{\text{DEP}} T_0' \xrightarrow{\text{RT} \cup \text{DEP}} T_1 \xrightarrow{\text{DEP}} T_1' \xrightarrow{\text{RT} \cup \text{DEP}} T_k \xrightarrow{\text{DEP}} T_k'.
\]

We start the construction with a sequence \( \pi_0 = T, T' \), which satisfies the above conditions because \( T \xrightarrow{\text{DEP}} T' \). We stop the construction once we get a sequence \( \pi_k \) such that \( T_i = T_i' \) for each \( i = 0..k \): in this case the sequence yields a path of the required form. Otherwise, we construct \( \pi_{k+1} \) from \( \pi_k \) as follows. We choose any two transactions \( T_i \) and \( T_i' \) in \( \pi_k \) such that \( T_i \neq T_i' \) and, hence, \( T_i \xrightarrow{\text{DEP}} T_i' \). By Lemma 19, there are \( T_i'' \) and \( T_i''' \) such that \( T_i \xrightarrow{\text{DEP}} T_i'' \) \( T_i'' \xrightarrow{\text{DEP}} T_i''' \). Then we let \( \pi_{k+1} = T_0, T_0', \ldots, T_i, T_i'', T_i''', T_i', \ldots, T_k, T_k' \).

Since \( G \) is acyclic, in any \( \pi_k \) the only transactions that can coincide are some consecutive \( T_i \) and \( T_i' \). Thus, \( \pi_k \) contains at least \( k+1 \) distinct transactions. But then our transformation has to stop after at most \( n \) steps, where \( n \) is the number of transactions in \( G \). \( \square \)

Proof of Lemma 16. We only prove part 1, as part 2 can be proven analogously. Assume \( T \xrightarrow{\text{DEP}} n \). Then there are \( n'' \) and \( n''' \) such that \( T \xrightarrow{\text{DEP}} T'' \xrightarrow{\text{DEP}} n'' \xrightarrow{\text{DEP}} n \). By Lemma 17, there are \( T_i \) and \( n'' \) such that \( T \xrightarrow{\text{DEP}} T_i \xrightarrow{\text{DEP}} n'' \xrightarrow{\text{DEP}} n'' \xrightarrow{\text{DEP}} n \). Then \( T \xrightarrow{\text{DEP}} T'' \xrightarrow{\text{PO}} n' \xrightarrow{\text{CL}^*} n'' \xrightarrow{\text{CL}^*} n \). By Lemma 15, \( T \xrightarrow{\text{RT} \cup \text{DEP}} \ast \xrightarrow{\text{T}'}, \) implying the required. \( \square \)

As we show in [26, §D], the observations in the proofs of the Lemmas 15 and 16 additionally let us establish the following interesting theorem, giving an equivalent formulation of CDRF in terms of dependencies between transactions.

**Theorem 20.** Given a consistent history \( H \), CDRF(\( H \)) holds if and only if in each acyclic opacity graph \( G = (V, \text{vis}, \text{WR}, \text{WW}, \text{RW}, \text{PO}, \text{CL}) \in \text{Graph}(H) \) there is a path over edges from \( \text{PO} \cup \text{CL} \cup \text{txDEP} \cup \text{RT}(H) \) between every pair of vertices containing conflicting actions.

## 7 Case Study: FencedTL2

In this section we illustrate how Lemmas 15 and 16 enable simple proofs of privatization-safe opacity using an example of a privatization-safe version of TL2 [14]. We give only the key parts of the proof and defer details to [26, §E]. There we also give a proof of privatization-safe opacity of a TM based on two-phase locking [21], which is privatization-safe.

As we noted in §1, the TL2 algorithm by itself is not privatization-safe. The reason is that TL2 executes transactions optimistically, buffering their writes, and flushes them to memory only on commit. Thus, in the example in Figure 1, it is possible for the transaction \( T_1 \) to privatize \( x \) and for \( n \) to modify it after \( T_2 \) started committing, but before its write to \( x \) reached the memory, so that \( T_2 \)'s write subsequently overwrites \( n \)'s write and violates the
postcondition. We can make TL2 privatization-safe by modifying its implementation so that it executes a transactional fence [31, 35] at the end of every transaction, an implementation we call FencedTL2. The fence has a semantics similar to Read-Copy-Update (RCU) [32]: it blocks until all the concurrent transactions that were active when the fence was invoked complete, by either committing or aborting. For instance, in the example in Figure 1 executing a transactional fence after T₁ would block the thread until T₂ commits or aborts, thus ensuring that n is not overwritten by T₂’s buffered write. The above way of making a TM privatization-safe is used in the GCC compiler [18] (albeit with TinySTM [16] instead of TL2) and has been experimentally evaluated in [36, 37].

To prove privatization-safe opacity of FencedTL2, for every one of its executions we inductively construct an opacity graph (with added real-time order edges) that matches its history. This is done with the help of the following graph updates, which specify how and when in the execution to extend the graph:

- At the start of a transaction T, a graph update txinit(T) adds a new vertex T and extends the real-time order with edges T′ \rightarrow RT T for every completed transaction T′.
- At the end of a read operation of a transaction T reading from an object x, a graph update txread(T, x) adds a read dependency ν \rightarrow WR x T, where ν is the vertex that wrote the value returned by the read.
- During the commit of a transaction T, TL2 validates the consistency of T’s read-set before flushing T’s write-set into memory. At the last step of the validation, a graph update txwrite(T, x) adds a write dependency ν \rightarrow WW x T for every object x in the write-set of T, where ν is the vertex that wrote the previous value of x.
- Upon each non-transactional write n to an object x, a graph update ntxwrite(n, x) adds a new vertex n and a write-dependency ν \rightarrow WR x n, where ν is the vertex that wrote the previous value of x.
- Upon each non-transactional read n from an object x, a graph update ntxread(n, x) adds a new vertex n and a read dependency ν \rightarrow WR x n, where ν is the vertex that wrote the value returned by n.

The updates also add anti-dependencies of the form \_ \rightarrow RW T induced by new read- and write-dependencies.

At each step of the graph construction we prove that the graph remains acyclic. Then Theorem 14 guarantees that the history of the execution is opaque. We use Lemmas 15 and 16 to reduce the task of proving the graph acyclicity to proving the absence of cycles involving transactions only. To discharge the latter proof obligation, we reuse our previous proof of opacity of TL2 [27], also done via the graph characterization. This proof establishes the following invariant over pairs \((H, G)\) of a history H and a graph G:

INV₁: H is a consistent history and the relation txDEP \cup RT is acyclic.

To enable the reduction from privatization-safe to ordinary opacity, we prove the following invariant, which states the guarantee provided by fences in FencedTL2:

INV₂: For every uncompleted transaction T and a transaction T′, T \rightarrow txDEP, \ast T′ \rightarrow PO \rightarrow \_ does not hold.

An informal justification of INV₂ is as follows. By construction of the graph it is possible to establish that T′ can depend on an uncompleted transaction T only when they execute concurrently. In this case, the fence of T′ will wait for T to commit or abort, and until then there cannot be any transactions or non-transactional accesses in the thread of T′ later in the per-thread order. By Theorem 14, privatization-safe opacity of FencedTL2 follows from
Theorem 21. \(\forall H \in \text{FencedTL2}. \ CDRF(H) \implies \exists G. (H, G) \in \text{INV}_1 \land \text{INV}_2 \land \text{acyclic}(G)\).

We prove Theorem 21 by induction on the length of the TM execution inducing \(H\), constructing \(G\) as described above and showing that it remains acyclic after each update with the aid of the two invariants. Due to space constraints, we only explain how we prove acyclicity in the case of a graph update \(\text{txwrite}\), which illustrates the use of Lemmas 15 and 16.

Lemma 22. Let \((H', G')\) be the result of performing an update \(\text{txwrite}(T, x)\) on \((H, G)\). Assume that \((H, G), (H', G') \in \text{INV}_1 \land \text{INV}_2\) and \(G\) is acyclic. Then \(G'\) is acyclic too.

Proof. By contrapositive: we assume that \(G'\) contains a simple cycle and show that \(G'\) violates either \(\text{INV}_1\) or \(\text{INV}_2\). The graph update adds an edge of the form \(\text{RW}_x\) and the derived edges of the form \(\text{RW}_x\). Since both kinds of edges end in the same vertex \(T\), they cannot occur in the same simple cycle. Hence, we can consider them separately.

Consider a simple cycle involving a new edge \(\nu \xrightarrow{\text{DEP}} T\) for some vertex \(\nu\). By our assumption, there must be a reverse path \(T \xleftarrow{\text{DEP}} \nu\) in \(G\). Let us first consider the case when \(\nu\) is a transaction \(T'\). Since \(G\) is acyclic and \(H\) is consistent and CDRF, by Lemma 15 the path \(T \xrightarrow{\text{DEP}} T' \xrightarrow{\text{RTU} \circ \text{DEP}} \nu\) can be reduced to \(T \xrightarrow{\text{RTU} \circ \text{DEP}} \nu\). Since \(G'\) only extends \(G\), the same path is present in \(G'\) too. Then \(T' \xrightarrow{\text{DEP}} T \xrightarrow{\text{RTU} \circ \text{DEP}} \nu\) is a cycle over transactions in \(G'\), which contradicts \((H', G') \in \text{INV}_1\). We now consider the case when \(\nu\) is a non-transactional access \(n\). Since \(G\) is acyclic and \(H\) is consistent and CDRF, by Lemma 16 there exist \(T'\) and \(n'\) such that \(T \xrightarrow{\text{DEP}} T' \xrightarrow{\text{PO}} n' \xrightarrow{\text{CL}} n\) holds in \(G\). Note that \(T\) is an uncompleted transaction, since it currently performs a graph update. Therefore, \(T \xrightarrow{\text{txwrite}} T' \xrightarrow{\text{PO}} n' \xrightarrow{\text{CL}} n\) is a contradiction to \((H, G) \in \text{INV}_2\).

8 The Cost of Privatization-Safety

We now present a result about the inherent cost of privatization-safety, by which we mean guaranteeing strongly atomic semantics to TDRF programs. In addition to TM histories, we consider the prefix-closed set of all TM executions \(X\), ranged over by \(\varphi\). Unlike histories, they include internal TM actions that only occur in transactions and are not a part of the TM interface. One type of an internal action are write-backs of the form \((a, t, \text{wb}(x, v))\), where \(a \in \text{ActionId}, t \in \text{ThreadId}, x \in \text{Reg},\) and \(v \in \mathbb{Z}\). A write-back denotes a transaction of a thread \(t\) writing a value \(v\) to a register \(x\). We assume that a TM implementation is represented by a pair \((H, X)\) of a set of histories and a set of executions producing them.

Definition 23. A TM system \((H, X)\) is progressive when for any \(\varphi \in X\) with at most one uncompleted transaction \(T\), if the last interface action by \(T\) in \(\varphi\) is a request \(\alpha\), there exists a sequence of internal TM actions \(\varphi'\) by \(T\) and a response \(\alpha'\) matching \(\alpha\) such that \(\varphi' \alpha' \in X\).

Definition 24. A TM system \((H, X)\) has invisible reads when for any \(\varphi' \in X\) such that \(\varphi\) contains at most one uncompleted transaction \(T\) and \(\varphi'\) is a sequence of actions corresponding to another uncompleted transaction \(T'\) only conflicting with reads by \(T\), if the last interface action by \(T'\) is a request \(\alpha\), there exists a sequence of internal TM actions \(\varphi''\) by \(T'\) and a response \(\alpha''\) matching \(\alpha\) such that \(\varphi' \varphi'' \alpha'' \in X\).

Our progressiveness property is analogous to obstruction-freedom [22], requiring a transaction to complete when running solo. Our invisible reads property can be ensured when the TM only writes to thread-local memory upon reading [21]. The FencedTL2 TM from §7 is privatization-safe and has invisible reads, but is not progressive due to its use of fences. As the following theorem shows, this is not accidental.
Theorem 25. A TM system that guarantees strongly atomic semantics to TDRF programs cannot both be progressive and have invisible reads.

We rely on the following proposition, proved in [26, §G].

Proposition 26. Consider a TM system that guarantees strongly atomic semantics to TDRF programs. If is a TM execution of a single atomic block where the latter commits, and the invisible reads property ensures that the TM responds to them without aborting, cannot both be progressive and have invisible reads.

Proof of Theorem 25. The proof is by contradiction. Assume there exists a progressive TM (H,X) with invisible reads that guarantees strong atomicity to every TDRF program P, so that [P](H) ⊆ [P](Hatomic). We choose a particular TDRF program P and construct a counterexample trace from [P](H) that does not have a matching trace in [P](Hatomic).

Namely, we consider the following program P, similar to the one in Figure 1:

\[
\begin{align*}
\{ \text{priv} = \text{false} \wedge x = 0 \} \\
1_1 = \text{atomic} \{ \\
\quad \text{priv} = \text{true}; \} \quad \text{if (!priv)} \\
\quad \text{if (1_1 == committed)} \quad x = 42; \\
1_2 = x; \quad /\ n \quad \} \quad \text{// } T_2
\end{align*}
\]

We first consider a single-threaded program executing the atomic block in the right-hand-side thread t_2 of P. The TM always allows the program to execute requests (§2), and the invisible reads property ensures that the TM responds to them without aborting. Therefore, there is an execution \(\varphi_2 \in X\) consisting only of actions of the atomic block of t_2 in P ending with a commit-response. By Proposition 26, the execution of \(\varphi_2^0\) contains a write-back (\(_,t_2,wb(x,42))\). Let \(\varphi_2\) be the prefix of \(\varphi_2^0\) until the first write-back \(w = (_,t_2,wb(x,42))\). By Proposition 26, \(\varphi_2\) contains a write request to x and, therefore, a preceding response (\(_,t_2,ret(false))\) to a read from \text{priv}. The set of TM executions is prefix-closed, so \(\varphi_2 w \in X\).

Note that \(\varphi_2\) corresponds to a (partial) trace of P. We now let P continue \(\varphi_2\) by executing the atomic block of the left-hand-side thread t_1. The TM always allows t_1 to execute requests (§2), and the invisible reads property ensures that the TM responds to them without aborting, as they only conflict with t_2’s read from \text{priv} in \(\varphi_2\). We thus obtain a sequence of actions \(\varphi_1\) corresponding to a committed transaction t_1 such that \(\varphi_2 \varphi_1 \in X\). We can then execute \(n = (_,t_1,\text{read(x)})(\_,t_1,\text{ret(0)}))\), which returns the initial value of x as there has not been any write-back to x yet. We thereby obtain an execution \(\varphi_2 \varphi_1 n \in X\) in which thread t_1 of P has executed to completion.

We now let P resume executing the atomic block of thread t_2. Since the TM is progressive, the execution \(\varphi_2 \varphi_1 n\) can be extended to an execution \(\varphi = \varphi_2 \varphi_1 n \varphi_2' \in X\) where the atomic block is completed, yielding a transaction T_2. We first consider the case when T_2 commits in \(\varphi\). The execution \(\varphi\) corresponds to a trace \(\tau \in [P](H)\). Since \([P](H) \succeq [P][H]\text{atomic}\), there exists a trace \(\tau' \in [P][H]\text{atomic}\) matching \(\tau\). Above we established that \(\varphi_2\) reads false from \text{priv} and, hence, so does T_2. To justify reading this value in \(\tau'\), T_2 must commit in this trace before T_1 starts and, therefore, before n starts too. Hence, n must observe T_2’s write to x in \(\tau'\), even though it observes the initial value in \(\tau\). Then \(\tau'\) cannot match \(\tau\), and this contradiction concludes the proof.

We now consider the case when T_2 aborts in \(\varphi\). Above we established that \(\varphi_2^0 = \varphi_2 w_{\_} \in X\), so that \(\varphi_2 w \in X\). Since the TM executes write-backs as atomic writes, if a transaction is interrupted when a write-back w is pending, it proceeds with w once its execution resumes. Hence, it must be the case that \(\varphi_2\) takes the form of \(w \varphi_2''\), so that \(\varphi = \varphi_2 \varphi_1 n w \varphi_2''\). Since
the TM does not impose restrictions on the placement of the non-transactional accesses (§2), it must also allow an execution \( \varphi_2 \varphi_1 w n' \varphi'_2 \in X \), where \( n' = (\_, t_1, \text{read}(x)) (\_, t_1, \text{ret}(42)) \) returns the value written by \( w \). This execution corresponds to a trace \( \tau \in [P](H) \). Since \( [P](H) \preceq [P](H_{\text{atomic}}) \), there exists a trace \( \tau' \in [P](H_{\text{atomic}}) \) matching \( \tau \). In this trace \( n' \) reads 42 written by an aborted transaction \( T_2 \), which cannot happen under \( H_{\text{atomic}} \). Hence, \( \tau' \not\in [P](H_{\text{atomic}}) \), and this contradiction concludes the proof.

\[ \square \]

9 Related Work and Discussion

We have previously proposed a notion of DRF for privatization-unsafe TMs and a corresponding variant of opacity that ensure the Fundamental Property [27]. This work considered a more low-level programming model, which required inserting fences after some of the transactions for a program to be DRF. The resulting DRF notion was thus more involved than TDRF. Showing that the simpler TDRF is enough for privatization-safe TMs required us to address new technical challenges, such as the need to generalize TDRF to concurrent histories (to formulate privatization-safe opacity, §4) and to prove the delicate path reduction lemmas linking TDRF with properties of opacity graphs (§6). Furthermore, unlike [27], our results are also applicable to TMs that achieve privatization-safety by means other than fences, such as a lock-based TM we handle in [26, §F]. Our results also suggest a strengthening of those in [27]; we defer the details to [26, §H].

The notion of TDRF we use is a variant of the one proposed by Dalessandro et al. [11]. They also suggested that the notion should satisfy the Fundamental Property, but with strict serializability as the required condition on the TM. As we argued in §4, this condition is too strong, as it does not allow the proofs of TM correctness to benefit from the DRF of programs using it. In this paper we justify the appropriateness of TDRF by proposing a matching TM correctness condition that enables proofs of common TMs and proving the Fundamental Property for it. This also requires us to generalize TDRF to concurrent histories.

In this paper we assumed sequential consistency as a baseline non-transactional memory model. However, transactions are being integrated into languages, such as C++, that have weaker memory models [1]. Transactional sequential consistency, which we use as our strongly atomic semantics, is equivalent to that prescribed by the C++ memory model without relaxed transactions or non-SC atomics [9], and our definition of a data race is given in the axiomatic style used in the C++ memory model [2]. Hence, we believe that in the future our results can be generalized to the wider C++ model, in particular, by weakening the client order in Definition 2 to account for non-SC non-transactional accesses.

Abadi et al. also proposed disciplines for privatization with a formal justification of their safety [3, 4]. However, these disciplines are more restrictive than ours: they either prohibit mixing transactional and non-transactional accesses to the same register [4] or require explicit commands to privatize and publish an object [3]. Such disciplines are particular ways of achieving the more general notion of TDRF that we adopted.

Attiya and Hillel [7] investigated the cost of privatization in progressive TMs. Unlike us, they considered support for privatization to be part of TM interface and did not rely on a formal notion of privatization-safety. They proved the impossibility of supporting privatization in eager TMs, and a lower bound on its implementation cost in lazy TMs. Our Theorem 25 unifies and strengthens their results, as it states the impossibility of providing privatization-safety for all progressive TMs with invisible reads. We also make the results more rigorous by linking them to a formal notion of privatization-safety based on TDRF.
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Abstract
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1 Introduction

1.1 Background

The CONGEST is one of the standard message-passing models in the development of distributed graph algorithms, especially for global problems such as shortest paths and minimum spanning tree. It is a round-based synchronous system where each link can transfer $O(\log n)$-bit information per one round ($n$ is the number of nodes in the system). Since most of global distributed tasks as mentioned above inherently require each node to access the information far apart from itself, it is not possible to “localize” the communication assessed for solving those tasks. That is, the $\Omega(D)$-round complexity often becomes an universal lower bound applied to any network topology, where $D$ is the diameter of the input topology. While $D$-round computation is sufficiently long to make some information reach all the nodes in the network, the constraint of limited bandwidth precludes the centralized solution that one node collects the information of whole network topology because it results in expensive $\Omega(n)$-round time complexity. The round complexity of CONGEST algorithms solving global tasks is typically represented in the form of $\tilde{O}(n^{c} + D)$ or $\tilde{O}(n^{c}D)$ for some constant $0 \leq c \leq 2^1$, and thus the main complexity-theoretic question is how much we can make $c$ small (ideally $c = 0$, which matches the universal lower bound). Unfortunately, achieving such an universal bound is an impossible goal for many problems, e.g., minimum spanning tree (MST), shortest paths, minimum cut, and so on. They exhibit the lower bound of $\tilde{\Omega}(\sqrt{n} + D)$ rounds for general graphs.

Most of $\tilde{O}(n^{c} + D)$-round lower bounds for some $c > 0$ are derived from special “hard-core” instances, and does not necessarily apply to popular graph classes such as planar graphs, which evokes the interest of developing efficient distributed graph algorithms for specific graph classes. In the last few years, the study along this line rapidly made progress, where the concepts of partwise aggregation and low-congestion shortcuts play an important role. In the partwise aggregation problem, all the nodes in the network is initially partitioned into a number of disjoint connected subgraphs, which we call a part. The goal of this problem is to perform a certain kind of distributed tasks independently within all the parts in parallel. The executable tasks cover several standard operations such as broadcast, convergecast, leader election, finding minimum, and so on. The low-congestion shortcut is a framework of solving the partwise aggregation problem, which is initiated by Ghaffari and Haeupler [11]. The key difficulty of the partwise aggregation problem appears when the diameter of a part is much larger than the diameter $D$ of the original graph. Since the diameter can become $\Omega(n)$ in the worst case, the naive solution which performs the aggregation task only by in-part communication can cause the expensive $\Omega(n)$-round running time. A low-congestion shortcut is defined as the sets of links augmented to each part for accelerating the aggregation task there. Its efficiency is characterized by two quality parameters: The dilation is the maximum diameter of all the parts after the augmentation, and the congestion is the maximum edge congestion of all edges $e$, where the edge congestion of $e$ is defined as the number of the parts augmenting $e$. In the application of low-congestion shortcuts, the performance of an algorithm typically relies on the sum of the dilation and congestion. Hence we simply call the value of dilation plus congestion the quality of the shortcut. It is known that any low-congestion shortcut with quality $q$ and $O(f)$-round construction time yields an $\tilde{O}(f + q)$-round solution for the partwise aggregation problem, and $\tilde{O}(f + q)$-round partwise aggregation yields the efficient solutions for several fundamental graph problems. Precisely, the following meta-theorem holds.

---

1 $\tilde{O}(\cdot)$ is a notation which ignores polylog($n$) factors from $O(\cdot)$. 
Theorem 1 (Ghaffari and Haeupler [11], Haeupler and Li [19]). Let \( G \) be a graph class allowing the low-congestion shortcut with quality \( O(q) \) that can be constructed in \( O(f) \) rounds in the CONGEST model. Then there exist three algorithms solving (1) the MST problem in \( \tilde{O}(f + q) \) rounds, (2) the \((1+\epsilon)\)-approximate minimum cut problem in \( \tilde{O}(f + q) \) rounds for any \( \epsilon = \Omega(1) \), and (3) \( O(n^{O(\log \log n)/\log \beta}) \)-approximate weighted single-source shortest path problem in \( \tilde{O}((f + q)\beta) \) rounds for any \( \beta = \Omega(\text{polylog}(n)) \).

Conversely, if we get a time-complexity lower bound for any problem stated above, then it also applies to the partwise aggregation and low-congestion shortcuts (with respect to quality plus construction time). In fact, the \( \tilde{O}(\sqrt{n} + D) \)-round lower bound of shortcuts for general graphs is deduced from the lower bound of MST. On the other hand, the existence of efficient (in the sense of breaking the general lower bound) low-congestion shortcuts is known for several major graph classes, as well as its construction algorithms [11,13,14,17,18,20].

1.2 Our Result

In this paper, we study the relationship between several major graph parameters and the quality of low-congestion shortcuts. Specifically, we focus on three parameters, that is, (1) chordality, (2) diameter, and (3) clique-width. The precise statement of our result is as follows:

- There is an \( O(1) \)-round algorithm which constructs a low-congestion shortcut with quality \( O(kD) \) for any \( k \)-chordal graph. When \( k = O(1) \), its quality matches the \( \Omega(D) \)-universal lower bound.
- For \( k \leq D \) and \( kD \leq \sqrt{n} \), there exists a \( k \)-chordal graph where the construction of MST requires \( \tilde{O}(kD) \) rounds. It implies that the quality plus construction time of our algorithm is nearly optimal up to polylogarithmic factors.
- There exists an algorithm of constructing a low-congestion shortcut with quality \( \tilde{O}(n^{1/4}) \) in \( \tilde{O}(n^{1/4}) \) rounds for any graph of diameter three. In addition, there exists an algorithm of constructing a low-congestion shortcut with quality \( \tilde{O}(n^{1/3}) \) in \( \tilde{O}(n^{1/3}) \) rounds for any graph of diameter four. These results almost close the long-standing complexity gap of the MST construction in graphs with small diameters, which is originally posed by Lotker et al. [24].
- We present a negative instance certifying that bounded clique-width does not help the construction of good-quality shortcuts. Precisely, we give an instance of clique-width six where the construction of MST is as expensive as the general case, i.e., \( \tilde{O}(\sqrt{n} + D) \) rounds.

Table 1 summarizes the state-of-the-art upper and lower bounds for low-congestion shortcuts. It should be noted that all the parameters considered in this paper is independent of the other parameters such that bounding it admits good shortcuts (e.g., treewidth and genus), and thus any result above is not a corollary of the past results.

For proving our upper bounds, we propose a new scheme of shortcut construction, called 1-hop extension, where each node in a part only takes all the incident edges as the shortcut edges of its own part. Surprisingly, this very simple construction admits an optimal shortcut for any \( k \)-chordal graph. For graphs of diameter three or four, our algorithm is obtained by combining the 1-hop extension scheme with yet another algorithm of finding short low-congestion paths (i.e., paths of length one or two) connecting two moderately-large 2

\footnote{The statement of the weighted single-source shortest path problem is slightly simplified. See [19] for the details.}
subgraphs. These algorithms are still simple but it is far from triviality to bound the quality of constructed shortcuts. The analytic part includes several (seemingly) new ideas and may be of independent interest.

### Table 1

<table>
<thead>
<tr>
<th>Graph Family</th>
<th>Quality</th>
<th>Construction</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>$O(\sqrt{n} + D)$ [22]</td>
<td>$O(\sqrt{n} + D)$ [22]</td>
<td>$\Omega(\sqrt{n} + D)$ [29]</td>
</tr>
<tr>
<td>Genus-$g$</td>
<td>$\tilde{O}(\sqrt{gD})$ [18]</td>
<td>$\tilde{O}(\sqrt{gD})$ [18]</td>
<td>$\tilde{O}(\sqrt{gD})$ [18]</td>
</tr>
<tr>
<td>Treewidth-$k$</td>
<td>$O(kD)$ [18]</td>
<td>$O(kD)$ [18]</td>
<td>$\Omega(kD)$ [18]</td>
</tr>
<tr>
<td>Clique-width-6</td>
<td>$-$</td>
<td>$-$</td>
<td>$\tilde{O}(\sqrt{n} + D)$ (this paper)</td>
</tr>
<tr>
<td>Expander</td>
<td>$\tilde{O}\left(\tau^2 \Theta(\sqrt{\log n})\right)$ [14]</td>
<td>$\tilde{O}\left(\tau^2 \Theta(\sqrt{\log n})\right)$ [14]</td>
<td>$-$</td>
</tr>
<tr>
<td>$k$-Chordal</td>
<td>$O(kD)$ (this paper)</td>
<td>$O(1)$ (this paper)</td>
<td>$\Omega(kD)$ (this paper)</td>
</tr>
<tr>
<td>Excluded Minor</td>
<td>$\tilde{O}(D^2)$ [20]</td>
<td>$\tilde{O}(D^2)$ [20]</td>
<td>$-$</td>
</tr>
<tr>
<td>$D = 3$</td>
<td>$\tilde{O}(n^{1/4})$ (this paper)</td>
<td>$\tilde{O}(n^{1/4})$ (this paper)</td>
<td>$\Omega(n^{1/4})$ [24,30]</td>
</tr>
<tr>
<td>$D = 4$</td>
<td>$\tilde{O}(n^{1/3})$ (this paper)</td>
<td>$\tilde{O}(n^{1/3})$ (this paper)</td>
<td>$\Omega(n^{1/3})$ [24,30]</td>
</tr>
<tr>
<td>$5 \leq D \leq \log n$</td>
<td>$-$</td>
<td>$-$</td>
<td>$\tilde{O}\left(n^{(D-2)/(2D-2)}\right)$ [30]</td>
</tr>
</tbody>
</table>

*) $\tau$ is the mixing time of the network graph $G$.

### 1.3 Related Work

The MST problem is one of the most fundamental problems in distributed graph algorithms. It is not only important by itself, but also has many applications for solving other distributed tasks (e.g., detecting connected components, minimum cut, and so on). Hence many researches have tackled the design of efficient MST algorithms in the CONGEST model so far [7, 8, 12, 15, 16, 21, 22, 27, 28]. The round-complexity lower bound of MST construction is also a central topic in distributed complexity theory [5, 6, 24, 25, 29, 30]. The inherent difficulty of MST construction is of solving the partwise aggregation (minimum) problem efficiently. This viewpoint is first identified by Ghaffari and Haeupler [11] explicitly, as well as an efficient algorithm for solving it in planar graphs. The concept of low-congestion shortcuts is newly invented there for encapsulating the difficulty of partwise aggregation. Recently, several follow-up papers are published to extend the applicability of low-congestion shortcuts, which break the known general lower bounds of several fundamental graph problems in several specific graph classes: This line includes bounded-genus graphs [11, 17], bounded-treewidth graphs [17], graphs with excluded minors [20], expander graphs [13, 14], and so on (see Table 1).

The application of low-congestion shortcuts is not limited only to MST. As stated in Theorem 1, it also admits efficient solutions for approximate minimum cut and single-source shortest path. A few algorithms recently proposed utilize low-congestion shortcuts as an important building block, e.g., the depth first search in planar graphs [19] and approximate treewidth (with decomposition) [23]. Haeupler et al. [16] shows a message-reduction scheme of shortcut-based algorithms, which drop the total number of messages exchanged by the algorithm into $O(m)$, where $m$ is the number of links. On the negative side, it is known that the hardness of (approximate) diameter cannot be encapsulated by low-congestion shortcuts. Abboud et al. [1] shows a hard-core family of unweighted graphs with $O(\log n)$ treewidth where any diameter computation in the CONGEST model requires $\tilde{O}(n)$ rounds. Since any
graph with $O(\log n)$ treewidth admits a low-congestion shortcut of quality $\tilde{O}(D)$, this result implies that it is not possible to compute the diameter of graphs efficiently by using only the property of low-congestion shortcuts.

While our results exhibit a tight upper bound for graphs of diameter three or four, a more generalized lower bound is known for small-diameter graphs. By now, it is proved that there exists a network topology which incurs the $\tilde{\Omega}(n(D-2)/(2D-2))$-round time complexity for any MST algorithm. In more restricted cases of $D = 1$ and $D = 2$, Jurdziński et al. [21] and Lotker et al. [24] respectively show $O(1)$-round and $O(\log n)$-round MST algorithms.

1.4 Outline of the Paper

The paper is organized as follows: In Section 2, we introduce the formal definitions of the CONGEST model, partwise aggregation, and low-congestion shortcuts, and other miscellaneous terminologies and notations. In Section 3, we show the upper and lower bounds for shortcuts and MST in $k$-chordal graphs. In Section 4, we present our shortcut algorithms for graphs of diameter three or four. In Section 5, we prove the hardness result for bounded clique-width graphs. The paper is concluded in Section 6.

2 Preliminaries

2.1 CONGEST model

Throughout this paper, we denote by $[a,b]$ the set of integers at least $a$ and at most $b$. A distributed system is represented by a simple undirected connected graph $G = (V,E)$, where $V$ is the set of nodes and $E$ is the set of edges. Let $n$ and $m$ be the numbers of nodes and edges respectively, and $D$ be the diameter of $G$. Each node has an ID from $\mathbb{N}$ (which is represented with $O(\log n)$ bits). In the CONGEST model, the computation follows the round-based synchrony. In one round, each node sends messages to its neighbors, receives messages from its neighbors, and executes local computation. It is guaranteed that every message sent at a round is delivered to the destination within the same round. Each link can transfer $O(\log n)$-information (bidirectionally) per one round, and each node can inject different messages to its incident links. Each node has no prior knowledge on the network topology except for its neighbor’s IDs. Given a graph $H$ for which the node and link sets are not explicitly specified, we denote them by $V_H$ and $E_H$ respectively. Let $N(v)$ be the set of nodes that are adjacent to $v$, and $N^+(v) = N(v) \cup \{v\}$. We define $N(S) = \cup_{s \in S} N(s)$ and $N^+(S) = \cup_{s \in S} N^+(s)$ for any $S \subseteq V$. For two node subsets $X,Y \subseteq V$, we also define $E(X,Y) = \{(u,v) \in E \mid u \in X, v \in Y\}$. If $X$ (resp. $Y$) is a singleton $X = \{w\}$, (resp. $Y = \{w\}$), we describe $E(X,Y)$ as $E(w,Y)$ (resp. $E(X,w)$). The distance (i.e., the number of edges in the shortest path) between two nodes $u$ and $v$ in $G$ is denoted by $\text{dist}_G(u,v)$. Let $S$ be a path in $G$. With a small abuse of notations, we often treat $S$ as the sequence of nodes or edges representing the path, as the set of nodes or edges in the path, or the subgraph of $G$ forming the path.

2.2 Partwise Aggregation

The partwise aggregation is a communication abstraction defined over a set $\mathcal{P} = \{P_1, P_2, \ldots, P_N\}$ of mutually-disjoint and connected subgraphs called parts, and provides simultaneous fast communication among the nodes in each $P_i$. It is formally defined as follows:
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**Definition 2** (Partwise Aggregation (PA)). Let \( \mathcal{P} = \{P_1, P_2, \ldots, P_N\} \) be the set of connected mutually-disjoint subgraphs of \( G \), and each node \( v \in V_{P_i} \) maintains variable \( b_i^v \) storing an input value \( x_i^v \in X \). The output of the partwise aggregation problem is to assign \( \oplus_{w \in P_i} x_i^w \) with \( b_i^v \) for any \( v \in V_{P_i} \), where \( \oplus \) is an arbitrary associative and commutative binary operation over \( X \).

The straightforward solution of the partwise aggregation problem is to perform the convergecast and broadcast in each part \( P_i \) independently. Specifically, we construct a BFS tree for each part \( P_i \) (after the selection of the root by any leader election algorithm). The time complexity is proportional to the diameter of each part \( P_i \), which can be large (\( \Omega(n) \) in the worst case) independently of the diameter of \( G \).

### 2.3 \((d, c)\)-Shortcut

As we stated in the introduction, the notion of low-congestion shortcuts is introduced for quickly solving the partwise aggregation problem (for some specific graph classes). The formal definition of \((d, c)\)-shortcuts is given as follows.

**Definition 3** (Ghaffari and Haeupler [11]). Given a graph \( G = (V, E) \) and a partition \( \mathcal{P} = \{P_1, P_2, \ldots, P_N\} \) of \( G \) into node-disjoint and connected subgraphs, we define a \((d, c)\)-shortcut of \( G \) and \( \mathcal{P} \) as a set of subgraphs \( \mathcal{H} = \{H_1, H_2, \ldots, H_N\} \) of \( G \) such that:
1. For each \( i \), the diameter of \( P_i + H_i \) is at most \( d \) (\( d \)-dilation).
2. For each edge \( e \in E \), the number of subgraphs \( P_i + H_i \) containing \( e \) is at most \( c \) (\( c \)-congestion).

The values of \( d \) and \( c \) for a \((d, c)\)-shortcut \( \mathcal{H} \) is called the dilation and congestion of \( \mathcal{H} \). As a general statement, a \((d, c)\)-shortcut which is constructed in \( f \) rounds admits the solution of the partwise aggregation problem in \( \tilde{O}(d + c + f) \) rounds [10, 11]. Since the parameter \( d + c \) asymptotically affects the performance of the application, we call the value of \( d + c \) the quality of \((d, c)\)-shortcuts. A low-congestion shortcut with quality \( q \) is simply called a \( q \)-shortcut.

### 2.4 The framework of the Lower Bound

To prove the lower bound of MST, we introduce a simplified version of the framework by Das Sarma et al. [30]. In this framework, we consider the graph class \( \mathcal{G}(n, b, l, c) \) that is defined below. A vertex set \( X \subseteq V \) is called connected if the subgraph induced by \( X \) is connected.

**Definition 4.** For \( n, b, c \geq 0 \) and \( l \geq 3 \), the graph class \( \mathcal{G}(n, b, l, c) \) is defined as the set of \( n \)-vertex graph \( G = (V, E) \) satisfying the following conditions:
- \((C1)\) The vertex set \( V \) is partitioned into \( l \) disjoint vertex sets \( \mathcal{X} = \{X_1, X_2, \ldots, X_l\} \) such that \( X_1 \) and \( X_\ell \) are singletons (let \( X_1 = \{s\} \) and \( X_\ell = \{r\} \)).
- \((C2)\) The vertex set \( V \setminus \{s, r\} \) is partitioned into \( b \) disjoint connected sets \( \mathcal{Q} = \{Q_1, \ldots, Q_b\} \) such that \( |E(X_i, Q_i)| \geq 1 \) and \( |E(X_i, Q_j)| \geq 1 \) hold for any \( 1 \leq i \leq b \).
- \((C3)\) Let \( R_i = \bigcup_{i+1 \leq j \leq l} X_j \) and \( L_i = \bigcup_{0 \leq j \leq l-1-i} X_j \). For \( 2 \leq i \leq l/2-1 \), \( |E(R_i, N(R_i) \setminus R_{i-1})| \leq c \) and \( |E(L_i, N(L_i) \setminus L_{i-1})| \leq c \).

Figure 1 shows the graph that is defined vertex partition \( \mathcal{X} \) and \( \mathcal{Q} \) for the hard-core instances presented in the original proof by Das Sarma et al. [30]. This graph belongs to \( \mathcal{G}(O(lb), b, l, O(\log n)) \). For class \( \mathcal{G}(n, b, l, c) \), the following theorem holds, which is just a corollary of the result by Das Sarma et al. [30].
Theorem 5 (Das Sarma et al. [30]). For any graph $G \in \mathcal{G}(n, b, l, c)$ and any MST algorithm $A$, there exists an edge-weight function $w_{A,G} : E \to \mathbb{N}$ such that the execution of $A$ in $G$ requires $\tilde{\Omega}(\min\{b/c, l/2 - 1\})$ rounds. This bound holds with high probability even if $A$ is a randomized algorithm.

3 Low-Congestion Shortcut for $k$-Chordal Graphs

3.1 $k$-Chordal Graph

A graph $G$ is $k$-chordal if and only if every cycle of length larger than $k$ has a chord (equivalently, $G$ contains no induced cycle of length larger than $k$). In particular, 3-chordal graphs are simply called chordal graphs, which is known to be much related to various intersection graph families such as interval graphs [9, 26]. Since $k$-chordal graphs can contain the clique of an arbitrary size for any $k \geq 3$, it is never a subclass of any minor-excluded graphs. Thus no known shortcut algorithm works correctly for $k$-chordal graphs. The main results of this section are the following two theorems:

Theorem 6. There is an $O(1)$-round algorithm which constructs a $O(kD)$-shortcut for any $k$-chordal graph.

Theorem 7. For $k \leq D$ and $kD \leq \sqrt{n}$, there exists an unweighted $k$-chordal graph $G = (V, E)$ where for any MST algorithm $A$, there exists an edge-weight function $w_{A} : E \to \mathbb{N}$ such that the running time of $A$ becomes $\Omega(kD)$ rounds.

3.2 Proof of Theorem 6

We provide the proof of Theorem 6. The construction algorithm is very simple. It follows the 1-hop extension scheme stated below:

For any $V_P \subseteq V$, node $v \in V_P$ adds each incident edge $(v, u)$ to $H_i$, and informs $u$ of the fact of $(v, u) \in H_i$. 

Figure 1 Example of $\mathcal{G}(O(lb), b, l, O(\log n))$. 
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\caption{Figure 1 Example of $\mathcal{G}(O(lb), b, l, O(\log n))$.}
\end{figure}
Theorem 6 is to show that the diameter of \( P_i + H_i \) is \( O(kD) \) for any \( i \in [1, N] \). In other words, the following lemma trivially deduces Theorem 6.

\[ \text{Lemma 8.} \quad \text{Letting} \quad G_i = P_i + H_i, \quad \text{dist}_{G_i}(u, v) \leq kD + 2 \quad \text{holds for any} \quad u, v \in V_{G_i}. \]

\[ \text{Proof.} \quad \text{We show that} \quad \text{dist}_{G_i}(u, v) \leq kD \quad \text{holds for any} \quad u, v \in V_{P_i}. \quad \text{Since any node in} \quad v \in V_{G_i} \setminus V_{P_i} \quad \text{is a neighbor of a node in} \quad V_{P_i}, \quad \text{it obviously follows the lemma.} \]

Let \( A \) be the shortest path from \( u \) to \( v \) in \( G \), and \( B \) be that in \( P_i \). We define \( T = (t_0, t_1, \ldots, t_{z-1}) \) as the sequence of nodes in \( A \cap B \) which are sorted in the order of \( A \). By definition, \( u = t_0 \) and \( v = t_{z-1} \) holds. The core of the proof is to show that \( \text{dist}_{G_i}(t_x, t_{x+1}) \leq k \cdot \text{dist}_{G_i}(t_x, t_{x+1}) \) for \( 0 \leq x \leq z - 1 \). Summing up this inequality for all \( x \), we obtain \( \text{dist}_{G_i}(t_0, t_{z-1}) \leq \sum_{1 \leq x \leq k} \text{dist}_{G_i}(t_{j-1}, t_j) = kD \). By symmetry, we only consider the case of \( x = 0 \). The case of \( x > 0 \) is proved similarly. Let \( S = (t_0 = s_0, s_1, \ldots, s_{\ell} = t_0) \) be the sub-path of \( A \), and \( S' = (t_0 = s'_0, s'_1, \ldots, s'_{\ell'} = t_1) \) be the sub-path of \( B \). Given a sequence \( X \), we denote by \( X[i, j] \) its consecutive subsequence from the \( i \)-th element to the \( j \)-th one in \( X \).

We prove that for any \( 0 \leq j \leq \ell \), there exists a node \( s_{c(j)} \in S \) such that \( c(j) \geq j \), \( \text{dist}_{G_i}(t_0, s_{c(j)}) \leq kj \) and \( N^+(s_{c(j)}) \cup S' \neq \emptyset \) hold. The lemma is obtained by setting \( j = \ell \) because then \( s_{c(j)} = s_\ell = t_1 \) holds. The proof follows the induction on \( j \). (Basis) If \( j = 0 \), then it holds for \( s_{c(j)} = s_0 \). (Inductive step) Suppose as the induction hypothesis that there exists a node \( s_{c(j)} \) satisfying \( c(j) \geq j \) and \( \text{dist}_{G_i}(t_0, s_{c(j)}) \leq kj \). If \( c(j) > j \), obviously \( s_{c(j+1)} = s_{c(j)} \) satisfies the case of \( j+1 \). Thus, it suffices to consider the case of \( c(j) = j \). Let \( s'_k \) be the neighbor of \( s_{c(j)} \) in \( S' \) maximizing \( h \), and \( e = (s_{c(j)}, s'_k) \). We consider the cycle \( C \) consisting of \( S[e(j), \ell_j], S'[h, \ell'], \) and \( e \). If the length of \( C \) is at most \( k \), obviously we have \( \ell' - h \leq k - 1 \). Since \( \text{dist}_{G_i}(t_0, s_{c(j)}) \leq kj \) holds by the induction hypothesis, \( s_{c(j+1)} = s_\ell \) satisfies the condition. If the length of \( C \) is larger than \( k \), \( C \) has a chord, which connects two nodes respectively in \( S \) and \( S' \) because both \( S \) and \( S' \) are shortest paths. Let \( e' = (s_y, s'_y) \) be such a chord making the cycle \( C' \) consisting of \( e, e', S[s_{c(j)}, s'_y], \) and \( S'[s_h, s'_y] \) chordless (see Figure 2). Since \( h \) is the maximum, we have \( y > c(j) \) because if \( y = c(j) \) the edge \( e'(\neq e) \) is taken as \( e \). Due to the property of \( k \)-chordality, the length of \( C' \) is at most \( k \), and thus the length of path \( S'[h, y'] + \{e, e'\} \) from \( s_{c(j)} \) to \( s_{c(x)+y} \) is at most \( k - 1 \), that is, \( \text{dist}_{G_i}(s_{c(j)}, s_y) \leq k \). By the induction hypothesis, we obtain \( \text{dist}_{G_i}(t_0, s_y) \leq \text{dist}_{G_i}(t_0, s_{c(j)}) + \text{dist}_{G_i}(s_{c(j)}, s_y) \leq k(j+1) \). Since \( s'_y \) is the neighbor of \( s_y \), we have \( N^+(s_y) \cup S' \neq \emptyset \). Letting \( c(j+1) = y \), we obtain the proof for \( j + 1 \). The lemma holds.
3.3 Proof of Theorem 7

We first introduce the instance mentioned in Theorem 7. Since it has two additional parameters $x \geq 0$ and $N \geq 2$ as well as $k$, we refer to that instance as $G(k, x, N) = (V(k, x, N), E(k, x, N))$ in the following argument. The parameters $x$ and $N$ are adjusted later for obtaining the claimed lower bound. Let $K = k/2 − 1$ for short. The vertex set and edge set of $G(k, x, N)$ is defined as follows:

- $V(k, x, N) = \{v_{1,j} \mid 0 \leq j \leq x\} \cup \{v_{i,j} \mid 2 \leq i \leq N, 0 \leq j \leq xK\}$.
- $E(k, x, N) = E_1 \cup E_2 \cup E_3 \cup E_4$ such that $E_1 = \{\{v_{1,j}, v_{1,j+1}\} \mid 0 \leq j \leq x − 1\}$, $E_2 = \{\{v_{i,j}, v_{i,j+1}\} \mid 2 \leq i \leq N, 0 \leq j \leq xK−1\}$, $E_3 = \{\{v_{1,j}, v_{i,h}\} \mid 2 \leq i \leq N, 0 \leq j \leq x, h = jK\}$, and $E_4 = \{\{v_{i,h}, v_{j,h}\} \mid 2 \leq i, j \leq N, i \neq j, h \mod K = 0\}$.

Figure 3 illustrates the graph $G(k, x, N)$. It is cumbersome to check this graph is $k$-chordal, but straightforward. One can show the following lemma.

- **Lemma 9.** For $x \geq 0$ and $N \geq 2$, $G(k, x, N)$ is $k$-chordal.

The proof of Theorem 7 follows the framework by Das Sarma et al. [30]. It suffices to show that the following lemma. Theorem 7 is obtained by combining this lemma with Theorem 5.

- **Lemma 10.** For any $D > 2K$ and $N \geq 2kD$, $G(k, D − K, N) \in \mathcal{G}(n, N, (D − K)K + 3, 1)$ holds.

4 Low-Congestion Shortcut for Small diameter Graphs

Let $\kappa_D = n^{(D−2)/(2D−2)}$ for short. Note that $\kappa_3 = n^{1/4}$ and $\kappa_4 = n^{1/3}$ hold. The main result in this section is the theorem below.

- **Theorem 11.** For any graph of diameter $D \in \{3, 4\}$, there exists an algorithm of constructing low-congestion shortcuts with quality $O(\kappa_D)$ in $O(\kappa_D)$ rounds.

4.1 Centralized Construction

In the following argument, we use term “whp. (with high probability)” to mean that the event considered occurs with probability $1 − n^{−\omega(1)}$ (or equivalently $1 − e^{−\omega(\log n)}$). For simplicity of the proof, we treat any whp. event as if it necessarily occurs (i.e. with probability one). Since the analysis below handles only a polynomially-bounded number of whp. events, the
The goal of the proof is to show that we can believe the congestion of any edge in $P_i$ in $n$ most parts whose diameter is more than $12\kappa D \log^3 n$ (say large part). Assume that $P_1, P_2, \ldots, P_N$ are large without loss of generality. Since each part $P_i$ ($1 \leq i \leq N$) contains at least $\kappa_D$ nodes, $N' \leq n/\kappa_D$ holds obviously. The proposed algorithm constructs the shortcut edges $H_i$ for each large part $P_i$ following the procedure below:

1. Each node $v \in V_{P_i}$ adds its incident edges to $H_i$ (i.e., compute the 1-hop extension).
2. This step adopts two different strategies according to the value of $D$. ($D = 3$) Each node $u \in N^+(V_{P_i})$ adds each incident edge $(u,v)$ to $H_i$ with probability $1/n^{1/2}$. ($D = 4$) Let $Y = [1, n^{1/3} \log n]$. We first prepare an $(n^{1/3} \log n)$-wise independent hash function $h : [0, N - 1] \times V \rightarrow Y^3$. Each node $u \in V$ adds each incident edge $(u,v)$ to $H_i$ with probability $1/h(u, i)$ if $v \in N^+(V_{P_i})$.

We show that this algorithm provides a low-congestion shortcut of quality $\tilde{O}(\kappa_D)$. First, we look at the bound for congestion. Let $H^1_i$ be the set of the edges added to $H_i$ in the first step, and $H^2_i$ be those in the second step. Since the congestion of 1-hop extension is negligibly small, it suffices to consider the congestion incurred by step 2. Intuitively, we can believe the congestion of $\tilde{O}(\kappa_D)$ from the fact that the expected congestion of each edge is $\tilde{O}(\kappa_D)$. Since the total number of large parts is at most $n/\kappa_D$, the expected congestion of each edge incurred in step 2 is $n/\kappa_D \cdot (1/n^{1/2}) = O(n^{1/4})$ for $D = 3$, and $(n/\kappa_D) \sum_{y \in Y} (1/y) \cdot (1/|Y|) \leq (n/\kappa_D) \cdot (\log n/|Y|) = \tilde{O}(n^{1/3})$ for $D = 4$.

**Lemma 12.** The congestion of the constructed shortcut is $\tilde{O}(\kappa_D)$ whp.

**Proof.** It suffices to show that the congestion of any edge $e = (u,v) \in E$ is $\tilde{O}(\kappa_D)$ whp. For simplicity of the proof, we see an undirected edge $e = (u,v)$ as two (directed) edges $(u,v)$ and $(v,u)$, and distinguish the events of adding $(u,v)$ to shortcuts by $u$ and that by $v$. That is, the former is recognized as adding $(u,v)$, and the latter as adding $(v,u)$. Obviously, the asymptotic bound holding for directed edge $(u,v)$ also holds for the corresponding undirected edge $(u,v)$ actually existing in $G$ (which is at most twice of the directed bound). Since the first step of the algorithm increases the congestion of each directed edge at most by one, it suffices to show that the congestion incurred by the second step is at most $\tilde{O}(\kappa_D)$.

Let $X_i$ be the indicator random variable for the event $(u,v) \in H^2_i$, and $X = \sum_i X_i$. The goal of the proof is to show that $X = O(\kappa_D)$ holds whp. The cases of $D = 3$ and $D = 4$ are proved separately. ($D = 3$) Since at most $n/\kappa_D$ large parts exist, we have $E[X] \leq (n/\kappa_D)(1/n^{1/2}) = n^{1/4} = \kappa_3$. The straightforward application of Chernoff bound to $X$ allows us to bound the congestion of each edge by at most $2\kappa_3$ with probability $1 - e^{-\Omega(n^{1/4})}$.

($D = 4$) Let $P^i$ be the subset of all large parts $P_i$ such that $u \in N^+(P_i)$ holds. Consider an arbitrary partition of $P^i$ into several groups with size at least $(n^{1/3} \log^3 n)/2$ and at most $n^{1/3} \log^3 n$. Let $q$ be the number of groups. Each group is identified by a number $\ell \in [1, q]$. We refer to the $\ell$-th group as $P^\ell$. Fixing $\ell$, we bound the number of parts in $P^\ell$ using $e = (u,v)$ as a shortcut edge. Let $Y'_i$ be the value of $h(u, i)$. For $P_i \in P^\ell$, the probability that $X_i = 1$ is $\Pr[X_i = 1] = \sum_{y \in Y'} \Pr[Y_i = y] 1/y = Har(|Y'|)/|Y'|$, where $Har(x)$ is the harmonic number of $x$, i.e., $\sum_{1 \leq i \leq x} i^{-1}$. Letting $X^\ell = \sum_{j \in P^\ell} X_j$, we have

---

3 Let $X$ and $Y$ be two finite sets. For any integer $k \geq 1$, a family of hash functions $H = \{h_1, h_2, \ldots, h_k\}$, where each $h_j$ is a function from $X$ to $Y$, is called $k$-wise independent if for any distinct $x_1, x_2, \ldots, x_k \in X$ and any $y_1, y_2, \ldots, y_k \in Y$, a function $h$ sampled from $H$ uniformly at random satisfies $\Pr[h(x_i) = y_i] = 1/|Y|^k$. 
\[ \mathbb{E}[X^\ell] = \frac{(|P^\ell| \log |\mathcal{Y}|)}{|\mathcal{Y}|}. \] Since \( \mathcal{H} \) is \( n^{1/3} \)-wise independent, it is easy to check that \( X_1, X_2, \ldots, X_p \) are independent. We apply Chernoff bound to \( X^\ell \), and obtain
\[ \Pr[X^\ell \leq 2\mathbb{E}[X^\ell]] \geq 1 - e^{-\Omega(\log^4 n)}. \] It implies that for any \( \ell \) at most \( 2\mathbb{E}[X^\ell] \) groups use \((u, v)\) as their shortcut edges. The total congestion of \((u, v)\) for all \( \ell \in [1, q]\), which results in \( \sum_\ell 2|P^\ell| \log |\mathcal{Y}| = 2|P^\ell| \log |\mathcal{Y}| = \tilde{O}(n^{1/3}). \)

The lemma is proved. 

For bounding dilation, we first introduce several preliminary notions and terminologies. Given a graph \( G = (V, E) \), a subset \( S \subseteq V \) is called an \((\alpha, \beta)\)-ruling set if it satisfies that (1) for any \( u, v \in S \), \( \text{dist}_G(u, v) \geq \alpha \) holds, and (2) for any node \( v \in V \), there exists \( u \in S \) such that \( \text{dist}_G(v, u) \leq \beta \) holds. It is known that there exists an \((\alpha, \alpha + 1)\)-ruling set for any graph \( G \) [2]. Let \( \hat{P}_i = P_i + H_1^i \) for short. For the analysis of \( P_i \)’s dilation, we first consider an \((\alpha, \alpha + 1)\)-ruling set of \( \hat{P}_i \) for \( \alpha = 14\kappa_D \log^3 n \), which is denoted by \( S = \{s_0, s_1, \ldots, s_z\} \).

Note that this ruling set is introduced only for the analysis, and the algorithm does not construct it actually. The key observation of the proof is that for any \( s_j \) (\( 1 \leq j \leq z \)) \( H_j \) contains a path of length \( \tilde{O}(\kappa_D) \) from \( s_0 \) to \( s_j \) whp. It follows that any two nodes \( u, v \in V_{\hat{P}_i} \) are connected by a path of length \( \tilde{O}(\kappa_D) \) in \( P_i + H_1^i \) because any node in \( V_{\hat{P}_i} \) has at least one ruling-set node within distance \( \alpha + 1 \) in \( P_i + H_1^i \).

To prove the claim above, we further introduce the notion of terminal sets. A terminal set \( T_j \subseteq V_{\hat{P}_i} \) associated with \( s_j \in S \) (\( 0 \leq j \leq z \)) is the subset of \( V_{\hat{P}_i} \) satisfying (1) \( |T_j| \geq \kappa_D \log^3 n \), (2) \( \text{dist}_{P_i + H_1^i}(s_j, x) \leq 6\kappa_D \log^3 n \) for any \( x \in T_j \), and (3) \( N^+(x) \cap N^+(y) = \emptyset \) for any \( x, y \in T_j \) (notice that \( N^+(\cdot) \) is the set of neighbors in \( G \), not in \( P_i + H_1^i \)). We can show that such a set always exists.

**Lemma 13.** Letting \( S = \{s_0, s_1, \ldots, s_z\} \) be any \((\alpha, \alpha + 1)\)-ruling set of \( \hat{P}_i \) for \( \alpha = 14\kappa_D \log^3 n \), there always exists a terminal set \( T = \{T_0, T_1, \ldots, T_z\} \) associated with \( S \).

**Proof.** The proof is constructive. Let \( c = 6\kappa_D \log^3 n \) for short. We take an arbitrary shortest path \( Q = (s_j = u_0, u_1, u_2, \ldots, u_c) \) of length \( c \) in \( P_i + H_1^i \) starting from \( s_j \in S \). Since no two nodes in \( N^+(V_{\hat{P}_i}) \setminus V_{\hat{P}_i} \) are adjacent in \( P_i + H_1^i \), \( Q \) contains no two consecutive nodes which are both in \( N^+(V_{\hat{P}_i}) \setminus V_{\hat{P}_i} \). It implies that at least half of the nodes in \( Q \) belongs to \( V_{\hat{P}_i} \). Let \( q' = (u_0', u_1', \ldots, u_c') \) be the subsequence of \( Q \) consisting of the nodes in \( V_{\hat{P}_i} \). Then we define \( T_j = \{u_0', u_1', \ldots, u_c' \mid c' / (\alpha + 1) \} \), which satisfies the three properties of terminal sets: It is easy to check that the first and second properties hold. In addition, one can show that
\[ \text{dist}_{G}(u_a', u_{a+c}) \geq 3 \] (which is equivalent to \( N^+(u_a') \cap N^+(u_{a+c}) = \emptyset \)) holds for any \( a \geq 3 \) and \( x \in [1, c' - a] \): Suppose for contradiction that \( \text{dist}_{G}(u_a', u_{a+c}) \leq 2 \) holds for some \( a \geq 3 \) and \( x \in [1, c' - a] \). The distance two between \( u_a' \) and \( u_{a+c}' \) implies \( N^+(u_a') \cap N^+(u_{a+c}) \neq \emptyset \), and thus \( \text{dist}_{\hat{P}_i}(u_a', u_{a+c}) \leq 2 \) holds. Then bypassing the subpath from \( u_a' \) to \( u_{a+c}' \) in \( Q \) through the distance-two path we obtain a path from \( s_j \) to \( u_c \) shorter than \( Q \). It contradicts the fact that \( Q \) is the shortest path.

The second property of terminal sets and the following lemma deduces the fact that
\[ \text{dist}_{P_i + H_1}(s_0, s_j) = \tilde{O}(\kappa_D) \] holds for any \( j \in [0, z] \).

**Lemma 14.** Letting \( S = \{s_0, s_1, \ldots, s_z\} \) be any \((\alpha, \alpha + 1)\)-ruling set of \( \hat{P}_i \) for \( \alpha = 14\kappa_D \log^3 n \), and \( T = \{T_0, T_1, \ldots, T_z\} \) be a terminal set associated with \( S \). For any \( j \in [0, z] \), there exist \( u \in T_0 \) and \( v \in T_j \) such that \( \text{dist}_{P_i + H_1}(u, v) = O(1) \) holds.

**Proof.** Since the distance of \( s_0 \) and \( s_j \) is at least \( 14\kappa_D \log^3 n \), we have \( N^+(T_0) \cap N^+(T_j) = \emptyset \). The proof is divided into the cases of \( D = 3 \) and \( D = 4 \). (\( D = 3 \)) By the conditions of \( N^+(T_0) \cap N^+(T_j) = \emptyset \) and \( D = 3 \), there exists a path of length exactly three from
any node $a \in T_0$ to any node $b \in T_j$. Letting $e_{a,b}$ be the second edge in that path, we
define $F = \{e_{a,b} \mid a \in T_0, b \in T_j\}$. By the third property of terminal sets and the fact of
$N^+(T_0) \cap N^+(T_j) = \emptyset$, for any two edges $(x_1, y_1), (x_2, y_2) \in F$, either $x_1 \neq x_2$ or $y_1 \neq y_2$
holds. That is, $e_{a_1, b_1} \neq e_{a_2, b_2}$ holds for any $a_1, a_2 \in T_0$ and $b_1, b_2 \in T_j$. By the second
property of terminal sets, it implies $|F| = |T_0||T_j| \geq (\kappa D \log^3 n)^2$. Since each edge in $F$ is
added to $H_i^2$ with probability $1/n^{1/2} = 1/\kappa D^2$, the probability that no edge in $F$ is added to
$H_i^2$ is at most $(1 - 1/\kappa D^2)(\kappa D \log^3 n)^2 \leq e^{-\Omega(\log^3 n)}$. That is, an edge $e_{a,b}$ is added to $H_i$
whp, and then $\text{dist}_{X+H_i}(a, b) \leq 3$ holds. ($D = 4$) For any node $u \in T_0$ and $v \in T_j$, there exists a
path from $u$ to $v$ of length three or four in $G$. That path necessarily contains a length-two
sub-path $P_2(u, v) = (a_{uv}, b_{uv}, c_{uv})$ such that $a_{uv} \in N^+(u)$ and $c_{uv} \in N^+(v)$ holds (if $P_2(u, v)$
is not uniquely determined, an arbitrary one is chosen). We call $(a_{uv}, b_{uv})$ and $(b_{uv}, c_{uv})$ the first and
second edges of $P_2(u, v)$ respectively. Let $P_2 = \{P_2(u, v) \mid u \in T_0, v \in T_j\}$, $G'$
be the union of $P_2(u, v)$ for all $u \in T_0$ and $v \in T_j$, and $P_2^* = \{P_2(u, v) \in P_2 \mid e \in P_2(u, v)\}$
for any $e \in E_G$. We first bound the size of $P_2^*$. Assume that $e$ is a first edge of some
path in $P_2^*$. Let $e = (a, b)$ and $u \in T_0$ be the (unique) node such that $a \in N^+(u)$ holds.
Since at most $|T_j|$ paths in $P_2$ can start from a node in $N^+(u)$, the number of paths in $P_2$
using $e$ as their first edges is at most $|T_j|$. Similarly, if $e$ is the second edge of some path in $P_2^*$, at most $|T_0|$
paths in $P_2$ can contain $e$ as their second edges. While some edge may be used as both first and second edges, the total number of paths using $e$ is bounded by $|T_0| + |T_j| = 2\kappa D \log^3 n$. It implies that any path $P_2(u, v)$ can share edges with at
most $4\kappa D \log^3 n$ edges, and thus $P_2$ contains at least $|T_0||T_j|/(4\kappa D \log^3 n + 1) \geq \kappa D \log^3 n/5$
edge-disjoint paths. Let $P_2^* \subset P_2$ be the maximum-cardinality subset of $P_2$ such that any
$P_2(u_1, v_1), P_2(u_2, v_2) \in P_2^*$ is edge-disjoint. We define $B = \{b \mid (a, b, c) \in P_2^*\}$. Let $\Delta(b)$
be the number of paths in $P_2^*$ containing $b \in B$ as the center. Due to the edge disjointness of $P_2^*$,
we have $|E_G(N^+(T_0), b)| \geq \Delta(b)$ and $|E_G(N^+(T_j), b)| \geq \Delta(b)$ for any $b \in B$. Let $Y_b$
be the value of $b(h, i)$, and $X_b$ be the indicator random variable that takes one if a path in $P_2^*$
which contains $b$ as the center is added to $H_i$, and zero otherwise. Let $X$ and $Y$ be the indicator
random variables corresponding to the events of $\bigvee_{b \in B} X_b = 1$ and $\bigwedge_{b \in B} Y_b \leq \Delta(b)/\log^2 n$
respectively. Then we obtain $\Pr[X_b = 1 \mid Y_b = y] \geq 1 - (1 - 1/y)^{\Delta(b)} \geq 1 - 2e^{-\Delta(b)/y}$,
and thus $\Pr[X_b = 1 \mid Y_b \leq \Delta(b)/\log^2 n] \geq 1 - e^{-\Theta(\log^2 n)}$ holds. That is, $\Pr[X = 1 \mid Y = 1] \geq 1 - e^{-\Theta(\log^2 n)}$ holds. Since $h$ is $(n^{1/3} \log^3 n)$-wise independent, $Y_b$ for all $b \in B$ are
independent. Thus we obtain

$$\Pr[Y = 1] = 1 - \Pr[Y = 0]$$

$$= 1 - \Pr \left[ \bigwedge_{b \in B} Y_b > \frac{\Delta(b)}{\log^2 n} \right]$$

$$= 1 - \prod_{b \in B} \Pr \left[ Y_b > \frac{\Delta(b)}{\log^2 n} \right]$$

$$= 1 - \prod_{b \in B} \left( 1 - \frac{\Delta(b)}{n^2 \log n} \right)$$

$$\geq 1 - e^{-\sum_{b \in B} \frac{\Delta(b)}{n^2 \log n}}$$

$$= 1 - e^{-\frac{|P_2^*|}{n^2 \log n}}$$

$$\geq 1 - e^{-\Theta(\log^2 n)}.$$ 

Consequently, we have $\Pr[X = 1] \geq \Pr[X = 1 \land Y = 1] \Pr[Y = 1] \geq \left(1 - e^{-\Theta(\log^2 n)}\right)^2$. The
lemma is proved.
4.2 Distributed Implementation

We explain below the implementation details of the algorithm stated above in the CONGEST model.

- **(Preprocessing)** In the algorithm stated above, the shortcut construction is performed only for large parts, which is crucial to bound the congestion of each edge. Thus, as a preprocessing task, each node has to know if its own part is large (i.e. having a diameter larger than $\kappa_D$) or not. While the exact identification of the diameter is usually a hard task, just an asymptotic identification is sufficient for achieving the shortcut quality stated above, where the parts of diameter $\omega(\kappa_D)$ and diameter $o(\kappa_D)$ must be identified as large and small ones, but those of diameter $\Theta(\kappa_D)$ is identified arbitrarily. This loose identification is easily implemented by a simple distance-bounded aggregation. The algorithm for part $P_i$ is that: (1) At the first round, each node in $P_i$ sends its ID to all the neighbors, and (2) in the following rounds, each node forwards the minimum ID it received so far. The algorithm executes this message propagation during $\kappa_D$ rounds. If the diameter is (substantially) larger than $\kappa_D$, the minimum ID in $P_i$ does not reach all the nodes in $P_i$. Then there exists an edge whose endpoints identify different minimum IDs. The one-more-round propagation allows those endpoints to know the part is large. Then they start to broadcast the signal “large” using the following $\kappa_D$ rounds. If $\kappa_D$ is large, the signal “large” is invoked at several nodes in $P_i$, and $\kappa_D$-round propagation guarantees that every node receives the signal. That is, any node in $P_i$ identifies that $P_i$ is large. The running time of this task is $O(\kappa_D)$ rounds.

- **(Step 1)** As we stated, the 1-hop extension is implemented in one round. In this step, each node $v \in V_{P_i}$ tells all the neighbors if $P_i$ is large or not. Consequently, if part $P_i$ is identified as a large one, all the nodes in $N^+(P_i)$ know it after this step.

- **(Step 2)** The algorithm for $D = 3$ is trivial. For $D = 4$, there are two non-trivial matters. The first one is the preparation of hash function $h$. We realize it by sharing a random seed of $O(n^{1/3} \log^3 n \log |Y|)$-bit length in advance. A standard construction by Wegman and Carter [31] allows each node to construct the desired $h$ in common. Sharing the random seed is implemented by the broadcast of one $O(n^{1/3} \log^3 n \log |Y|)$-bit message, i.e., taking $O(\kappa_D)$ rounds. The second matter is to address the fact that $u$ does not know if $P_i$ is large or not, and/or if $v$ belongs to $N^+(P_i)$ or not. It makes $u$ difficult to determine if $(u, v)$ should be added to $H_i$ or not. Instead, our algorithm simulates the task of $u$ by the nodes in $N(u)$. More precisely, each node $v \in N^+(V_{P_i})$ adds each incident edge $(u, v)$ to $H_i$ with probability $1/h(u, i)$. Due to the fact of $v \in N^+(P_i)$, $v$ knows if $P_i$ is large or not (informed in step 1), and also can compute $h(u, i)$ locally. Thus the choice of $(u, v)$ is locally decidable at $v$. Since this simulation is completely equivalent to the centralized version, the analysis of the quality also applies.

It is easy to check that the construction time of the distributed implementation above is $\tilde{O}(\kappa_D)$ in total.

5 Low-Congestion Shortcut for Bounded Clique-width Graphs

Let $G = (V, E)$ a graph. A $k$-graph ($k \geq 1$) is a graph whose vertices are labeled by integers in $[1, k]$. A $k$-graph is naturally defined as a triple $(V, E, f)$, where $f$ is the labeling function $f : V \to [1, k]$. The clique-width of $G = (V, E)$ is the minimum $k$ such that there exists a $k$-graph $G = (V, E, f)$ which is constructed by means of repeated application of the following four operations: (1) introduce: create a graph of a single node $v$ with label $i \in [1, k]$, (2)
disjoint union: take the union $G \cup H$ of two $k$-graphs $G$ and $H$. (3) relabel: given $i, j \in [1, k]$, change all the labels $i$ in the graph to $j$, and (4) join: given $i, j \in [1, k]$, connect all vertices labeled by $i$ with all vertices labeled by $j$ by edges.

The clique-width is invented first as a parameter to capture the tractability for an easy subclass of high treewidth graphs [3, 4]. That is, the class of bounded clique-width can contain many graphs with high treewidth. In centralized settings, one can often obtain polynomial-time algorithms for many NP-complete problems under the assumption of bounded clique-width. The following negative result, however, states that bounding clique-width does not admit any good solution for the MST problem (and thus also for the low-congestion shortcut).

**Theorem 15.** There exists an unweighted $n$-vertex graph $G = (V, E)$ of clique-width six where for any MST algorithm $A$ there exists an edge-weight function $w_A : E \to \mathbb{N}$ such that the running time of $A$ becomes $\tilde{\Omega}(\sqrt{n} + D)$ rounds.

We introduce the instance stated in this theorem, which is denoted by $G(\Gamma, p)$ ($\Gamma$ and $p$ are the parameters fixed later), using the operations specified in the definition of clique-width. That is, this introduction itself becomes the proof of clique-width six. Let $G(\Gamma)$ be the set of 6-graphs that contains one node with label 1, $\Gamma$ nodes with label 2, and $\Gamma$ nodes label 3, and all other nodes are labeled by 4. Then we define the binary operation $\oplus$ over $G(\Gamma)$. For any $G, H \in G(\Gamma)$, the graph $G \oplus H$ is defined as the one obtained by the following operations: (1) Relabel 2 in $G$ with 5 and relabel 3 in $H$ with 6, (2) take the disjoint union $G \cup H$, (3) joins with labels 5 and 6, (4) relabel 5 and 6 with 4, and then 1 with 5, (5) Add a node with label 1 by operation introduce (6) join with 1 and 5, and (7) relabel 5 with 4. This process is illustrated in Figure 4.

![Figure 4 Graph $G \oplus H$.](image1)

Now we are ready to define $G(\Gamma, p)$. The construction is recursive. First, we define $G(\Gamma, 1)$ as follows: (1) Prepare a $(2\Gamma)$-biclique $K_{\Gamma, \Gamma}$ where one side has label 2, and the other side has label 3. Note that two labels suffice to construct $K_{\Gamma, \Gamma}$. (2) Add three nodes with label 1, 5, and 6 by operation introduce. (3) Join with label 2 and 5, and with 3 and 6. (4) Join with label 1 and 5, and with 1 and 6. (5) Relabel 5 and 6 with 4. Then, we define $G(\Gamma, p) = G(\Gamma, p - 1) \oplus G(\Gamma, p - 1)$. The instance claimed in Theorem 15 is $G(\sqrt{n}, \log n/2)$, which is illustrated in Figure 5. This instance is very close to the standard hard-core instance used in the prior work (e.g., [29, 30]). See Figure 1). Thus it is not difficult to see that $\tilde{\Omega}(\sqrt{n})$-round lower bound for the MST construction also applies to $G(\sqrt{n}, \log n/2)$. It suffices to show that the following lemma. Combined with Theorem 5, we obtain Theorem 15.
Lemma 16. \( G(\Gamma, p) \in \mathcal{G}(O(\Gamma(2^p + 2)), \Gamma, 2^p + 2, 3p) \).

![Figure 5] Example of clique-width 6 graph \( G(\Gamma, p) \).

6 Conclusion

In this paper, we have shown the upper and lower bounds for the round complexity of shortcut construction and MST in \( k \)-chordal graphs, diameter-three or four graphs, and bounded clique-width graphs. We presented an \( O(1) \)-round algorithm constructing an optimal \( O(kD) \)-quality shortcut for any \( k \)-chordal graphs. We also presented the algorithms of constructing optimal low-congestion shortcuts with quality \( \tilde{O}(\kappa D) \) in \( \tilde{O}(\kappa D) \) rounds for \( D = 3 \) and \( 4 \), which yield the optimal algorithms for MST matching the known lower bounds by Lotker et al. [24]. On the negative side, \( O(1) \)-clique-width does not allow us to have good shortcuts. We conclude this paper posing three related open problems. (1) Can we have good shortcuts for \( D \geq 5 \)? (2) Can we have good shortcuts for \( k \)-clique width where \( k \leq 5 \)? (3) While bounded clique-width does not contribute to solving MST efficiently, it seems to provide many edge-disjoint paths (not necessarily so short). Can we find any problem that can uses the benefit of bounded clique-width?
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1 Introduction

The dramatic growth in the size of graphs that need to be algorithmically processed has led to exciting research in large-scale distributed and streaming graph algorithms. Specifically, there has been a flurry of research on graph algorithms and lower bounds in models of
large-scale distributed computation such as the MapReduce model [24], the massive parallel computation (MPC) model [39], and the \textit{k-machine} model [26]. Simultaneously, a lot of progress has been made on designing low-memory graph algorithms and proving memory lower bounds in different data streaming models [31]. The goal of this paper is to understand the complexity of symmetry breaking problems, specifically \textit{maximal independent set (MIS)} and the closely related \textit{ruling sets} problem, in the \textit{k-machine} and streaming models. The MIS problem is a fundamental building block in distributed and parallel computing and efficient distributed algorithms for MIS are the basis for efficient distributed algorithms for problems such as \textit{minimum dominating set} and \textit{facility location}.

A $\beta$-\textit{ruling set} of a graph $G = (V, E)$, for integer $\beta \geq 1$, is an independent set $I \subseteq V$ such that every node in $V$ is at most $\beta$ hops from some node in $I$. An MIS is just a 1-\textit{ruling set} and $\beta$-\textit{ruling sets} for larger $\beta$ are natural relaxations of an MIS.

There is a rich interplay between techniques in distributed algorithms and those in streaming algorithms. On the algorithmic side, $L_0$-sampling [22] and the related linear graph sketches [3], which were first developed in the context of insertion-deletion streams have also been used for optimal algorithms for connectivity and MST in the distributed CongestedClique [23] and $k$-machine models [26, 35]. On the lower bound side, there are numerous examples of reductions to 2-party or multiparty communication complexity problems being used to derive lower bounds for both distributed computing and streaming problems. In this paper, \textit{hierarchical sampling} is the common technical thread that connects our \textit{k-machine} results and streaming results.

\textbf{The \textit{k-machine} model}

The \textit{k-machine} model was introduced by Klauck et al. [26] as an abstraction of the computation performed by large-scale graph processing systems such as Pregel [30] and Giraph (see \url{http://giraph.apache.org/} [11]). This model assumes $k$ machines $m_1, m_2, \ldots, m_k$ connected by a clique communication network. Computation and communication proceed in fault-free, synchronous rounds via message passing, as in standard models of distributed computation such as Congest [37]. The typical assumption regarding bandwidth constraints in the \textit{k-machine} model is that in each round, each communication link can carry a message of size $O(\text{poly}(\log n))$ bits. The input consists of a massive $n$-vertex graph, with $n \gg k$. The graph is assumed to be distributed randomly in a vertex-centric fashion, i.e., each vertex and all incident edges are assigned to a machine picked uniformly at random from among the $k$ machines. Thus each machine hosts $\tilde{O}(n/k)$ vertices \textit{with high probability (whp)}$^2$. Furthermore, a machine $m_i$ that hosts a vertex $v$ also knows not just the neighbors of $v$, but also the machines that host these neighbors. This assumption about initial knowledge is sometimes referred to as the KT1 ("(K)nowledge (T)ill Radius 1") assumption [6].

In the paper by Klauck et al. [26] and in subsequent works [7, 20, 35, 36], upper and lower bounds for several important graph problems such as connectivity, \textit{minimum spanning tree (MST)}, \textit{page rank}, \textit{triangle enumeration}, etc., are shown. For example, an $\Omega(n/k^2)$ round lower bound on connectivity is shown in [26] and a tight (within logarithmic factors) upper bound of $\tilde{O}(n/k^2)$ is shown in [35]. While we have a good understanding of connectivity

\footnote{The citation for the 2016 Dijkstra prize in Distributed Computing calls MIS the “crown jewel of distributed symmetry breaking problems.”}

\footnote{We use $O(f(n))$ and $\tilde{O}(f(n))$ notation to hide polylogarithmic factors. $\hat{O}(f(n))$ is short for $O(f(n)\log^c n)$ for some constant $c$ and $\Omega(f(n))$ is short for $\Omega(f(n)/\log^c n)$ for some constant $c$. The phrase “with high probability” refers to probability at least $1 - 1/n$.}
and related “global” problems in the k-machine model, this understanding does not extend to MIS and symmetry breaking problems such as ruling sets. For example, [26] mention an $\tilde{O}(\min\{\frac{n}{k}, \frac{m}{k^2} + \frac{\Delta}{k}\})$-round MIS algorithm in the $k$-machine model that is obtained from a direct simulation of Luby’s MIS algorithm [29, 4]. On the other hand, no lower bounds are known for MIS or any related symmetry breaking problems such as $\beta$-ruling sets in the $k$-machine model. In this paper, we shed some light on the complexity of symmetry breaking in the $k$-machine model; our specific results are described in more detail below.

Data Streaming Models

Data streaming algorithms are motivated by the fact that modern data sets are too large to fit into a computer’s random access memory. A streaming algorithm processes its input sequentially item by item in one or few passes while maintaining a random access memory of sublinear size in the input [32]. Graph problems have been studied in the streaming model for roughly 20 years [19] (see also [31] for a more recent survey). Given an $n$-node graph $G$, a streaming algorithm processing $G$ makes one or few passes over the edges of $G$. A priori no assumption is made regarding the order in which the edges “arrive”. We will also consider graph streams that consist of both edge insertions and deletions (also known as dynamic or turnstile streams), where an edge can only be deleted if it has previously been inserted. This model has first been investigated by Ahn et al. [3] and has since been the focus of active research.

It is known that space $\Omega(n^2)$ space is necessary for one pass streaming algorithms [12, 5] that solve MIS, i.e., the trivial algorithm that stores all edges and computes a maximal independent set in the post-processing stage is optimal. However, nothing is known about ruling sets in the streaming model. Using a hierarchical sampling approach we show there is a $\beta$-ruling set algorithm using $o(n^2)$ space, showing a clear separation between the space complexity of $\beta$-ruling sets for $\beta = 1$ and $\beta = 2$ in the one pass streaming setting.

1.1 Main Contributions

The contributions of this paper can be organized into three categories as follows.

MIS bounds. We present an $\tilde{O}(\min\{\frac{n}{k}, \frac{m}{k^2}\})$-round MIS algorithm in the $k$-machine model for graphs with $m$ edges, improving on the $\tilde{O}(\min\{\frac{n}{k}, \frac{m}{k^2} + \frac{\Delta}{k}\})$-round MIS algorithm of Klauck et al. [26]. This result follows from a more general result, namely a simulation theorem that shows that any beeping algorithm with message complexity $msg$, running in $T$ rounds can be simulated in the $k$-machine model in $\tilde{O}(msg/k^2 + T)$ rounds. Beeping algorithms [1, 18, 25, 40] use extremely simple communication – just beeps – and node actions in a round only depend on whether a node has heard a beep (or not) in this round. Our result illustrates a general theme: algorithms in standard models of distributed computation can be automatically translated into efficient algorithms in models of large-scale distributed computing if they (i) use simple communication and (ii) if they have low round complexity and message complexity.

We also present an $\tilde{O}(n/k^2)$ lower bound for MIS, the first non-trivial lower bound for a symmetry breaking problem in the $k$-machine model. Our proof starts by showing that in the 2-party communication complexity setting, there is a $O(1)$-sized graph gadget for which Alice and Bob need to communicate $\Omega(1)$ bits to find an MIS. We use an information-theoretic argument to show this and then using a direct sum type argument, we amplify this result to show an $\Omega(n)$ lower bound on the communication complexity of MIS. We then reduce the $k$-machine MIS problem to the 2-party MIS problem to obtain
the result, which holds even for randomized algorithms with a constant error probability. It is worth noting that this approach does not yield a 2-ruling set lower bound since 2-ruling sets can be computed in the 2-party setting without any communication!

**Hierarchical sampling for ruling set upper bounds.** We use hierarchical sampling to obtain a $k$-machine $\beta$-ruling set algorithm, for $\beta > 1$, that is faster than the fastest known MIS algorithm. A similar hierarchical sampling approach also leads to one-pass $\beta$-ruling set algorithms in both the insertion-only and the insertion-deletion edge-streaming models that use strictly subquadratic space. Specifically, for the $\beta$-ruling set problem, we present an $\tilde{O}(\beta \cdot n^{1-\frac{1}{\beta}}/k^2)$-round algorithm in the $k$-machine model and one-pass streaming algorithms using space $\tilde{O}(\beta \cdot n^{1-\frac{1}{3\beta}})$. Our $k$-machine $\beta$-ruling set algorithm is faster than the fastest known MIS algorithm, even for $\beta = 2$. But this result does not imply a separation between MIS and 2-ruling set in the $k$-machine model since we only know an $\tilde{O}(n/k^2)$ lower bound for MIS. However, the streaming algorithm we present implies a clear separation between MIS and 2-ruling sets in this model due to the $\Omega(n^2)$ space lower bound for MIS [12, 5]. For insertion and deletion streams, we use $L_0$-sampling [22] as the basic building block of our algorithm.

**Faster $k$-machine 2-ruling set algorithm.** For the special case of 2-ruling sets, we present an even faster algorithm, one that runs in $\tilde{O}(n/k^2 - \epsilon + k^{1-\epsilon})$ rounds for any $\epsilon$, $0 \leq \epsilon \leq 1$. For $\epsilon = 0$, this yields an $\tilde{O}(n/k^2 + k)$-round algorithm, which simplifies to $\tilde{O}(n/k^2)$ rounds for $k \leq n^{1/3}$. We conjecture that $\tilde{O}(n/k^2)$ is a lower bound for 2-ruling sets in the $k$-machine model, and proving this would show that the above-mentioned upper bound is tight. This algorithm uses a combination of greedy-style sequential processing technique that is tailored to the $k$-machine model, and a beeping version of the low message complexity 2-ruling set algorithm of [34, 33] originally designed for the CONGEST model.

## 1.2 Related Work

The fastest MIS algorithm in the classical LOCAL and CONGEST models of distributed computing is still the three-decade old algorithm due to Luby [29] and independently due to Alon, Babai, and Itai [4]. This algorithm runs in $O(\log n)$ rounds and closing the gap between this upper bound and the $\Omega\left(\min\left\{\frac{\log n}{\log \log n}, \frac{\log \Delta}{\log \log \Delta}\right\}\right)$ lower of Kuhn, Moscibroda, and Wattenhofer [28] is a major open question in this area. Assuming a bounded maximum degree, faster MIS algorithms have been very recently designed for both the LOCAL model [9, 14] and the CONGEST model [15]. $\beta$-ruling sets have also recently garnered interest in the LOCAL and CONGEST models [10, 27, 9, 10, 14, 15] and the fastest 2-ruling set algorithm in the LOCAL model breaks the Kuhn-Moscibroda-Wattenhofer lower bound and runs faster than any MIS algorithm can.

Research on algorithms and lower bounds in the $k$-machine model has been mentioned earlier in the introduction. The massive parallel computation (MPC) model is related to the $k$-machine model, but there are important differences in local memory and bandwidth constraints between the models. The study of classical symmetry breaking problems, especially MIS, in the MPC model is a very active area of current research [16, 17].

Many of the classic symmetry breaking problems in distributed computing have been studied in the streaming model. As mentioned earlier, there is a space $\Omega(n^2)$ lower bound for MIS for one pass algorithms [12, 5]. If multiple passes are granted, it is possible to use the correlation clustering algorithm of [2] to compute an MIS in $p$ passes using space $\tilde{O}(n^{1+\frac{1}{3p}})$. A maximal matching can easily be maintained in the streaming model with space $\tilde{O}(n)$, by running the GREEDY matching algorithm. Similar to the distributed setting where computing
a \((\Delta + 1)\)-coloring is easier than computing an MIS, in a recent breakthrough, Assadi et al. [5] gave a one-pass streaming algorithm with space \(\tilde{O}(n)\) for \((\Delta + 1)\)-coloring, even in insertion-deletion streams.

\[\text{Remark.} \text{ Due to space constraints proofs are omitted from Sections 2.2 and 3.1. These are included in the full version of the paper.}\]

\section{Upper and Lower Bounds for MIS

\subsection{An \(\tilde{O}(m/k^2)\) upper bound for \(k\)-machine MIS

This section presents an \(\tilde{O}(m/k^2)\)-round MIS algorithm in the \(k\)-machine model, improving on the current fastest MIS algorithm due to Klauck et al. [26] that runs in \(O(m/k^2 + \Delta/k)\) rounds\(^3\).

The Klauck et al. MIS algorithm is simply obtained by simulating Luby’s MIS algorithm in the \(k\)-machine model. Here we show a general result first, that beeping model algorithms [1, 18, 25, 40] can be efficiently simulated in the \(k\)-machine model and then apply this result to the \(O(\log n)\)-round beeping model MIS algorithm of Jeavons et al. [21].

The beeping model assumes a network of nodes that synchronously communicate, but only in beeps. A node in this model can distinguish between two situations in a round: (i) no neighbor has beeped versus (ii) at least one neighbor has beeped. The beeping model is motivated by communication in wireless networks [18, 25] and also in biological processes that solve complex problems using very simple messages e.g., neural precursor selection in the \textit{Drosophila} fly [1]. In both of these applications, it is found that despite the simplicity of communication, beeping model algorithms are quite powerful. Our motivation for simulating beeping algorithms in the \(k\)-machine model is similar; since a beeping algorithm has simple communication, it is easy to simulate it efficiently in the \(k\)-machine model, yet for some problems (e.g., MIS) beeping algorithms seem as powerful as algorithms that use more complex communication schemes.

To state the efficiency of our simulation, we need to define the message complexity of a beeping algorithm. Viewing each beep as a broadcast, we assume that a node \(v\) sends \(\text{degree}(v)\) messages whenever it beeps. We define \textit{message complexity}, \(\text{msg}(A)\), of an algorithm \(A\) in the beeping model as the total number of messages sent during the course of the algorithm. The simulation itself is simple. Each machine performs local computations on behalf of all nodes it hosts and then sends and receives messages (beeps) on behalf of these nodes. The simulation can be done efficiently because each machine can aggregate beeps in two ways. First, if a node \(v\) hosted by machine \(M\) has several neighbors hosted by machine \(M'\), then \(M\) needs to send just one beep on \(v\)'s behalf to its neighbors in \(M'\). This aggregation works for any broadcast algorithm and it is exploited in the Conversion Theorem in [26]. Additional aggregation is possible because the algorithm is in the beeping model. Specifically, if \(M\) hosts several nodes \(u_1, u_2, \ldots, u_p\) that have a common neighbor \(v\) hosted by \(M'\), then \(M\) can send just one beep on behalf of all of \(u_1, u_2, \ldots, u_p\) to \(v\) in \(M'\).

\[\text{Theorem 1.} \ A \textit{beeping algorithm} \ A \textit{that runs in} \ T \textit{rounds can be implemented in the} \ k\text{-machine model in} \ \tilde{O}(\text{msg}(A)/k^2 + T) \textit{rounds}.\]

\(^3\) Klauck et al. also point out that there is simple \(\tilde{O}(n/k)\)-round MIS \(k\)-machine algorithm. This allows Klauck et al. to state the running time as \(\tilde{O}\left(\min\left\{\frac{m}{k}, \frac{n}{k^2} + \frac{\Delta}{k}\right\}\right)\). Our result improves this to \(\tilde{O}\left(\min\left\{\frac{m}{k^2}, \frac{n}{k}\right\}\right)\).
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**Proof.** Let \( a_t \) denote the message complexity of algorithm \( A \) in round \( t \). A node that beeps in round \( t \) is said to be active in round \( t \). (Note that \( a_t \) is the sum of the degrees of nodes that are active in round \( t \).) Partition the active nodes in round \( t \) by their degree into \( O(\log \Delta) \) degree classes; \([1, 2), [2, 4), [4, 8), \ldots, [\Delta/2, \Delta), [\Delta, 2\Delta)\). Consider a degree class \([d, 2d)\) and let \( n_d \) denote the number of active nodes in round \( t \) in this class.

\( \triangleright \) **Claim 2.** A machine sends \( O(\frac{n_d}{k} + k) \) messages \whp{} for active nodes in degree class \([d, 2d)\) in the simulation of round \( t \).

**Proof.**

**Case 1:** \( n_d = \Omega(k \log n) \). Since each node in this class has degree at least \( d \), the number of active nodes in this degree class is \( \leq \frac{n_d}{k} \). Since nodes in the \( k \)-machine model are distributed uniformly at random among the machines, the expected number of active nodes hosted at a machine in this degree class is \( \frac{n_d}{k} \). Since \( n_d = \Omega(k \log n) \), we have that \( \frac{n_d}{k} = \Omega(\log n) \). Thus, we can use a Chernoff bound to show that the number of active nodes in this degree class hosted at any machine is \( O(\frac{n_d}{k}) \) \whp{}.

Since each node in this degree class sends at most \( 2d \) messages in round \( t \), a machine needs to send at most \( O(\frac{n_d}{k} + k) \) messages for this degree class \whp{}.

**Case 2:** \( n_d = O(k \log n) \). Using a Chernoff bound, we see that each machine has \( O(\log n) \) active nodes from this degree class \whp{}. Since \( A \) is a beeping algorithm, we need to send at most \( k \) beeps (one for each machine) for any node in the simulation of round \( t \). The claim follows from combining the round complexity from the two cases.

Since \([d, 2d)\) is any arbitrary degree class and there are a total of \( O(\log \Delta) \) degree classes, each machine sends a total of \( O(\frac{n_d}{k} + k) \) messages to simulate round \( t \). We can repeat the above argument by categorizing nodes by round \( t \) in-degree, i.e., the number of neighbors of a node that have beeped in round \( t \). We then use the fact that in the beeping model messages incoming to a node can also be aggregated and thus a machine needs to receive at most \( k \) messages for any node it hosts. We conclude that a machine receives \( O(\frac{n_d}{k} + k) \) messages \whp{} in the simulation of round \( t \).

Next, we argue that all the machines can send and receive all these messages in the \( k \)-machine model in \( O(\frac{n_d}{k} + 1) \) rounds. For this we appeal to the following claim on the round complexity of a simple, randomized routing scheme (shown in Algorithm 1). In this scheme, each machine randomly selects a batch of size \( k \) messages and then distributes these to the \( k \) machines randomly as intermediate destinations. Then the intermediate nodes deterministically send these messages on to their final destinations.

\( \triangleright \) **Claim 3.** Suppose that for some positive integer \( X \), each machine has at most \( X \) messages to send and each machine is required to receive at most \( X \) messages. Then Algorithm 1 delivers all of these messages in \( O(X/k) \) rounds.

**Proof.** The number of marked messages at a machine is \( \tilde{O}(k) \) \whp{}.

Therefore, Step 2 takes \( \tilde{O}(1) \) rounds \whp{}. We must now show that each machine hosts at most \( \tilde{O}(1) \) messages intended for a particular destination at the beginning of Step 3.

Consider machines \( m_i, m_j \). Again, the number of messages intended for \( m_i \) marked in Step 1 is also \( \tilde{O}(k) \) \whp{}. Since a message intended for \( m_i \) ends up at \( m_j \) with probability at most \( 1/k \), the expected number of messages intended for \( m_i \) that end up at \( m_j \) at the end of Step 2 is \( \tilde{O}(1) \).

Consider a message \( msg \) that is intended for a machine \( m_j \). Let \( E_{msg,i,j} \) denote the event that message \( msg \) ends up at machine \( m_j \) at the end of Step 2. Let \( X_{msg,i,j} \) denote the indicator random variable is 1 if event \( E_{msg,i,j} \) occurs, otherwise it is 0. Now, consider...
another message \(msg'\). If \(msg\) and \(msg'\) are hosted at different machines at the start of the algorithm, then the random variables \(X_{msg,i,j}\) and \(X_{msg',i,j}\) are independent. On the other hand, if \(msg\) and \(msg'\) were hosted at the same machine at the start of the algorithm, then the random variables \(X_{msg,i,j}\) and \(X_{msg',i,j}\) are negatively correlated. Then, using a Chernoff bound for negatively correlated random variables, we see that the number of messages intended for machine \(m_i\) that end up at machine \(m_j\) is \(\tilde{O}(1)\) whp [13]. Finally, using a union bound on the total number of \(i,j\) pairs, each machine hosts \(\tilde{O}(1)\) messages destined for every other machine at the end of Step 2. This means that Step 3 can be completed in \(\tilde{O}(1)\) rounds, and our claim about Algorithm 1 holds.

We use Algorithm 1 to route all messages in the simulation of round \(t\) \(\tilde{O}(\frac{m}{k^2} + 1)\) rounds. Since \(t\) is any arbitrary round, we can simulate all \(T\) rounds of \(A\) in the \(k\)-machine model in \(\sum_{1 \leq t \leq T} \tilde{O}(\frac{m}{k^2} + 1) = \tilde{O}(\frac{msg(A)}{k^2} + T)\) rounds. This completes the proof of the theorem.

---

Algorithm 1 RandomizedRouting.

1. Each unsent message that a machine hosts is marked with probability \(\min(\frac{k}{Y}, 1)\), where \(Y\) is the current number of unsent messages the machine holds.
2. Each machine distributes marked messages it holds to the \(k\) machines by picking a random permutation of these messages, and sending the \(i^{th}\) message in the permutation to machine \(m_{i^*}\) where \(i^* := i \mod k\). If a machine holds several messages intended for a particular destination, then it sends these messages one-by-one.
3. Each machine deterministically sends marked messages received in each round to their final destination. If a machine holds several messages intended for a particular destination, it will just send these messages one-by-one.

The following result is immediate by applying the simulation result above to the \(O(\log n)\)-round beeping model MIS algorithm of Jeavons et al. [21].

\[ \textbf{Theorem 4.} \] MIS can be computed in \(\tilde{O}(\frac{m}{k^2})\) rounds in the \(k\)-machine model, where \(m\) is the number of edges in the input graph.

### 2.2 An \(\tilde{\Omega}(n/k^2)\) lower bound for \(k\)-machine MIS

In this section, we show an \(\tilde{\Omega}(\frac{n}{k^2})\) lower bound for MIS. While numerous lower bounds have been shown for the \(k\)-machine model for problems such as pagerank approximation, triangle enumeration, and graph connectivity (see [35, 36, 26]), these techniques cannot be applied directly to our setting. The reason for this is that the proof technique in previous work heavily relies on the fact that the input graph determines the unique correct solution, whereas, there are many feasible maximal independent sets for a given input graph.

In our proof we proceed as follows: We start out by considering the problem in the 2-party communication model of [38]. In particular, in Section 2.2.1 we first prove an \(\Omega(1)\) communication complexity lower bound for solving MIS on a constant size gadget, which we subsequently extend to a lower bound for solving \(\Theta(n)\) independent copies of the gadget. In Section 2.2.3, we describe how to extend this result to the \(k\)-machine model.
2.2.1 A 2-party MIS Lower Bound For a Single Gadget

▶ Theorem 5. The two party communication complexity of MIS on constant-size graphs is $\Omega(1)$.

In the remainder of this section we prove Theorem 5. We define a 7-digit vector $s = s_1s_2\ldots s_7$ as valid if each $s_i$ is in the range $[1, 7]$ and for exactly two of its digits $s_i \neq i$. Moreover, it must be that if $s_i \neq i$ and $s_j \neq j$, then $s_i = j$ and $s_j = i$. Suppose that Alice and Bob receive inputs $X$ and $Y$ chosen uniformly at random from all valid 7 digit vectors. Since there are 21 such valid vectors, and $X$ and $Y$ are chosen uniformly at random from all valid vectors, $H[X] = H[Y] = \log_2 21$.

We will show that Alice and Bob can construct a gadget $g$ based on the inputs $X$ and $Y$ such that for any MIS $I$ of $g$, either the conditional mutual information, $I[Y : I | X]$ or $I[X : I | Y]$ is $\Omega(1)$. As it is well known that mutual information lower bounds communication complexity [8], this immediately implies the lower bound claimed in Theorem 5.

The lower bound gadget

The gadget $g$ consists of 14 nodes, $V_A = \{u_1, \ldots, u_7\}$ and $V_B = \{v_1, \ldots, v_7\}$. Conceptually, the $u$ nodes are hosted at Alice and the $v$ nodes are hosted at Bob. The gadget contains 7 edges $(u_i, v_i)$ for $i \in [1, 7]$. Additionally, the gadget also contains two special edges that are determined by the inputs $X$ and $Y$. Based on the input $X = x_1\ldots x_7$, Alice will add a single edge between a pair of $u$ nodes. Specifically, for the two indices $i$ and $j$ ($i \neq j$) in its input vector where $x_i = j$ and $x_j = i$, Alice adds the edge $(u_i, u_j)$. Thus, each valid vector $X$ corresponds to a unique edge between the $u$ nodes. Similarly, Bob will add one edge to its nodes based on its input $Y$. We call these two edges special edges. Note that except for the two special edges, the topology of the gadget is independent of the inputs $X$ and $Y$.

The following lemma suffices to prove Theorem 5.

▶ Lemma 6. Let $I_A$ resp. $I_B$ denote the vertices in the MIS output by Alice resp. Bob. Either $I[X : I_B | Y] = \Omega(1)$ or $I[Y : I_A | X] = \Omega(1)$. 

2.2.2 A 2-Party Lower Bound for Multiple Gadgets

Recalling that any pair of valid bit vectors \((X, Y)\) uniquely defines the topology of a gadget, we call \((X, Y)\) the value of the gadget and, to simplify the notation, we also use \((X, Y)\) to refer to the gadget itself.

- **Theorem 7.** The two party communication complexity of MIS on graphs with \(O(n)\) nodes and edges is \(\Omega(n)\).

In the rest of this subsection, we prove Theorem 7. Consider again the two party communication complexity model where Alice receives input \(X\) and Bob receives input \(Y\). We now consider \(X\) and \(Y\) to be vectors of length \(n/2\) and we conceptually think of such a vector as the concatenation of \(n/14\) 7-digit vectors as defined in Section 2.2.1. We say that an \((n/2)\)-length digit vector \(S = s_{1,1} \ldots s_{1,7}s_{2,1} \ldots s_{2,7} \ldots s_{n/14,7}\) is valid, if \((s_{1,1} \ldots s_{1,7})\) forms a valid 7-digit vector, for all \(i \in [1, n/14]\). Let \(X\) and \(Y\) be two \(n/2\) digit vectors chosen uniformly at random from all valid \((n/2)\)-length digit vectors. According to the inputs \(X\) and \(Y\), Alice and Bob will construct the lower bound graph \(G_{L}\), having the property that, for any MIS \(I\) of \(G_{L}\), either the mutual information between Alice’s MIS output and Bob’s input or between Bob’s MIS output and Alice’s input is \(\Omega(n)\).

We now describe how to construct the lower bound graph. \(G_{L}\) contains \(n\) nodes partitioned into sets \(V_{A} := \{u_{1,1}, \ldots, u_{n/2}\}\) and \(V_{B} := \{v_{1,1}, \ldots, v_{n/2}\}\). All the nodes in \(V_{A}\) are hosted at Alice and all the nodes in \(V_{B}\) are hosted at Bob. The edges of \(G_{L}\) induce \(n/14\) gadgets \(\{g_{1}, \ldots, g_{n/14}\}\) where gadget \(g_{i}\) contains nodes \(u_{7i+1}, \ldots, u_{7i+7}\) and \(v_{7i+1}, \ldots, v_{7i+7}\). The value of gadget \(g_{i}\) is \((x_{i,1} \ldots x_{i,7}, y_{i,1} \ldots y_{i,7})\). For example, gadget \(g_{1}\) contains nodes \(u_{1,1}, \ldots, u_{7}\) and \(v_{1,1}, \ldots, v_{7}\), and has value \((x_{1,1} \ldots x_{1,7}, y_{1,1} \ldots y_{1,7})\). Notice that the topology of \(G_{L}\) depends only on the inputs \(X\) and \(Y\).

Theorem 7 follows immediately from the following lemma.

- **Lemma 8.** Either \(I[X : I_{B} | Y] = \Omega(n)\) or \(I[Y : I_{A} | X] = \Omega(n)\).

2.2.3 Extension to the \(k\)-machine model

We are now ready to extend our results from the 2-party communication setting to the \(k\)-machine model. Specifically, we want to show a lower bound for \(\varepsilon\) error (possibly randomized) algorithms i.e., algorithms which, over all graph partitions (and random coin tosses), outputs an MIS with probability at least \((1 - \varepsilon)\), and always terminates in \(T\) rounds.

- **Theorem 9.** For a constant \(\varepsilon > 0\), any \(\varepsilon\)-error (possibly randomized) MIS algorithm in the \(k\)-machine model has round complexity at least \(\tilde{\Omega}(\frac{\varepsilon}{n^{2}})\).

3 Ruling sets via hierarchical sampling

3.1 An Algorithm for the \(k\)-machine Model

In Algorithm 2 we use hierarchical sampling to compute a \(\beta\)-ruling set of an \(n\)-vertex graph with maximum degree \(\Delta\) in \(\tilde{O}(n\Delta^{1/\beta}/k^{2})\) rounds. A hierarchical sampling approach has also been used in [10] to compute \(\beta\)-ruling sets and combined with the MIS algorithms of Ghaffari [14, 15], yields the fastest \(\beta\)-ruling set algorithms in the LOCAL and CONGEST models. But there are key differences between the LOCAL/CONGEST algorithms and our \(k\)-machine algorithm because the bandwidth constraints of the \(k\)-machine model are quite stringent (for e.g., it seems difficult for nodes that are deactivated to efficiently inform their neighbors of this fact in the \(k\)-machine model).
In each iteration \( i, 2 \leq i \leq \beta \), in Algorithm 2, we independently sample active nodes with probability \( \Theta(\log n/\Delta^{1-(i-1)/\beta}) \) (Step (3)). In each iteration, we get a sampled graph that is communicated across the \( k \) machines (Step (5)) and then we compute an MIS on this sampled graph (Step (6)). Note that in order to communicate the sampled graph, each sampled node needs to communicate with all neighbors and not just sampled neighbors because a priori a node does not know which neighbors have been sampled. Thus for the communication step to be efficient, i.e., complete in \( \tilde{O}(n\Delta^{1/\beta}/k^2) \) rounds, as shown in Lemma 12, nodes participating the sampling step need to have relatively low degree. To ensure this high degree nodes need to be deactivated in each iteration. A node that has more than \( \Delta^1-(i-1)/\beta \) neighbors participating in the sampling step in Iteration \( i \) is guaranteed (whp) to have a sampled neighbor and such a node will deactivate itself if it is not marked. But, a node may have high degree but with only few neighbors participating in the sampling step. A node \( v \) of this type is guaranteed to have neighbors that were deactivated in previous iterations. By inductively assuming that a node deactivated in an earlier round is not too far away from some node that has joined the ruling set, we get that node \( v \) itself is at most one extra hop away from the ruling set and can be deactivated (as in Step (7)).

\begin{algorithm}
\caption{RAND \( \beta \)-ruling set(Graph \( G = (V,E) \)).}
\begin{algorithmic}[1]
\State \( P_1 \leftarrow V \)
\For {iteration \( i \leftarrow 2 \) to \( \beta \) do}
\State Each node in \( P_{i-1} \) marks itself with probability \( \Theta(\log n/\Delta^{1-(i-1)/\beta}) \).
\State \( M_i \leftarrow \) nodes marked in the previous step
\State Each node in \( M_i \) informs all neighbors that it is marked
\State \( I_i \leftarrow \text{MIS}(G[M_i]) \)
\State Each unmarked node that has a neighbor in \( M_i \) or has degree \( > \Delta^1-(i-1)/\beta \) joins the set \( T_i \) and is deactivated
\State \( P_i \leftarrow P_{i-1} \setminus (M_i \cup T_i) \)
\EndFor
\State Each node in \( P_t \) informs neighbors that it is in \( P_t \)
\State \( I \leftarrow \text{MIS}(G[P_t]) \)
\State return \((\cup_{j=2}^{\beta} I_j) \cup I\)
\end{algorithmic}
\end{algorithm}

\begin{itemize}
\item \textbf{Lemma 10.} For \( 1 \leq i \leq \beta \), the maximum degree of nodes in \( P_i \) is at most \( \Delta^1-(i-1)/\beta \).
\item \textbf{Lemma 11.} For \( 2 \leq i \leq \beta \), the maximum degree of the induced graph \( G[M_i] \) is at most \( \tilde{O}(\Delta^{1/\beta}) \) whp.
\item \textbf{Lemma 12.} The communication in Steps (5) and (10) can each be completed in \( \tilde{O}(n\Delta^{1/\beta}/k^2) \) rounds whp. The MIS computation in Steps (6) and (11) can each be completed in \( \tilde{O}(n\Delta^{1/\beta}/k^2) \) rounds whp.
\item \textbf{Lemma 13.} Every node in \( V \) is at most \( \beta \) hops from some node in \((\cup_{j=2}^{\beta} I_j) \cup I\).
\item \textbf{Theorem 14.} For any integer \( \beta \geq 1 \), a \( \beta \)-ruling set of an \( n \)-vertex graph with maximum degree \( \Delta \) can be computed in \( \tilde{O}(\beta \cdot n \cdot \Delta^{1/\beta}/k^2) \) rounds.
\end{itemize}

3.2 A One-Pass Edge-Streaming Algorithm

We now use the hierarchical sampling approach to obtain a low-memory algorithm for \( \beta \)-ruling sets in the edge streaming model, for \( \beta > 1 \). As mentioned in Section 1, our algorithm stands in contrast to the \( \Omega(n^2) \) space lower bound for MIS of [12].
For each $i \in [1, \beta]$, we define
\[ q_i := \frac{1}{2^{i-1}}. \]  
(1)

Initially, we subsample a hierarchy of vertex sets $P_1, \ldots, P_\beta$ as follows:
- $P_1 = V(G)$.
- For $i \in [2, \beta]$, and each $u \in P_{i-1}$, we add $u$ to $P_i$ with probability $1/n^{q_{i-1}}$.

We call $\ell(u) = \max \{i \mid u \in P_i\}$ the level of $u$, and define the active degree of $u$ as the node degree of $u$ in the graph induced by the vertices $P_{\ell(u)} \cup \cdots \cup P_\beta$. Note that if $\ell(u) = 1$, then the active degree is simply the node degree.

**Single Pass.** We now describe which edges we store during the single pass of the algorithm.

For each $u$, we store the first $\mu_{\ell(u)} := \Theta(n^{q_{\ell(u)}} \log n)$ edges that contribute to $u$’s active degree, i.e., connect $u$ to nodes in $P_{\ell(u)} \cup \cdots \cup P_\beta$; recall that $P_{\ell(u)} \cup \cdots \cup P_\beta \subseteq P_{\ell(u)}$.

Observe that (1) implies that we store all incident edges for vertices in $P_\beta$.

Upon storing the $\mu_{\ell(u)}$-th edge for $u$, we mark $u$ as covered. While processing the stream, we discard all edges that connect two nodes if they are both marked as covered.

**Post-Processing.** After the pass is completed, we move every $u \notin P_\beta$ that is not covered to the set $P_\beta$ and set $\ell(u) = \beta$. As the last step of the algorithm, we compute an MIS $S$ on the graph spanned by the stored edges of nodes in $P_\beta$ (after post-processing) and output $S$ as the result.

▶ **Lemma 15.** The algorithm outputs a $\beta$-ruling set with high probability.

**Proof.** We first prove that the resulting output $S$ is indeed an independent set. To this end, we need to show that the following claim holds (after the post-processing step): For every $u, v \in P_\beta$, if there exists $(u, v) \in E$ then also $(u, v) \in E(P_\beta)$, where $E(P_\beta)$ refers to the stored edges incident to nodes in $P_\beta$: Assume towards a contradiction that the claim is false, i.e., the algorithm did not store $(u, v)$. We distinguish 3 cases:

1. If both $u$ and $v$ had level $\beta$ before post-processing, then we would have stored $(u, v)$, as we store all incident edges for nodes in $P_\beta$.

2. Suppose only $u$ is moved from its previous level $i$, whereas $v$ was already in $P_\beta$ after the initial sampling. It follows that $u$ was not covered and hence, by definition, the edge $(u, v)$ must have been among the first $\mu_{\ell(u)}$ edges in the stream that were incident to $u$ and that have their other endpoint in $P_i \cup \cdots \cup P_\beta$. By the description of the algorithm, we would have stored $(u, v)$, yielding a contradiction.

3. Finally, suppose $u$ and $v$ were both moved to $P_\beta$ and assume (wlog) that $\ell(u) \leq \ell(v)$ before the post-processing step. By a similar argument as in the previous case, it follows that we would have stored the edge $(u, v)$ as one of the first $\mu_{\ell(u)}$ incident edges of $u$ that point to $P_{\ell(u)} \cup \cdots \cup P_\beta$, again resulting in a contradiction.

Next, we show that the output set $S$ satisfies the distance property of $\beta$-ruling sets, i.e., we argue that every node has distance at most $\beta$ from some node in $S$ with high probability. Recalling that we compute an MIS on the graph induced by $P_\beta$, this clearly holds for any node that has level $\beta$ at this point. Thus, consider a node $u$ with level $\ell(u) = i < \beta$ and assume that $u$ was not moved, i.e., $i$ continues to be the highest level of $u$ after the post-processing step. Since $u \notin P_\beta$, we know that $u$ was covered and hence we stored at least $\mu_i$ many edges incident to $u$ that point to $P_i \cup \cdots \cup P_\beta$. Let $N_i(u)$ denote the corresponding set of neighbors of $u$ for which the algorithm stores edges, i.e., $|N_i(u)| \geq \mu_i = n^{q_i} \log n$. Note that if a neighbor of $u$ in $N_i(u)$ is moved to $P_\beta$ in the post-processing step, this can only reduce
the distance of \( u \) to a node in the independent set. Therefore, it is sufficient if we show that at least one of \( u \)'s neighbors in \( N_i(u) \) is also part of some level greater than \( i \). The probability that none of the \( \mu_i \) nodes in \( N_i(u) \) is in \( P_{i+1} \cup \cdots \cup P_{\beta} \) is at most

\[
\left( 1 - \Theta \left( \frac{1}{n^{\mu_i}} \right) \right)^{\Theta(n^{\mu_i} \log n)} \leq \frac{1}{n^{\Omega(1)}}.
\]

The result follows by taking a union bound over all the nodes.

\[\blacktriangleright\text{Lemma 16. The algorithm uses } O(\beta \cdot n^{1+1/2^{\beta-1}} \log n) \text{ space with high probability.}\]

**Insertion-Deletion Streams**

We now describe how to modify the above algorithm to work for insertion-deletion streams. The key observation is that the hierarchical sampling is done completely independently of the input stream and can be done beforehand. The only task remaining while processing the stream is storing a certain number of incident edges to a specific vertex that are also incident to a specific set. In insertion-only streams, this is straightforward. In insertion-deletion streams, we can simply use enough \( L_0 \)-samplers:

Given a stream of edge insertions and deletions, an \( L_0 \)-sampler is able to output a uniform random edge of the input graph (the graph obtained after all insertions and deletions have been applied). This technique can be adapted to most edge sampling tasks, such as sampling a uniform random edge incident to a specific vertex, or, by employing \( \Theta(k \log n) \) \( L_0 \)-samplers, sampling \( k \) different edges incident to a specific vertex, as it is required in our setting. Jowhari et al. \[22\] showed how to implement an \( L_0 \)-sampler in insertion-deletion streams in small space:

\[\blacktriangleright\text{Theorem 17 (}[22]\). There exists an } L_0 \text{ sampler for insertion-deletion streams that uses space } O(\log^2 n \log(1/\delta)) \text{ and succeeds with probability } 1 - \delta.\]

For instance, say we want to store \( \alpha \) edges incident to a specific vertex \( v \). Leveraging Theorem 17 tells us that we only add a polylogarithmic overhead by running \( \Theta(\alpha \log n) \) \( L_0 \) samplers, and we can recover at least \( \alpha \) different edges incident to \( v \). Together with Lemmas 15 and 16, this implies the following result:

\[\blacktriangleright\text{Theorem 18. In both, the insertion-only and the insertion-deletion models, there are randomized one-pass streaming algorithms with space } \tilde{O}(\beta \cdot n^{1+1/2^{\beta-1}}) \text{ for computing a } \beta \text{-ruling set that succeed with high probability.}\]

## 4 Faster 2-ruling sets in the \( k \)-machine model

The hierarchical sampling approach from Section 3.1 yields a \( k \)-machine, 2-ruling set algorithm running in \( \tilde{O}(n \Delta^{1/2}/k^2) \) rounds. In this section we use a different approach to obtain a \( k \)-machine 2-ruling set algorithm that runs in \( \tilde{O}(n/k^{2-\epsilon} + k^{1-\epsilon}) \) rounds for any \( \epsilon, 0 \leq \epsilon \leq 1 \).

Setting \( \epsilon = 0 \) yields an \( \tilde{O}(n/k^2 + k) \)-round algorithm; for \( k \leq n^{1/3} \) this is an \( \tilde{O}(n/k^2) \)-round algorithm. The optimal value of \( \epsilon \), i.e., the value that minimizes the expression \( n/k^{2-\epsilon} + k^{1-\epsilon} \), turns out to be \( \epsilon = \frac{1}{2} \left( 3 - \frac{\log n}{\log k} \right) \). For example, for \( k = \sqrt{n} \), \( \epsilon = 1/2 \) is optimal and the running time simplifies to \( \tilde{O}(n^{1/4}) \) rounds.

Our algorithm consists of two phases. In the first phase, we perform \([k^c]\) iterations where we process the input graph in a sequential fashion. We say that a vertex is active if its MIS-status is yet undefined; otherwise we say that it is deactivated. In iteration \( i \geq 1 \) of
Phase 1, the machine \( m_i \) locally computes an MIS \( S_i \) on its part of the input and then sends \( S_i \) to all other machines using an intermediate routing step. In more detail, after computing the MIS, \( m_i \) sends the vertices in \( S_i \) in batches of size \( k - 1 \), by transmitting the vertex IDs of the first \( k - 1 \) vertices in \( S_i \) to the other machines over its \( k - 1 \) links. The other machines simply relay these messages by broadcast. It is easy to see that all machines know about all nodes in \( S_i \) after \( m_i \) has sent \( O(S_i/k) = \hat{O}(n/k^2) \) batches. Before proceeding to the next iteration, each machine locally deactivates every vertex that has a neighbor in \( S_i \).

The remaining active nodes form the residual graph and machine \( m_{i+1} \) operates on its local part of this graph in the next iteration, and so forth. After we have finished all \( [k^*] \) iterations, each machine simply deactivates all of its vertices that are still active and have a neighbor on some machine \( m_j \), for \( j \in [1, [k^*]] \). In Lemma 19 below, we show that with high probability only vertices with (initial) degree \( \hat{O}(k^{1-\epsilon}) \) remain active after Phase 1. We define \( I \) to be the independent set obtained by Phase 1.

For Phase 2, we use the low message complexity 2-ruling set algorithm of Pai et al. [34, 33]. This algorithm runs in the CONGEST model in \( O(\Delta \log n) \) rounds, with message complexity \( O(n \log n) \). If we can come up with a beeping version of this 2-ruling set algorithm, then by using the Simulation Theorem (Theorem 4 in Section 2.1) we could obtain a \( k \)-machine algorithm that runs in \( \hat{O}(n/k^2 + \Delta) \) rounds. By Lemma 19, \( \Delta \) is bounded above by \( \hat{O}(k^{1-\epsilon}) \) after Phase 1, and thus Phase 2 would run in \( \hat{O}(\Delta \log n + k^{1-\epsilon}) \) rounds. The final 2-ruling set consists of the union of set \( I \) obtained in Phase 1 and the 2-ruling set resulting from Phase 2.

Note that when starting to execute Phase 2, a machine \( m_j \) might not be aware that some of the neighbors of one of its vertices \( u \) have already been deactivated in the course of Phase 1. This does not have any effect on the round complexity of the algorithm.

This pseudocode of this two-phase algorithm is described in Algorithm 3.

---

**Algorithm 3** TwoPhaseTwoRulingSet\((G = (V, E), \epsilon)\).

```plaintext
/* Phase 1: Sequential Processing */
1 \( G_r \leftarrow G; \)
2 \( I \leftarrow \emptyset; \)
3 for \( i \leftarrow 1, \ldots, [k^*] \) do
4     Machine \( m_i \) locally computes an MIS \( S_i \) on its vertices;
5     \( m_i \) communicates \( S_i \) to all machines;
6     \( S_i \) and all neighbors of nodes in \( S_i \) are removed from \( G_r \);
end
8 \( G_{low} \leftarrow \) graph induced by nodes in \( G_r \) that do not have a neighbor in any machine \( m_j \), \( j \in [1, [k^*]] \);
/* Phase 2: Low Message Complexity 2-Ruling Set */
9 Compute a 2-Ruling Set, \( I' \) for the graph \( G_{low} \) using the algorithm of Pai et al. [34, 33];
10 \( I \leftarrow I \cup I' \);
11 return \( I \);
```

---

**Lemma 19.** The time complexity of Phase 1 is \( \hat{O}(n/k^{2-\epsilon}) \). Moreover, after Phase 1, the maximum vertex degree in the residual graph is \( O(k^{1-\epsilon} \log n) \) with high probability.

**Proof.** We first show the time complexity. Consider iteration \( i \geq 1 \) in which machine \( m_i \) locally computes an MIS. By the description of the algorithm, \( m_i \) sends its MIS-vertices in batches of size \( O(k) \) and each machine simply broadcasts the message that it receives from \( m_i \). Thus processing a single batch takes 2 rounds and since each batch processes \( \Theta(k) \) vertices, we can complete iteration \( i \) in \( \hat{O}(n/k^2) \) rounds. The time complexity bound follows since there are \( [k^*] \) iterations.

---
We next show that only vertices that have degree \( O(k^{1-\epsilon} \log n) \) remain active after Phase 1. Assume in contradiction that there is some vertex \( u \) that has degree \( \Omega(k^{1-\epsilon} \log n) \). Since the neighbors of \( u \) were assigned to machines using random vertex partitioning, the probability that none of them is on any of the \([k^\epsilon]\) machines that locally processed their vertices in Phase 1 is at most

\[
\left(1 - \frac{1}{k^{1-\epsilon}}\right)^{\Omega(k^{1-\epsilon} \log n)} \leq \frac{1}{n^{\Omega(1)}}.
\]

Since the machine hosting \( u \) knows which machines have neighbors of \( u \), it will deactivate \( u \) with high probability. The lemma follows by taking a union bound over all vertices. ◀

We next show that the vertices that we added when computing the local MISs in Phase 1 (and the vertices that we deactivated in the process) form a valid 2-ruling set on the induced subgraph.

**Lemma 20.** After Phase 1, the deactivated vertices form an independent set \( I \) and each deactivated vertex has distance at most 2 to some node in \( I \).

**Proof.** Clearly, no two vertices in \( I \) are neighbors since all machines deactivate neighbors of nodes that were added to the (local) MISs before proceeding to the next iteration. To see that each deactivated vertex \( v \) has distance at most 2, we distinguish two cases based on how \( v \) was deactivated. The first possibility is that \( v \) is a neighbor of some node in \( I \) and we deactivated it during some iteration, in which case the distance property trivially holds. The other possibility is that \( v \) was deactivated because it had a neighbor \( w \) on some machine \( m_j \), for \( j \in [1,[k^\epsilon]] \). Since \( m_j \) (locally) computed an MIS on its vertices, it follows that \( w \) has distance at most 1 to some node in \( I \) and the result follows. ◀

In Phase 2, we use the algorithm of Pai et al. [34, 33] to compute a 2-ruling set for the graph induced by nodes that are still active and have degree at most \( c \cdot \frac{n}{\log n} \) in \( G \). In this algorithm, CATEGORY-1 refers to nodes that have joined the ruling set, CATEGORY-2 refers to their neighbors, and CATEGORY-3 refers nodes that have a CATEGORY-2, but not a CATEGORY-1 node in their neighborhood. This algorithm is similar to Luby’s MIS algorithm, with two key differences to keep the message complexity low, at the cost of round complexity. First, the probability of a vertex \( v \) being marked stays fixed at \( 1/2d(v) \) and does not increase as its neighborhood shrinks. Second, a node that is marked first uses a few messages to determine if it should deactivate itself because it has a CATEGORY-2 node in its neighborhood. This **Checking Sampling Step** plays a key role in reducing the message complexity of this algorithm to \( O(n \log n) \). Below we show that this algorithm can be implemented in the \( k \)-machine model in \( \tilde{O}(n/k^2 + \Delta) \) rounds.

**Lemma 21.** The message-efficient 2-ruling set algorithm of [34, 33] can be implemented in the \( k \)-machine model in \( \tilde{O}(n/k^2 + \Delta) \) rounds.

**Proof.** The 2-ruling set algorithm of [34, 33] is not a beeping model algorithm and we cannot apply the Simulation Theorem (Theorem 1) directly to obtain an efficient \( k \)-machine model simulation. The difficulty is caused by steps in which a node \( v \) needs to determine if a neighbor of same or higher degree has beeped. However, even in this case a machine \( M \) can aggregate all the messages going to a node \( v \) in a machine \( M' \) by simply sending only the message to \( v \) from the highest degree node it hosts. As in Theorem 1, this leads to a simulation in the \( k \)-machine model that runs in \( \tilde{O}(msg/k^2 + T) \) rounds, where \( msg \) is the message complexity and \( T \) is the round complexity of the algorithm. Since Pai et al. [34, 33] have shown that \( msg \) is \( O(n \log n) \) and \( T \) is \( O(\Delta \log n) \), the result follows. ◀
Corollary 22. Phase 2 of Algorithm TwoPhaseTwoRulingSet can be completed in $\tilde{O}(n/k^2 + k^{1-\epsilon})$ rounds.

Combining Lemmas 19, 20, and Corollary 22, we obtain an overall running time of $\tilde{O}(\frac{n}{k^2} + \frac{n}{k^2} + k^{1-\epsilon}) = O(\frac{n}{k^2} + k^{1-\epsilon})$, which proves the following theorem:

Theorem 23. For any $\epsilon$, $0 \leq \epsilon \leq 1$, a 2-ruling set can be computed in $\tilde{O}(\frac{n}{k^2} + k^{1-\epsilon})$ rounds in the $k$-machine model.

5 Future Work

Our results point to several natural followup questions:

1. Can we reconcile the gap between the $\tilde{O}(m/k^2)$ upper bound and $\tilde{O}(n/k^2)$ lower bound for MIS? This seems related to the more fundamental question of showing tight bounds on the message complexity of MIS in the CONGEST KT1 model.

2. Is there an $\tilde{O}(n/k^2)$ round lower bound for 2-ruling sets in the $k$-machine model? As pointed out earlier, our approach for the MIS lower bound that first proves an $\Omega(1)$-bit 2-party lower bound will not work for 2-ruling sets. Could an approach involving an $O(1)$-sized gadget distributed among 3 parties yield a lower bound for 2-ruling sets?

3. Can we improve the 2-ruling set upper bound to $\tilde{O}(n/k^2)$?

4. Can we prove non-trivial lower bounds on the space complexity of $\beta$-ruling sets in the one-pass edge-streaming model?
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1 Introduction

We study the consensus problem in a new type of quorum system that we call a Personal Byzantine Quorum System (abbreviated PBQS). In a PBQS, each participant has its own, private notion of what a quorum is, subject to the requirement that if \( Q_p \) is a quorum of \( p \) and \( p' \in Q_p \), then there is a quorum \( Q_{p'} \) of \( p' \) inside \( Q_p \). Justifying this rather strong requirement on the intuitive level, \( Q \) being a quorum of \( p \) has the connotation that \( p \) trusts the members of \( Q \) collectively. Hence, \( Q \) should contain at least one quorum of each \( p' \in Q \).

In contrast to PBQSs, traditional Byzantine quorum systems are uniform, in the sense that a quorum is a public notion common to all participants. Under the assumptions of quorum intersection (i.e., that every two quorums intersect at a well-behaved participant)
and quorum availability (i.e., that at least one quorum is exclusively well-behaved), one can implement consensus under eventual synchrony [6]. However, traditionally, the ability to implement consensus using quorums is all or nothing; as soon as two quorums fail to intersect at a well-behaved participant, or if no quorum is available, no subset of the participants can solve consensus.

In a PBQS, it is possible that a subset $S$ of the participants has intersecting quorums, in which case we say $S$ is intertwined, while the system as a whole does not. Relying on quorum intersection to ensure safety to $S$ is straightforward. However, suppose $S_1$ and $S_2$ are each intertwined but $S_1 \cup S_2$ is not. In this case there is no way to keep $S_1 \cup S_2$ in agreement, but we can still keep each set internally in agreement. It is also possible that $S_1 \cup S_2$ is not intertwined even though $S_1 \cap S_2 \neq \emptyset$. In this case, can a consensus algorithm also ensure liveness to $S_1$ and $S_2$? This seems impossible since, if $S_1$ and $S_2$ diverge, a participant belonging to both $S_1$ and $S_2$ has to pick a side and violate safety on the other side in order to make progress. Those observations raise the problem of determining, given an instance of PBQS and a set $B$ of malicious participants, for which family of sets both safety and liveness are achievable, and whether there is an optimal such family. Of course, participants have no knowledge of what $B$ is. In Section 2, we give necessary conditions for a family of sets to enjoy consensus and we define the notion of a consensus cluster, for which we show how to solve consensus in Section 3.

Another crucial technical difference between PBQSs and traditional Byzantine quorum systems is that since participants do not know what constitutes a quorum for another participant, even in a synchronous period, we face the asynchronous phenomenon that one well-behaved member observes a quorum of well-behaved participants, while others do not. This phenomenon was previously encountered only during periods of asynchrony.

Why is it important to study PBQSs? Beyond theoretical curiosity, PBQSs successfully abstract a deployed, real-world system: the Stellar Network. We found designing a BFT consensus algorithm which is both safe and live under these condition to be challenging. Indeed, the Stellar Consensus Protocol [14] (SCP) has only been proved non-blocking when there are Byzantine failures. Here, we propose an algorithm which is safe and live, albeit impractical. Nevertheless, it serves our purpose of showing that while the Stellar network is optimally fault-tolerant for safety, Stellar’s family of intact sets, which enjoy both safety and liveness, is not optimal as previously conjectured. Furthermore, our algorithm guarantees termination in the eventually synchronous model. Whether a practical protocol can achieve these properties is still an open question.

In addition to introducing the PBQS model, we make the following contributions:

- We design an unauthenticated BFT consensus algorithm using idea from Dwork et al.[6] to solve consensus for the Stellar Network’s consensus clusters.
- We refute the conjecture made in the Sellar Whitepaper [14] that intact sets are optimal for consensus. Indeed we suspect that our generalization of intact sets called consensus clusters are optimal.
- We show that the Stellar Network may harbor several disjoint consensus clusters which can nevertheless remain internally in agreement and live. Past work on federated Byzantine agreement systems [14, 7] (FBAS) assumes global quorum intersection and leaves the reader pondering whether all guarantees collapse should this assumption be violated.

Finally, we formalize the static properties of PBQSs and Stellar’s federated Byzantine agreement systems in Isabelle/HOL; the formal theory is available in the Archive of Formal Proofs [12].
2 Personal Byzantine Quorum Systems

In this section we formalize the Personal Byzantine Quorum System Model (the PBQS Model), we define what it means to solve consensus in this model, we observe that global consensus is impossible even without faults, we give lower bounds on what subsets of participants can possibly enjoy consensus, and we define the notion of a consensus cluster. In a consensus algorithm, different consensus clusters may diverge, but, as we show in the next section, consensus is solvable under eventual synchrony within a consensus cluster. The main technical result of this section is that maximal consensus clusters are disjoint, as it is an obvious requirement for consensus.

Definition 1. A PBQS consists of a set of participants \( P \), a set \( B \subseteq P \) of Byzantine participants, a set \( W = P \setminus B \) of well-behaved participants, and a function mapping a participant \( p \) to its non-empty set of quorums, which are subsets of \( P \). The participants’ quorums must be such that:

Property 1 (Quorum sharing). If \( Q_p \) is a quorum of \( p \) and \( p' \in Q_p \) then there exists a quorum \( Q_{p'} \) of \( p' \) such that \( Q_{p'} \subseteq Q_p \).

In other words, Property 1 states that a quorum \( Q \) of some participant \( p \) must contain a quorum of every one of its members. As we show in Lemma 12, this remarkably simple property is sufficient to give a mathematically pleasing structure, obviously required if each consensus cluster is to be internally consistent, to PBQSs: Maximal consensus clusters are disjoint.

2.1 Consensus Algorithms in PBQSs

We assume that the participants communicate via a fully-connected point-to-point message-passing network. (In the Stellar network this is accomplished using an overlay network and signatures.) This means that a participant always knows the identity of the well-behaved sender of a message that it receives. However, message content is not authenticated (in keeping with the current Stellar Modus Operandi of not forwarding signatures) and therefore a participant cannot trust what a sender \( p \) says it heard from sender \( q \). Well-behaved participants take steps according to the algorithm they are given, while Byzantine participants may take arbitrary steps. Each well-behaved participant is scheduled infinitely often and a message sent from a well-behaved participant to a well-behaved participant is eventually delivered.

A consensus algorithm consists of a non-terminating sequential program run by each participant in the system. The program can send and receive messages as well as take local computation steps. Initially, a participant starts with a unique identifier, a set of quorums, the set of all participants (used for round-robin leader election, which is replaced by a probabilistic election algorithm in the Stellar Network), and an input value, all of which are accessible to its program. Crucially, a participant does not know a priori the quorums of other participants (it only knows its own set of quorums). In the Stellar Network, a participant learns one of its own quorums only when it receives messages from all members of that quorum, but this difference is not of consequence. A participant also does not know which participants are Byzantine. At any point, a participant’s program may produce a unique, irrevocable decision value.

Definition 2 (Intertwined). We say that a set \( S \) of well-behaved participants is intertwined when for every two sets \( Q \) and \( Q' \) which are both quorums of some (possibly different) members of \( S \), we have \( Q \cap Q' \cap W \neq \emptyset \).
Note that, by definition, two intertwined participants cannot have empty quorums.

Definition 3 (Quorum-based algorithm). We say that a consensus algorithm is quorum-based when:
1. If a well-behaved participant \(p\) decides, then there must be a quorum \(Q\) of \(p\) such that \(p\) received at least one message from each member of \(Q\).
2. If \(Q\) is a quorum of a participant \(p, p \in W\), and \(v\) is a possible input value, then there exists an execution in which only \(p\) and members of \(Q\) take steps, and \(p\) eventually outputs \(v\).

As we have already noted, a PBQS may, for example, harbor two intertwined sets \(S_1\) and \(S_2\) such that \(S_1 \cup S_2\) is not intertwined. As implied by the following lemma, in this case no quorum-based algorithm can solve consensus for \(S_1 \cup S_2\).

Lemma 4. Consider two participants \(p \neq p'\), and two quorums \(Q, Q'\) such that \(Q\) is a quorum of \(p\) and \(Q'\) is a quorum of \(p'\) and \((Q \cap Q') \setminus B = \emptyset\). Then no quorum-based algorithm can guarantee agreement between \(p\) and \(p'\).

Proof. By definition of quorum-based algorithm, there are two executions \(e\) and \(e'\) such that (a) only \(p\) and members of \(Q\) take steps in \(e\) and \(p\) decides value \(v\) in \(e\), and (b) only \(p'\) and members of \(Q'\) take steps in \(e'\) and \(p'\) decides value \(v' \neq v\) in \(e'\). Because \(Q\) and \(Q'\) are disjoint, the execution \(e \cdot e'\) consisting of the concatenation of \(e\) and \(e'\) is also an execution. Moreover, agreement is violated in \(e \cdot e'\).

Lemma 4 shows that, in general, consensus in a PBQS is not solvable globally. Instead, we reformulate the consensus problem such that, given a PBQS \(U\) and a family of sets of participants depending on \(U\) (and thus on the quorum slices and on \(W\)), the traditional properties of consensus have to be guaranteed only to each set in the family.

Definition 5 (The PBQS Consensus Problem). In the PBQS consensus problem for a PBQS \(U\) and a family of sets of participants \(\{S_i\}\) (depending on \(U\)), we require that for every set \(S_i\) in the family:
- **Agreement**: no two members of \(S_i\) decide different values.
- **Liveness**: every member of \(S_i\) eventually decides some value.
- **Non-triviality**: if only well-behaved participants take steps and a member of \(S_i\) decides, then it decides the input value of some well-behaved participant.

Note that the definition above does not preclude any participant from taking steps in the algorithm; instead, the definition gives guarantees only to sets in the family.

In Section 2.3, we define the family of consensus clusters, and we show in Section 3 that PBQS consensus is solvable for consensus clusters. Another, more restrictive, family for which PBQS consensus is solvable is the family of intact sets, as defined in the Stellar Whitepaper. In Section 5, we show that every intact set is a consensus cluster but that the reverse is not true. In this sense, it shows that intact sets cannot be optimal for PBQS consensus. Definition 5 also raises the question of whether there exists an optimal family (in the sense of inclusion) for which PBQS consensus is solvable. We leave this question open, although we conjecture that the consensus clusters family is optimal.

2.2 A Necessary Condition for Liveness

Next we observe that if every quorum \(Q\) of a participant \(p\) contains a Byzantine node, then it is impossible to guarantee liveness for \(p\) because malicious participants can always remain silent. This is formalized using the notion of blocking set:
Definition 6 (Blocking). If R is a set of participants, we say that p is blocked by R, or equivalently that R blocks p, when every quorum of p intersects R. We denote the set of participants blocked by R by \( \text{BlockedBy}(R) \), and the set of sets that each blocks p, called p’s blocking sets, by \( \text{Blocking}(p) \).

Lemma 7. If p is blocked by B then no quorum-based algorithm can ensure liveness to p.

Proof. If all malicious participants remain silent, then there is no quorum Q such that p eventually receives a message from every member of Q. Therefore, by requirement 1, p never decides.

An interesting question is whether q who is blocked by \( \text{BlockedBy}(B) \) shares the same fate as p who is blocked by B. The answer is positive and a consequence of the quorum sharing property, as implied by the following lemma.

Lemma 8. In a personal quorum system, for every set of participants R, we have

\[
\text{BlockedBy}(\text{BlockedBy}(R)) = \text{BlockedBy}(R).
\]

Proof. Suppose that \( p \in \text{BlockedBy}(\text{BlockedBy}(R)) \) but \( p \notin \text{BlockedBy}(R) \). Hence, there is a quorum Q of p that does not intersect R. However, since \( p \in \text{BlockedBy}(\text{BlockedBy}(R)) \), Q must contain \( p' \) which is \( \text{BlockedBy}(R) \). By the quorum sharing property, Q contains a quorum \( Q' \) of \( p' \), and by the virtue of \( p' \) being blocked by R, \( Q' \) contains a member of R. Since \( Q' \subseteq Q \), we conclude that Q contains a member of R, and this is a contradiction.

Corollary 9. If p is well-behaved and is not blocked by B, then p has a quorum consisting exclusively of well-behaved participants that are not blocked by B.

2.3 Consensus Clusters

In this section we define consensus clusters and we show that maximal consensus clusters are disjoint. Consensus clusters can be thought of as disjoint islands which can be kept internally consistent and live by a consensus algorithm, but which may diverge from each other.

Definition 10 (Consensus cluster). A subset \( S \subseteq W \) of the well-behaved participants is a consensus cluster when:

- **Quorum Intersection:** S is intertwined.
- **Quorum Availability:** If \( p \in S \) then there is a quorum \( Q_p \) of p such that \( Q_p \subseteq S \).

Note that, by quorum availability, a member of a consensus cluster must have a quorum, and, by quorum intersection, all its quorums must be non-empty.

We now show that maximal consensus clusters are disjoint.

Definition 11. A consensus cluster C is maximal when no strict superset of C is a consensus cluster.

Lemma 12. Consider a personal quorum system. If \( C_1 \) and \( C_2 \) are two consensus clusters and \( C_1 \cap C_2 \neq \emptyset \), then \( C_1 \cup C_2 \) is a consensus cluster.

Proof. Consider \( p \in C_1 \) and \( q \in C_2 \). It suffices to show that p and q are intertwined (quorum availability is immediate). Consider two quorums \( Q_p \) and \( Q_q \) of p and q, and a quorum \( Q_m \) of a participant \( m \in C_1 \cap C_2 \) such that \( Q_m \subseteq C_1 \). Since m and q are intertwined by virtue of belonging to \( C_2 \), it follows that \( Q_q \) and \( Q_m \) have non-empty intersection in \( C_1 \). Let n \( \in C_1 \) be a member of this intersection. By the quorum sharing property, \( Q_q \) contains a quorum
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\(Q_n\) of \(n\). Since both \(n\) and \(p\) belong to \(C_1\) they are intertwined. Consequently \(Q_p\) and \(Q_n\) intersect at a well-behaved participant. Since \(Q_n \subseteq Q_q\), we get that \(Q_p\) and \(Q_q\) intersect at a well-behaved participant as required.

\[\blacktriangleleft\]

\[\triangleright\]

**Corollary 13.** Maximal consensus clusters are disjoint.

Finally, we present the two properties, Properties 2 and 3, that, as shown in the next section, are sufficient to solve PBQS consensus for any consensus cluster \(C\).

\[\triangleright\]

**Property 2** (quorum of member of \(C\), blocks all members of \(C\)). If \(C\) is a consensus cluster and \(Q\) is a quorum of a member of \(C\), then \(Q \cap W\) blocks every member of \(C\).

**Proof of Property 2.** Consider \(p \in C\). By the virtue of \(C\) being intertwined, all quorums of \(p\) intersect \(Q\) at a well-behaved participant. Thus \(Q \cap W\) intersects all quorums of \(p\), and we conclude that \(Q \cap W\) blocks \(p\).

\[\blacktriangleleft\]

\[\triangleright\]

**Property 3** (blocking set of member of \(C\) contains a member of \(C\)). If \(C\) is a consensus cluster, \(p \in C\), and \(R\) blocks \(p\), then \(R \cap C \neq \emptyset\).

**Proof of Property 3.** By definition of blocking sets, \(R\) intersects all quorums of \(p\). Moreover, by the quorum-availability property of consensus clusters, \(p\) has a quorum \(Q_p \subseteq C\). Thus, \(R\) intersects \(C\).

\[\blacktriangleleft\]

3  Solving Consensus under Eventual Synchrony in a PBQS

3.1  The Key Insight

Most eventually-synchronous BFT consensus algorithms [6, 3, 11, 5, 1, 8], whether they use authenticated messages or not, rely for liveness on the fact that if two participants \(p, p'\) receive the same messages then \(p\) observes a quorum (or blocking set) if and only if \(p'\) does. For example, this is used by PBFT’s leader to convince other participants to prepare its value by attaching signed messages that prove that the value cannot contradict a past decision. In the unauthenticated BFT algorithm of Dwork et al. [6] (Algorithm 3), liveness is ensured by the fact that, during synchrony, a participant that locks a value at the highest round causes all other locks to be released because, thanks to reliable broadcast, the corresponding quorum is observed by all in a timely manner.

Unfortunately, those techniques fail in a PBQS because the notion of quorum is not shared by the participants: even if all participants receive the same messages, one may observe a quorum while the other does not.

The key observation that we make to solve this problem is the following. Consider a consensus cluster \(C\). If, instead of just observing a quorum, a member \(p\) of \(C\) observes a quorum \(Q\) that unanimously states having observed a quorum making statement \(s\), then all members of \(C\) that receive the same messages as \(p\) can derive that there is a unanimous quorum of some member of \(C\) making statement \(s\). This is because, by Property 2, \(Q \cap W\) blocks all members of \(C\) and, by Property 3, a blocking set contains a member of \(C\), which can be trusted when it reports that a quorum of \(C\) unanimously makes statement \(s\).

3.2  The Consensus Algorithm

We assume eventual synchrony, i.e., that there is a time \(GST\) after which (a) the messages between well-behaved participants are reliably delivered within a time bound \(\Delta\) and (b) the relative rate of the clocks of any two well-behaved participants is bounded by a constant \(\rho\). \(GST, \Delta,\) and \(\rho\) are fixed but unknown to the participants.
The consensus algorithm is described in pseudocode in Algorithm 1. It consists of an unbounded sequence of rounds, where each participant progresses from round to round as instructed by a clock-synchronization protocol described in Section 3.3. The clock-synchronization protocol guarantees that there is a round GSR happening after GST such that for the round GSR and every round after GSR, members of a consensus cluster proceed from round to round synchronously, always receiving each other’s messages.

Each four consecutive rounds form an epoch. Each epoch has a unique leader chosen round-robin. We refer to the individual rounds within an epoch as phases. Nodes broadcast their state at each phase. The algorithm uses a few key concepts:

- A participant locks a value \( v \) with an associated epoch \( e \) when it suspects that \( v \) might become decided at epoch \( e \); if it later observes that the value was in fact not decided, then it unlocks it. Locks ensure that, within a consensus cluster, a value locked by a quorum can never be unlocked.
- A participant \( p \) considers a value final when it observes that no member of its consensus cluster, should \( p \) belong to a consensus cluster, can decide something different.
- A participant \( p \) decides a value when it observes that no participant that is intertwined with \( p \) may make a conflicting decision.
- Participants maintain a candidate value and keep track of the progress-round of their candidate; a participant assigns progress-round \( r \) to its candidate when it adopts it from the leader in round \( r \) or when it observes a unanimous quorum with the same candidate and progress round \( r-1 \) (we sometimes refer to progress phase when the epoch is clear from the context).

With those concepts in mind, the phases proceed as follows:

- In phase 1, a leader proposes a candidate value on which to try to agree. A node adopts the leader’s value unless it suspects that a different value was decided. A node that adopts the leader’s value updates its progress round to the current round.
- In phases 2 to 4, a participant \( p \) sends a candidate value to all and expects a quorum that agrees with that candidate. At each of those phases, if the expected quorum materializes, the participant updates the progress round of the candidate to the current round. The crucial property of the scheme is that, after GST, if the candidate of a member of consensus cluster \( C \) successfully progresses to phase \( i > 1 \), then all members of \( C \) will infer that \( v \) has progressed to phase \( i-1 \); this is because if \( Q \) is a quorum of a member of \( C \), then \( Q \cap W \) is a blocking set for all members of \( C \), and a blocking sets contains a member of \( C \) and thus can be trusted.
- A participant unlocks its candidate if it gets a “proof” that, after its locking epoch, there was a quorum for another candidate. This is accomplished by observing a unanimous blocking set for a value that progressed to at least phase 2 in a higher epoch.
- A participant whose candidate progresses to phase 3 considers its candidate value locked (because it suspects that it may become final in phase 4), and a participant whose candidate progresses to phase 4 considers its candidate final. A final value is not revocable; in contrast “locking” is. At any time, if a participant observes a quorum unanimously declaring the same value \( v \) as final, then it decides \( v \). While intertwined participants that are not part of a consensus cluster may disagree on final values (because those participants may be convinced to unlock arbitrarily by Byzantine participants), they cannot disagree on decisions because final is irrevocable; this is the purpose of the concept of final value.
- A participant that unlocks a value keeps a record that this value was previously locked and at what epoch, and it includes all those records in its messages. Other participants can then check that the unlock steps are valid, by making sure they can derive firsthand that a quorum justifies each unlock step; this prevents a well-behaved participants...
outside a consensus cluster from “contaminating” the consensus cluster because of a bogus unlock step. This is essential because members of a consensus cluster might depend on a well-behaved outsider for quorum intersection.

The fact that final values are irrevocable guarantees that two intertwined participants never disagree. The crux of the algorithm’s liveness is that a quorum with progress phase 2 suffices to unlock a value, while it takes a quorum with progress phase 3 to lock a value; this ensures that, after GST, the highest lock causes all other locks among a consensus cluster to become unlocked and the leader to adopt the corresponding value. A decision is then necessarily reached in the next epoch.

3.3 Clock Synchronization

We now describe a clock-synchronization algorithm adapted from the Stellar Consensus Protocol [14], which is simpler than the algorithm of Dwork et al. A participant \( p \) running the clock-synchronization protocol continuously advertises its current round \( r[p] \) to all other participants, and it updates its round according to the following rules:

1. If \( p \) hears from a quorum whose members all advertise a round greater or equal to \( r[p] \), then \( p \) arms a timer of duration \( r[p] \cdot T_0 \), where \( T_0 \) is some base timeout (e.g., 1 second).
2. If \( p \)'s timer fires, \( p \) increments its current round.
3. If there is a round \( r' > r[p] \) such that \( p \) hears from a blocking set whose members all advertise a round greater or equal to \( r' \), then \( p \) cancels any pending timeout and advances \( r[p] \) to \( r' \).

Now consider a consensus cluster \( C \). By Property 2, rule 3 ensures that, after GST, any members of \( C \) that straggle in lower rounds catch up in constant time \( d_1 \) to the highest round that is advertised unanimously by the well-behaved portion of a quorum \( Q \) of \( C \) (because \( Q \cap W \) is a blocking set for members of \( C \)). Since a blocking set must contain a member of \( C \), rule 3 cannot be used by Byzantine participants to bring well-behaved participants to a round that was not already started by a member of \( C \). Finally, rules 1 and 2 ensure that, despite Byzantine behavior, the first member of \( C \) to enter round \( r \) stays in round \( r \) for a duration proportional to \( r \). Thus, round progression slows down linearly with time, and there eventually comes a round GSR after which rounds are long enough for all members of \( C \) to receive each other’s messages. Note the timer duration in Rule 1 can be changed, e.g., to obtain an exponential increase in round duration.

4 Consensus in Federated Byzantine Agreement Systems

In this section we show that, despite their seemingly unrealistic features, PBQSs are a useful model of Stellar’s federated Byzantine agreement systems (FBASs). More precisely:

- We instantiate the consensus algorithm of Section 3 to FBASs, providing effective ways to implement its steps.
- Given a FBAS, we define a corresponding PBQS and we show that, under eventual synchrony, the instantiated consensus algorithm behaves similarly to its counterpart in the PBQS model.

The results of this section show that consensus clusters can be kept safe and live in a federated Byzantine agreement system that does not enjoy system-wide quorum intersection, whereas previous work on the subject made the assumption of system-wide quorum intersection. This is important because, in practice, misconfigured participants, rival factions, or compromised participants could, in violating quorum intersection, yield several disjoint consensus clusters.
Algorithm 1 Algorithm pseudocode.

```plaintext
struct NodeState {
  round round, progress \(\triangleright\) initially 1, 0
  value val \(\triangleright\) initial input
  bool locked, final \(\triangleright\) initially false, false
  epoch lockEpoch
  set<messages> received \(\triangleright\) all received messages with valid unlockHistory
  set<pair<epoch, value>> unlockHistory \(\triangleright\) all values ever unlocked
}

define epoch(r) = \(\lceil r/4 \rceil\)
define leader(e) = participant \((e \mod N)\) \(\triangleright\) \(N\) is the number of participants
define phase(r) = \(r - 4 \cdot \text{phase}(r) + 1\)
define valid(h) = \(\forall (e, v) \in h, a\) quorum sent messages w. epoch(progress) > \(e\) and val \(\neq v\).

method NodeState::BeginRound() \(\triangleright\) send (round, progress, val, final, lockHistory) to all nodes

method NodeState::EndRound()
  let F ← \{m | m ∈ received and m.val = val and m.final\}
  if final and \{m.sender | m ∈ F\} is a quorum then decide(val)
  end if
  if phase(round) = 1 then
    let leaderState ← \{m | m ∈ received and m.round = round and m.sender = leader(epoch(round))\}
    if !locked or leaderState.val = val then
      progress ← round
    end if
  end if
  else \(\triangleright\) phases 2–4
    let R ← \{m | m ∈ received and m.val = val and m.progress = round - 1\}
    if \{m.sender | m ∈ R\} contains a quorum then
      progress ← round
      if phase(round) = 3 then
        locked ← true
        lockEpoch ← epoch(round)
      else if phase(round) = 4 then
        locked ← true
        final ← true \(\triangleright\) can no longer unlock
      end if
    end if
  end if
  if phase(round) = 4 then
    let B ← highest-round unanimous-val blocking set with phase(progress) = 2
    w ← unanimous value in B
    e ← epoch(round) in B
    if !locked or (locked and !final and e > lockEpoch and w \(\neq v\)) then
      locked ← false
      unlockHistory.insert((epoch(round),val))
      val ← w \(\triangleright\) only matters if we are next leader
    end if
    progress ← round \(\triangleright\) sets phase(progress) = 4, not checked in phase 1
  end if
end if
```
4.1 Federated Byzantine Agreement Systems

In a FBAS, each participant chooses a set of slices, which are sets of participants. A participant \( p \) considers a set \( Q \) to be a quorum when (a) \( p \) has at least one slice inside \( Q \) and (b) every member of \( Q \) has a slice that is a subset of \( Q \). Practical aspects of FBASs are beyond the scope of this paper, and we refer the reader to Mazières [14] for such matters. What we will say is that it is intended that a participant will trust any information unanimously agreed upon by any of its slices, and thus a quorum is, intuitively, a set that trusts itself.

Slice-based quorums have the advantage that any new participant can join or leave the system without coordination (to join, all it needs to do is join the communication substrate; in practice, this is an overlay network emulating a point-to-point network using public-key cryptography). Moreover, any participant can also reconfigure its slices unilaterally, without coordination, e.g., to remove participants it deems unreliable or to add newcomers. On the flip side, without further assumptions, there is no guarantee that quorums will intersect, and the set of participants at a given time is generally unknown. For the analysis that follows, we assume that the set of participants is unknown but fixed and that the participants’ slices do not change throughout an execution.

Three key aspects of federated Byzantine agreement systems prevent a straightforward analogy with PBQSs for the purpose of solving consensus:

1. Since each participant self-declares its set of slices (e.g., by broadcasting it), participants discover their quorums as they receive the slices of other participants. Byzantine participants have the opportunity to declare arbitrary slices and shape the quorums of well-behaved participants.

2. The algorithms of Section 3 require checking whether a set of participants is a blocking set. Doing this check by enumerating quorums is not practical even if all slices are known because the number of quorums of a participant may be exponential in the size of the system.

3. The set of participants is unknown, and thus round-robin leader-election is impossible.

4.2 Abstracting Federated Byzantine Agreement Systems

In a FBAS, participants discover quorums as they learn about the slices of other participants. Therefore, for a participant, the notion of quorum is not fixed; instead, it is augmented with new quorums as the participant learns about the slices of other participants. We call the quorums of a participant \( p \) at time \( t \) the observed quorums of \( p \) at time \( t \). We now define a fixed notion of abstract quorums, which form a PBQS, and relate them to observed quorums.

Definition 14 (Abstract Quorums). A set \( Q \) is an abstract quorum of participant \( p \) when \( p \in B \) or \( p \) has a slice contained in \( Q \), and every well-behaved member of \( Q \) has a slice contained in \( Q \).

Note that the definition of abstract quorum places requirements only on well-behaved nodes. Hence it is not computable by the participants, who do not know which participants are well-behaved. The following three lemmas are direct consequences of the definition of abstract quorum.

Lemma 15. Abstract quorums form a PBQS.

Proof. From the definition of abstract quorum we immediately get that if \( Q \) is an abstract quorum of \( p \) and \( p' \in Q \), then \( Q \) is an abstract quorum of \( p' \).
Lemma 16. If $Q$ is an observed quorum of a well-behaved participant $p$ at some time $t$, then $Q$ is an abstract quorum.

Lemma 17. Assume that $Q$ is an abstract quorum of $p \in W$ consisting exclusively of well-behaved participants. Then, under eventual synchrony and assuming that participants do advertise their slices: shortly after GST, $Q$ is an observed quorum of $p$.

Proof. Since $Q$ is exclusively well-behaved, shortly after GST, all well-behaved participants receive the slices of the members of $Q$ and can check whether $Q$ is a quorum of theirs.

Lemma 16 shows that the set of abstract quorums is an over-approximation of the observed quorums. Because all the algorithms presented so far use the notion of quorum only positively (i.e. adding quorums can only enable more behaviors), Lemma 16 implies that abstract quorums are a safe abstraction of the Stellar Network when considering those algorithms, and substituting the notion of observed quorum for quorum in those algorithms does not compromise their safety properties. Lemma 17 shows that, after GST, a well-behaved participant has observed all its abstract quorums. Since the liveness of the consensus algorithm depends only on the behavior of its maximal consensus cluster, we conclude that the instantiation of the algorithm to the FBAS model preserves liveness.

4.3 Checking Whether a Set is Blocking

The algorithms of Section 3 depend on the ability for a participant $p$ to compute whether a given set $R$ is one of its blocking sets. Even if all slices were known, doing so by enumerating $p$’s quorums is not practical because, by virtue of how quorums are defined in a FBAS, $p$ may have a number of quorums that is exponential is the size of the system. Instead, we now show that there is a recursive algorithm to check whether a set is a blocking set (a) without enumerating quorums and (b) relying only on the knowledge of the slices of well-behaved participants. This algorithm can be run locally or as a distributed algorithm, e.g., as in Stellar’s Federated Voting algorithm [14]. It relies on the notion of slice-blocking.

Definition 18 (Slice-Blocking). We say that the set of participants $R$ slice-blocks $p$ when $R$ intersects each slice of $p$.

Definition 19 (Inductively Blocked). If $R$ is a set of participants, the set of participants inductively blocked by $R$, denoted $R^*$, is defined computationally as follows. Start with $R^* = \emptyset$. While a fixpoint is not reached, repeat the following step: add to $R^*$ all the participants that are slice-blocked by $R^* \cup R$.

A participant can compute locally whether some set $R$ is blocking based on its knowledge of other’s slices. However, if its knowledge of slices is incomplete, it might wrongly believe that $R$ is not blocking. This can only remove behaviors in the algorithms of Section 3, because blocking set is used only positively, and thus, with Lemma 20, the substitution of inductively blocking for blocking does not impact safety.

Finally, Lemma 21 shows that, after GST, well-behaved blocking sets are reliably identified by well-behaved participants using the notion of inductively blocking. Thus, liveness is also preserved when substituting inductively blocking for blocking.

Lemma 20. At any time, if $R$ inductively blocks $p \in W$ then $R$ blocks $p$ in the abstract quorum system.
**Proof.** Assume by induction that if \( p' \) is in a slice of \( p \) and \( p' \) is inductively blocked by \( R \), then all quorums of \( p' \) intersect \( R \).

Now suppose by contradiction that \( R \) does not block \( p \) in the abstract system, i.e. that \( Q \) is an abstract quorum of \( p \) and \( R \cap Q = \emptyset \). Since \( Q \) is an abstract quorum of \( p \), there must be a slice \( s_p \) of \( p \) such that \( s_p \subsetneq Q \). Moreover, since \( R \) inductively blocks \( p \), then \( s_p \) must have a member \( p' \) that is inductively blocked by \( R \). By the quorum-sharing property, \( Q \) contains an abstract quorum of \( p' \). Thus \( Q \cap R \neq \emptyset \), which is a contradiction. 

> **Lemma 21.** If \( p \in W \) and \( R \subseteq W \) blocks \( p \) in the abstract quorum system, then, shortly after \( GST \), \( R \) inductively blocks \( p \).

**Proof.** First, observe that, shortly after \( GST \), \( p \) knows all the slices of the well-behaved participants. Thus, suppose that \( p \) knows all the slices of the well-behaved participants.

Suppose that \( R \) does not inductively block \( p \) according to \( p \). Then, by definition, there is a slice \( s_p \) of \( p \) whose members are not inductively blocked by \( R \) and such that \( s_p \cap R = \emptyset \). Since the members of \( s_p \) are not inductively blocked by \( R \), then, for every \( p' \in s_p \setminus B \), we also have that there is a slice \( s'_{p'} \) of \( p' \) whose members are not inductively blocked by \( R \) and such that \( s'_{p'} \cap R = \emptyset \) (we have to exclude \( B \) from \( s_p \) since \( p \) might not know the slices of Byzantine participants; in the worst case, none of those are observed inductively blocked). Continuing inductively in this fashion, we obtain an abstract quorum \( Q \) of \( p \) which does not intersect \( R \), and we have only used the slices of well-behaved participants. This contradicts the fact that \( R \) blocks \( p \) in the abstract quorum system. 

### 4.4 Leader Election

As noted before, round-robin leader-election is impossible in a FBAS because the set of participants is in general unknown. In this section we show how to probabilistically elect a leader. However, we give no bound on the probability of success, except that it is non-zero. Devising an efficient leader-election mechanism, or, more generally, a conciliator\(^{[2]}\) mechanism, is left open.

To agree on a common leader among \( C \) with non-zero probability, every participant \( p \) selects at random a participant \( p' \) from one of its slices or itself. If \( p = p' \), then \( p \) elects itself as leader and broadcasts (leader, \( p \)). Otherwise, it waits to receive a broadcast of the form (leader, \( p'' \)) from \( p' \), and then elects the participant \( p'' \) as leader and broadcasts (leader, \( p'' \)).

We now show that, through this process, members of \( C \) agree on a common leader taken among \( C \) with non-zero probability.

> **Definition 22.** *Graph D*(\( S \)) If \( S \) is a set of participants, the directed graph \( D(\ S \) is defined as the graph whose set of vertices is \( S \), and where there is an edge from \( n_1 \) to \( n_2 \) when \( n_2 \neq n_1 \) and \( n_2 \) is in a slice of \( n_1 \).

> **Lemma 23.** If \( C \) is a consensus cluster, \( p \in C \), and \( Q \) is a quorum of a member of \( C \), then \( Q \) is reachable from \( p \) in \( D(\ C ) \).

**Proof.** Since \( p \in C \) and \( C \) is a consensus cluster, there is a quorum \( Q' \) of \( p \) such that \( Q' \subseteq C \). Now suppose that \( Q \) is not reachable from \( p \) in \( D(\ C ) \). Then, with \( Q' \subseteq C \), we get that \( Q' \cap Q = \emptyset \). This contradicts the assumption that \( C \) is a consensus cluster. 

> **Definition 24.** *Elementary quorum* An elementary quorum is a quorum \( Q \) such that no strict subset of \( Q \) is a quorum.

Note that, by definition, every quorum contains an elementary quorum.
Lemma 25. If \( n_1 \) and \( n_2 \) are members of an elementary quorum \( q \) consisting exclusively of well-behaved participants, then there is a path in \( D(q) \) from \( n_1 \) to \( n_2 \).

Proof. Suppose \( q \) is an elementary quorum and that \( n_1, n_2 \in q \) and \( n_2 \) is not reachable from \( n_1 \) in \( D(q) \). Then consider the set \( S \) of participants that are reachable from \( n_1 \) in \( D(q) \). By our assumption above, \( n_2 \) does not belong to \( S \). Thus \( S \) is a strict subset of \( q \). Moreover, every member \( n \) of \( S \) has a slice \( s_n \subseteq q \). Additionally, consider that we must have that \( s_n \subseteq S \), as otherwise a participant outside \( S \) would be reachable from \( n_1 \). Thus every member of \( S \) has a slice in \( S \), and therefore \( S \) is a quorum. Since \( S \) is a strict subset of \( q \), this contradicts the fact that \( q \) is an elementary quorum.

Lemma 26. If \( C \) is a consensus cluster, then there exists a member of \( C \) that is reachable in \( D(C) \) from every other participant in \( C \).

Proof. Since \( C \) is a quorum, \( C \) contains an elementary quorum \( Q \). By Lemma 23, \( Q \) is reachable from every member \( n \) of \( C \) in \( D(C) \). Moreover, by Lemma 25, every member of \( Q \) is reachable in \( D(Q) \) from every other member of \( Q \). Thus, because \( D(Q) \subseteq D(C) \), every member of \( Q \) is reachable in \( D(C) \) from every member of \( C \).

Lemma 27. If \( C \) is a consensus cluster, then, with non-zero probability, every member of \( C \) elects the same leader \( l \in C \).

Proof. Note that the leader-election algorithm can be seen as randomly selecting edges in \( D(P) \) (where \( P \) is the set of participants). Because there is a member \( n \) of \( C \) reachable in \( D \) from all other members of \( C \) in \( D(C) \) (and because well-behaved participants have a finite number of outgoing edges), then with non-zero probability the edges selected by the leader-election algorithm will form a sink tree rooted at \( n \), who will be elected unique leader by all members of \( C \).

5 Related Work

Federated Byzantine quorum systems were first introduced in the Stellar Whitepaper by Mazières [14], who also proposes the notion of intact set and a consensus algorithm for intact sets, the Stellar Consensus Protocol (SCP). The epidemic propagation mechanism and the clock-synchronization protocol presented in the present paper are taken from the Stellar Whitepaper. Mazières also discusses more practical aspects of the Stellar Network.

One important contribution of the present paper is that Stellar’s intact sets, conjectured in the Stellar Whitepaper to be optimal for consensus, are in fact not the biggest sets for which an algorithm can solve consensus. An intact set is a subset \( S \) of \( W \) such that every member of \( S \) is well-behaved and: (a) if \( Q \) and \( Q' \) are quorums of \( S \), then \( Q \cap Q' \cap S \neq \emptyset \); (b) \( S \) is a quorum. Comparing the definitions of consensus cluster and intact set, it is easy to see that any intact set is also a consensus cluster. However, as shown by the following lemma, there are some consensus clusters that are strictly bigger than any intact set.

Lemma 28. There are some configurations in which a set \( S \) is a consensus cluster but \( S \) is not intact and \( S \) has no intact superset.

Proof. Consider a system of three well-behaved participants \( p_1, p_2, \) and \( p_3 \) (note that there are no malicious participants) where \( p_1 \) has a single slice \( \{p_1\} \), \( p_2 \) has two slices \( \{p_1, p_2\} \) and \( \{p_2, p_3\} \), and \( p_3 \) has two slices \( \{p_1, p_3\} \) and \( \{p_2, p_3\} \). According to those slices, the quorums are \( \{p_1\}, \{p_1, p_2, p_3\}, \{p_2, p_3\}, \{p_1, p_2\}, \) and \( \{p_1, p_3\} \). In this system, \( C = \{p_2, p_3\} \)
is a consensus cluster but is not intact, because $Q_1 = \{p_1, p_2\}$ and $Q_2 = \{p_1, p_3\}$ intersect outside $C$. Moreover, the only strict superset of $C$, $\{p_1, p_2, p_3\}$, is not intact because the quorums $\{p_1\}$ and $\{p_2, p_3\}$ do not intersect.

Another novel aspect of the present paper compared to the Stellar Whitepaper is that we do not assume global quorum intersection; nevertheless, we show that consensus clusters enjoy safe and live consensus. This is important because it shows that safety and liveness guarantees do not collapse system-wide in the face of misconfigurations or attacks. We have studied federated quorum system under the assumption that well-behaved participants do not change their slices. However, in practice, well-behaved participants might change their slices to eliminate unreliable participants or add newcomers. The Stellar Whitepaper also analyzes this situation.

García-Pérez and Gotsman [7] study in details Stellar’s federated Byzantine quorum systems and the implementation of broadcast abstractions therein. They also propose the notion of subjective dissemination quorum system (DQS) in which, like in a PBQS, each participant has its own set of quorums. However, subjective DQSs have two crucial differences compared to PBQSs: subjective DQSs have system-wide quorum intersection and they do not have Property 1 (which says that a quorum is a quorum for all its members). In the absence of system-wide quorum intersection, Property 1 of PBQSs ensures that maximal consensus clusters are disjoint (Lemma 12). Without it, maximal consensus clusters may intersect, which implies that consensus is not solvable even for consensus clusters (a participant in the intersection may have to violate safety on one side in order to make progress).

Ripple [15] introduced the first permissionless quorum-based consensus protocol. In the XRP Ledger Consensus Protocol, each participant $p$ is responsible for configuring its own UNL, which is a list of participants that $p$ accepts messages from. Moreover, $p$ considers as a quorum any set of participants consisting of more than a fixed fraction (defined system-wide by the protocol, e.g. 80%) of its UNL. Maintaining agreement in Ripple’s protocol rests on the assumption that participants will provide sufficiently overlapping UNLs (roughly 90% for every pair of participants, in the most adversarial model of Chase and MacBrough [4]).

Traditional Byzantine quorum systems are uniform, in the sense that every participant has the same notion of quorum. Uniform Byzantine quorum systems are studied in details by Malkhi and Reiter [13]. More complex types of uniform quorum systems are studied by Guerraoui and Vukolić [9]. General Byzantine adversaries [10] do not give rise to a PBQS because participants have global knowledge of the adversary in this model.
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Abstract

We present a new lock-free multiple-producer and multiple-consumer (MPMC) FIFO queue design which is scalable and, unlike existing high-performant queues, very memory efficient. Moreover, the design is ABA safe and does not require any external memory allocators or safe memory reclamation techniques, typically needed by other scalable designs. In fact, this queue itself can be leveraged for object allocation and reclamation, as in data pools. We use FAA (fetch-and-add), a specialized and more scalable than CAS (compare-and-set) instruction, on the most contended hot spots of the algorithm. However, unlike prior attempts with FAA, our queue is both lock-free and linearizable.

We propose a general approach, SCQ, for bounded queues. This approach can easily be extended to support unbounded FIFO queues which can store an arbitrary number of elements. SCQ is portable across virtually all existing architectures and flexible enough for a wide variety of uses. We measure the performance of our algorithm on the x86-64 and PowerPC architectures. Our evaluation validates that our queue has exceptional memory efficiency compared to other algorithms and its performance is often comparable to, or exceeding that of state-of-the-art scalable algorithms.
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1 Introduction

Creating efficient concurrent algorithms for modern multi-core architectures is challenging. Efficient and scalable lock-free FIFO queues proved to be especially hard to devise. Although elimination techniques address LIFO stack performance [6], their FIFO counterparts [18] are somewhat more restricted: a dequeue operation can eliminate an enqueue operation only if all preceding queue entries have already been consumed. Thus, FIFO elimination is more suitable in specialized cases and, typically, shorter queues. Relaxed versions of FIFO queues, which can reorder elements, were also proposed [9], but they cannot be used when a strict FIFO ordering is required. FIFO queues are important in many applications, especially in fixed-size data pools which use bounded circular queues (ring buffers).

Most correct linearizable and lock-free implementations of such queues rely on the compare-and-set (CAS) instruction. Although this instruction is powerful, it does not scale well as the contention grows. However, less powerful instructions such as fetch-and-add (FAA) are known to scale better. In Figure 1, we demonstrate execution time for FAA vs. CAS measured in a tight loop for the corresponding number of threads. The results are for an almost “ideal case” to simply emulate FAA in a CAS loop. As CAS loops in typical algorithms are more complex, the actual gap is bigger.
FAA may seem to be a natural fit for ring buffers when updating queue’s head and tail pointers. The reality, however, is more nuanced when designing lock-free queues. Many straight-forward algorithms without explicit locks that use FAA, e.g., [10], are actually not lock-free [4] because it is possible to find an execution pattern where no thread can make progress. Lack of true lock-freedom manifests in suboptimal performance when some threads are preempted since other threads are effectively blocked when the preemption happens in the middle of a queue operation. Additionally, such queues cannot be safely used in environments where blocking is not permitted. Even if FAA is not used, certain queues [23] fail to achieve linearizable lock-free behavior. A case in point: an open source lock-free data structure library, libldfs [12], simply falls back [13] to the widely known Michael & Scott’s (M&S) FIFO lock-free queue [16] in their ring buffer implementation. While easy to implement, this queue does not scale well as we show in Section 7.

Despite the aforementioned challenges, the use of FAA is re-invigorated by recent concurrent FIFO queue designs [24, 19]. Unfortunately, [24, 19], despite their good performance, are not always memory efficient as we demonstrate in Section 7. Furthermore, such queues rely on memory allocators and safe memory reclamation schemes, thus creating a “chicken and egg” situation when allocating memory blocks. For example, if we simply want to recycle memory blocks or create a queue-based memory pool for allocation, reliance on an external memory allocator to allocate and deallocate memory is undesirable. Furthermore, typical system memory allocators, including jemalloc [2], are not lock-free. Lock-based allocators can defeat the purpose of creating a purely lock-free algorithm since they weaken overall progress guarantees. Moreover, in a number of use cases, such as within OS kernels, blocking can be prohibited or undesirable.

Contributions of the paper
- We introduce an approach of building ring buffers using indirection and two queues.
- We present our scalable circular queue (SCQ) design which uses FAA. To the best of our knowledge, it is the first ABA-safe design that is scalable, livelock-free and relies only on single-width atomic operations. It is inspired by CRQ [19] but prevents livelocks and uses our indirection approach. Although CRQ attempts to solve a similar problem,
it is livelock-prone, uses double-width CAS (unavailable on PowerPC [7], MIPS [17], RISC-V [21], SPARC [20], and other architectures) and is not standalone; it uses M&S queue as an extra layer (LCRQ) to work around livelock situations. Since unbounded queues are also used widely, we present the LSCQ design (Section 5.3) which chains SCQ ring buffers in a list. LSCQ is more memory efficient than LCRQ.

2 Background

Lock-free algorithms

We consider an algorithm lock-free if at least one thread can make progress in a finite number of steps. In other words, individual threads may starve, but a preempted thread must not block other threads from making progress. In contrast, spin locks (either implicit, found in some incorrect algorithms, or explicit) will prevent other threads from making further progress if the thread holding the lock is scheduled out.

Atomic primitives

CAS (compare-and-set) is used universally by most lock-free algorithms. However, one downside of CAS is that it can fail, especially under large contention. Although specialized instructions such as FAA (fetch-and-add) and SWAP do not reduce memory contention directly, they are more efficiently implemented by hardware and never fail. FAA and SWAP are currently implemented by x86-64 [8], ARMv8.1+ [1], and RISC-V [21].

Safe memory reclamation (SMR)

Most non-trivial lock-free algorithms, including queues, require special treatment of memory blocks that need to be deallocated, as concurrent threads may still access memory referred to by pointers retrieved prior to the change in a corresponding lock-free data structure. For programming languages such as C/C++, where unmanaged code is prevalent, lock-free safe memory reclamation techniques such as hazard pointers [15] are used. The main high-level idea is that each accessed pointer must be protected by a corresponding API call. When done, the thread’s pointer reservation can be reset. When SMR knows that a memory block can be returned safely to the OS, it triggers memory deallocation. Bounded SCQ does not need SMR, but certain other lock-free queues such as LCRQ rely on SMR by their design.

Infinite array queue

Figure 2 shows an infinite array queue, originally described for the LCRQ design [19]. This queue is susceptible to livelocks, but our infinite array queue as well as the SCQ design are inspired by it. Initially, the queue is empty, i.e., all its entries are set to a special ⊥ value. enqueue uses FAA on Tail to retrieve a slot which will be used to place a new entry. An enqueuer will try to use this slot. However, if the previous value is not ⊥, some dequeuer already modified it, and this enqueuer moves on to the next slot. dequeue uses FAA on Head to retrieve a slot which contains a previously produced entry. A dequeuer will insert another special value, ⊤, to indicate that the slot can no longer be used. If the previous value is not ⊥, a corresponding enqueuer has already produced some entry, which is taken by this dequeuer. Otherwise, this dequeuer moves on to the next slot. A corresponding enqueuer, which arrives later, will be unable to use this slot.
3 Preliminaries

Assumptions

We assume that a program has $k$ threads that can run on any number of physical CPU cores. For the purpose of this work, we will assume that the maximum (bounded) queue size is $n$. As no thread should block on another thread, we will further reasonably assume that $k \leq n$.

For simplicity of our presentation, we will assume that the system memory model is sequentially consistent [11]. However, the actual implementations of the algorithms (including implementations used in Section 7) can rely on weaker memory models whenever possible.

Data structure

Our design is based on two key ideas. First, we use indirection, i.e., data entries are not stored in the queue itself. Instead, a queue entry simply records an index into the array of data. Second, we maintain two queues: $fq$, which keeps indices to unallocated entries of the array, and $aq$, which keeps allocated indices to be consumed. A producer thread dequeues an index from $fq$, writes data to the corresponding array entry, and inserts the index into $aq$. A consumer thread dequeues the index from $aq$, reads data from the array, and inserts the entry back into $fq$.

Both queues maintain Head and Tail references (Figure 3). They are incremented when new entries are enqueued (Tail) or dequeued (Head). At any point, these references can be represented as $j + i \times n$, where $j$ is an index (position in the ring buffer), $i$ is a cycle, and $n$ is a ring buffer size (must be power of 2 in our implementation). For example, for Head, we can calculate index $j = (\text{Head} \mod n)$ and cycle $i = (\text{Head} \div n)$.

Queue entries mirror Head and Tail values. Each entry also records an index into the array, pointing to the data associated with the entry. Unlike Head and Tail, it suffices to just record cycle $i$, as entry positions are redundant. We instead record an index into the array that is of the same bit-length as the position.

ABA safety

The ABA problem is prevented by comparing cycles. As both Head and Tail are incremented sequentially, regardless of queue size, they will not wrap around until after the number of operations exceeds the CPU word’s largest value, a reasonable assumption made by other ABA-safe designs as well.
void enqueue(int index)  
  do  
    T = Load(&Tail);  
    j = Cache_Remap(T mod n);  
    Ent = Load(&Entries[j]);  
  if (Cycle(Ent) = Cycle(T))  
    goto 6;  
  if (Cycle(Ent) + 1 = Cycle(T))  
    goto 6;  
  New = {Cycle(T), index};  
  while !CAS(&Entries[j], Ent, New)  
  CAS(&Tail, T, T+1);  

int dequeue()  
  do  
    H = Load(&Head);  
    j = Cache_Remap(H mod n);  
    Ent = Load(&Entries[j]);  
  if (Cycle(Ent) = Cycle(H))  
    if (Cycle(Ent) + 1 = Cycle(H))  
      return ∅;  
    goto 19;  
  while !CAS(&Head, H, H+1);  
  return Index(Ent);

Data entries and pointers

Data array entries can be of any type and size. It is not uncommon for programs to use a pair of queues with recyclable elements, e.g., queues analogous to \texttt{aq} and \texttt{fq}. In this case, a program can simply use indices instead of pointers. It is also possible to simply store (arbitrary) pointers as data entries. We can build a FIFO queue with data pointers using \texttt{aq} and \texttt{fq} queues as shown in Figure 4. A producer thread dequeues an entry from \texttt{fq}, initializes it with a pointer and inserts the entry into \texttt{aq}. A consumer thread dequeues the entry from \texttt{aq}, reads the pointer and inserts the entry back into \texttt{fq}. Note that \texttt{enqueue} does not need to check if a queue is full. It is only called when an available entry (out of \(n\)) exists (e.g., can be dequeued from \texttt{fq} if enqueueing to \texttt{aq}, or vice versa).

4 Naive Circular Queue (NCQ)

Let us first consider a simple algorithm, NCQ, which uses the presented data structure but borrows an idea of moving queue’s tail on behalf of another thread from M&S queue [16]. It achieves performance similar to M&S queue but does not need double-width CAS to avoid the ABA problem. We use this queue as an extra baseline in Section 7.

Figure 5 shows the \texttt{enqueue} and \texttt{dequeue} operations. In the algorithm, we assume ordinary unsigned integer ring arithmetic when calculating cycles. Empty queues initialize all entries to cycle 0. Their \texttt{Head} and \texttt{Tail} are both \(n\) (cycle 1). Full queues initialize all entries to cycle 0 along with allocated entry indices. Their \texttt{Head} is 0 (cycle 0) and \texttt{Tail} is \(n\) (cycle 1).

Entries are always updated sequentially. To reduce contention due to false sharing, we remap queue entry positions by using a simple permutation function, \texttt{Cache\_Remap}, that places two adjacent entries into different cache lines. The function remaps entries such that the same cache line will not be reused in the ring buffer as long as possible.

When dequeuing, we verify that \texttt{Head}’s cycle number matches the cycle number of the entry \texttt{Head} is pointing to. If \texttt{Head} is one cycle ahead, the queue is empty. Any other mismatches (i.e., an entry is ahead) imply that a producer has recycled this entry already. Therefore, other threads must have already consumed the entry and incremented \texttt{Head} since then (i.e., the previously loaded \texttt{Head} value is stale).

As discussed in Section 3, enqueueing is only possible when an available entry exists. To successfully enqueue an entry, \texttt{Tail} must be one cycle ahead of an entry it currently points to. \texttt{Tail}’s cycle number equals the entry’s cycle number if another thread has already

\begin{Verbatim}
int Tail = n, Head = n; // Initialization
forall entry_t Ent ∈ Entries[n] do
  Ent = { Cycle: 0, Index: 0 };
void enqueue(int index)
  do
    T = Load(&Tail);
    j = Cache_Remap(T mod n);
    Ent = Load(&Entries[j]);
  if (Cycle(Ent) = Cycle(T))
    goto 6; // Help to
  if (Cycle(Ent) + 1 ≠ Cycle(T))
    goto 6; // T is already stale
  New = { Cycle(T), index };
  while !CAS(&Entries[j], Ent, New);
  CAS(&Tail, T, T+1); // Try to move tail
int dequeue()
  do
    H = Load(&Head);
    j = Cache_Remap(H mod n);
    Ent = Load(&Entries[j]);
  if (Cycle(Ent) = Cycle(H))
    if (Cycle(Ent) + 1 = Cycle(H))
      return ∅; // Empty queue
    goto 19; // H is already stale
  while !CAS(&Head, H, H+1);
  return Index(Ent);
\end{Verbatim}
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// Threshold prevents livelocks
signed int Threshold = -1; // Empty queue

void enqueue(int index)
  while True do
    T = FAA(&Tail, 1);
    if (SWAP(&Entries[T], index) = ⊥)
      Store(&Threshold, 2n - 1);
    return;

int dequeue()
  if (Load(&Threshold) < 0) return ⊘;
  while True do
    H = FAA(&Head, 1);
    index = SWAP(&Entries[H], ⊤);
    if (index ̸= ⊥) return index;
    if (FAA(&Threshold, -1) ≤ 0)
      return ⊘;
    if (Load(&Tail) ≤ H + 1) return ⊘;

Figure 6 Infinite array queue. (We make it livelock-free by using a “threshold”.)

inserted an element but has not yet advanced Tail. The current thread helps to advance Tail to facilitate global progress. All other cycle mismatches (i.e., an entry is ahead) imply that the fetched Tail value is stale, as there has been at least an entire round (n enqueues) since it was last loaded.

5 Scalable Circular Queue (SCQ)

We will now consider a more elaborated design. Our scalable circular queue (SCQ) is partially inspired by CRQ [19] as well as by our data structure (Section 3). The major problem with CRQ is that it is not standalone due to its inherent susceptibility to livelocks. CRQ must be coupled with a truly lock-free FIFO queue (such as M&S queue [16]). If a livelock happens while enqueueing entries, a slow path is taken, where the current CRQ instance is “closed”. Then a new CRQ instance is allocated and used to enqueue new entries. This approach replaces CRQ with a list of CRQs (LCRQ). As discussed in introduction, this design has to rely on a memory allocator and memory reclamation scheme.

SCQ is not only standalone and livelock-free, but also much more portable across different CPU architectures. Unlike CRQ that requires a special double-width CAS instruction, our SCQ algorithm only needs single-width CAS, available across virtually all modern architectures. SCQ enables support for PowerPC [7] where CRQ/LCRQ cannot be implemented [24, 19]. Similarly, SCQ enables support for MIPS [17], SPARC [20], and RISC-V [21] which, like PowerPC, do not support double-width CAS.

5.1 Infinite array queue

We start off with the presentation of our infinite array queue. We diverge from the original idea (Section 2) in two major ways.

First, we present a solution to livelocks caused by dequeuers by introducing a special “threshold” value that we describe below. Livelocks occur when dequeuers incessantly invalidate slots that enqueuers are about to use for their new entries. By using the threshold value, we do not carry over the livelock problem to the practical implementation as in case of CRQ, i.e., guarantee that at least one enqueuer as well as one dequeuer both succeed after a finite number of steps at any point of time. Algorithms with this property were previously called operation-wise lock-free [19]. This term represents a stronger version of lock-freedom.

Second, our queue reflects the design presented in Section 3, where we use indices into the array of data rather than pointers. This approach guarantees that enqueue always succeeds (neither aq nor fq ever ends up with more than n elements). Rather, both “full” and “empty” conditions are detected by the corresponding dequeue operation as in Figure 4. Consequently, enqueue does not need to be treated specially to detect full queues.
We note that a circular queue accommodates only a finite number of elements, $n$. Furthermore, per assumptions in Section 3, the number of concurrent enqueueurs or dequeueurs never exceeds $n$ ($k \leq n$). We apply these restrictions to our infinite queue and present a modified algorithm in Figure 6.

Suppose that `enqueue` successfully inserts some entry into the queue and sets the threshold on Line 6 prior to completion. Let us consider the very last inserted entry for which the threshold is set. (The threshold can also be set by any concurrent `enqueue` for preceding entries if their Line 6 executes after last enqueueur’s Line 5.) We will justify the threshold value later. If dequeueurs are active at that moment, we have either of the two scenarios:

**The last dequeueur is not ahead of the inserted entry.** In this case, the last dequeueur is no farther than $n$ slots to the left of the inserted entry (Figure 7). This is because we have at most $n$ available slots which can be referenced by any concurrent enqueueurs. None of the enqueueurs in this region (i.e., after the last dequeueur) can fail because the corresponding slots are not being invalidated by the dequeueurs. (Note that this argument is only applicable to the infinite array queue. We will further refine it for SCQ below.)

**The last dequeueur gets ahead of the inserted entry (either initially, or in the process of dequeuing).** Any preceding concurrent dequeueur either succeeds when its entry can be consumed (Line 13), or fails and retries. Since `head` increases monotonically (Line 11), if a failed dequeueur ever retries, its new position can only be after the current position of the last dequeueur. However, since the inserted entry is the very last for which `enqueue` is complete (Line 6), all of the dequeueurs located after the last dequeueur (inclusively) are doomed to fail unless some other concurrent enqueueur completes. (In the latter case, we recursively go back to the very beginning of our argument where we have chosen the last inserted entry.)

![Figure 7](image)

**Figure 7** Threshold bound for livelock prevention.

In the second scenario, we are not concerned about the threshold value. In other words, Lines 14-15 that terminate dequeueurs after the inserted entry do not cause any problems. All these dequeueurs are guaranteed to fail one way or the other. Some preceding dequeueur, which is already in progress, will eventually fetch the inserted entry. However, in the first scenario, we want to make sure that Line 14 does not prematurely terminate dequeueurs that are still trying to reach the inserted entry. Specifically, any failed attempt is penalized by decreasing the threshold value (Line 14).

To reach the last inserted entry, the last dequeueur, or any dequeueur that follows it later, will unsuccessfully traverse at most $n$ slots (Figure 7). At the moment when the entry is inserted, we may also have up to $n - 1$ dequeueurs (since $k \leq n$) that are lagging behind (any distance away). When they fail, they are penalized by subtracting the threshold value. When they retry, the are guaranteed to be after the last dequeueur (Line 11). Thus, to guarantee that a dequeueur eventually reaches the inserted entry, the threshold must be $2n - 1$.

Note that the threshold approach carefully avoids memory contention on the fast path in `dequeue`. Only `enqueue` typically updates this value through an ordinary memory write with a barrier. Moreover, if the threshold is still intact, it does not need to be updated.
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As we show below, this allows a dequeuer to arrive prior to its enqueuer counterpart, but the corresponding entry is already occupied. This happens when the entry is occupied by some other cycle. If this cycle is already newer (Line 36 is false), dequeue simply retries because the enqueuer counterpart is guaranteed to fail (Line 16). However, if the cycle is older, dequeue needs to mark it accordingly, so that when the enqueuer counterpart arrives, it will fail. For

```c
int Tail = 2n, Head = 2n; // Empty queue

2 signed int Threshold = -1;
3 forall entry_t Ent ∈ Entries[2n] do
4    Ent = { Cycle=0, IsSafe=1, Index=⊥ };
5
6 void catchup(int tail, int head) { // Internal
7    while ICAS(&Tail, tail, head) do
8        tail = Load(&Tail);
9        if ( tail ≥ head )
10            break;
11    void enqueue(int index) {
12        while True do
13            T = FAA(&Tail, 1);
14            j = Cache_Remap(T mod 2n);
15            Ent = Load(&Entries[j]);
16            if ( Cycle(Ent) < Cycle(T) and
17                (IsSafe(Ent) or Load(&Head) ≤ T) )
18                New = { Cycle(T), 1, index };
19                if ( ICAS(&Entries[j], Ent, New) )
20                    goto 15
21                Store(&Threshold, 3n - 1)
22                return;
23    int dequeue() {
24        if ( Load(&Threshold) < 0 ) // Check if
25            return ⊥; // the queue is empty
26        while True do
27            H = FAA(&Head, 1);
28            j = Cache_Remap(H mod 2n);
29            Ent = Load(&Entries[j]);
30            if ( Cycle(Ent) = Cycle(H) )
31                // Cycle can’t change, mark as ⊥
32                Atomic_OR(&Entries[j], { 0, 0, ⊥ });
33                return Index(Ent);
34        New = { Cycle(Ent), 0, Index(Ent) };
35        if ( Index(Ent) = ⊥ )
36            New = { Cycle(H), IsSafe(Ent), ⊥ };
37        if ( Cycle(Ent) < Cycle(H) )
38            if ( !CAS(&Entries[j], Ent, New) )
39                goto 29
40            T = Load(&Tail);
41            if ( T ≤ H + 1 ) // the queue is empty
42                catchup(T, H + 1);
43                FAA(&Threshold, -1);
44                return ⊥;
45            if ( FAA(&Threshold, -1) ≤ 0 )
46                return ⊥;
4
5 Figure 8 Scalable circular queue (SCQ).

5.2 SCQ algorithm

In Figure 8, we present our SCQ algorithm. It is based on the modified infinite array queue and (partially) CRQ [19]. It manages cycles differently in dequeue, making it possible to leverage a simpler atomic OR operation instead of CAS.

Every entry in the SCQ buffer consists of the Cycle and Index components. We also reserve one bit in each entry, IsSafe, that we describe below. This bit is similar to the corresponding bit in CRQ.

SCQ leverages the high-level idea from the infinite array queue described above. However, SCQ replaces SWAP operations with CAS, as memory buffers are finite, and the same slot can be referenced by multiple cycles.

When discussing the threshold value, we previously assumed that no enqueuer can fail when all dequeuers are behind. In SCQ, this is no longer true, as the same entry can be occupied by some previous cycle. To bound the maximum distance between the last dequeuer and the last enqueuer, we double the capacity of the queue while still keeping the original number of elements. When using this approach, all the enqueuers after the last dequeuer can always locate an unused (⊥) slot no farther than 2n slots away from it. The threshold value should now become \((n - 1 + 2n) = 3n - 1\).

In the algorithm, we need a special value for ⊥. We reserve the very last index, \(2n - 1\), for this purpose. Since, in SCQ, \(n\) is a power of 2 number, ⊥ will have all its index bits set to 1. As we show below, this allows dequeue to consume entries using an atomic OR operation. This value does not overlap with the actual data indices, which are still less than \(n\).

SCQ also accounts for additional corner cases that are not present in the infinite queue:

A dequeuer arrives prior to its enqueuer counterpart, but the corresponding entry is already occupied. This happens when the entry is occupied by some other cycle. If this cycle is already newer (Line 36 is false), dequeue simply retries because the enqueuer counterpart is guaranteed to fail (Line 16). However, if the cycle is older, dequeue needs to mark it accordingly, so that when the enqueuer counterpart arrives, it will fail. For
Figure 9 Unbounded SCQ-based queue (LSCQ).

this purpose, we clear the IsSafe bit, as in CRQ. The key idea is that the enqueuer will have to additionally make sure that all active dequeuers are behind when IsSafe is set to 0 (Line 16) before inserting a new entry. Whenever IsSafe becomes 0, only enqueuers can change it back to 1. (Only Line 17 sets the bit to 1; Line 35 preserves bit’s value, and Line 33 sets it to 0.)

Enqueuers attempt to use slots that are marked unsafe. If IsSafe on Line 16 is 0, an enqueuer will additionally make sure that the dequeuer that needs to be accounted for has not yet started by reading and comparing the current Head value.

When dequeuing elements, if cycles match (Line 30), a dequeuer is guaranteed to succeed. The corresponding slot will not be recycled until an entry is consumed. The only thing that can change is the IsSafe bit. Unlike CRQ, to mark an entry as consumed, dequeue issues an atomic OR operation which sets all index bits to 1 while preserving entry’s safe bit and cycle.

The catchup procedure is similar to the fixState procedure from CRQ and is used when the tail is behind the head. This allows to avoid unnecessary iterations in enqueue and reduces the risk of contention.

Finally, when comparing cycles, we use a common approach with signed integer arithmetic which takes care of potential wraparounds.

Optimization

Similarly to LCRQ, SCQ employs an additional optimization on dequeuers. If a dequeuer arrives prior to the corresponding enqueuer, it will not aggressively invalidate a slot. Instead, it will spin for a small number of iterations with the expectation that the enqueuer arrives soon. This alleviates unnecessary contention on the head and tail pointers, and consequently helps both dequeuers and enqueuers.

5.3 SCQ-based unbounded queue (LSCQ)

We follow LCRQ’s main idea of maintaining a list of ring buffers in our LSCQ design. LSCQ is potentially more memory efficient than LCRQ, as it is based on livelock-free SCQs which do not end up being prematurely “closed” (Section 7). Since operations on the list are very rare, the cost is completely dominated by SCQ operations.

In Figure 9, we present the LSCQ algorithm. We intentionally ignore the memory reclamation problem (Section 2) which can be straight-forwardly solved by the corresponding techniques such as hazard pointers [15]. The presented unbounded queue can store any
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```c
bool enqueue_ptr(void *ptr) {
    // Add a full queue check before Line 12:
    T = Load(&Tail);
    if (T ≥ Load(&Head) + 2n) return False;
    // Modified enqueue() ...
    // Add a full queue check in the loop after Line 22:
    if (T+1 ≥ Load(&Head) + 2n) return False;
}
```

Figure 10 SCQ for double-width CAS: checking for full queues.

fixed-size data entries, including pointers (as in Figure 9), just like SCQ itself. When a ring buffer is full, we need to additionally “finalize” it, so that no new entries are inserted by the concurrent threads. As in CRQ, we reserve one bit in Tail. When fq does not have available entries (Line 3, Figure 4), we set the corresponding bit for aq’s Tail.

We also modify enqueue for aq such that it fails when FAA on Tail returns a value with the “finalized” bit set. Thus, any concurrent thread that tries to insert entries after aq is being finalized, fails. In this case, we also need to place the entry back into fq. This cannot fail since fq is never finalized.

Before unlinking cq from the list (Line 14), dequeue_unbounded checks again that cq, which must already be finalized, is empty. Pending enqueuers may still access it. For the final check, the threshold must be reset so that slots for the pending enqueuers can be invalidated.

5.4 SCQ for double-width CAS

The x86-64 [8] and ARM64 [1] architectures implement double-width CAS, which atomically updates two contiguous words. We can leverage this capability to build SCQ which avoids indirection when storing arbitrary pointers. In this case, all entries consist of tuples. Each tuple stores two adjacent integers instead of just one integer. The index field of the first integer now simply indicates if the entry is occupied (0) or available (⊥). The second integer from the same tuple stores a pointer which is used in lieu of an index. Since pointers also need to be stored and retrieved, we change Lines 18, 31, and 37 to use double-width CAS accordingly.

This version of SCQ provides a fully compatible API such that architectures without double-width CAS can still implement the same queue through indirection. In this queue, enqueue becomes enqueue_ptr, and dequeue becomes dequeue_ptr.

If enqueue_ptr needs to identify full queues, additional changes are required. In Figure 10, we show a method which compares Head and Tail values. The comparison is relaxed and up to $k$ ($k ≤ n$) concurrent enqueuers can increment Tail spuriously. Thus, Tail can now be up to $3n$ slots ahead of Head. Since we previously assumed that number to be $2n$, we increase the threshold from $3n - 1$ to $4n - 1$. This method is imprecise and can only guarantee that at least $n$ elements are in the queue, but the actual number varies. This is often acceptable, especially when creating unbounded queues (Section 5.3), which finalize full queues.

6 Correctness

We omit more formal linearizability arguments for NCQ due to its simplicity. SCQ’s linearizability follows from the arguments we make in Sections 5.1 and 5.2, as well as from the corresponding CRQ linearizability derivations [19] because the SCQ design has many similarities with CRQ. Below we provide lock-freedom arguments for NCQ and SCQ.
Theorem 1. The NCQ algorithm is lock-free.

Proof. The NCQ algorithm has two unbounded loops: one in enqueue (Lines 5-15) and the other one in dequeue (Lines 18-26).

If CAS fails in enqueue causing it to repeat, it means that the corresponding entry Entries[j] is changed by another thread executing enqueue, as dequeue does not modify entries. Consequently, that other thread is making progress, i.e., succeeding in the enqueue operation (Line 15).

If CAS fails in dequeue causing it to repeat, it means that the Head pointer is modified by another thread executing dequeue. Therefore, that other thread is making progress, i.e., succeeding in the dequeue operation (Line 26).

Theorem 2. The SCQ algorithm is lock-free.

Proof. The SCQ algorithm has two unbounded loops: one in enqueue (Lines 12-22) and the other one in dequeue (Lines 26-45).

If the condition on Line 16 of enqueue is false causing it to repeat the loop, then two possibilities exist. First, some dequeuer already invalidated the slot for this enqueuer (Cycle(Ent) and IsSafe(Ent) checks) because it arrived before the enqueuer. Alternatively, the entry is occupied by a prior enqueuer (i.e., ≠ ⊥) and is supposed to be consumed by some dequeuer which is yet to come.

In the latter case, the current enqueuer skips the occupied slot. There may also exist other concurrent enqueuers which will skip occupied slots as well. Since the total number of elements for enqueue is always capped, the queue will never have more than n entries. Thus, the enqueuers should be able to succeed unless dequeuers keep invalidating their slots.

The first case is more intricate. If none of the enqueuers succeed, dequeuers must not be able to invalidate new slots after a finite number of steps. Once dequeuers stop invalidating slots (using the threshold described in Section 5.1), at least one enqueuer can make further progress by catching up its Tail to the next available position and inserting a new element.

If the conditions on Lines 30, 40, or 44 of dequeue are false causing it to repeat the loop, then the following must be the reason for that. Line 30 can only be false if the entry is not yet initialized by the corresponding enqueuer. In this case, the dequeuer may potentially iterate and invalidate slots as many as 3n times until either Line 43 or 45 terminates the loop. Line 45 is guaranteed to eventually terminate the loop as long as no new entries are inserted by enqueue (i.e., enqueuers can be running, but none of them succeed). Any pending (almost completed) enqueuer may still cause Line 21 to increase the threshold value temporarily even though its entry was already consumed. However, this at most is going to happen for k – 1 pending enqueuers. After that, the threshold value will be depleted causing all active dequeuers to complete (Line 45). Since dequeuers are no longer running, at least one new enqueuer will be able to succeed. At that point, it will reset the threshold value (Line 21). After that, we recursively repeat this entire argument again to show that at least one following enqueuer will succeed in a finite number of steps.

7 Evaluation

In this section, we evaluate our SCQ design against well-known or state-of-the-art algorithms. We use and extend the benchmark from [24] which already implements several algorithms.

In the evaluation, we show that SCQ achieves very high performance while avoiding limitations that are typical to other high-performant algorithms (i.e., livelock workarounds, memory reclamation, and portability). We have also found that state-of-the-art approaches, especially LCRQ, can have very high memory usage, a problem that does not exist in SCQ.
We present results for both bare-bones SCQ and the version that stores arbitrary pointers (SCQP). Bare-bones SCQ is relevant because queue elements in SCQ can be of any type, i.e., not necessarily pointers. We compare SCQ and SCQP against M&S FIFO lock-free queue (MSQUEUE) [16], combining queue (CCQUEUE) [3] – which is not a lock-free queue but is known to have good performance, LCRQ [19] – a queue that maintains a lock-free list of ring buffers (CRQ); CRQs cannot be used separately, as they are susceptible to livelocks, WFQUEUE – a recent scalable wait-free queue design [24]. These algorithms provide reasonable baselines as they represent well-known or state-of-the-art (in scalability) approaches. We also present NCQ as an additional baseline. NCQ uses the same data structure as SCQ, but its design is reminiscent of MSQUEUE. Finally, we provide FAA (fetch-and-add) throughputs to show the potential for scalability. FAA is not a real algorithm, it simply implements atomic increments on Head and Tail when calling dequeue and enqueue respectively. We skip a separate LSCQ evaluation since SCQ is already lock-free and can be used as is. LSCQ’s costs are largely dominated by the underlying SCQ implementation.

Performance differences between queues should be treated with great caution. For example, LCRQ has better throughput in a few tests, but it consumes a lot of memory under certain circumstances. Also, neither LCRQ nor WFQUEUE are deployable in all places where SCQ can be used, e.g., fixed-size data pools. As mentioned in introduction, this would trigger a “chicken and egg” situation, where data pools would need to depend on some external (typically non lock-free) memory allocator. Moreover, both LCRQ and WFQUEUE require safe memory reclamation by their design; the benchmark implements a specialized scheme for WFQUEUE and hazard pointers [15] for LCRQ and MSQUEUE. Finally, WFQUEUE needs special per-thread descriptors, which reduce the API transparency.

We run all experiments for up to 144 threads on a 72-core machine consisting of four Intel Xeon E7-8880 v3 CPUs with hyper-threading disabled, each running at 2.30 GHz and with a 45MB L3 cache. The machine has 128GB of RAM and runs Ubuntu 16.04 LTS. We use gcc 8.3 with the -O3 optimization flag. For SCQP, we use the double-width version (Section 5.4) as x86-64 can benefit from it. SCQP is compiled with clang 7.0.1 (-O3) because it generates faster code for our implementation (no such advantage for other queues).

We also evaluate queues on the PowerPC architecture. We run experiments on an 8-core POWER8 machine. Each core has 8 threads, so we have 64 logical cores in total. We do not disable PowerPC’s simultaneous multithreading because the machine does not have as many cores as our Xeon testbed. All cores are running at 3.0 Ghz and have an 8MB L3 cache. The machine has 64GB of RAM and runs Ubuntu 16.04 LTS. We use gcc 8.3 with the -O3 optimization flag. Since PowerPC does not support double-width CAS, it is impossible to implement the LCRQ algorithm there. In contrast, SCQ and SCQP both work well on PowerPC. For SCQP, we use the version with indirection and two queues.

We use jemalloc [2] to alleviate libc’s malloc poor performance [14]. Each data point is measured 10 times for 1000000 operations in a loop, we present the average. The benchmark measures throughput in a steady/hot state and protects against occasional outliers. We use the default benchmark parameters from [24] to achieve optimal performance with LCRQ, CCQUEUE, and WFQUEUE. For SCQ and NCQ, we have chosen a relatively small ring buffer size, $2^{16}$ entries. (SCQ uses only half queue’s capacity, $n = 2^{15}$ entries, as discussed in Section 5.2.) LCRQ uses $2^{12}$ entries in each CRQ to attain optimal performance. Unlike SCQ, LCRQ wastes a lot of memory in each CRQ due to cache-line padding. Most of our results for x86-64 have peaks for 18 threads because each CPU has 18 cores. Over-socket contention is expensive and results in performance drops. PowerPC has an analogous picture.
In Figure 11, we perform a simple experiment to measure the cost of `dequeue` on empty queues. MSQUEUE, NCQ, SCQ, and SCQP perform reasonably well on both x86-64 (Figure 11a) and PowerPC (Figure 11b) since they do not dequeue elements aggressively. LCRQ, WFQUEUE, and CCQUEUE take a performance hit in this corner case. FAA is also slower than MSQUEUE, NCQ, SCQ, and SCQP because it still needs to modify an atomic variable. Slow dequeuing on empty queues was previously acknowledged by WFQUEUE’s authors [24].

To evaluate memory efficiency, we run an experiment with 50% of `enqueue` and 50% of `dequeue` operations that are chosen by each thread randomly (Figure 12). For this test, we use libc’s standard malloc to make sure that memory pages are unmapped more aggressively. We run the benchmark with its default configuration that uses tiny delays between operations. Using delays allows us to get more pronounced results while still showing a realistic execution scenario. It turns out that while, for the most part, LCRQ provides higher throughput (Figure 12a), it can also allocate a lot of memory while running (Figure 12b), up to ≈ 400MB. WFQUEUE’s memory usage is also somewhat elevated (up to ≈ 50MB) and exceeds that of MSQUEUE and CCQUEUE for most data points. Conversely, SCQ, SCQP, and NCQ are very efficient; they only need a small (512K-1MB), fixed-size buffer that is allocated for circular queues. Overall, SCQ and SCQP win here as they both achieve great performance with very little memory overhead.
Since the design of SCQ is related to LCRQ, we were particularly interested in investigating LCRQ’s high memory usage. As we suspected, LCRQ was “closing” CRQs frequently due to livelocks. To maintain good performance, LCRQ must use relatively large CRQs (each of them has $2^{12}$ entries). However, due to livelocks, CRQs need to be prematurely closed from time to time. Eventually, LCRQ ends up in a situation where it frequently allocates new CRQs, i.e., wasting memory greatly. Safe memory reclamation additionally impacts the timing of deallocation, i.e., CRQs are not deallocated immediately.

Finally, we evaluate queues using operations by multiple threads in a tight loop. In Figures 13a and 14a, we present throughput for the x86-64 and PowerPC architectures respectively when using pairwise queue operations. In this experiment, every thread executes enqueue followed by dequeue in a tight loop. Since multiple concurrent threads are running simultaneously, the order of dequeued elements is not predetermined anyhow (even though enqueue and dequeue are paired). For x86-64, SCQ and LCRQ are both winners and have roughly similar performance. SCQP, WFQUEUE, and CCQUEUE (partially) attain half of their throughput on average. For PowerPC, SCQ is a winner: it generally outperforms all other algorithms. SCQP and WFQUEUE are roughly identical, except that WFQUEUE marginally outperforms SCQP for smaller concurrencies. CCQUEUE is generally worse, except very small concurrences.
In Figures 13b and 14b, we present results for an experiment which selects operations randomly: 50% of enqueues and 50% of dequeues. For x86-64, WFQUEUE and SCQP are almost identical. SCQP marginally outperforms SCQ when concurrency is high, probably due to (occasional) cache contention since entries are larger in double-width SCQP. CCQUEUE is typically slower than WFQUEUE, SCQP, or SCQ. LCRQ outperforms all of them most of the time. However, considering its memory utilization, LCRQ may not be appropriate in a number of cases as previously discussed. For PowerPC, SCQ is a winner: it generally outperforms all other algorithms. SCQP, WFQUEUE, and CCQUEUE are very close; WFQUEUE marginally outperforms SCQP in this test.

8 Related Work

Over the last couple of decades, different designs were proposed for concurrent FIFO queues as well as ring buffers. A classical Michael & Scott’s lock-free FIFO queue [16] maintains a list of nodes. The list has the head and tail pointers. These pointers must be updated using CAS operations. The queue can be modified to avoid the ABA problem related to pointer updates. For that purpose, double-width CAS is used to store an ABA tag for each pointer.

Existing lock-free ring buffer designs that do not benefit from FAA (e.g., [22]) are typically not very scalable. Another approach [4], though uses FAA, needs a memory reclamation scheme and does not seem to scale as well as some other algorithms. Certain queues use FAA but are not linearizable. For example, [5] maintains a queue size and updates it with FAA. However, the queue may end up in inconsistent state as previously discussed in [19].

Certain bounded MPMC queues without explicit locks such as [10, 23] are relatively fast. However, these approaches are technically not lock-free as discussed in [4, 13]. Just as with explicit spin locks, lack of true lock-freedom manifests in suboptimal performance when threads are preempted, as remaining threads are effectively blocked when the preemption happens in the middle of a queue operation.

Alternative concurrent designs were also considered. CCQUEUE [3] is a special combining queue. The reasoning behind this queue is that it may be cheaper to execute operations sequentially. When performing an operation, a thread is added to a list; the thread at the head of the list completes operations on behalf of other threads from the list.

Finally, the use of FAA for queues is advocated by recent non-blocking FIFO queue designs [24, 19]. Unfortunately, [24, 19], despite their good performance, are not always memory efficient.

9 Conclusion

In this paper, we presented SCQ, a scalable lock-free FIFO queue. The main advantage of SCQ is that the queue is standalone, memory efficient, ABA safe, and scalable. At the same time, SCQ does not require a safe memory reclamation scheme or memory allocator. In fact, this queue itself can be leveraged for object allocation and reclamation, as in data pools.

We use FAA (fetch-and-add) for the most contended hot spots of the algorithm: head and tail pointers. Unlike prior attempts to build scalable queues with FAA such as CRQ, our queue is both lock-free and linearizable. SCQ prevents livelocks directly in the ring buffer itself without trying to work around the problem by allocating additional ring buffers and linking them together. SCQ is very portable and can be implemented virtually everywhere. It only needs single-width CAS. It is also possible to create unbounded queues based on SCQs which are more memory efficient than LCRQ.
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Abstract
Consider a distributed system with $n$ processors out of which $f$ can be Byzantine faulty. In the approximate agreement task, each processor $i$ receives an input value $x_i$ and has to decide on an output value $y_i$ such that
1. the output values are in the convex hull of the non-faulty processors’ input values,
2. the output values are within distance $d$ of each other.
Classically, the values are assumed to be from an $m$-dimensional Euclidean space, where $m \geq 1$.

In this work, we study the task in a discrete setting, where input values with some structure expressible as a graph. Namely, the input values are vertices of a finite graph $G$ and the goal is to output vertices that are within distance $d$ of each other in $G$, but still remain in the graph-induced convex hull of the input values. For $d = 0$, the task reduces to consensus and cannot be solved with a deterministic algorithm in an asynchronous system even with a single crash fault. For any $d \geq 1$, we show that the task is solvable in asynchronous systems when $G$ is chordal and $n > (\omega + 1)f$, where $\omega$ is the clique number of $G$. In addition, we give the first Byzantine-tolerant algorithm for a variant of lattice agreement. For synchronous systems, we show tight resilience bounds for the exact variants of these and related tasks over a large class of combinatorial structures.
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1 Introduction

In a distributed system, processors often need to coordinate their actions by jointly making consistent decisions or collectively agreeing on some data. While distributed systems can be resilient to failures, the extent to which they do so varies dramatically depending on the underlying communication and timing model, the fault model, and the level of coordination required by the task at hand. Exploring this interplay is at the core of distributed computing.
In this work, we investigate to which degree agreement can be reached in message-passing systems with Byzantine faults when (1) the set of input values has some discrete, combinatorial structure and (2) the set of output values must satisfy some structural closure property over the input values. We consider deterministic algorithms and assume a system with fully-connected point-to-point communication topology consisting of \( n \) processors out of which \( f \) may experience Byzantine failures, where the faulty processors may arbitrarily deviate from the protocol (e.g., crash, omit messages, or send malicious misinformation). We consider both asynchronous and synchronous systems. In the former, the processors do not have access to a shared global clock and sent messages may take arbitrarily long (but finite) time to be delivered. In the synchronous case, computation and communication proceeds in a lock-step fashion over discrete rounds.

1.1 Fault-tolerant distributed agreement tasks

Let \( P \) denote the set of \( n \) processors and \( F \subseteq P \) some (unknown) set of faulty processors, where \(|F| \leq f\). Many distributed agreement problems take the following form: Each processor \( i \in P \) receives some input value \( x_i \in V \), where \( V \) is the set of possible input values. The task is to have every non-faulty processor \( i \in P \setminus F \) (irreversibly) decide on an output value \( y_i \in V \) subject to some agreement and validity constraints. These constraints are commonly defined over the sets \( X = \{ x_i : i \in P \setminus F \} \) of input and \( Y = \{ y_i : i \in P \setminus F \} \) of output values of non-faulty processors. By choosing different constraints, one obtains different types of agreement problems.

1.1.1 Consensus and \( k \)-set agreement

Consensus is one of the most elementary problems in distributed computing [49]: all non-faulty processors should output a single value (agreement) that was the input of some non-faulty processor (validity). A natural generalisation of consensus is the \( k \)-set agreement problem [8], which is defined by the following constraints:

- agreement: \(|Y| \leq k \) (all non-faulty processors decide on at most \( k \) values),
- validity: \( Y \subseteq X \) (each decided value was an input of some non-faulty processor).

The special case \( k = 1 \) is the consensus problem and is known to be impossible to solve in an asynchronous setting even with \( V = \{0, 1\} \) under a single crash fault using deterministic algorithms [28]. Analogously, \( k \)-set agreement cannot in general be solved in an asynchronous message-passing systems if there are \( f \geq k \) crash faults [33, 6]. Note that for \( k \)-set agreement, it is natural to consider also other validity constraints [9].

1.1.2 Approximate agreement

While consensus and \( k \)-set agreement cannot in general be solved in an asynchronous system, it is however possible to obtain approximate agreement – in the sense that output values are close to each other – even in the presence of Byzantine faults. Formally, in the (multidimensional) approximate agreement problem, we are given \( \varepsilon > 0 \) and the set \( V = \mathbb{R}^m \) of values forms an \( m \)-dimensional Euclidean space for some \( m \geq 1 \). The task is to satisfy

- agreement: \( \text{dist}(y, y') \leq \varepsilon \) for any \( y, y' \in Y \) (output values are within Euclidean distance \( \varepsilon \)),
- validity: the set \( Y \) is contained in the convex hull \( \langle X \rangle \) of the set \( X \) of nonfaulty input values.

For an arbitrary \( m \geq 1 \), Mendes et al. [47] showed that under Byzantine faults the problem is solvable in asynchronous systems if and only if \( n > (m + 2)f \) holds.
1.1.3 Lattice agreement

Lattice agreement is another well-studied relaxation of consensus with applications in renaming problems and obtaining atomic snapshots [3, 2, 23, 58]. In this problem, the set $V$ of values forms a semilattice $L = (V, \oplus)$, i.e., an idempotent commutative semigroup. The $\oplus$ operator defines a partial order $\leq$ over $V$ defined as $u \leq v \iff u \oplus v = v$. The task is to decide on values that lie on a non-trivial chain, i.e., values that are comparable under $\leq$:

- **agreement:** $y \leq y'$ or $y' \leq y$ for any $y, y' \in Y$.
- **validity:** for any $y \in Y$ there exists some $x \in X$ such that $x \leq y$ and $y \leq \bigoplus X$. Note that under crash faults the validity condition is usually given as $x_i \leq y_i \leq \bigoplus \{x_j : j \in P\}$ for $i \in P \setminus F$, which is less suitable in the context of Byzantine faults since otherwise output values could exit the convex hull defined by the correct processes' input values.

1.2 Structured agreement problems

Unlike the $k$-set agreement problem, the approximate and lattice agreement problems impose additional structure on the set $V$ of values. In the former, the values form a (continuous) $m$-dimensional Euclidean space, whereas in the latter there is algebraic structure. Furthermore, the validity conditions require that the output respects some closure property on the input values. In approximate agreement, the closure is given by the convex hull operator in Euclidean spaces, whereas in lattice agreement, the output must reside in the minimal superset of $X$ closed under $\oplus$.

Such closure systems have been studied under the notion of abstract convexity spaces and have a rich theory [36, 21, 18, 22, 55]. A (finite) convexity space on $V$ is a collection $C$ of subsets of $V$ that satisfies

1. $\emptyset, V \in C$,
2. $A, B \in C$ implies $A \cap B \in C$.

As the name suggests, the sets in $C$ are called convex and every convexity space has the natural closure operator, which maps any set $A \subseteq V$ to a minimal convex superset $A \subseteq \langle A \rangle \in C$ called the convex hull of $A$. Convex geometries [21] are an important class of convexity spaces, which satisfy the Minkowski-Krein-Milman property: the closure $\langle A \rangle$ of any set $A \subseteq V$ is the closure of its extreme points, where $a \in A$ is an extreme point of $A$ if $a \not\in \langle A \setminus a \rangle$. Convex geometries have been studied extensively in a wide variety of combinatorial structures, such as graphs and hypergraphs [34, 24, 25, 19, 50, 48, 17], and partially ordered sets [18, 21, 51].

There has been extensive research on developing theory of convexity over combinatorial structures, such as graphs and hypergraphs [34, 24, 25, 19, 50, 48, 17], partially ordered sets [18, 21, 51], and so on. Much of the research has focused on identifying analogues to classical convexity invariants, such as Helly, Carathéodory, and Radon numbers, in various abstract convexity spaces [36, 34, 19, 20, 4, 17]. Convex geometries also have deep connections with matroid and antimatroid theory [11, 39]: convex geometries are duals of antimatroids, and a special class of greedoids, which provide a structural framework for characterising greedy algorithms [38, 39], are convex geometries [21]. Lovász and Saks [44] used theory of convex geometries to analyze a broad class of two-party communication complexity problems.

1.3 Approximate agreement on graphs

As our main example of an agreement problem with discrete, combinatorial structure, we focus on a problem where the set $V$ of values has relational structure in the form of a connected graph $G = (V, E)$. In the monophonic approximate agreement problem on $G$ the task is to output a set of vertices that satisfy
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Figure 1 Examples of geodesic and monophonic agreement on graphs. In the top row, the blue and orange vertices form a convex hull of the blue vertices for each graph under (a)–(d) geodesic and (e) monophonic convexities. The thick edges lie in the shortest (geodesic) or chordless (monophonic) paths between the blue vertices. The bottom row shows possible feasible outputs for the respective approximate agreement problems with \( d = 1 \), i.e., the highlighted vertices form a clique (agreement) and are contained in the respective convex hull of the input values (validity).

- agreement: the set \( Y \) of output has diameter at most \( d \) for a given \( d \geq 1 \),
- validity: each value \( y \in Y \) lies on a chordless’ path between some input vertices \( x, x' \in X \).

The above problem is a natural generalisation of approximate agreement onto graphs. It is easy to see that the discrete version of one-dimensional approximate agreement is just approximate agreement on a path (Figure 1a). If \( G \) is a tree or a block graph\(^2\), then the task is to output vertices that lie on the minimal vertex set connecting all input vertices (Figure 1b–c).

In the parlance of abstract convexity theory \([34, 24, 25, 19]\), the validity condition requires that the output lies in the monophonic, or minimal path, or chordless path convex hull of the input vertices. Another reasonable validity constraint would be to require the output values to lie on the shortest paths between input vertices, i.e., in the geodesic convex hull. We consider both variants and refer to the latter version of the problem as geodesic approximate agreement on \( G \).

1.4 Contributions

In this work, we introduce the abstract approximate agreement problem on a convexity space \( C \) satisfying:
- agreement: \( Y \) is a free set, that is, \( \langle Y \rangle = \text{ex}Y \), where \( \text{ex}Y \) is the extreme points of \( Y \).
- validity: \( Y \subseteq \langle X \rangle \).

While our primary focus lies in the graphical version of approximate agreement, we believe the abstract problem is also interesting in itself. Indeed, it conveniently turns out that the problem coincides with various natural agreement problems: In graphs, the monophonic and geodesic approximate agreement on graphs problem given above boils down to solving approximate agreement on the chordless path or geodesic convexities of \( G \). Moreover, lattice agreement on \( L \) is equivalent to solving approximate agreement on the algebraic convexity space of the semilattice (sets closed under \( \oplus \)). Our key results can be summarised as follows:

---

\(^1\) A path is chordless (also known as minimal) if there are no edges between non-consecutive vertices.

\(^2\) A graph is a block graph if every 2-connected component is a clique.
1. Byzantine approximate agreement on chordal graphs. We give algorithms for approximate agreement on trees and chordal graphs. The algorithms tolerate $f < n/(\omega+1)$ Byzantine faults and terminate in $O(\log N)$ asynchronous rounds, where $\omega$ is the clique number and $N$ is the number of vertices in the value graph $G$. In trees, we achieve optimal resilience.

2. Byzantine lattice agreement on cycle-free semilattices. As another example, we give an asynchronous lattice agreement algorithm on cycle-free lattices that tolerates up to $f < n/(\omega + 1)$ Byzantine faults, where $\omega$ is the height of the semilattice. To our knowledge, this is the first algorithm that solves any variant of semilattice agreement under Byzantine faults.

3. General impossibility results for asynchronous systems. We give impossibility results for approximate agreement on arbitrary convex geometries parameterised by two combinatorial convexity invariants: the Carathéodory number $c$ and the Helly number $\omega$. As corollaries, we obtain resilience lower bounds for approximate agreement problems in asynchronous systems.

4. Optimal synchronous algorithms for convex consensus. We consider the exact variant of the abstract approximate agreement problem, where the agreement constraint is replaced by $|Y| = 1$. While the problem cannot be solved in asynchronous systems, we show that it can be solved on any convex geometry $C$ in $\Theta(f)$ synchronous rounds if and only if $n > \omega f$ holds, where $\omega$ is the Helly number of $C$. Moreover, the upper bound holds for any convexity space.

Our work can be seen as an extension of the Mendes–Herlihy approximate agreement and Vaidya–Garg multidimensional consensus frameworks [46, 54, 47] onto general convexity spaces. However, while these operate in continuous $m$-dimensional Euclidean spaces, our analysis relies on combinatorial theory of abstract convexity, where the input and output values have discrete, combinatorial structure. In particular, the discrete nature of the convexity space poses new challenges, as unlike in the continuous setting, non-trivial convex sets do not necessarily contain non-extreme points to choose from to facilitate convergence.

Multidimensional agreement problems in Euclidean spaces have applications ranging from, e.g., robot convergence tasks to distributed voting and convex optimisation [47]. Our work extends the scope of these techniques to discrete convexity spaces, which can be used to describe various natural combinatorial systems. Finally, unlike prior work, our algorithms do not assume that processors can perform computations or send messages involving arbitrary precision real values, as in the discrete case a single value can be encoded using $O(\log |V|)$ bits.

1.5 Related work

The seminal result of Fischer et al. [28] showed that exact consensus cannot be reached in asynchronous systems in the presence of crash faults. Dolev et al. [14] showed that it is however possible to reach approximate agreement in an asynchronous system even with arbitrary faulty behavior when the values reside on the continuous real line. Subsequently, the one-dimensional approximate agreement problem has been extensively studied [14, 26, 27, 1]. Fekete [27] showed that any algorithm reducing the distance of values from $d$ to $\varepsilon$ requires $\Omega(\log(\varepsilon/d))$ asynchronous rounds when $f \in \Theta(n)$; in the discrete setting this yields the bound $\Omega(\log N)$ for paths of length $N$. Recently, Mendes et al. [47] introduced the natural generalisation of multidimensional approximate agreement and showed that the $m$-dimensional problem is solvable in an asynchronous system with Byzantine faults if and only if $n > (m + 2)f$ holds for any given $m \geq 1$. 
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The **lattice agreement problem** was originally introduced in the context of wait-free algorithms in shared memory models [3, 2]. The problem has recently resurfaced in the context of asynchronous message-passing models with crash faults [23, 58]. These papers consider the problem when the validity condition is given as \( x_i \leq y_i \leq \bigoplus \{x_j : j \in P\} \), i.e., the output of a processor must satisfy \( x_i \leq y_i \) and the feasible area is determined also by the inputs of faulty processors. However, it is not difficult to see that under Byzantine faults, this validity condition is not reasonable, as the problem cannot be solved even with one faulty processor.

Another class of structured agreement problems in the wait-free asynchronous setting are **loop agreement** tasks [32], which generalise \( k \)-set agreement and approximate agreement (e.g., \((3, 2)\)-set agreement and one-dimensional approximate agreement). In loop agreement, the set of inputs consists of three distinct vertices on a loop in a 2-dimensional simplicial complex and the outputs are vertices of the complex with certain constraints, whereas **rendezvous tasks** are a generalisation of loop agreement to higher dimensions [43]. These tasks are part of large body of work exploring the deep connection of asynchronous computability and combinatorial topology, which has successfully been used to characterise the **solvability** of various distributed tasks [31]. Gafni and Kuznetsov’s \( P \)-reconciliation task [29] achieves geodesic approximate agreement on a graph of system configurations. Finally, we note that distributed agreement tasks play a key role in many fault-tolerant clock synchronisation algorithms [57, 42, 41]. Byzantine-tolerant clock synchronisation can be solved using one-dimensional approximate agreement [57], whereas in the self-stabilising setting both exact digital clock synchronisation [41] and pulse synchronisation tasks reduce to consensus [42]. However, while the latter problem has been extensively studied [16, 13, 42], non-trivial lower bounds are still lacking [42]. Given that clock synchronisation closely relates to agreement on cyclic structures, investigating agreement tasks on different structures may yield insight into the complexity of fault-tolerant (approximate) clock synchronisation. Indeed, we show that agreement on graphs without long induced cycles is considerably easier than consensus.

## 2 Preliminaries

We start with some basic preliminaries needed to describe the main ideas and results of the paper.

### 2.1 Abstract convexity spaces

Let \( V \) be a finite set. The collection \( \mathcal{C} \subseteq 2^V \) is a convexity space on \( V \) if (1) \( \emptyset, V \in \mathcal{C} \) holds, and (2) \( A, B \in \mathcal{C} \) implies that \( A \cap B \in \mathcal{C} \). A set \( K \in \mathcal{C} \) is said to be convex. For any \( A \subseteq V \), the convex hull of \( A \) is the minimal convex set \( \langle A \rangle \in \mathcal{C} \) such that \( A \subseteq \langle A \rangle \). Thus, \( \langle \cdot \rangle \) is a closure operator on \( V \). For any \( A \subseteq V \) and \( a \in A \), \( a \) is called an extreme point of \( A \) if \( a \notin \langle A \setminus a \rangle \). For a convex set \( K \in \mathcal{C} \), we use \( \text{ex} K \) to denote the extreme points of \( K \). The convexity space \( \mathcal{C} \) is a convex geometry if every \( K \in \mathcal{C} \) satisfies \( K = \langle \text{ex} K \rangle \). A convex set \( K \) is free if \( K = \text{ex} K \). Finally, a nonempty set \( A \subseteq V \) is **irredundant** if \( \partial A \neq \emptyset \) where \( \partial A = \langle A \rangle \setminus \bigcup_{a \in A} \langle A \setminus a \rangle \). The following theorem characterises convex geometries:

▶ **Theorem 1** ([21]). Let \( \mathcal{C} \) be a convexity space on \( V \). The following conditions are equivalent:

1. \( \mathcal{C} \) is a convex geometry.
2. For every \( K \in \mathcal{C} \), \( K = \langle \text{ex} K \rangle \) (Minkowski-Krein-Milman property).
3. For every \( K \in \mathcal{C} \setminus \{V\} \), there exists an element \( u \in V \setminus K \) such that \( K \cup \{u\} \in \mathcal{C} \).
2.1.1 Carathéodory and Helly numbers

The Carathéodory number of a convexity space $C$ on $V$ is the smallest integer $c$ such that for any $U \subseteq V$ and any $u \in \langle U \rangle$, there is a set $S \subseteq U$ such that $|S| \leq c$ and $u \in \langle S \rangle$. The Carathéodory number of a convexity space equals the maximum size of an irredundant set in $C$. A collection $C$ of sets is $k$-intersecting if every $B \subseteq C$ with $|B| \leq k$ has a nonempty intersection. The Helly number of a convexity space $C$ is the smallest integer $\omega$ such that any finite $\omega$-intersecting $A \subseteq C$ has a nonempty intersection. If $C$ is a convex geometry, the Helly number equals the maximum cardinality of a free set in $C$ [21].

2.1.2 Examples of convex geometries

In this work, we focus on the following convexity spaces:
- Let $G = (V, E)$ be a graph. A set $U \subseteq V$ is convex if all the vertices on all minimal, i.e., chordless, paths connecting any $u, v \in U$ are contained in $U$. The Helly number of this convexity space equals the size of the maximum clique in $G$ [34, 19] and the Carathéodory number is at most two [19]. Moreover, free sets coincide with cliques. The convexity space is a convex geometry iff $G$ is chordal [24]. Indeed, if $G$ contains an induced cycle $K$ of length at least four, then it is easy to check that $K$ is convex, but has no extreme points.
- Let $L = (V, \oplus)$ be a semilattice and $C$ be the collection of sets closed under $\oplus$. The collection $C$ is a convex geometry, where every $K \in C$ corresponds to a subsemilattice $(K, \oplus)$ of $L$. A set $K$ is free if and only if it is a chain [51]. Thus, the Helly number of a semilattice equals its height. Moreover, the Carathéodory number equals the breadth of the semilattice.

2.2 Asynchronous rounds

When operating in the asynchronous model, we describe and analyse the algorithms in the asynchronous round model. In this model, each processor has a local round counter and labels all of its messages with a round number. Each correct node initialises its round counter to 0 at the start of the execution and increases its local round counter from $t$ to $t + 1$ only when it has received at least $n - f$ messages belonging to round $t$ (since up to $f$ faulty nodes may omit their messages). In each round $t \geq 0$, a non-faulty processor $i$

1. sends a value to each processor $j \in P$,
2. receives a value $M_{ij}(t)$ from each processor $j \in P$,
3. updates local state and proceeds to round $t + 1$.

The received message $M_{ij}(t)$ may be empty, denoted by $\bot$, to indicate that no message arrived from processor $j$ (e.g., due to a crash or a delay). We use the set

$$P_i(t) = \{j \in P : M_{ij}(t) \neq \bot\}$$

to denote the processors from which $i$ received a nonempty message on round $t$.

Assuming $n > 3f$ and with the help of reliable broadcast, the witness technique [1, 47], and attaching round numbers to all messages, the Byzantine asynchronous round model can guarantee the following for each $i, j \in P \setminus F$:

1. $|P_i(t)| \geq n - f$,
2. $|P_i(t) \cap P_j(t)| \geq n - f$,
3. if $M_{ik}(t) = x \neq \bot$ for $k \in F$, then $M_{jk}(t) \in \{x, \bot\}$.
That is, (1) every correct processor receives at least \( n - f \) nonempty values (out of which \( f \) may be from faulty processors), (2) any two correct processors receive at least \( n - f \) common values (possibly \( f \) of which may be from faulty processors), and (3) if some correct processor receives a nonempty value \( x \) from a faulty processor, then all other correct processors receive the same value or no value. The Byzantine asynchronous round model can be simulated in the asynchronous model so that a non-faulty processor broadcasts \( O(n \log n) \) additional bits per round [1, 47].

2.3 Graphs

Let \( G = (V, E) \) be a finite undirected connected graph, where \( V = V(G) \) denotes the set of vertices and \( E = E(G) \) the set of edges. We assume all graphs are simple (no parallel edges) and loopless (no self-loops). For any \( U \subseteq V \), we use \( G[U] = (U, F) \), where \( F = \{\{u, v\} \in E : u, v \in U\} \), to denote the subgraph of \( G \) induced by the vertices in \( U \). An \( \ell \)-length path \( u \leadsto v \) from a vertex \( u \) to vertex \( v \) is a non-repeating sequence \( (u = v_0, \ldots, v_\ell = v) \) of vertices such that \( \{v_i, v_{i+1}\} \in E \). An \( \ell \)-cycle is an \( (\ell - 1) \)-path from \( u \) to \( v \) with \( \{u, v\} \in E \). A path \( v_0, \ldots, v_\ell \) is chordless (or minimal) if there does not exist any edge \( \{v_i, v_j\} \in E \) for \( j > i + 1 \).

For vertices \( u, v \in V \), we denote the length of the shortest path between \( u \) and \( v \) as \( d(u, v) \). The eccentricity of vertex \( v \) is \( \text{ecc}(v) = \max\{d(v, u) : u \in V(G)\} \). For a set \( U \subseteq V \), we define its diameter \( D(U) = \max\{d(u, v) : u, v \in U\} \). The diameter of graph \( G \) is denoted by \( D(G) = D(V) \). The radius of a graph \( G \) is \( R(G) = \min\{\text{ecc}_G(v) : v \in V(G)\} \) and the center is \( \text{center}(G) = \{u \in V(G) : \text{ecc}_G(u) = R(G)\} \subseteq V(G) \). For a connected set \( U \subseteq V \), we use the short-hands \( R(U) = R(G[U]) \) and \( \text{center}(U) = \text{center}(G[U]) \).

A graph \( G \) is a tree if it contains no cycles and chordal if contains no \( \ell \)-cycle with \( \ell \geq 4 \) as an induced subgraph. A graph is Ptolemaic if it is chordal and distance-hereditary (any connected induced subgraph preserves distances). The clique number \( \omega(G) \) is the size of the largest clique in \( G \). A vertex is simplicial in \( U \subseteq V \) if its neighbourhood \( N(v) \cap U \) in \( U \) is a clique. A perfect elimination ordering \( \preceq \) of \( G = (V, E) \) is a total order on \( V \) such that any \( u \in V \) is simplicial in \( \{v : u \preceq v\} \). A graph has a perfect elimination ordering iff it is chordal.

2.3.1 Chordal graphs

Chordal graphs (also known as triangulated, rigid or decomposable graphs) form an important and well-studied class of graphs. From a structural point of view, they have many equivalent characterisations: they are graphs that have no induced cycles greater than three, graphs for which perfect elimination orderings exist, graphs in which every minimal vertex separator is a clique, and others [12, 52, 30, 53, 24].

Due to their ubiquitous nature and convenient structural properties, the algorithmic aspects of chordal graphs have received much attention in the past decades. For example, chordal graphs have applications in a variety of contexts including combinatorial and semi-definite optimisation [56] and probabilistic graphical models [40]. Indeed, many NP-hard problems, such as finding maximum cliques or optimal vertex colourings, often admit simple polynomial time solutions in chordal graphs [30]. In the distributed setting, it is possible to find good approximations to minimum vertex colourings and maximum independent sets in chordal graphs [37].
2.4 Lattices

A (join) semilattice is an idempotent commutative semigroup $L = (V, \oplus)$, where $V$ is a finite set and $\oplus : V \times V \to V$ is called the join operator. A semilattice has a natural partial order defined as $u \leq v \iff u \oplus v = v$, where $u \oplus v$ is the least upper bound (i.e., a join) of $\{u, v\}$ in the partial order. We write $u < v$ if $u \leq v$ and $u \neq v$. For any set $U = \{u_0, \ldots, u_t\} \subseteq V$, the least upper bound $\bigoplus U$ is known as the join of $U$. If $u_0 \leq \ldots \leq u_t$ holds, then $U$ is said to be a chain from $u_0$ to $u_t$. If $\{u, v\}$ is a chain, then $u$ and $v$ are said to be comparable. The height $\omega(L)$ of a semilattice is the maximum cardinality of any chain $U \subseteq V$. The breadth of a semilattice is the smallest integer $b$ such that for any nonempty $U \subseteq V$ there is a subset $A \subseteq U$ of size at most $b$ satisfying $\bigoplus A = \bigoplus U$.

3 Approximate agreement on abstract convexity spaces

3.1 Iterative algorithm on abstract convexity spaces

In this section, we describe a basic step for an approximate agreement algorithm in the Byzantine asynchronous round model in an abstract convexity space $C$ with Helly number $\omega$. The algorithm is a generalisation of the Mendes–Herlihy algorithm by Mendes et al. [47] onto abstract convexity spaces. It is not guaranteed, however, to converge on all discrete convexity spaces.

The algorithm proceeds iteratively. At the start of each asynchronous round $t$, each correct processor $i \in P \setminus F$ broadcasts its current value $x_i(t) \in V$. At the end of round $t$, processor $i$ has received a value from at least $n - f$ processors $P_i(t) \subseteq P$. These values are used to compute a new value $x_i(t + 1) = y_i(t)$. For brevity, we often omit $t$ from our notation, e.g., use the short-hands such as $P_i = P_i(t)$.

3.1.1 Computing the safe area

For any subset of processors $J \subseteq P$, define

$$V_i(J) = \{M_{ij}(t) \neq \bot : j \in J\}$$

to be the set of values processor $i$ received from processors in $J$. Processor $i$ locally computes

$$K_i = \left\{ \langle V_i(J) \rangle : \exists \bigvee_{P_i} P_i \leq |P_i| - f \bigvee \right\}$$

and $H_i = \bigcap K_i$,

where $\langle \cdot \rangle$ denotes the convex hull operator. Processor $i$ then outputs the value

$$y_i = \begin{cases} \phi(H_i) & \text{if } H_i \neq \emptyset, \\ \bot & \text{otherwise,} \end{cases}$$

where $\phi : C \to V$ is an output map, which will depend on the convexity space $C$ we are working in, see Section 4 for an output map for chordal graphs. The Helly property guarantees that $H_i$ and $y_i$ remain in the closure $\langle X \rangle$ of the input values. For each $t \geq 0$, we define

$$X(t) = \{x_j(t) : j \in P \setminus F\} \subseteq V \text{ and } Y(t) = \{y_j(t) = \phi(H_j(t)) : j \in P \setminus F\}.$$  

\[\text{Lemma 2.} \quad \text{Suppose } C \text{ is a convexity space on } V \text{ with Helly number } \omega. \text{ If } n > \max \{\omega + 1, f, 3\} \text{ holds, then for each iteration } t \geq 0 \text{ the above algorithm satisfies}
\]

- $0 \neq H_i(t) \subseteq \langle X(t) \rangle$ for all $i \in P \setminus F$,
- $\bigcap_{i \in P \setminus F} H_i(t) \neq \emptyset$.  
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3.2 On the elimination of extreme points

If we can in each iteration remove some extreme point of $\langle X \rangle$, where $X$ is the set of input values, then the hull of output values $\langle Y \rangle$ shrinks. In an arbitrary convexity space, a convex set may not have any extreme points (consider, e.g., the chordless path convexity on a four cycle). However, in a convex geometry every nonempty convex set has an extreme point, as $X = \langle \text{ex } X \rangle$ by Theorem 1.

Moreover, finite convex geometries are in a sense “easy to peel” iteratively – at least from the global perspective. We say that a total order $\preceq$ on $V$ is a convex elimination order of $C$ if for any $u \in V$ the sets $A(u) = \{ v \in V : u \preceq v \}$ and $A(u) \setminus u$ are convex. Theorem 1 implies that convex geometries admit such orderings and we assume that the values in $V$ are labelled according to such an order $\preceq$. For a set $U \subseteq V$, we let $\max U$ and $\min U$ be the unique maximal and minimal elements, respectively, given by $\preceq$ such that for all $v \in U$ we have $\min U \preceq v$ and $v \preceq \max U$.

▶ Remark 3. For any $K \subseteq V$ it holds that $\min K \in \text{ex } K$ and $\min K = \min \langle K \rangle$.

The next lemma shows that to guarantee progress by shrinking the set of output values, it suffices to always exclude, e.g., $\min X$ from the output (of course, this is not indefinitely possible).

▶ Lemma 4. If $\min X \not\in Y$ in a convex elimination order, then $\langle Y \rangle \subset \langle X \rangle$.

4 Approximate agreement on chordal graphs

We now show that monophonic approximate agreement on chordal graphs can be solved given that $n > (\omega + 1)f$ holds, where $\omega$ is the clique number of $G$. This also implies that geodesic approximate agreement is solvable on Ptolemaic graphs. Throughout we assume that $G = (V,E)$ is a connected chordal graph with at least two vertices and $C$ is its chordless path convexity space. We recall that the Helly number of $C$ coincides with the clique number $\omega = \omega(G)$ of $G$ [34, 19].

4.1 Approximate agreement on trees

Suppose $G = (V,E)$ is a tree. As $G$ is also chordal, it has a perfect elimination ordering $\preceq$. We assume that the vertices of $V$ are labelled according to this ordering and define the output map

$$\phi(K) = \max \text{center } K,$$

where center $K \subseteq V$ is the center of the subgraph $G[K]$ induced by $K$. This rule roughly divides the diameter of the set of active values by two, which yields the following result.

▶ Theorem 5. If $n > 3f$ and $G = (V,E)$ is a tree, then approximate agreement on $G$ can be solved in $\log D(G) + 1$ asynchronous rounds, where $D(G)$ is the diameter of $G$.

4.2 Fast monophonic approximate agreement on chordal graphs

We now present a fast monophonic approximate agreement algorithm on chordal graphs. To this end, we use the tree algorithm above on a suitable tree decomposition of the actual graph $G$. 

The tree decomposition is a that the pair \((T, \chi)\) of \(G\). Let \(B = \{b_1, b_2, b_3\}\) satisfy \(x_i \in \chi(b_i)\) and the bags are used as input for the approximate agreement algorithm on trees. The round bags are maximal cliques and the rectangular bags are the intersection of its neighbouring round bags, which are the minimal vertex separators in \(G\). Note that a bag \(b \in \mathcal{B}\) may contain vertices of \(G\) outside the convex hull \(X\) of the initial input values \(X\) (e.g., bag \(b_1\) and the central bag). (c) The graph \(T\) on which we run the tree algorithm.

**Definition 6.** Let \(G\) be a graph, \(T\) a tree and \(\chi: V(T) \to 2^{V(G)}\) be a mapping. We say that the pair \((T, \chi)\) is a tree decomposition of \(G\) if the following conditions are satisfied:
- for all \(v \in V(G)\) there exists \(b \in V(T)\) such that \(v \in \chi(b)\),
- for all \(e \in E(G)\) there exists \(b \in V(T)\) such that \(e \subseteq \chi(b)\),
- if \(v \in \chi(a) \cap \chi(b)\), then \(v \in \chi(c)\) for all \(c \in V(T)\) residing on the unique path \(a \leadsto b\).

The tree decomposition is a clique tree if each \(b \in V(T)\) induces a maximal clique \(\chi(b)\) in \(G\).

Chordal graphs can be characterised as those graphs having a clique tree [10, Proposition 12.3.11]. In fact, if \(G\) is chordal, the tree \(T\) can always be chosen as a spanning tree of \(G\)’s clique graph, i.e., the graph whose nodes are the maximal cliques of \(G\) and whose edges join those cliques with nonempty intersection [7, Theorem 3.2]. Unlike non-chordal graphs in which the number of maximal cliques can be exponential, the number of maximal cliques is at most linear in chordal graphs:

**Lemma 7 ([5]).** If \(G\) is a chordal graph, then it has a clique tree \((T, \chi)\) with \(|V(T)| \in O(|V(G)|)\).

For the purposes of our algorithm, we use a special kind of clique trees, which we call expanded. A clique tree \((T, \chi)\) is expanded if for each \(\{a, b\} \in E(T)\) we have either \(\chi(a) \subseteq \chi(b)\) or \(\chi(b) \subseteq \chi(a)\); see Figure 2a–b for an example of an expanded clique tree.

**Lemma 8.** Every chordal graph \(G\) has an expanded clique tree \(T\) with \(|V(T)| = O(|V(G)|)\).

### 4.2.1 The algorithm

Let \(G = (V, E)\) denote the chordal value graph, \((T, \chi)\) an expanded clique tree of \(G\), and \(A\) the approximate agreement algorithm on trees given by Theorem 5. Given an input \(x_i(0) \in V(G)\) on the graph \(G\), processor \(i \in P \setminus F\) starts by choosing any bag \(b_i(0) \in V(T)\) such that the \(x_i(0) \in b_i(0)\); see Figure 2. In iteration \(t \geq 1\), every processor \(i \in P \setminus F\) performs the following:

1. Broadcast \(x_i(t)\) and \(b_i(t)\) to all other processors.
2. Simulate one step of \(A\) on the \(b(.)\) values and set \(b_i(t + 1) = A(b_{0,i}(t), \ldots, b_{n-1,i}(t))\).
3. Compute the safe area \(H_i^G\) from the received values \(x_{ij}(t)\).
4. Set \(x_i(t + 1)\) to an arbitrarily chosen element of \(\chi(b_i(t + 1)) \cap H_i^G\).
Figure 3 Examples of algebraic convex sets on semilattices. The figures show the Hasse diagrams of these semilattices. In the top row, the blue vertices are input values and the orange vertices are contained in the hull of the blue vertices. The bottom row shows feasible outputs for these cases (i.e. chains contained in the convex hull). The semilattices (a)–(b) are cycle-free, whereas (c) and (d) respectively contain an induced 4- and 6-cycle in the comparability graph.

Since the $b_i(\cdot)$ values are updated using the algorithm $A$, these values converge onto a single edge $\{a, b\} \in E(T)$ in the tree $T$. As $\chi(a) \cup \chi(b)$ is a clique due to the expandedness of $T$, the output values $x(\cdot)$ will have diameter at most one in $G$ assuming that $x_i(t + 1)$ is well-defined for each $i \in P_i \setminus F$, that is, $\chi(b_i(t + 1)) \cap H_G^i \neq \emptyset$. Showing this is the main challenge of the correctness proof.

**Theorem 9.** Let $G = (V, E)$ be a chordal graph. If $n > (\omega(G) + 1)f$, then monophonic approximate agreement on $G$ can be solved in $O(\log |V|)$ asynchronous rounds.

Finally, we observe that the above implies that geodesic approximate agreement can be solved in Ptolemaic graphs, as geodesic and monophonic convexities are identical on these graphs [24].

**Corollary 10.** If $G = (V, E)$ is a connected Ptolemaic graph and $n > (\omega(G) + 1)f$, then geodesic approximate agreement on $G$ is solvable in $O(\log |V|)$ asynchronous rounds.

### 5 Byzantine lattice agreement on cycle-free semilattices

The abstract convex geometry framework can be easily applied to solve agreement problems on other combinatorial structures. As an example we consider asynchronous Byzantine lattice agreement on a special class of semilattices. Let $L = (V, \oplus)$ be a semilattice and $\leq$ its natural partial order. The comparability graph of $\leq$ is the graph $G = (V, E)$ where $\{u, v\} \in E$ if $u \neq v$ and $u$ and $v$ are comparable. A partial order $\leq$ is cycle-free if the comparability graph is chordal [45]. Similarly, we say $L$ is cycle-free if $\leq$ is cycle-free. See Figure 3 for examples of cycle-free and non-cycle-free semilattices.

**Lemma 11.** Let $L = (V, \oplus)$ be a cycle-free semilattice. There exists an elimination order $\preceq$ on the algebraic convexity of $\mathbb{L}$ such that $A(u) = \{v : u \oplus v \in \{u, v\}, u \preceq v\}$ is a chain for any $u \in V$.

We assume now that $\preceq$ is the ordering given by Lemma 11 and use the following output map

$$\phi(K) = \begin{cases} \bigoplus K & \text{if } K \neq \text{ex } K \\ \max K & \text{otherwise.} \end{cases}$$
With this, the framework given in Section 3 and Lemma 4 yield the following result.

**Theorem 12.** Suppose $\mathbb{L} = (V, \oplus)$ is a cycle-free semilattice of height $\omega$ and $n > (\omega + 1)f$. Then Byzantine semilattice agreement on $\mathbb{L}$ can be solved in the asynchronous model.

### 6 Resilience lower bounds for abstract convexity spaces

We obtain general lower bounds for asynchronous approximate agreement on abstract convexity spaces. We derived a general way of obtaining impossibility results using a partitioning argument and so-called blocking instances. This makes it possible to show how to obtain blocking instances for convex geometries from irredundant and free sets. Recall that the Carathéodory number $c$ of $C$ equals the maximum cardinality of an irredundant set in $C$. This yields the following result, which can be seen as a generalisation of the Mendes et al. [47] lower bound technique from Euclidean spaces into arbitrary convexity spaces:

**Theorem 13.** Let $C$ be a convexity space with Carathéodory number $c$ and Helly number $\omega$. Then:

- If $n \leq (c + 1)f$, then there is no asynchronous abstract approximate agreement algorithm on $C$ that on all inputs satisfies validity and agreement (i.e., the set of outputs is free).
- If $C$ is a convex geometry and $n \leq (\omega + 1)f$, then there is no asynchronous abstract approximate agreement algorithm on $C$ satisfying validity that outputs at most $\omega − 1$ distinct values.

Combining the above result with classic results in combinatorial convexity theory gives lower bounds for specific problems. For any graph $G$ with diameter at least two, the Carathéodory number is two [19] and clique is a free set. This implies the following result.

**Corollary 14.** The monophonic approximate agreement problem on any $G$ with diameter at least two cannot be solved if $n \leq 3f$. There is no asynchronous algorithm that outputs a clique of size less than $\omega$ unless $n \leq (\omega + 1)f$.

The case of Byzantine semilattice agreement is perhaps more interesting, as the breadth of a semilattice coincides with its Carathéodory number [35]. For any $b > 1$, there are semilattices with height and breadth equal to $b$: take the subsemilattice of a subset lattice over $[b]$ without $\emptyset$.

**Corollary 15.** Suppose $L$ is a semilattice with breadth $b$. If $n \leq (b + 1)f$, then there exists no asynchronous algorithm that solves Byzantine semilattice agreement on $L$.

### 7 Synchronous convex agreement

Finally, we give matching upper and lower bound results for exact convex consensus problem on abstract convexity spaces. It is easy to see that convex consensus is at least as hard as binary consensus, i.e., classic impossibility results for binary consensus [49, 28, 15] also hold for convex consensus. Hence, we consider the synchronous model of computation.

**Theorem 16.** Let $C$ be an abstract convexity space on $V$ with Helly number $\omega$. If $n > \max\{3f, \omega f\}$, then convex consensus on $C$ can be solved in $O(f)$ synchronous communication rounds using $O(nf^2)$ messages of size $O(n \cdot (\log n + \log |V|))$.

It turns out that the higher resilience threshold of $n > \omega f$ for convex consensus is necessary already in the case of convex geometries.

**Theorem 17.** Let $C$ be a convex geometry with a Helly number $\omega$. If $n \leq \omega f$ holds, then convex consensus on $C$ cannot be solved in the synchronous message-passing model.
Conclusions

Many structured agreement tasks correspond to exact or approximate agreement problems on (possibly discrete) convexity spaces. Using the theory of abstract convexity, we have obtained Byzantine-tolerant algorithms for a large class of agreement problems on discrete combinatorial structures. In the synchronous model, exact convex consensus for any convexity space can be solved in an optimally resilient manner with asymptotically optimal round complexity. However, in the asynchronous setting, several interesting open problems remain.

1. It seems difficult to come up with a general rule for the output map \( \phi : C \to V \) in a way that guarantees that the convex hull of active values shrinks. Nevertheless, we have seen that on chordal graphs and cycle-free semilattices we can solve approximate agreement efficiently. In both cases, the underlying convexity space is a convex geometry. Given that the literature is abound with convex geometries associated with combinatorial structures [34, 24, 25, 19, 50, 48, 17, 18, 21, 51], it is natural to ask whether the abstract approximate agreement problem can be solved for other convex geometries as well.

2. It is unclear whether the abstract approximate agreement problem can be solved on general convexity spaces. For example, the asynchronous algorithms for approximate agreement on graphs presented here fail for non-chordal graphs: already the simplest example of a non-chordal graph, the four cycle, is difficult to handle. Indeed, the monophonic convexity of a four cycle is not a convex geometry: a convex set may not necessarily have any extreme points, and thus, greedily excluding extreme points does not seem to work. Are there resilient asynchronous algorithms that solve the problem for non-chordal graphs?

3. We obtained resilience lower bounds in terms of the Carathéodory and the Helly numbers. However, our positive results for the asynchronous model hold in cases where the Carathéodory number is at most two. Interestingly, in the continuous setting of multidimensional approximate agreement [47], tight resilience bounds exist, as the Carathéodory and Helly numbers coincide in the usual Euclidean convexity space on \( \mathbb{R}^m \). Is there a discrete convexity space with a higher Carathéodory number in which approximate agreement can be solved?
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Abstract

We revisit classical connectivity problems in the CONGEST model of distributed computing. By using techniques from fault tolerant network design, we show improved constructions, some of which are even “local” (i.e., with $O(1)$ rounds) for problems that are closely related to hard global problems (i.e., with a lower bound of $\Omega(Diam + \sqrt{n})$ rounds).

Distributed Minimum Cut: Nanongkai and Su presented a randomized algorithm for computing a $(1 + \epsilon)$-approximation of the minimum cut using $\tilde{O}(D + \sqrt{n})$ rounds where $D$ is the diameter of the graph. For a sufficiently large minimum cut $\lambda = \Omega(\sqrt{n})$, this is tight due to Das Sarma et al. [FOCS'11], Ghaffari and Kuhn [DISC’13].

- Small Cuts: A special setting that remains open is where the graph connectivity $\lambda$ is small (i.e., constant). The only lower bound for this case is $\Omega(D)$, with a matching bound known only for $\lambda \leq 2$ due to Pritchard and Thurimella [TALG’11]. Recently, Daga, Henzinger, Nanongkai and Saranurak [STOC ’19] raised the open problem of computing the minimum cut in $\text{poly}(D)$ rounds for any $\lambda = O(1)$. In this paper, we resolve this problem by presenting a surprisingly simple algorithm, that takes a completely different approach than the existing algorithms. Our algorithm has also the benefit that it computes all minimum cuts in the graph, and naturally extends to vertex cuts as well. At the heart of the algorithm is a graph sampling approach usually used in the context of fault tolerant (FT) design.

- Deterministic Algorithms: While the existing distributed minimum cut algorithms are randomized, our algorithm can be made deterministic within the same round complexity. To obtain this, we introduce a novel definition of universal sets along with their efficient computation. This allows us to derandomize the FT graph sampling technique, which might be of independent interest.

- Computation of all Edge Connectivities: We also consider the more general task of computing the edge connectivity of all the edges in the graph. In the output format, it is required that the endpoints $u, v$ of every edge $(u, v)$ learn the cardinality of the $u-v$ cut in the graph. We provide the first sublinear algorithm for this problem for the case of constant connectivity values. Specifically, by using the recent notion of low-congestion cycle cover, combined with the sampling technique, we compute all edge connectivities in $\text{poly}(D) \cdot 2^{O(\sqrt{n \log \log \log n})}$ rounds.

Sparse Certificates: For an $n$-vertex graph $G$ and an integer $\lambda$, a $\lambda$-sparse certificate $H$ is a subgraph $H \subseteq G$ with $O(\lambda n)$ edges which is $\lambda$-connected iff $G$ is $\lambda$-connected. For $D$-diameter graphs, constructions of sparse certificates for $\lambda \in \{2, 3\}$ have been provided by Thurimella [J. Alg. ’97] and Dori [PODC’18] respectively using $O(D)$ number of rounds. The problem of devising such certificates with $o(D + \sqrt{n})$ rounds was left open by Dori [PODC’18] for any $\lambda \geq 4$. Using connections to fault tolerant spanners, we considerably improve the round complexity for any $\lambda \in [1, n]$ and $\epsilon \in (0, 1)$, by showing a construction of $(1 - \epsilon)\lambda$-sparse certificates with $O(\lambda n)$ edges using only $O(1/\epsilon^2 \cdot \log^{2+\epsilon}(1) \cdot n)$ rounds.
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1 Introduction

The connectivity of a graph is one of the most fundamental concepts in graph theory and network reliability. In this paper, we revisit some classical connectivity problems in the CONGEST model of distributed computing via the lens of fault tolerant network design. We mainly focus on two problems: exact computation of small edge (or vertex) cuts; and the computation of sparse connectivity certificates. Both of these problems have been studied thoroughly in the literature, and surprisingly still admit critically missing pieces. By using techniques from fault tolerant network design we considerably improve the state-of-the-art, as well as provide the first deterministic distributed algorithms for these problems.

1.1 Small Cuts

In the distributed minimum cut problem, given a graph $G$ with edge connectivity $\lambda$, the goal is to identify at least one minimum cut, that is a collection of $\lambda$ edges whose removal disconnect the graph. In the output format, each vertex should learn at least one possible minimum (edge) cut. We start by providing a brief history for the problem.

A Brief History. (I) Upper Bounds: The first non-trivial distributed algorithm for the minimum cut problem was given by Ghaffari and Kuhn [10]. They presented a randomized algorithm for computing a $(2 + \epsilon)$ approximation of minimum cut using $\tilde{O}(D + \sqrt{n})$ rounds, with high probability. Shortly after, Nanongkai and Su [16] improved the approximation ratio to $(1 + \epsilon)$ with roughly the same round complexity. Recently, Daga et. al [5] provided an exact algorithm with sublinear round complexity which improves up on the state of the art in the regime of large cuts (i.e., for $\lambda = \Omega(1)$).

(II) Lower Bounds: In their seminal paper, Das-Sarma et al. [23] presented a lower bound of $\Omega(D + \sqrt{n})$ rounds for the computation of an $\alpha$-approximation of a weighted minimum cut which holds even for graphs with diameter $D = O(\log n)$. This lower bound applies only for weighted graphs with large weighted minimum cut of size $\Omega(\sqrt{n})$. Ghaffari and Kuhn [11] extended this lower bounds in two ways. First, they considered a weaker setting for weighted minimum cuts where the edge weights correspond to capacities, and thus nodes can exchange $O(w \log n)$ bits over edges of weight $w$ in each round. They showed that even in this weaker model, the $\alpha$-approximation of minimum cut in $\lambda$-edge connected graphs with $\lambda = \Theta(\sqrt{n})$ and diameter $O(\log n)$ requires $\Omega(\sqrt{n}/(\alpha \cdot \lambda))$ rounds. Observe that since in this construction $\lambda = \Theta(\sqrt{n})$, this lower bound can also be stated as $\Omega(\sqrt{\lambda})$ rather than $\Omega(D + \sqrt{n})$. In their second extension, Ghaffari and Kuhn attempted to capture also unweighted simple graphs. Here, they showed a lower bound of $\Omega(D + \sqrt{n}/(\alpha \cdot \lambda))$ rounds.

---

1 By small we mean of constant size.
2 Although historically, the lower bound by Das-Sarma et al. [23] appeared before the upper bound algorithms, we reverse the order of presentation here.
3 In the conference version of [10], a lower bound of $\tilde{\Omega}(D + \sqrt{n})$ was mistakenly claimed for any $\lambda \geq 1$ and graphs with diameter $D = O(\log n)$. This was later on fixed in a modified arXiv version [11] and in Ghaffari’s thesis [9].
for any $\lambda \geq 1$ but only for graphs with diameter $D = 1/\lambda \cdot \sqrt{n/(\alpha \cdot \lambda)}$. Again\(^4\), with such a larger diameter, one can alternatively state this lower bound as $\Omega(\lambda \cdot D)$, rather than $\Omega(D + \sqrt{n})$.

**Computation of Small Cuts.** The conclusion from the above discussion is that we still do not have matching bounds for the distributed minimum cut problem in cases where either (i) the value of the weighted minimum cut is $o(\sqrt{n})$, or (ii) the unweighted diameter is $o(\sqrt{n})$.

As most real-world networks admit small cuts [26], we are in particular intrigued by the complexity of computing the cuts in unweighted graphs with constant connectivity. Pritchard and Thurimella [21] showed an $O(D)$-round randomized algorithm for cut values up to 2. The problem of devising an $\text{poly}(D)$ round algorithm for any constant $\lambda = O(1)$ was recently raised by Daga et al. [5]:

“A special case that deserves attention is when the graph connectivity is small. For example, is there an algorithm that can check whether an unweighted network has connectivity at most $k$ in $\text{poly}(k, D, \log n)$? ... Bounds in these forms are currently known only for $k \leq 2$.”

We answer this question in the affirmative by presenting a $\text{poly}(D)$-round algorithm for any constant connectivity $\lambda = O(1)$. This algorithm in fact computes all possible minimum cuts in $G$, in the sense that for any min-cut set $E'$ there is at least one vertex in the graph that knows $E'$. Turning to vertex cuts, [21] showed an $O(D + \Delta/\log n)$ round algorithm for computing the cut vertices. No exact algorithm is known for the case where the vertex connectivity is at least two. Our algorithm can be easily adapted to compute deterministically the (exact) vertex cuts in $\text{poly}(D \cdot \Delta)$ rounds where $\Delta$ is the maximum degree.

### 1.2 Sparse Connectivity Certificates

For a given unweighted $n$-vertex $D$-diameter graph $G = (V, E)$ and integer $\lambda \geq 1$, a **connectivity certificate** is a subgraph $H \subseteq G$ satisfying that it is $\lambda$-edge (or vertex) connected $\iff$ $G$ is $\lambda$-edge (or vertex) connected. The certificate is said to be **sparse** if $H$ has $O(\lambda n)$ edges. Sparse certificates were introduced by Nagamochi and Ibaraki [15]. Thurimella [24] gave the first distributed construction of $\lambda$-sparse certificates using $O(\lambda \cdot (D + \sqrt{n}))$ rounds in the CONGEST model. For $\lambda = 2$, Censor-Hillel and Dory [3] showed\(^5\) the randomized construction of a certificate with $O(n)$ edges using $O(D)$ rounds. In [7], Dory considered the case of $\lambda = 3$, and showed the construction of a certificate with $O(n \log n)$ edges and $O(D \log^3 n)$ rounds. These algorithms are randomized and are based on the cycle space sampling technique of Pritchard and Thurimella [21]. The problem of designing sparse certificates for any $\lambda \geq 4$ using $\tilde{O}(D)$ rounds was left open therein [7].

In this paper, we provide an easy solution for this problem which takes only $\tilde{O}(\lambda)$ rounds for any $\lambda$. This is based on the observation that fault tolerant spanners are in fact sparse connectivity certificates. As a result we get that the problem of designing sparse certificates is local rather than global (i.e., does not depend on the graph diameter). In the Our Results section we also improve the round complexity into $\tilde{O}(1)$ (i.e., independent on $\lambda$) by loosing a small factor in the approximation.

---

\(^4\) Also here the conference version [10] mistakenly claimed that the lower bound works even for graphs with diameter $D = O(\log n)$, and this was fixed in [11, 9].

\(^5\) [3] studied the problem of the minimum $k$-edge-connected spanning subgraph ($k$-EECS), which for unweighted graphs implies the computation of connectivity certificates with a small number of edges.
1.3 Our Results

Distributed Computation of Small Minimum Cuts. We consider an unweighted $D$-diameter graph $G = (V, E)$ with edge connectivity $\lambda = O(1)$. We show a $\text{poly}(D)$-round randomized algorithm to compute the minimum cut whose high level description can be stated in just few lines: Fix a vertex $s$ and apply $\text{poly}(D)$ iterations, where in iteration $i$ we do as follows. (i) Sample a subgraph $G_i \subseteq G$ by adding each edge $e$ into $G_i$ independently with some fixed probability $p$. (ii) Compute a truncated BFS tree rooted at $s$ up to depth $O(\lambda D)$ in $G_i$, and (iii) let each vertex $t$ collect its $s$-$t$ path in this tree (if such exists). Finally, after applying this procedure for $\text{poly}(D)$ iterations, each vertex $t$ computes locally the $s$-$t$ cut on the subgraph that it has collected. The argument shows that every vertex $t$ that is separated from $s$ by some minimum cut $E'$, can compute this set of edges w.h.p.

$\blacktriangleright$ Theorem 1. Let $G$ be an $\lambda = O(1)$ connected $D$-diam graph and max degree $\Delta$. There exists a randomized minimum cut algorithm that runs in $\text{poly}(D)$ rounds. In addition, with a small modification it computes the minimum vertex cut in $\text{poly}(D \cdot \Delta)$ rounds.

The algorithm is in fact stronger. Every vertex $t$ also learns a collection $(\lambda - 1)$ edge disjoint paths from $s$ (i.e., an integral flow from $s$). In addition, we do not compute only one minimum cut but rather for each minimum cut in $G$, there is at least one vertex that learns it.

Deterministic Computation of Small Cuts. So-far, the distributed minimum cut computation was inherently randomized. The randomized component of the algorithm of Thm. 1 is in the initial graph sampling in each iteration. To derandomize it, we introduce a new variant of universal-sets. We use this notion to explicitly compute, in polynomial time, a collection of $\text{poly}(D)$ subgraphs $G_1, \ldots, G_k$ that have the same key properties as those obtained by the sampling approach. The polynomial computation is done locally at each vertex and thus does not effect the round complexity.

$\blacktriangleright$ Theorem 2. One can compute small cuts deterministically in $\text{poly}(D)$ rounds.

This derandomization technique can be used to derandomize all other algorithms that are based on the fault tolerant (FT) sampling technique (e.g., [6],[27]), and it is therefore of interest also for centralized algorithms. Independently of our work, Alon, Chechik and Cohen [2] also studied the derandomization of algorithms that are based on the FT-sampling approach, their solution is different than ours.

For a summary on the computation of small cuts, see Table 1.

<table>
<thead>
<tr>
<th>Min-Cut Value $\lambda$</th>
<th>$#$Rounds</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pritchard &amp; Thurimella [21]</td>
<td>2 Edges</td>
<td>$O(D)$</td>
</tr>
<tr>
<td>This Work</td>
<td>$O(1)$ Edges</td>
<td>$\text{poly}(D)$</td>
</tr>
<tr>
<td>This Work</td>
<td>$O(1)$ Vertices</td>
<td>$\text{poly}(D \cdot \Delta)$</td>
</tr>
</tbody>
</table>

Computation of Edge-Connectivities. We then turn to consider the more general task of computing the edge connectivity of all graph edges, up to some constant bound $\lambda = O(1)$. For an edge $e = (u, v)$, the edge connectivity of $e$ is the size of the $u$-$v$ minimum (edge) cut in $G$. In the output format for each edge $e = (u, v)$, its endpoints are required to learn the edge
connectivity of $e$. Exact computation of all edge connectivities has been previously known only $\lambda \leq 2$ due to Pritchard and Thurimella [21]. They gave randomized algorithms for the case of $\lambda = 1, 2$ with round complexities of $O(D)$ and $O(D + \sqrt{n} \log^2 n)$, respectively.

In this paper, we again take a completely different approach and show a deterministic algorithm with $\text{poly}(D) \cdot 2^{\sqrt{\log n \log \log n} \text{ rounds}}$ for computing all edge connectivities up to constant value of $\lambda = O(1)$. Our algorithm is based on two tools: (1) low-congestion cycle cover [17] and their distributed computation [18]; and (2) the derandomization of the algorithm that computes a connectivity certificate deterministically with $O(\lambda n)$ edges using $\tilde{O}(\lambda)$ rounds. This considerably improves and extends up on the previous constructions with $O(D)$ rounds that were limited only for $\lambda \in \{2, 3\}$.

\begin{customthm}
For every $D$-diameter $n$-vertex graph $G = (V,E)$, w.h.p., the edge connectivity of all graphs edges up to $\lambda = O(1)$ can be computed in $\text{poly}(D) \cdot 2^{O(\sqrt{\log n})}$ rounds. This algorithm can also be derandomized using $\text{poly}(D) \cdot 2^{O(\sqrt{\log n \log \log n})}$ rounds.
\end{customthm}

Sparse Connectivity Certificates. In the second part of the paper we consider the related problem of computing connectivity certificates. We first show that by a direct application of fault tolerant spanners, one can compute a $\lambda$-edge connectivity certificate with $O(\lambda n)$ edges using $\tilde{O}(\lambda)$ rounds. This considerably improves and extends up on the previous constructions with $O(D)$ rounds that were limited only for $\lambda \in \{2, 3\}$.

\begin{customlem}
For every $\lambda \in \mathbb{N}_{\geq 1}$, there is a randomized algorithm that computes a $\lambda$ connectivity certificate with $O(\lambda n)$ edges in $O(\lambda \log^{1+o(1)} n)$ rounds, with high probability.
\end{customlem}

By plugging in the recent deterministic spanner construction of [12], one can compute $\lambda$-edge connectivity certificate deterministically with $\tilde{O}(\lambda \cdot n)$ edges and $\lambda \cdot 2^{O(\sqrt{\log n})}$ rounds. This answers the open problem raised by Dory [7] concerning the existence of efficient deterministic constructions of connectivity certificates.

To avoid the dependency in $\lambda$ in the round complexity, we use the well known Karger's edge-sampling technique, and show:

\begin{customlem}
For every $\lambda$-connected graph and $\epsilon \in (0, 1)$, there is a randomized distributed algorithm that computes a $(1 - \epsilon)\lambda$ connectivity certificate with $O(\lambda n)$ edges in $O(1/\epsilon^2 \cdot \log^{2+o(1)} n)$ rounds, with high probability.
\end{customlem}

Table 2 summarizes the state of the art. Note that if one uses fault tolerant spanners resilient for vertex faults, we get $\tilde{O}(\lambda)$-round algorithm for computing $\lambda$-vertex-certificates with $O(\lambda^2 n)$ edges. For clarity of presentation, we mainly focus on the edge-connectivity certificates, but our results naturally extend to the vertex case as well.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
& Edge Connectivity $\lambda$ & Certificate Size & $\#$ Rounds & Type \\
\hline
Thurimella [24] & Any & $\lambda \cdot n$ & $\tilde{O}(\lambda \cdot (D + \sqrt{D}))$ & Det. \\
\hline
Pritchard & Thurimella [21] & 2 & $2n$ & $O(D)$ & Rand. \\
\hline
Dory [7] & 3 & $O(n \log n)$ & $O(D \cdot \log^{2+n} n)$ & Rand. \\
\hline
This Work & Any & $O(\lambda n)$ & $O(\lambda \cdot \log^{1+o(1)} n)$ & Rand. \\
\hline
This Work & Approx. $(1 - \epsilon)$ & $O(\lambda \cdot n)$ & $O(\log^{2+o(1)} n)$ & Rand. \\
\hline
This Work & Any & $O(\lambda \cdot n)$ & $\lambda \cdot 2^{O(\sqrt{\log n \log \log n})}$ & Det. \\
\hline
\end{tabular}
\caption{State of the art result for distributed computation of sparse connectivity certificates.}
\end{table}

\footnote{Combining the recent result of [22] with [12] seems to improve the deterministic spanner construction to $\text{poly log} n$ rounds, and thus provide $\tilde{O}(\lambda)$-round algorithm for $\lambda$-sparse certificates.}

\footnote{I.e., a subgraph $H \subseteq G$ satisfying that $H$ is $\lambda$-vertex connected iff $G$ is $\lambda$-vertex connected.}
Graph Notation. For a subgraph \( G' \subseteq G \) and \( u, v \in V(G') \), let \( \pi(u, v, G') \) be the unique\(^8\) shortest-path in \( G' \). When \( G' \) is clear from the context, we may omit it and simply write \( \pi(u, v) \). For \( u, v \in G \), let \( \dist(u, v, G) \) be the length of the shortest \( u \)-\( v \) path in \( G \). For a vertex pair \( s, t \) and subgraph \( G' \subseteq G \), let \( \lambda(s, t, G') \) be the \( s \)-\( t \) cut in \( G' \).

The Communication Model. We use a standard message passing model, the CONGEST model \cite{19}, where the execution proceeds in synchronous rounds and in each round, each node can send a message of size \( O(\log n) \) to each of its neighbors.

2 Exact Computation of Small Cuts

Throughout, we consider unweighted multigraphs with diameter \( D \), and (edge or vertex) connectivity at most \( \lambda = O(1) \). Before presenting the algorithm we start by considering the following simpler task.

Warm Up: Cut Verification. In the cut verification problem, one is given a subset of edges \( E' \) where \( |E'| \leq \lambda \), it is then required to test if \( G \setminus E' \) is connected. As we will see there is a simple algorithm for this problem which is based on the following key lemma.

\textbf{Lemma 6. } Consider a \( D \)-diameter unweighted graph \( G = (V, E) \) with maximum degree \( \Delta \).
\begin{enumerate}
\item If \( u, v \in V \) are \( \lambda \)-edge connected\(^9\) (i.e., the \( u \)-\( v \) cut is at least \( \lambda \)) then \( \dist(u, v, G \setminus F) \leq c \cdot \lambda \cdot D \) for every edge sequence \( F \subseteq E \), \( |F| \leq \lambda - 1 \) for some constant \( c \).
\item If \( u, v \in V \) are \( \lambda \)-vertex connected then \( \dist(u, v, G \setminus F) \leq c \cdot \lambda \cdot \Delta \cdot D \) for every vertex sequence \( F \subseteq V \), \( |F| \leq \lambda - 1 \).
\end{enumerate}

\textbf{Proof. } Let \( T \) be an arbitrary BFS tree in \( G \) of diameter \( O(D) \). We begin with (1). Fix a set of faults \( F \subseteq E \), \( |F| \leq \lambda - 1 \), and let \( P_{u,v,F} \) be the \( u \)-\( v \) shortest path in \( G \setminus F \). Since \( u \) and \( v \) are \( \lambda \)-edge connected such path \( P_{u,v,F} \) exists. We next bound the length of \( P_{u,v,F} \). Consider the forest \( T \setminus F \) which has at most \( \lambda \) connected components \( C_1, \ldots, C_\ell \). We mark each vertex on \( P_{u,v,F} \) with its component ID in the forest \( T \setminus F \). Note that all vertices in the same component are connected by a path of length \( O(D) \) in \( G \setminus F \). We can then traverse the path \( P_{u,v,F} \) from \( u \) and jump to the last vertex \( u_1 \) on the path (close-most to \( v \)) that belongs to the component of \( u \). The length of this sub-path is \( O(D) \) and using one connecting edge on \( P_{u,v,F} \), we move to a vertex belonging to a new component in \( T \setminus F \). Overall the path \( P_{u,v,F} \) can be covered by \( \ell \) path segments \( P_1, \ldots, P_\ell \) such that the endpoints of each segments are in the same component in \( T \setminus F \), each neighboring segments \( P_i \) and \( P_{i+1} \) are connected by an edge from \( P_{u,v,F} \). Since each \( |P_i| = O(D) \), we get that \( |P_{u,v,F}| = O(\lambda \cdot D) \). Claim (2) follows the exact same argument with the only distinction is that when a vertex fails, the BFS tree might break up into \( \Delta + 1 \) components. Thus, for a subset \( F \subseteq V \) of vertices with \( |F| \leq \lambda - 1 \), the tree \( T \) breaks into \( O(\lambda \cdot \Delta) \) components. \( \blacksquare \)

This lemma immediately implies an \( O(\lambda D) \)-round solution for the cut verification task: build a BFS tree \( T \) from an arbitrary source up to depth \( O(\lambda \cdot D) \). Then \( T \) is a spanning tree iff \( E' \) does not disconnect the graph.

\textbf{Corollary 7 (Cut Verification). } Given a set of \( \lambda \) edges \( E' \). One can test if \( E' \) is a cut in \( G \) using \( O(\lambda \cdot D) \) rounds.

\(^8\) Ties are broken in a consistent manner.

\(^9\) Note that we do not require the graph \( G \) to be \( \lambda \) connected.
The following definition is useful for the description and analysis of our algorithm.

**Definition 8 (\((s,t)\) connectivity certificate).** Given a graph \(G\) with minimum cut \(\lambda\) and a pair of vertices \(s\) and \(t\), the \((s,t)\) connectivity certificate is a subgraph \(G_{s,t} \subseteq G\) satisfying that \(s\) and \(t\) are \(\lambda\)-connected in \(G_{s,t}\) iff they are \(\lambda\)-connected in \(G\).

Whereas a-priori the size of the \((s,t)\) connectivity certificate, measured by the number of edges, might be \(\Omega(n)\), as will show later on, it is in fact bounded by \((\lambda D)^{O(1)}\), hence \(\text{poly}(D)\) for \(\lambda = O(1)\). With this definition in mind, we are now ready to present the minimum cut algorithm.

### A poly\((D)\)-Round Randomized Algorithm.

The algorithm has two phases. In the first phase, every vertex \(t\) computes its \((s,t)\) certificate subgraph \(G_{s,t}\) w.r.t. a given fixed source \(s\). In the second phase, each vertex \(y\) locally computes its \((s,t)\) cut in the subgraph \(G_{s,t}\), and one of the output \(\lambda\)-size cut is broadcast to the entire network. Throughout, we assume w.l.o.g. that the value of the minimum cut \(\lambda\) is known, since \(\lambda = O(1)\) this assumption can be easily removed.

The first phase has \(\ell = O((\lambda D)^{2\lambda})\) iterations, or *experiments*. In each iteration \(i\), the algorithm samples a subgraph \(G_i\) by including each edge \(e \in G\) into \(G_i\) independently with probability \(p = 1 - 1/(c(\lambda D))\) for some constant \(c\) (taken from Lemma 6). For a source vertex \(s\) (which is fixed in all iterations), a (truncated) BFS tree \(B_i\) rooted in \(s\) is computed in \(G_i\) up to depth \(c \cdot \lambda \cdot D\). Next, every vertex in \(B_i\) learns its tree path from \(s\) by pipelining these edges downward the tree. This completes the description of an iteration. Let \(G_{s,t} = \bigcup_{i=1}^{\ell} \pi(s,t,B_i)\).

In the second phase, every vertex \(t\) locally computes its \((s,t)\) cut in the subgraph \(G_{s,t}\). The edges of the minimum cut are those obtained by one of the vertices \(t\) whose \((s,t)\) connectivity in \(G_{s,t}\) is at most \(\lambda\).

### Correctness.

For the correctness of the algorithm it will be sufficient to show that w.h.p. \(G_{s,t}\) is an \((s,t)\) connectivity certificate for every \(t \in V\).

**Claim 9.** For every \(t\), w.h.p., \(G_{s,t}\) is an \((s,t)\) connectivity certificate.

**Proof.** Since \(G_{s,t} \subseteq G\), it is sufficient to show that \(s\) and \(t\) are connected in \(G_{s,t} \setminus F\) for any subset \(F \subseteq V\), \(|F| \leq \lambda\) satisfying that \(s\) and \(t\) are connected in \(G \setminus F\). Fix such a triplet \(\langle s,t,F \rangle\) where \(s\) and \(t\) are connected in \(G \setminus F\). An iteration \(i\) is *successful* for \(\langle s,t,F \rangle\) if

\[
\pi(s,t,G \setminus F) \subseteq G_i \quad \text{and} \quad F \cap G_i = \emptyset.
\]

Note that if iteration \(i\) is successful for \(\langle s,t,F \rangle\), then the truncated BFS tree \(B_i\) contains \(t\) as \(\text{dist}(s,t,G_i) = |\pi(s,t,G \setminus F)| \leq c \cdot \lambda \cdot D\), where the last inequality is due to Lemma 6(1).

In addition, since \(F \cap G_i = \emptyset\), it also holds that \(\pi(s,t,B_i) \subseteq G_{s,t} \setminus F\).

It remains to show that with probability at least \(1 - 1/p(\lambda D)\), every triplet \(\langle s,t,F \rangle\) where \(s\) and \(t\) are connected in \(G \setminus F\), has at least one successful iteration. The claim will then follow by applying the union bound over all \(n^{2\lambda}\) triplets. Recall that each edge is sampled into \(G_i\) independently with probability \(p\). Thus the probability that iteration \(i\) is successful for \(\langle s,t,F \rangle\) is at least:

\[
q = p^{c \cdot \lambda D} \cdot (1 - p)^\lambda = 1/(\lambda \cdot D)^\lambda.
\]

Since there are \(\ell\) independent experiments, the probability that all of them fail is \((1 - q)^\ell \leq 1/p(\lambda D)^\lambda\), the claim follows.
Finally, let $t$ be a vertex such that $s$ and $t$ are not $(\lambda + 1)$-connected in $G$. Thus, by the lemma above, $\lambda(s, t, G_{s,t}) \leq \lambda$ and the minimum cut computation applied locally by vertex $t$ in $G_{s,t}$ outputs a subset $F$ of at most $\lambda$ edges. We claim that w.h.p. $s$ and $t$ are also not connected in $G \setminus F$. Assume otherwise, then by Lemma 6(1), dist$(s, t, G \setminus F) \leq c \cdot \lambda \cdot D$, thus by the argument above, w.h.p., there is an iteration $i$ in which an $s$-t path that does not go through $F$ is taken into $G_{s,t}$, leading to a contradiction that $s$ and $t$ are disconnected in $G_{s,t} \setminus F$. 

**Corollary 10.** For every $D$-diameter unweighted graph $G = (V, E)$, $\lambda \geq 1$ and vertex pair $s, t \in V$, there exists an $(s, t)$ certificate $G_{s,t} \subseteq G$ of size $(\lambda D)^{O(\lambda)}$.

**Round Complexity.** Each of the $\ell$ iterations takes $O(\lambda \cdot D)$ rounds for computing the truncated BFS tree. Learning the edges along the tree path from the root also takes $O(\lambda \cdot D)$ rounds via pipeline, thus overall the round complexity is $(\lambda \cdot D)^{c+2}\lambda = \text{poly}(D)$ for $\lambda = O(1)$.

**Extension to Vertex Cuts.** The algorithm for computing vertex cuts is almost identical and requires minor adaptations. First, instead of having a single source vertex $s$, we will pick $\lambda + 1$ arbitrary sources $s_1, \ldots, s_{\lambda + 1}$ and will run an algorithm, which is very similar to the one described above, with respect to each source $s_i$. Note that since the vertex cut has size $\lambda$, then there is at least one vertex cut $V' \subset V$ of size $\lambda$ that does not contain at least one of the sources $s_i$. In such a case, our algorithm will find the cut $V'$ when running the below mentioned algorithm w.r.t the source $s_i$.

The algorithm for each source $s_i$ works in iterations, where each iteration $j$ samples into a subgraph $G_j$ a collection of vertices rather than edges. That is, the subgraph $G_j$ is defined by taking the induced graph on a sample of vertices, where each vertex gets sampled independently with probability $p' = (1 - 1/(c\lambda \cdot \Delta \cdot D))$ (the constant $c$ is taken from Lemma 6(2)). Then a BFS tree $B_j$ rooted at $s_i$ is computed in $G_j$ up to depth $c\lambda \cdot \Delta \cdot D$. Every vertex $v \in B_j$ collects its path from the root. Let $G_{s_i,t}$ be the union of all paths collected for each vertex $t$. In the second phase, the vertex $t$ computes locally the $s_i$-$t$ vertex-cut in $G_{s_i,t}$.

The analysis is then identical to that of the edge case, where in particular, we get that w.h.p. $G_{s_i,t}$ is the vertex-connectivity certificate for every $t$.

### 2.1 Deterministic Min-Cut Algorithms via Universal Sets

Our goal in this section is to derandomize the FT-sampling technique by locally computing explicitly (at each node) a small family of graphs $\mathcal{G} = \{G_i \subseteq G\}$ such that in iteration $i$, the vertices will apply the computation on the graph $G_i$ in the same manner as in the randomized algorithm. Here, however, the graph $G_i$ is not sampled but rather computed locally by all the vertices. The family of subgraphs $\mathcal{G}$ is required to satisfy the following crucial property for $a = c \cdot D \cdot \lambda$ and $b = \lambda$:

For every two disjoint subsets of edges $A, B$ with $|A| \leq a$ and $|B| \leq b$, there exists a subgraph $G_i \in \mathcal{G}$ satisfying that:

$$A \subseteq G_i \quad \text{and} \quad B \cap G_i = \emptyset. \quad (1)$$

In our algorithms, the subset $B$ corresponds to a set of edge faults, and $A$ corresponds to an $s$-$t$ shortest path in $G \setminus B$. Thus, $|B| \leq \lambda$ and by Lemma 6, $|A| = O(\lambda \cdot D)$. We begin with the following observation that follows by the probabilistic method.
Lemma 11. There exists a family of graphs $\mathcal{G} = \{G_i \subseteq G\}$ of size $O(a^{b+1} \cdot \log n)$ that satisfies Eq. (1) for every disjoint $A, B \subseteq E$ with $|A| \leq a$ and $|B| \leq b$.

Proof. We will show that a random family $\mathcal{G}_R$ with $\ell = O(a^{b+1} \cdot \log n)$ subgraphs satisfies Eq. (1) with non-zero probability. Each subgraph $G_i$ in $\mathcal{G}_R$ is computed by sampling each edge in $G$ into $G_i$, with probability of $p = (1 - 1/a)$.

The probability that $G_i$ satisfies Eq. (1) for a fixed set $A$ and $B$ of size at most $a$ and $b$ (respectively) is $q = p^a \cdot (1 - p)^b = 1/a^b$. The probability that none of the subgraph $G_i$ satisfy Eq. (1) for $A, B$ is at most $(1 - q)^{a^{b+1} \cdot \log n} \leq 1/n^{3a}$. Thus, by doing a union bound over all $n^{2a}$ possible subsets of $A, B$, we get that $\mathcal{G}_R$ satisfies Eq. (1) for all subsets with positive probability. The lemma follows.

Lemma 11 already implies a deterministic minimum cut algorithm with $\text{poly}(D)$ rounds, in case where nodes are allowed to perform unbounded local computation. Specifically, let every node compute locally, in a brute force manner, the family of graphs $\mathcal{G} = \{G_i \subseteq G\}$ of size $a^{b+1} \cdot \log n$. In each iteration $i$ of the minimum-cut computation, nodes will use the graph $G_i \in \mathcal{G}$ to compute the truncated BFS tree, and collect their tree paths in these trees.

Although the CONGEST model does allow for an unbounded local computation, it is still quite undesirable. To avoid this, we next describe an explicit polynomial construction of the graph family $\mathcal{G}$. This explicit construction is based on stating our requirements in the language of universal sets.

Universal Sets. A family of sets $\mathcal{S} = \{S \subseteq [n]\}$ is $(n, k)$-universal if every subset $S' \subseteq [n]$ of $|S'| = k$ elements is shattered by $\mathcal{S}$. That is, for each of the $2^k$ subsets $S'' \subseteq S'$ there exists a set $S \in \mathcal{S}$ such that $S' \cap S = S''$. Using linear codes, one can compute $(n, k)$-universal sets with $n^{O(k)}$ subsets. Alon [1] showed an explicit construction of size $2^{O(k^3 \log n)}$ using the Justesen-type codes constructed by Friedman [8]. In our context, the parameter $n$ corresponds to the number of graph edges, and each subset is a subgraph. The parameter $k$ corresponds to the bound on the length of the path which is $O(\lambda \cdot D)$. Using the existing constructions lead to a family with $2^{\lambda^3 D}$ subgraphs which is unfortunately super-linear, already for graphs of logarithmic diameter.

A New Variant of Universal Sets. We define a more relaxed variant of universal sets, for which a considerably improved size bounds can be obtained. In particular, for our purposes it is not really needed to fully shatter subsets of size $k$. Instead, for every set $S'$ of $k$ elements we would like that for every small subset $S'' \subseteq S$, $|S''| \leq b$ (which plays the role of the faulty edges), there will be a set $S$ in the family satisfying that $S' \cap S = S' \setminus S''$. We call this variant FT-universal sets, formally defined as follows.

Definition 12 (FT-Universal Sets). For integers $n, a, b$ where $a \leq b \leq n$, a family of sets $\mathcal{S} = \{S \subseteq [1, n]\}$ is $(n, a, b)$-universal if for every two disjoint subsets $A \subseteq [1, n]$ and $B \subseteq [1, n]$ where $|A| \leq a$ and $|B| \leq b$, there exists a set $S \in \mathcal{S}$ such that (1) $A \subseteq S$ and (2) $B \cap S = \emptyset$.

Our goal is compute a family of $(n, a, b)$-universal sets of cardinality $O(a^{b+1} \log n)$ in time $\text{poly}(n, a^b)$. Towards that goal we will use the notion of perfect hash functions.

Definition 13 (Perfect Hash Functions). For integers $n$ and $k < n$ a family of hash functions $\mathcal{H} = \{h : [n] \rightarrow [f]\}$ is perfect if for every subset $S \subseteq [1, n]$ for $|S| \leq k$, there exists a function $h \in \mathcal{H}$ such that $h(i) \neq h(j)$, $\forall i, j \in S, i \neq j$. 
Definition 14 (Almost Pairwise Independence). A family of functions $\mathcal{H}$ mapping domain $[n]$ to range $[m]$ is $\epsilon$-almost pairwise independent if for every $x_1 \neq x_2 \in [n]$, $y_1, y_2 \in [m]$, we have: $\Pr[h(x_1) = y_1 \text{ and } h(x_2) = y_2] \leq (1 + \epsilon)/m^2$.

Fact 15 (25)). For every $\alpha, \beta \in \mathbb{N}$ and $\epsilon \in (0, 1)$, one can compute in $\text{poly}(\alpha \cdot 2^3 \cdot 1/\epsilon)$ an explicit family of $\epsilon$-almost pairwise independent hash functions $\mathcal{H}_{\alpha, \beta} = \{h : \{0, 1\}^\alpha \to \{0, 1\}^\beta\}$ that contains $O(\alpha \cdot 2^3)$ functions.

We next show how to compute a family of $(n, k)$-perfect hash functions in polynomial time.

Claim 16. One can compute an family of $(n, k)$-perfect hash functions $\mathcal{H} = \{h : [n] \to [2k^2]\}$ of cardinality $O(k^4 \log n)$ in time $\text{poly}(n,k)$.

Proof. We use Fact 15 with $\alpha = \log n$, $\beta = 4 \log k$, and $\epsilon = 0.1$, to get an $\epsilon$-almost pairwise independent hash function family $\mathcal{H}_{\alpha, \beta} = \{h : \{0, 1\}^\alpha \to \{0, 1\}^\beta\}$. We now show that this family is perfect for subsets $S \subseteq [1, n]$ of cardinality at most $k$. Fix a subset $S \subseteq [1, n]$, $|S| \leq k$. By definition, for every $x_1, x_2 \in S$ and $y_1, y_2 \in [2k^2]$,

$$\Pr_{h \in \mathcal{H}}[h(x_1) = y_1 \text{ and } h(x_2) = y_2] \leq (1 + \epsilon)/(4k^4).$$

Thus, the probability that a uniformly chosen random function $h \in \mathcal{H}_{\alpha, \beta}$ collides on $S$ is

$$\sum_{x_1 \neq x_2 \in S} \Pr_{h \in \mathcal{H}}[h(x_1) = h(x_2)] \leq k^2 \cdot \max_{x_1 \neq x_2 \in S} \Pr_{h \in \mathcal{H}}[h(x_1) = h(x_2)]] \leq k^2 \cdot \max_{x_1 \neq x_2 \in S} \sum_{y \in [2k^2]} \Pr[h(x_1) = h(x_2) = y] \leq 0.3,$$

by using the fact that $\Pr[h \in \mathcal{H}(h(x_1) = y(x_2) = y] \leq (1 + \epsilon)/(4k^4)$ (see Def. 14). We get that there exists $h' \in \mathcal{H}_{\alpha, \beta}$ that has no collisions on $S$. As this holds for every $S$, the claim follows.

Equipped with the polynomial construction of families of $(n, k)$-perfect hash functions, we next show how to compute our universal sets in polynomial time.

Lemma 17 (Small Universal Sets). For every set of integers $b < a < n$, one can compute in $\text{poly}(n, a^b)$, a family of universal sets $\mathcal{S}_{n,a,b}$ of cardinality $O(a^{b+1} \cdot \log n)$.

Proof. Set $k = a + b$. We will use Claim 16 to compute an $(n, k)$-perfect family of hash functions $\mathcal{H} = \{h : [n] \to [2k^2]\}$. For every $h \in \mathcal{H}$ and for every subset $i_1, \ldots, i_b \in [1, 2k^2]$, define:

$$\mathcal{S}_{h,i_1,i_2,\ldots,i_b} = \{\ell \in [n] \mid h(\ell) \notin \{i_1, i_2, \ldots, i_b\}\}.$$

Overall, $\mathcal{S}_{n,a,b} = \{\mathcal{S}_{h,i_1,i_2,\ldots,i_b} \mid h \in \mathcal{H}, i_1, i_2, \ldots, i_b \in [1, 2k^2]\}$.

The size of $\mathcal{S}_{n,a,b}$ is bounded by $|\mathcal{H}| \cdot 2^{2b} = O(k^{3b} \cdot \log n)$ as desired. We now show that $\mathcal{S}_{n,a,b}$ is indeed a family of universal sets for $n, a, b$. Since $\mathcal{H}$ is an $(n, k)$ perfect family of hash functions, for every two disjoint subsets $A, B \subseteq [n], |A| \leq a$ and $|B| \leq b$, there exists a function $h$ that does not collide on $C = A \cup B$ (since $|C| \leq k$). That is, there exists a function $h \in \mathcal{H}$ such that $h(i) \neq h(j)$ for every $i, j \in C, i \neq j$. Thus, letting $B = \{s_1, \ldots, s_b\}$ and $i_1 = h(s_1), \ldots, i_b = h(s_b)$, we have that $h(s_j) \notin \{i_1, \ldots, i_b\}$ for every $s_j \in A$. Therefore, the subset $\mathcal{S}_{h,i_1,i_2,\ldots,i_b}$ satisfies that $A \subseteq \mathcal{S}_{h,i_1,i_2,\ldots,i_b}$ and $B \cap \mathcal{S}_{h,i_1,i_2,\ldots,i_b} = \emptyset$. \hspace{2cm} \blacksquare
Deterministic Min-Cut Algorithm. Finally, we describe how to use FT-universal sets to get a poly(D)-round distributed algorithm for exact computation of small cuts. The only randomized part of the algorithm above is in defining the ℓ = poly(D) subgraphs G_i. Instead of sampling these subgraphs, each vertex computes them explicitly and locally. First, we rename all the edges to be in [1, m]. This can be easily done in O(D) rounds. Now, each vertex locally computes a family of universal sets for parameters m, k = O(λ · D), q = λ.

By Lemma 17, the family S contains (λ · D)^λ = poly(D) subsets in [1, m]. Each of the sets S_i ∈ S will be used as a subgraph G_i in the i-th iteration. That is, we iterate over all subsets (subgraphs) in S. In iteration i, all vertices know the set S_i and thus can locally decide which of their incident edges is in G_i. The correctness now follows the exact same line as that of the randomized algorithm.

3 Computation of All Edge Connectivities

Finally, we consider the more general task of computing the edge connectivity of all graph edges up to some constant value λ. For an edge e = (u, v), let λ(e) be the u-v edge connectivity in G, that is, the number of edge-disjoint u-v paths in G. By using the recent notion of low-congestion cycle cover [17], we show:

Lemma 18 (Distributed All Edge Connectivities). For every D-diameter graph G, there is a randomized distributed algorithm that w.h.p. computes all edge connectivities up to some constant value λ within 2^O(√(log n) · poly(D)) rounds. That is, in the output solution, the endpoints of every edge e = (u, v) know the connectivity λ(e) of this edge, as well as a certificate for that connectivity.

Low Congestion Cycle Covers. A (d, c) cycle cover C is a collection of cycles of length at most d, such that each edge appears on at least one cycle and at most c cycles. We will use the recent deterministic distributed construction of cycle covers of [18].

Lemma 19 ([18], Distributed Cycle Cover). For every bridgeless n-vertex graph G = (V, E) with diameter D, one can compute a (d, c) cycle cover C with d = 2^O(√(log n) · D and c = 2^O(√(log n)), within O(d · c) rounds.

Combining the lemma above with the centralized construction of nearly-optimal cycle covers of [17], we get:

Lemma 20 (Distributed Opt. Cycle Cover). For an n-vertex graph G = (V, E) (not necessarily connected), there is a randomized algorithm ApproxCycleCover that given the graph G and parameter D’ computes w.h.p. a cycle collection C such that: (a) every edge e that lies on a cycle C_e in G of length at most D’ is covered by a cycle C’ ∈ C of length 2^O(√(log n) · |C_e|), and (b) each edge appears on 2^O(√(log n)) cycles. In the output format of the algorithm, every edge e learns all the cycles in C that go through this edge. The round complexity of Alg. ApproxCycleCover is 2^O(√(log n) · D’).

The high level idea of Alg. ApproxCycleCover is based on the notion of neighborhood covers. Roughly speaking, the k-neighborhood cover for a graph G is a collection of subgraphs G_1, . . . , G_t such that the following three properties hold: (1) for each vertex v, there is a subgraph G_i that contains its entire k-hop neighborhood, (2) the diameter of each graph G_i is O(k log n), and (3) each vertex appears on O(log n) subgraphs. Alg. ApproxCycleCover is obtained by applying the cycle cover algorithm of Theorem 19 on each subgraph G_i in the
$k$ neighborhood cover of $G$, for every value $k = 2^j$, $j \in \{1, \lfloor \log(D') \rfloor \}$. This increases the total congestion of the cycles by at most a logarithmic factor. To see why this works, consider an edge $e$ that lies on a cycle $C_e$ of length $|C_e| \leq D'$ in $G$. Letting $|C_e| \in [2^{j-1}, 2^j]$, we have that $C_e$ is fully contained in one of the subgraphs of a $k$ neighborhood cover for $k = 2^j$. Hence, due to Theorem 19 the edge $e$ is covered by a cycle of length $2^O(\sqrt{\log n}|C_e|$ as desired.

From Cycle Covers to Edge Connectivities. The algorithm for computing all the edge connectivities is based on combining the FT-sampling approach with Alg. $\text{ApproxCycleCover}$. In the high level, using the sampling technique, the algorithm attempts to compute not a single cycle for covering an edge $e = (u,v)$, but rather a collection of $\lambda$ edge-disjoint cycles that covers this edge (i.e., the edge $e$ is the only common edge in these cycles). If it fails in finding these edge disjoint cycles, it deduces that the $u$-$v$ connectivity is less than $\lambda$. In the latter case, it also finds all $u$-$v$ cuts in $G$.

Let $D' = 2c \cdot \lambda \cdot D + 1$. The algorithm consists of $\ell = O(\lambda \cdot D \log n)$ iterations that we treat as experiments. In each experiment $i$, we sample each edge $e \in E(G)$ into $G_i$ with probability $p = (1 - 1/(D')^\lambda)$, and compute a cycle cover $C_i$ by applying Alg. $\text{ApproxCycleCover}$ on $G_i$ with parameter $D'$. For every edge $e = (u,v)$, let $G_{u,v} = \bigcup_i \{ C_i \mid e \in C_i, C \in C_i \}$ be the union of all cycles that go through $e$. The nodes $u, v$ compute the edge connectivity of $e$ by locally computing the $u$-$v$ cut in the subgraph $G_{u,v}$. For a pseudo-code of the algorithm see Algorithm 1. By a similar argument to that of Cl. 9, we show:

\begin{itemize}
  \item [Proof.] Let $e = (u,v)$ such that $u$ and $v$ are $\lambda$-edge connected. In other words, $u$ and $v$ are $(\lambda - 1)$-connected in $G \setminus \{e\}$. Note that since the diameter of $G \setminus \{e\}$ is at most $2D$, by Lemma 6, for every $F \subseteq E(G) \setminus \{e\}$, $|F| \leq \lambda - 2$, we have that $\text{dist}(u,v,G \setminus (F \cup \{e\})) \leq 2c \cdot \lambda \cdot D$. Therefore, for any $F \subseteq E(G) \setminus \{e\}$, $|F| \leq \lambda - 2$ the subgraph $G \setminus F$ contains a cycle that covers $e$ of length at most $D' = 2c \cdot \lambda \cdot D + 1$.

To show that $G_{u,v}$ is a $\lambda$-certificate for such a neighboring pair $u, v$ (that is $\lambda$ edge connected in $G$), it is sufficient to show that for every failing of at most $\lambda - 2$ edges $F$ where $e \notin F$, $G_{u,v}$ contains a $u$-$v$ path in $G_{u,v} \setminus (F \cup \{e\})$. Or in the other words, that $G_{u,v} \setminus F$ contains a cycle that covers $e$.

Fix a failing set $F$, where $e \notin F$ and $|F| \leq \lambda - 2$, and $u$ and $v$ are connected in $G \setminus (F \cup \{u,v\})$. We say that iteration $i$ is successful for such a triplet $(u,v,F)$ if $F \cap G_i = \emptyset$, $(u,v) \in G_i$ and $\pi(u,v,G \setminus (F \cup \{u,v\})) \subseteq G_i$. Note that in such a case, since $G_i$ contains a cycle of length at most $D'$ that covers $e$, Algorithm $\text{ApproxCycleCover}$ computes a cycle $C \subseteq G_i$ that covers the edge $e = (u,v)$, and thus a $u$-$v$ path in $G_i \setminus (F \cup \{e\})$ as desired. It remains to show that w.h.p. every triplet $(u,v,F)$ has at least one successful iteration. Since each edge is sampled w.p. $p$ into $G_i$, the iteration is successful with probability $\Omega(1/D^\lambda)$. By simple application of the Chernoff bound, we get that the probability that a given triplet $(u,v,F)$ does not have a successful iteration is at most $1/n^{c^2 \lambda}$. Thus by applying the union bound over all $n^{c^2 \lambda + 2}$ triplets, the claim follows.

The proof of Lemma 18 follows by Cor. 20 and Cl. 21. Note that this algorithm can be made deterministic while keeping the same round complexity, by using the derandomization of the FT-sampling approach from Sec. 2.1 along with the deterministic neighborhood cover construction of [12].
Lemma 22. All edge connectivities, up to a constant $\lambda$, can be computed deterministically in $2^{\sqrt{\log n \log \log n}} \cdot \text{poly}(D)$. 

Proof. The algorithm requires two main adaptations. First the randomized algorithm $\text{ApproxCycleCover}$ is made deterministic by using the deterministic construction of neighborhood covers of [12] that uses $2^{\sqrt{\log n \log \log n}}$ rounds. In the second part, we use the derandomization of the FT-sampling, as in the minimum cut algorithm. Overall, the total round complexity is $2^{O(\sqrt{\log n \log \log n})} \cdot \text{poly}(D)$. ◀

### Algorithm 1 DistEdgeConnec$(G = (V,E), \lambda)$.

Distributed Computation of $\lambda$-edge connected cycle covers.

1. For $i = 1$ to $O(\lambda \cdot D)^{2\lambda}$:
   - Sample each edge $e$ into $G_i$ w.p. $p = (1 - 1/D')$.
   - $C_i \leftarrow \text{ApproxCycleCover}(G_i, D')$.
2. $C = \bigcup_i C_i$.
3. For every edge $e = (u,v)$, let $G_{u,v} = \{ C \in C \mid e \in C \}$.
4. $\lambda(e) = \text{MinCut}(G_{u,v})$.

## 4 Sparse Connectivity Certificates

Finally, we consider the related problem of computing sparse connectivity certificates. We start by observing that an FT-spanner for the graph is also a connectivity certificate.

### Fault Tolerant Spanners.

Fault tolerant (FT) spanners [14, 4] are sparse subgraphs that preserve pairwise distances in $G$ (up to some multiplicative stretch) even when several edges or vertices in the graph fails. These spanners have been introduced by Levcopoulos for geometric graphs [14], and later on by Chechik et al. [4] for general graphs.

Definition 23 (Fault Tolerant Spanners). For positive integers $k, f$, an $f$ edge fault-tolerant $(2k - 1)$ spanner for an $n$-vertex graph $G = (V,E)$ is a subgraph $H \subseteq G$ satisfying that $\text{dist}(u,v,H \setminus F) \leq (2k - 1)\text{dist}(u,v,G \setminus F)$ for every $u,v \in V$ and $F \subseteq E$, $|F| \leq f$. Vertex fault-tolerant spanners are defined analogously where the fault $F \subseteq V$.

Chechik et al. [4] gave a generic algorithm for computing these spanners against edge failures.

Fact 24 ([4]). Let $A$ be an algorithm for computing the standard (fault-free) $(2k - 1)$ spanner with $O(n^{1+1/k})$ edges and time $t$. Then one can compute $f$ edge fault-tolerant $(2k - 1)$ spanners with $O(f \cdot n^{1+1/k})$ edges in time $O(f \cdot t)$.

Dinitz and Krauthgamer provided a similar transformation for vertex faults that is based on the FT-sampling technique, see Thm. 2.1 of [6].

Certificates from Fault Tolerant Spanners. The relation between FT-spanners and connectivity certificates is based on the following observation.

Observation 25. An $f$ edge (resp., vertex) FT spanner $H \subseteq G$ is a certificate for the $f$ edge (resp., vertex) connectivity of the graph.
Proof of Observation 25. Consider a $\lambda$-edge connected graph $G$, and let $H$ be an $f$-FT-spanner for $G$ with $f = \lambda - 1$. We show that $H$ is $\lambda$-edge connected, by showing that for every vertex pair $s, t$ and a subset of $F$ edge faults, $|F| \leq f$, there exists an $s$-$t$ path in $H \setminus F$. Let $P$ be an $s$-$t$ path in $G \setminus F$. Since $G$ is $\lambda$-connected, such a path exists. For every edge $e = (u, v) \in P \setminus H$, it holds that $\text{dist}(u, v, H \setminus F) \leq 2k - 1$, thus in particular, every neighboring pair $u, v$ on $P$ are connected in $H \setminus F$, the claim follows. The proof of $\lambda$-vertex connected graphs works in the same manner.

Since spanners with logarithmic stretch have linear size, fault tolerant spanners with logarithmic stretch are sparse connectivity certificates. By using the existing efficient (in fact local) distributed algorithms for spanners, we get:

- Observation 26. (1) There exists a randomized algorithm for computing a sparse $\lambda$-edge certificate with $O(\lambda n)$ edges within $O(\lambda \cdot \log^{1+o(1)} n)$ rounds, w.h.p.; (2) There exists a randomized algorithm for computing a $\lambda$-vertex certificate for the $\lambda$-vertex connectivity with $O(\lambda^2 \cdot \log n)$ edges within $O(\lambda^3 \cdot \log^{2+o(1)} n)$ rounds, w.h.p.;

Proof. Claim (1) follows by combining the ultra-sparse spanners construction of Pettie [20] with Fact 24. To obtain sparse certificates, we use Fact 24 with algorithm $A$ taken to be the ultra-sparse algorithm by Pettie [20]. This algorithm computes an $O(2^{\log^* n} \log n)$-spanner $H$ with $O(n)$ edges within $O(\log^{1+o(1)} n)$ rounds. By taking $\lambda$ disjoint copies of such spanner, constructed sequentially one after the other, we obtain a certificate with $O(\lambda \cdot n)$ edges. In the same manner, Claim (2) follows by plugging the algorithm of Pettie [20] in the meta algorithm for FT-spanners against vertex faults by Dinitz and Krauthgamer (Thm. 2.1 in [6]).

While Obs. 26 gives efficient algorithm when $\lambda = O(1)$, it is less efficient for large connectivity values. In the next lemma we apply the edge sampling technique of Karger [13] to omit the dependency in $\lambda$ in the round complexity. Ideas along this line appear in [10].

- Lemma 27. For every $\lambda = \Omega(\log n)$, and $\epsilon \in [0, 1]$, given an $\lambda$-edge connected graph $G$, one can compute, w.h.p., an $(1-\epsilon)\lambda$-edge sparse certificate within $O(1/\epsilon^2 \cdot \log^{2+o(1)} n)$ rounds.

Proof. We restrict attention to $\lambda = \Omega(\log n)$, as otherwise, the lemma follows immediately from Obs. 26. The key idea for omitting the dependency in $\lambda$ is by randomly decomposing the graph into spanning subgraphs each with connectivity $\min\{\lambda, \Theta(\log n/\epsilon^2)\}$ using random edge sampling, and to run the algorithm of Obs. 26 on each of the subgraphs. We randomly put each edge of $G$ in one of $\mu$ subgraphs $G_1, \ldots, G_\mu$ for $\mu = \lfloor \lambda \cdot \epsilon^2/(20 \log n) \rfloor$. Karger [13] showed that each subgraph $G_i$ has edge-connectivity in $(1 \pm \epsilon)\lambda/\mu$ with high probability. In addition, the summation of the edge-connectivities $\lambda_1, \ldots, \lambda_\mu$ of the subgraphs $G_1, \ldots, G_\mu$ is at least $\lambda(1 - \epsilon)$. The algorithm then computes a $\lambda'$-edge sparse certificate $H_i$ for $\lambda' = (1 - \epsilon)\lambda/\mu$ in each $G_i$ subgraph simultaneously. The output certificate $H$ is the union of all $H_i$ subgraphs.

We next analyze the construction, and start with round complexity. Since the $G_i$ subgraphs are edge disjoint, applying the algorithm of Obs. 26 takes $O(\lambda' \cdot \log^{2+o(1)} n)$ rounds which is $O(\log^{2+o(1)} n)$ rounds. The edge bound follows immediately as $|E(H)| = c \cdot \mu \cdot \lambda' n = O(\lambda n)$ as required. It remains to show that $H$ is indeed a $(1-\epsilon)\lambda$-edge connectivity certificate. Consider a pair of vertices $s, t$, and a sequence of at most $(1-\epsilon)\lambda$ edge faults $F$. We will show that $s$ and $t$ are connected in $H \setminus F$. Since the $G_i$ subgraphs are edge-disjoint, there must be a subgraph $G_i$ containing at most $\lambda' = (1 - \epsilon)\lambda/\mu$ of the faults. Let $F_i = F \cap G_i$. Since $G_i$ is $\lambda'$-edge connected, $s$ and $t$ are connected in $G_i \setminus F_i$. Since $H_i$ is a $\lambda'$-edge certificate of $G_i$, it also holds that $s$ and $t$ are connected in $H_i \setminus F_i$ and thus also in $H \setminus F$ (i.e., as by definition, $(F \setminus F_i) \cap H_i = \emptyset$). The claim follows.
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1 Introduction

Concurrent data structures allow operations to access the data structure concurrently, which require synchronised access to guarantee consistency with respect to their sequential semantics [9, 10]. The synchronisation of concurrent accesses is generally achieved by guaranteeing some notion of atomicity, where, an operation appears to occur at a single instant between its invocation and its response. A concurrent data structure is typically designed around one or more synchronisation access points, from where threads compute, consistently, the current state of the data structure. Synchronisation is vital to achieving consistency and cannot be eliminated [5]. Whereas this is true, synchronization might generate contention in memory resources hurting scalability and performance.

The necessity of reducing contention at the synchronisation access points, and consequently improving scalability, is and has been a major focus for concurrent data structure researchers. Techniques like; elimination [18, 31], combining [32], dynamic elimination-combining [6] and back-off strategies have been proposed as ways to improve scalability. To address, in a more significant way, the challenge of scalability bottlenecks of concurrent data structures, it has been proposed that the semantic legal behaviour of data structures should be extended [29]. This line of research has led to the introduction of an extended set of weak semantics including; weak internal ordering, weakening consistency and semantic relaxation.

One of the main definition of semantic relaxation proposed and used in the literature is $k$-out-of-order [1, 2, 15, 19, 24, 26, 33, 35]. $k$-out-of-order semantics allow operations to occur out of order within a given $k$ bound, e.g. a pop operation of a $k$-out-of-order stack can remove any item among the $k$ topmost stack items. By allowing a Pop operation to remove any item among the $k$ topmost stack items, the semantics do not anymore impose a single access point. Thus, by relaxing the stack semantics, we allow for potentially more efficient stack designs with reduced synchronisation overhead, which is the motivation for concurrent data structure semantics relaxation.

Relaxation can be exploited to achieve improved parallelism by increasing the number of disjoint access points, or by increasing thread local data processing. Disjoint access is popularly achieved by distributing operations over multiple instances of a given data structure [2, 14, 15, 24]. On the other hand, the locality is generally achieved through binding single thread access to the same memory location for specific operations [13, 14, 35].

In this paper, we introduce an efficient two-dimensional algorithmic design framework, that uses multiple instances (sub-structures) of a given data structure as shown in Figure 1. The first dimension of the framework is the number of sub-structures operations are spread to, in order to benefit from parallelism through disjoint access points; the second dimension

![Figure 1](image-url) An illustration of our 2D design using a Stack as an example. There are three sub-stacks $a$, $b$ and $c$. $k$ is proportional to the area of the green dashed rectangle in which operations are bounded to occur. $a$ can be used for both Push and Pop. $b$ can be used for Push but not for Pop. $c$ can be used for Pop but not for Push.
is the number of consecutive operations that can occur on the same sub-structure in order to benefit from data locality. We use two parameters to control the dimensions; width for the first dimension (horizontal) and depth for the second dimension (vertical).

A thread can operate on a given sub-structure for as long as a set of conditions hold (validity). Validity can be that valid sub-structures do not exceed (max) or go below (min), a given operation count threshold, as depicted by the dashed green rectangle in Figure 1. Validity conditions make sub-structures valid or invalid for a given operation. This implies that threads have to search for a valid sub-structure, increasing operation cost (latency). Our framework overcomes this challenge by limiting the number of sub-structures and allowing a thread to operate on the same sub-structure consecutively for as long as the validity conditions hold. Max and min can be updated if there are no valid sub-structures. We show algorithmically that the validity conditions provide for an efficient, tenable and tunable relaxation behaviour, described by tight deterministic relaxation bounds.

Our design framework can be used to extend existing lock-free data structure algorithms to derive k-out-of-order semantics for the given data structure. This can be achieved with minimal modifications to the data structure algorithm as we later show in this paper. Using our framework, we extend existing lock-free algorithms to derive lock-free k-out-of-order stacks, queues, dequeue and counters. Detailed implementation, correctness and performance analysis is also provided. Experimental evaluation shows that the derived data structures significantly outperform all previous data structure implementations of same category.

The rest of the paper is structured as follows. In Section 2 we discuss literature related to this work. We present the 2D framework and derived 2D algorithms in Section 3. We prove correctness and linearization bounds in Section 4. An experimental evaluation is discussed in Section 5 and the paper concludes in Section 6.

2 Related Work

Recently, data structure semantic relaxation has attracted the attention of researchers, as a promising direction towards improving concurrent data structures’ scalability [19, 29, 33]. It has also been shown that small changes on the semantics of a data structure can have a significant effect on the computation power of the data structure [30]. The interest in semantic relaxation is largely founded on the ease of use and understanding. One of the main definition of semantic relaxation proposed and used is k-out-of-order.

Using the k-out-of-order definition, a segmentation technique has been proposed in [1], later revisited in [19] realizing a relaxed Stack (k-Stack) and FIFO Queue (Q-segment) with k-out-of-order semantics. The technique involves a linked-list of memory segments with k number of indexes on which an item can be added or removed. The stack items are accessed through the topmost segment, whereas the queue has a tail and head segment from which Enqueue and Dequeue can occur respectively. Segments can be added and removed. Relaxation is only controlled through varying the number of indexes per segment. As discussed in Section 1, increasing the number of indexes increases operation latency and later becomes a performance bottleneck. This limits the performance benefits of the technique to a small range of relaxation values.

Also, load balancing together with multiple queue instances (sub-queues) has been used to design a relaxed FIFO queue (lru) with k-out-of-order semantics [15]. Each sub-queue maintains two counters, one for Enqueue another for Dequeue, while two global counters, one for Enqueue another for Dequeue maintain the total #operations for all sub-queues. The global counters are used to calculate the expected #operations on the last-recently-used
sub-queue. Threads can only operate on the least-recently-used sub-queue. This implies that for every operation threads must synchronise on the global counter, making it a sequential bottleneck. Moreover, threads have to search for the last-recently-used sub-queue leading to latency increase. Randomisation has also been used to balance load between multiple sub-structures, leading to relaxed designs such as MultiQueues and MultiCounters [2, 24].

The proposed relaxation techniques, mentioned above, apply relaxation in one dimension, i.e., increase disjoint access points to improve parallelism and reduce contention. However, this also increases operation latency due to increased access points to select from. Without a remedy to this downside, the proposed techniques cannot provide monotonic relaxation for better performance. Other relaxed data structures studied in the literature include priority queues [4, 24, 35]. Apart from semantic relaxation, other design strategies for improving scalability have been proposed including: elimination [6, 18, 23, 31], combining [32], internal weak ordering [11], and local linearizability [14]. However, these strategies have not been designed to provide bounded out of order semantic relaxation.

Elimination implements a collision path on which different concurrent operations try to collide and cancel out, otherwise, they proceed to access the central structure [18]. Combining, on the other hand, allows operations from multiple threads to be combined and executed by a single thread without the other threads contending on the central structure [12, 17]. However, their performance depends on the specific workload characteristics. Elimination mostly benefits symmetric workloads, whereas combining mostly benefits asymmetric workloads. Furthermore, the central structure sequential bottleneck problem still persists.

Weak internal ordering has been proposed and used to implement a timestamped stack (TS-Stack) [11], where Push timestamps each pushed item to mark the item’s precedence order. Each thread has its local buffer on which it performs Push operations. However, Pop operations pay the cost of searching for the latest item. In the worst case, Pop operations might contend on the same latest item if there are no concurrent Push operations. This leads to search retries, especially for workloads with higher Pop rates than Push ones.

Local linearizability has also been proposed for concurrent data structures such as; FIFO queues and Stacks [14]. The technique relies on multiple instances of a given data structure. Each thread is assigned an instance on which it locally linearizes all its operations. Operations: Enqueue (FIFO queue) or Push (Stack) occur on the assigned instance for a given thread, whereas, Dequeue or Pop can occur on any of the available instances. With Dequeue or Pop occurring more frequently, contention quickly builds as threads try to access remote buffers. The threads also lose the locality advantage while accessing remote buffers, cancelling out the caching advantage especially for single access data structures such as the Stack [7, 16, 28].

## 3 2D Framework

In this section, we describe our 2D design framework and show how it can be used to extend existing data structure designs to derive k-out-of-order relaxed semantics. Such data structures include; stacks, FIFO queues, counters and dequeues.

The 2D framework uses multiple copies (sub-structures) of the given data structure as depicted in Figure 1. Threads can operate on any of the sub-structures following the fixed maximum max and minimum min operation count threshold. Herein, operation refers to the process that updates the data structure state by adding (Put) or removing (Get) an item (Push and Pop respectively for the stack example). Each sub-structure holds a counter (sub-count) that counts the number of local successful operations.
A combination of max, min and \#sub-structures, form a logical count period, we refer to it as Window, depicted by the dashed green rectangle in Figure 1. Window defines the maximum (Win\text{max}) and minimum (Win\text{min}) operation count threshold for all sub-structures, for a given period. This implies that, for a given period, a sub-structure can be valid or invalid as exemplified in Figure 1, and a Window can be full or empty. The Window is full if all sub-structures have maximum operations (sub-count = Win\text{max}), empty, if all sub-structures have minimum operations (sub-count = Win\text{min}). The Window is defined by two parameters; width and depth. width = \#sub-structures, and depth = Win\text{max} - Win\text{min}.

To validate a sub-structure, its sub-count is compared with Win\text{min} or Win\text{max}, either sub-count > Win\text{min} or sub-count < Win\text{max}. If the given sub-structure is invalid, the thread has to hop to another sub-structure until a valid sub-structure is found (validity is operation specific as we discuss later). If a thread cannot find a valid sub-structure, then, the Window is either full or empty. The thread will then, either increment or decrement both Win\text{min} and Win\text{max}, the process we refer to as, Window shifting. A Window can shift\textup{up} or down, and is controlled by shift\textsuperscript{up} or shift\textsubscript{down} values respectively, where, 0 < shift\textsuperscript{up}, shift\textsubscript{down} \leq \text{depth}. Win\text{min} and Win\text{max} can only be incremented or decremented by a given shift value. shift\textsuperscript{up} and shift\textsubscript{down} can be configured differently to optimize for different workloads.

We define two types of windows: WinCoupled (2Dc) and WinDecoupled (2Dd).

**WinCoupled**: couples both Put and Get to share the same Window and sub-count for each sub-structure. A successful Put increments whereas, a successful Get decrements the given sub-count. On a full Window, Put increments Win\text{max} shifting the Window up (shift\textsuperscript{up}), whereas, on an empty Window, Get decrements Win\text{max}, shifting the Window down (shift\textsubscript{down}). WinCoupled resembles elimination [18], only that here, we cancel out operation counts for matching Put and Get on the same sub-structure within the same Window. Just like elimination reduces joint access updates, WinCoupled reduces Window shift updates.

**WinDecoupled**: decouples Put and Get and assigns them independent windows. Also, an independent sub-count is maintained for Put or Get, on each sub-structure. Unlike WinCoupled, both operations always increment their respective sub-count on a successful operation and Win\text{max} on a full Window. This implies that both sub-count and Window counters are always increasing.

---

**Algorithm 1** Window Coupled (2Dc).

```
1 Struct Descriptor Des
2  *item;
3 count;
4 version;
5 Struct Window Win
6 max;
7 version;
8 Function Window(Op,index,cont)
9 IndexSearch = Random = notempty=0; LWin = Win;
10 if cont==True then
11    {Des,index} = Window(Op,index,cont);
12    return {Des,index};
13  end
14 while True do
15    if IndexSearch == width then
16      return {Des,index};
17    end
18    if Op == put \& \& Des.count <= Win.max then
19      return {Des,index};
20    end
21    if Op == get \& \& Des.count > (Win.max - depth) then
22      return {Des,index};
23    end
24    if LWin == Win then
25      LWin = Win; IndexSearch = 0;
26    end
27
28 Macro SHIFTWINDOW()
29    if Op == get \& \& Des.count < 0 then return {Des,index};
30    end
31    if LWin == Win then
32      if Op == put then
33        NWin.max = LWin.max + ShiftUp;
34      end
35      if Op == get \& \& LWin.max < depth then
36        NWin.max = LWin.max - ShiftDown;
37    end
38
39 Macro HOP()
40    if Random<>NULL then
41      return {Des,index};
42    end
43    if Op == put \& \& Des.count <= Win.max then
44      return {Des,index};
45    end
46    if Op == get \& \& Des.count > 0 then
47      return {Des,index};
48    end
49    if LWin == Win then
50      return {Des,index};
51    end
52
53 end
```
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Data structures such as FIFO queues with disjoint access for Put and Get, can benefit more from the WinDecoupled disjoint Window design. Whereas, data structures such as stacks with joint access, can benefit more from the WinCoupled operation count cancelling design. Here, we present WinCoupled due to its interesting operation count cancelling and refer the reader to our extended version [27] for the WinDecoupled presentation.

In Algorithm 1, we present the algorithmic steps for WinCoupled. Recall, width = #sub-structures and depth = Win_{max} – Win_{min}. Each sub-structure is uniquely identified by an index, which holds information including a pointer to the sub-structure, sub-count counter, and a version number (line 1-4). The version number is to avoid ABA related issues. Using a wide CAS, we update the index information in a single atomic step.

To perform an operation, the thread has to search and select a valid sub-structure within a Window period. Starting from the search start index, the thread stores a copy of the Window locally (line 9) which is used to detect Window shifts while searching (line 22,32). During the search, the thread validates each sub-structure count against Win_{max} (line 18,20). If no valid sub-structure is found, Win_{max} is updated atomically, shifting the Window up or down (line 39). Put increments Win_{max} to shift the Window up (line 34), whereas, Get decrements Win_{max} to shift the Window down (line 36). Before Window shifting or index hopping, the thread must confirm that the Window has not yet shifted (line 32 and 22 respectively). For every Window shift during the search, the thread restarts the search with the new Window values (line 25,41).

If a valid index is selected, the respective descriptor state and index are returned (line 19,21). The thread can then proceed to try and operate on the given sub-structure pointed to by the index descriptor. As an emptiness check, the Window search can only return an empty sub-structure (line 29), if during the search, all sub-structures where empty (NULL pointer). Using the Window parameters, width, and depth, we can tightly bound the relaxation behaviour of derived 2D data-structures as discussed later in Section 4.

### 3.1 Deriving 2D Data structures

Our framework can be used to extend existing algorithms to derive k-out-of-order data structures. Using WinCoupled we derive a 2Dc-Stack and a 2Dc-Counter, whereas by using WinDecoupled, we derive a 2Dd-Stack, a 2Dd-Queue, a 2Dd-Deque and a 2Dd-Counter. The base algorithms include but not limited to; Treiber’s stack [34], MS-queue [21] and Deque [20] for Stack, FIFO Queue and Deque respectively. As an example, we shall discuss the 2Dc-Stack due to its simplicity and refer the reader to our extended version [27] for the other algorithmic implementations.

#### Algorithm 2 2Dc-Stack.

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Function PushNewItem</td>
</tr>
<tr>
<td>2</td>
<td>while True do</td>
</tr>
<tr>
<td>3</td>
<td>(Des,Index) = Window(push,index,cont);</td>
</tr>
<tr>
<td>4</td>
<td>NewItem.next = Des.item;</td>
</tr>
<tr>
<td>5</td>
<td>NDes.item = NewItem;</td>
</tr>
<tr>
<td>6</td>
<td>NDes.count = Des.count + 1;</td>
</tr>
<tr>
<td>7</td>
<td>NDes.version = Des.version;</td>
</tr>
<tr>
<td>8</td>
<td>if CAS(Array[Index]=Des,NDes) then</td>
</tr>
<tr>
<td>9</td>
<td>return 1;</td>
</tr>
<tr>
<td>10</td>
<td>else</td>
</tr>
<tr>
<td>11</td>
<td>cont=True;</td>
</tr>
<tr>
<td>12</td>
<td>end</td>
</tr>
<tr>
<td>13</td>
<td>end</td>
</tr>
<tr>
<td>14</td>
<td>Function Pop</td>
</tr>
<tr>
<td>15</td>
<td>while True do</td>
</tr>
<tr>
<td>16</td>
<td>(Des,Index) = Window(pop,index,cont);</td>
</tr>
<tr>
<td>17</td>
<td>if Des.item != NULL then</td>
</tr>
<tr>
<td>18</td>
<td>NDes.item = Des.item.next;</td>
</tr>
<tr>
<td>19</td>
<td>NDes.count = Des.count - 1;</td>
</tr>
<tr>
<td>20</td>
<td>NDes.version = Des.version;</td>
</tr>
<tr>
<td>21</td>
<td>if CAS(Array[Index]=Des,NDes) then</td>
</tr>
<tr>
<td>22</td>
<td>return Des.item;</td>
</tr>
<tr>
<td>23</td>
<td>else</td>
</tr>
<tr>
<td>24</td>
<td>cont=True;</td>
</tr>
<tr>
<td>25</td>
<td>end</td>
</tr>
<tr>
<td>26</td>
<td>else</td>
</tr>
<tr>
<td>27</td>
<td>return Null;</td>
</tr>
<tr>
<td>28</td>
<td>end</td>
</tr>
<tr>
<td>29</td>
<td>end</td>
</tr>
</tbody>
</table>
As depicted in Algorithm 2, a stack has two operations: Push that adds an item and Pop that removes an item from the stack. 2Dc-Stack is composed of multiple lock-free sub-stacks. Each sub-stack is implemented according to the Treiber’s stack design, modified only to fit the Window design. The stack head is modified to a descriptor containing the top item pointer, operation count, and descriptor version. Note that, the descriptor is updated in a single atomic step using a wide CAS (line 8,21), the same way as in the Treiber’s stack.

To perform an operation, a given thread obtains a sub-stack by performing a Window search (line 3,16). The thread then prepares a new descriptor based on the existing descriptor at the given index (line 4-7,18-20). Using a CAS, the thread tries to atomically swap the existing descriptor with the new one (line 8,21). If the CAS fails, the thread sets the contention indicator to true (line 11,24) and restart the Window search.

A successful Push increments whereas a Push decrements the operation count by one (line 6,19). Also, the topmost item pointer is updated. At this point, a Push adds an item whereas a Pop returns an item for a non-empty or NULL for empty stack (line 27). Recall that the framework performs a special emptiness check before returning an empty sub-stack.

3.2 Optimizations

Our design framework can be tuned to optimize for; locality, contention and hops overhead, using the width and depth parameters.

3.2.1 Locality and Contention

To exploit locality, the thread starts its Window search from the previously known index on which it succeeded. This allows the thread a chance to operate on the same sub-structure multiple times locally, given that the sub-structure is valid. Working locally improves the caching behaviour, which in return improves performance especially under a NUMA execution environment with high communication cost across NUMA nodes [7, 16, 28].

A failed operation on a valid sub-structure signals the possibility of contention. The thread that fails on a CAS (Algorithm 2: line 11,24), starts the Window search on a randomly selected index (Algorithm 1: line 11). This reduces possible contention that might arise if the failed threads were to retry on the same sub-structure. Furthermore, random selection avoids contention on individual sub-structures by uniformly distributing the failed threads to all available sub-structures.

For every Window search, if the search start index is invalid, the thread tries a given number of random jumps (Algorithm 1: line 44), then switches to round robin (Algorithm 1: line 52) until a valid sub-structure is found. In our case, we use two random jumps as the optimal number for a random search basing on the power of random two choices [22]. However, this is a configurable parameter that can take any value.

We further note that contention is inversely proportional to the width. As a simple model, we split the latency of an operation into contention (op_cont) and contention-free (op_free) operation costs, given by op = op_cont/width + op_free. This means that we can increase the width to further reduce contention.

3.2.2 hops Overhead

The number of hops increases with an increase in width. This counteracts the performance benefits from contention reduction through increasing width, necessitating a balance between contention and hops reduction. Based on our simple contention model above, the performance would increase as the contention factor vanishes with the increase of width, but with an asymptote at 1/op_free. This implies that beyond some point, one cannot really
gain throughput by increasing the width, however, throughput would get hurt due to the increased number of hops. At some point as width increases, gains from the contention factor (\( \lim_{\text{width} \to \infty} \frac{\text{op}_{\text{cont}}}{\text{op}_{\text{total}}} \to 0 \)) are surpassed by the increasing cost of hops. To avoid this, we switch to increasing depth instead of width, at the point of width saturation. Increasing depth reduces the number of hops. This is supported by our step complexity analysis [27] given by Theorem 1. Where \( p = P(\text{Put}) \) and \( E(\text{Extra}) = E(\text{hop}) + E(\text{shift}) \).

\[ \text{Theorem 1. For a 2Dc-structure that is initialized with parameters depth, width, shift = depth and p = 1/2, } E(\text{Extra}) = O(\frac{\ln \text{width}}{\text{depth}}). \]

4 Correctness

In this section, we prove the correctness of our 2D derived data structures, including their relaxation bounds and lock freedom. Due to space constraints, we present the 2Dc-Stack correctness proofs and only give Theorem 2 for our other derived 2D data structures. We refer the reader to our extended version [27] for the rest of the proofs.

Each sub-structure is lock-free: An operation can fail on CAS only if there is another successful operation. For WinCoupled, Window shifting is lock-free iff \( \text{shift} < \text{depth} \), whereas it is always lock-free for WinDecoupled. A Window shift can only fail if there is another successful \( \text{shift} \) operation preceded by a successful \( \text{Put} \) or \( \text{Get} \), ensuring system progress. Thus, all our derived algorithms are lock-free. Our design framework can also be used for lock based data structures.

\[ \text{Theorem 2. All our derived 2D data structures are linearizable with respect to k-out-of-order semantics for the respective data structure Semitics. Where, for 2Dd-Stack k = (3depth)(width−1), for 2Dd-Deque k = (depth)(width−1), for 2Dd-Deque k = (8depth)(width−1), for 2Dc-Stack and 2Dc-Deque k = (2depth)(width−1).} \]

2Dc-Stack is linearizable with respect to the sequential semantics of k-out-of-order stack [19]. 2Dc-Stack Push and Pop linearization points are similar to those of the original Treiber’s Stack. As shown in Algorithm 2, Pop linearizes either by returning NULL (line 27) or with a successful CAS (line 22). Push linearizes with a successful CAS (line 9).

Relaxation can be applied method-wise and it is applied only to Pop operations, that is, a Pop pops one of the topmost \( k \) items. Firstly, we require some notation. The Window defines the number of operations allowed to proceed on any given sub-stack. The Window is shifted by the parameter \( \text{shift} \), \( 1 \leq \text{shift} < \text{depth} \) and \( \text{width} = \#\text{sub-stacks} \). For simplicity, let \( \text{shift} = \text{shift}^{up} = \text{shift}^{down} \). A Window \( i \) (\( W_i \)) has an upper bound (\( W_i^{\text{max}} \)) and a lower bound (\( W_i^{\text{min}} \)), where \( W_i^{\text{max}} = i \times \text{shift} \) and \( W_i^{\text{min}} = (i \times \text{shift}) - \text{depth} \), respectively. For simplicity, let Global represent the current global upper bound (\( W_{\text{max}} \)). A Window is active iff \( W_i^{\text{max}} = \text{Global} \). The number of items of the sub-stack \( j \) is denoted by \( N_j \), \( 1 \leq j \leq \text{width} \). To recall, the top pointer, the version number and \( N_j \) are embedded into the descriptor of sub-stack \( j \) and all can be modified atomically with a wide CAS instruction.

\[ \text{Lemma 3. Given that } \text{Global} = \text{shift} \times i, \text{ it is impossible to observe a state(S) such that } N_j > W_{i+1} \text{ or } N_j < W_{i-1}. \]

\textbf{Proof.} We show that this is impossible by considering the interleaving of operations. Without loss of generality, assume thread 1 (\( P_1 \)) has set \( \text{Global} = \text{shift} \times i \) at time \( t_i \). To do this, \( P_1 \) should have observed either \( \text{Global} = \text{shift} \times (i - 1) \) and then \( N_j = W_{i-1}^{\text{max}} \) or \( \text{Global} = \text{shift} \times (i + 1) \) and then \( N_j = W_i^{\text{min}} \). Let this observation of \( \text{Global} \) happen at time \( t_1 \). Consider the last successful push operation at sub-stack \( j \) before the state \( S \) is observed for the first time (we do not consider Pop operations as they can only decrease \( N_j \) to a value
that is less than \(W_{i+1}^{\max}\), this case will be covered by the first item below). Assume thread 0 \((P_0)\) sets \(N_j\) to \(N_j > W_{i+1}^{\max}\) in this push operation. \(P_0\) should observe \(N_j \geq W_{i+1}^{\max}\) and \(Global > W_{i+1}^{\max}\). Let \(j\) be selected at time \(t_0\). And the linearization of the operation happens at \(t_0' > t_0\).

- If \(t_0' < t_1\), the concerned state \((S)\) can not be observed since \(Global\) cannot be changed (to \(shift \times i\) after \(N_j > W_{i+1}^{\max}\) is observed).
- Else if \(t_1 < t_0\), the concerned state \((S)\) cannot be observed since the push operation cannot proceed after observing \(Global\) with such \(N_j\).
- Else if \(t_1 > t_0\), then \(P_0\) cannot linearize because, this implies \(N_j\) has been modified (the difference between the value of \(Global\) that is observed by \(P_0\) and then by \(P_1\) implies this) since \(P_0\) had read the descriptor, the version numbers would have changed since then.
- Else if \(t_1 < t_0\), then this implies \(Global\) has been modified, since it was read by \(P_1\), thus updating \(Global\) would fail, at least based on the version number.

\[\text{Lemma 4. At all times, there exist an } i \text{ such that } \forall j, 1 \leq j \leq \text{width: } W_i^{\min} \leq N_j \leq W_i^{\max}.\]

Proof. Informally, the lemma states that the size (number of operations) of a sub-stack spans to at most two consecutive accessible windows. Assume that the statement is not true, then there should exist a pair of sub-stacks \((y\) and \(z)\) at some point in time such that \(\exists i, N_y < W_i^{\min}\) and \(N_z \geq W_i^{\max}\). Consider the last \(Push\) at sub-stack \(z\) and last \(Pop\) at sub-stack \(y\) that linearize before or at the time \(t\).

Assume thread \(P_0\) \((Push)\) sets \(N_y\) and thread \(P_1\) \((Pop)\) sets \(N_z\). To do this, \(P_0\) should observe \(N_z \geq W_i^{\max}\) and \(Global > W_i^{\max}\), let sub-stack \(z\) be selected at \(t_0\). And, the linearization of the \(Push\) operation occurs at \(t_0' > t_0\). Similarly, for \(P_1\) \(Pop\) operation, let sub-stack \(y\) be selected at \(t_1\), \(P_1\) should have observed \(Global \leq W_i^{\min}\). And, let the \(Pop\) operation linearize at time \(t_1' > t_1\). Now, we consider the possible interleavings.

- If \(t_0' < t_1\) (or the symmetric \(t_1 < t_0\) for which we do not repeat the arguments), then for \(P_1\) to proceed and pop an item from sub-stack \(y\), it is required that \(Global \leq W_i^{\min}\).

Based on Lemma 3, this is impossible when \(N_z > W_i^{\max}\).

- Else if \(t_1 > t_0\), then \(P_0\) cannot linearize, because this implies that \(N_z\) has been modified (the difference between the value of \(Global\) that is observed by \(P_0\) and then by \(P_1\) implies this) since \(P_0\) has read the descriptor. The version number would have changed since then.

- Else if \(t_0 > t_1\), the argument above holds for \(P_1\) too, so \(P_1\) should fail to linearize. Such \(N_z\) and \(N_y\) pair can not co-exist at any time.

\[\text{Theorem 5. 2Dc-Stack is linearizable with respect to k-out-of-order stack semantics, where } k = (2shift + depth)(\text{width} - 1).\]

Proof. Consider the \(Push\) \((t_e^{\text{push}})\) and \(Pop\) \((t_e^{\text{pop}})\) linearization points, that insert and remove an item \(e\) for a given sub-stack \(j\) respectively, where, \(t_e^{\text{pop}} > t_e^{\text{push}}\). Now, we bound the maximum number of items, that are pushed after \(t_e^{\text{push}}\) and are not popped before \(t_e^{\text{pop}}\), to obtain \(k\). Let item \(e\) be the \(N_j^{th}\) item from the bottom of the sub-stack. Consider a Window \(i\) such that: \(W_i^{\min} \leq N_j \leq W_i^{\max}\).

Lemma 4 states that the sizes of the sub-stacks should reside in a bounded region. Relying on Lemma 4, we can deduce that at time \(t_e^{\text{push}}\), the following holds: \(\forall i: N_j \geq W_i^{\min} - shift\). Similarly, we can deduce that at time \(t_e^{\text{pop}}\), the following holds: \(\forall i: N_j \leq W_i^{\max} + shift\). Therefore, the maximum number of items, that are pushed to sub-stack \(j\) after \(t_e^{\text{push}}\) and are not popped before \(t_e^{\text{pop}}\) is at most \(W_i^{\max} + shift - (W_i^{\min} - shift) = depth + 2shift\). We know that this number is zero for sub-stack \(j\) (the sub-stack that \(e\) is inserted) and we have \(width - 1\) other sub-stacks. So, there can be at most \(2(2shift + depth)(\text{width} - 1)\) items that are pushed after \(t_e^{\text{push}}\) and are not popped before \(t_e^{\text{pop}}\). 

\[\text{DISC 2019}\]
5 Experimental Evaluation

We experimentally evaluate the performance of our derived 2D algorithms, in comparison to $k$-out-of-order relaxed algorithms available in the literature, and other state of the art data structure algorithms. $k$-out-of-order relaxed algorithms include: Last recently used queue (lru) [15], Segmented queue ($Q$-segment) and $k$-Stack [1, 19], other algorithms include: MS-queue (MS-queue) [21], Wait free queue (wfqueue) [36], Time stamped stack ($TS$-Stack) [11] and Elimination back-off stack (Elimination) [18]. To facilitate a detailed study, we implement three extra relaxation techniques following the same multiple sub-structures design; Random, Random-C2 and Round-Robin. These techniques present a combination of characteristics that add value to our evaluation. In order to compare to data structures that have used such techniques in the literature, we implement general data structures for each technique as we describe in the next paragraph. We shall use width generally to refer to $\#sub-structures$ for all algorithms using the multiple sub-structures design.

For Random, a Put or Get operation selects a sub-structure randomly and proceeds to operate on it, whereas for Random-C2, a Get operation randomly selects two sub-structures, compares their items returning the most correct depending on the data structure semantics [2, 3, 24, 25]. Put operations time stamp items marking their time of entry. It is these timestamps that are compared to determine the precedence order among the two items. Due to the randomized distribution of operations, we expect low or no contention, no locality, no hops and no deterministic k-out-of-order relaxation bound. We derive $S$-random and $S$-random-c2 stacks, $Q$-random and $Q$-random-c2 queues, $C$-random and $C$-random-c2 counters for both Random and Random-C2 respectively.

Under Round-Robin, a thread selects and operates once on a sub-structure in a strict round-robin order following its local counter. The thread must succeed on the selected sub-structure before proceeding to the next. Due to retries on the same sub-structure, we expect contention and no hops. The thread operates once on each sub-structure, hence no locality. We derive $S$-robin stack, $Q$-robin queue, and $C$-robin counter. Round-Robin provides relaxation bounds [27], we demonstrate this using $S$-robin bound given by Theorem 6.

▶ Theorem 6. $S$-robin is linearizable with respect to k-out-of-order stack semantics, where $k = (2 \times \#threads − 1)(\#sub-stacks − 1)$.

To facilitate a uniform comparison, we implemented all the evaluated algorithms using the same development tools. The source code will be made publicly available.

5.1 System Description

Experiments are run on two x86-64 machines: (i) Intel Xeon E5-2687W v2 machine with 2 sockets, 8-core Intel Xeon processors each running at 3.4GHz, L2 cache = 256KB, L3 cache = 25.6MB ($Multi-S$) and (ii) Intel Xeon Phi 7290 with one 72-core processor running at 1.5GHz, L2 cache = 1024KB ($Single-S$). $Multi-S$ and $Single-S$ run on Ubuntu 16.04.2 LTS and CentOS Linux 7 Core Operating systems receptively. The $Multi-S$ machine is used to evaluate inter-socket execution behaviour, whereas $Single-S$ is used to evaluate intra-socket. Threads are pinned one per core, for both machines excluding hyper-threading. Inter socket execution is evaluated through pinning the threads one per socket in round robin fashion. Threads randomly select between Put or Get with a given probability (operation rate). Memory is managed using the ASCYLIB framework SSMEM [8].

Our main goal is to achieve scalability under high contention. To evaluate this, we simulate high contention by excluding work between operations. To reduce the effect of Get NULL returns in our results, any given algorithm is initialized with $2^{17}$ items. Each experiment is then run for five seconds obtaining an average of five repeats. Throughput is
measured in terms of operations per second, whereas the relaxation behaviour (accuracy) is measured in terms of the error distance from the exact data structure sequential semantics [19]. The higher the distance, the lower the accuracy.

Our design framework is tunable, giving designers the ability to manage performance optimizations for different execution environments and workloads, within a given tight relaxation bound ($k$). This, however, calls for a multi-objective optimization model, which is beyond the scope of this paper. We instead run tuning experiments to obtain a tuned configuration for our evaluation. From our tuning experiments [27], we observe that $width = 3 \times \#threads$ provides a fair balance between accuracy and throughput for all 2D algorithms. We use this $width$ configuration in the rest of the experiments.

5.2 Measuring accuracy

We adopt a similar methodology used in the literature [4, 24]. A sequential linked-list is run alongside the data structure being measured. For each operation Put or Get, a simultaneous insert or delete is performed on the linked-list respectively, following the exact semantics of the given data structure. A global lock is carefully placed at the data structure linearization points, locking both the linked-list and the data structure simultaneously. The lock allows only one thread to update both the data structure and the linked-list in isolation.

A given thread has to acquire the lock before it tries to linearize on any given sub-structure. Note that, Window search is independent of the lock. Items on the data structure are duplicated on the linked-list and can be identified by their unique labels. Insert operations happen at the head or tail of the list for LIFO or FIFO measurements respectively. A delete operation searches for the given item deletes it and returns its distance from the head (error-distance). For counter measurements, we replace the linked-list with a fetch and add (FAA) counter. Both counters are updated in isolation using a lock like explained above. The error distance is calculated from the difference between the two counter values.

Experiment results are then plotted using logarithmic scales, throughput (solid lines) and error distance (dotted lines) sharing the x-axis.

5.3 Monotonicity With High Degree of Relaxation

In order to evaluate monotonicity with increasing relaxation ($k$), we fix the number of threads to 16 as presented in Figure 2. This is to match the number of cores available on Multi-S.

First, we observe the difference between WinCoupled and WinDecoupled by comparing the 2Dc-Stack and the 2Dd-Stack respectively. 2Dc-Stack consistently outperforms 2Dd-Stack due to the reduced Window shifting updates. With 2Dc-Stack, a given thread can locally operate on the same sub-stack longer since operation counts cancel out each other, leaving the sub-stack in a valid state. This increases the probability of exploiting locality.

All algorithms increase their width as $k$ increases to reduce contention and allow for increased disjoint access. However, for $k$-Stack, Q-segment, and bru, hops increase as width increases, this explains their observed low throughput. S-robin, Q-robin and C-robin are not affected by hops. However, for smaller $k$ values, they suffer from high contention arising from contending threads retrying on the same sub-structure until they succeed. As contention vanishes with high $k$ values, throughput gain saturates due to lack of locality.

2D algorithms maintain throughput gain through limiting width to a size beneficial to reducing contention and switch to adjusting the depth to reduce hops. The depth parameter allows 2D algorithms to maintain throughput gain through exploiting locality while reducing latency. This is observed for both Single-S and Multi-S machines.

In terms of accuracy, we observe an almost linear decrease in accuracy as $k$ increases for all algorithms.
5.4 Scaling With Threads

To evaluate scalability, we fix the relaxation bound to \( k = 10^4 \) and vary the number of threads as shown in Figure 3. The reason for \( k = 10^4 \) is to reduce the effect of contention due to small width at lower \( k \) values. This helps us focus on scalability effects. Random and Random-C2 algorithms’ width is set to \( 3 \times \#\text{threads} \), as the optimal balance between throughput and accuracy since both of them do not provide \( k \) relaxation bounds as we mentioned before. Random and Random-C2 width matches the 2D algorithms’ width configuration, providing for a fair comparison.

For Round-Robin algorithms, the width is inversely proportional to \#threads (see Theorem 6). As \#threads increases, width reduces leading to increased contention. This explains the observed drop in throughput for a high number of threads, especially for the S-robin and the C-robin algorithms due to their sub-structure single access. The effect of lack of locality can be reduced by hardware pre-fetching, a feature available on both machines. This can also explain the Round-Robin better performance compared to the performance of the other algorithms that lack locality.

\( k \)-Stack and Q-segment maintain a constant segment size as the \#threads increases. This increases the rate at which segments get filled up, leading to a high frequency of hops and segment maintenance cost. As observed, throughput gain saturates at high \#threads leading to limited scalability.

The scalability of lru is limited by the global counter used to calculate the last recently used sub-queue. For every operation, the thread has to increment the global counter using a FAA instruction, turning the counter into a scalability bottleneck. This can be observed when lru performance is compared against that of a single FAA counter (C-FAA). wfqueue suffers from the same FAA counter sequential bottleneck.

Random and Random-C2 algorithms are affected by the lack of locality, which is evident by the difference between Single-S and Multi-S results. We observe that the performance difference between Random and 2D algorithms increases on the Multi-S (Figure 3b) machine as compared to that on the Single-S (Figure 3b) machine. This demonstrates how much 2D algorithms gain from exploiting locality when executing on a Multi-S machine. Locality helps to avoid paying the high inter-socket communication cost [7, 16, 28].

\[ \text{Figure 2} \text{ Throughput and observed accuracy as } k \text{ bound relaxation increases, with 16 threads.} \]
Figure 3 Throughput and observed accuracy as the number of threads increases, with \( k = 10^4 \).

**TS-Stack**’s throughput is limited by the *Pop* search retries, searching for the newest item. Moreover, *Pop* operations might contend on the same newest items if there are not enough concurrent *Push* operations. Also, *Pop* lacks locality, which explains the drop in throughput on the *Multi-S* machine, due to the high inter-socket communication costs.

We observe an increase in the accuracy loss as the number of threads increase for 2D algorithms, *Random* and *Random-C2*. This is due to the increase in width as threads increase in number. *Round-Robin* algorithms show an increase in accuracy due to their decrease in width, whereas *lru*, *Q-segment* and *k-Stack* show little change in accuracy since the width and segment size does not change for the different number of threads respectively.

## 6 Conclusion

In this work, we have shown that semantics relaxation has the potential to monotonically trade relaxed semantics of concurrent data structures for achieving throughput performance within tight relaxation bounds. This has been achieved through an efficient two-dimensional framework that is simple and easy to implement for different data structures. We demonstrated that, by deriving two-dimensional lock-free designs for stacks, FIFO queues, deques and shared counters.

Our experimental results have shown that relaxing in one dimension, restricts the capability to control relaxation behaviour in-terms of throughput and accuracy. Compared to previous solutions, our framework can be used to extend existing data structures with minimal modifications while achieving better performance in terms of throughput and accuracy.
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Abstract
This paper is concerned with voting processes on graphs where each vertex holds one of two different opinions. In particular, we study the Best-of-two and the Best-of-three. Here at each synchronous and discrete time step, each vertex updates its opinion to match the majority among the opinions of two random neighbors and itself (the Best-of-two) or the opinions of three random neighbors (the Best-of-three). Previous studies have explored these processes on complete graphs and expander graphs, but we understand significantly less about their properties on graphs with more complicated structures.

In this paper, we study the Best-of-two and the Best-of-three on the stochastic block model $G(2n, p, q)$, which is a random graph consisting of two distinct Erdős-Rényi graphs $G(n, p)$ joined by random edges with density $q \leq p$. We obtain two main results. First, if $p = \omega(\log n / n)$ and $r = q / p$ is a constant, we show that there is a phase transition in $r$ with threshold $r^*$ (specifically, $r^* = \sqrt{5} - 2$ for the Best-of-two, and $r^* = 1/7$ for the Best-of-three). If $r > r^*$, the process reaches consensus within $O(\log \log n + \log n / \log(np))$ steps for any initial opinion configuration with a bias of $\Omega(n)$. By contrast, if $r < r^*$, then there exists an initial opinion configuration with a bias of $\Omega(n)$ from which the process requires at least $2^{\Omega(n)}$ steps to reach consensus. Second, if $p$ is a constant and $r > r^*$, we show that, for any initial opinion configuration, the process reaches consensus within $O(\log n)$ steps. To the best of our knowledge, this is the first result concerning multiple-choice voting for arbitrary initial opinion configurations on non-complete graphs.
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1 Introduction
This paper is concerned with voting processes on distributed networks. Consider an undirected connected graph $G = (V, E)$ where each vertex $v \in V$ initially holds an opinion from a finite set. A voting process is defined by a local updating rule: Each vertex updates its opinion according to the rule. Voting processes appear as simple mathematical models in a wide range of fields, e.g. social behavior, physical phenomena and biological systems [32, 30, 4]. In distributed computing, voting processes are known as a simple approach for consensus problems [20, 23].
1.1 Previous work

The synchronous pull voting (a.k.a. the voter model) is a simple and well-studied voting process [33, 25]. In the pull voting, at each synchronous and discrete time step, each vertex adopts the opinion of a randomly selected neighbor. Here, the main quantity of interest is the consensus time, which is the number of steps required to reach consensus (i.e., the configuration where all vertices hold the same opinion). Hassin and Peleg [25] showed that the expected consensus time is $O(n^3 \log n)$ for all non-bipartite graphs and for all initial opinion configurations, where $n$ is the number of vertices. Note that, for bipartite graphs, there exists an initial opinion configuration that never reaches consensus.

The pull voting has been extended to develop voting processes where each vertex queries multiple neighbors at each step. The simplest multiple-choice voting process is the Best-of-two (two sample voting, or 2-Choices), where each vertex $v \in V$ randomly samples two neighbors with replacement and, if both hold the same opinion, adopts it. Doerr et al. [19] showed that, for complete graphs initially involving two possible opinions, the consensus time of the Best-of-two is $O(\log n)$ with high probability. Likewise, the Best-of-three (a.k.a. 3-Majority) is another simple multiple-choice voting process where each vertex adopts the majority opinion among those of three randomly selected neighbors. Several researchers have studied this model on complete graphs initially involving $k \geq 2$ opinions [8, 7, 10, 22]. For example, Ghaffari and Lengler [22] showed that the consensus time of the Best-of-three is $O(k \log n)$ if $k = O(n^{1/3} / \sqrt{\log n})$.

Several studies of multiple-choice voting processes on non-complete graphs have considered expander graphs with an initial bias, i.e., a difference between the initial sizes of the largest and the second largest opinions. Cooper et al. [13] showed that, for any regular expander graph initially involving two opinions, the Best-of-two reaches consensus within $O(\log n)$ steps w.h.p. if the initial bias is $\Omega(n \lambda_2)$, where $\lambda_2$ is the second largest eigenvalue of the graph’s transition matrix. This result was later extended to general expander graphs, including Erdős-Rényi random graphs $G(n, p)$, under milder assumptions about the initial bias [14]. Recall that the Erdős-Rényi graph $G(n, p)$ is a graph on $n$ vertices where each vertex pair is joined by an edge with probability $p$, independent of any other pairs. In [15], the authors studied the Best-of-two and the Best-of-three on regular expander graphs initially involving more than two opinions. In [3, 28], the authors studied multiple-choice voting processes on non-complete graphs with random initial configuration.

Recently, the Best-of-two on richer classes of graphs involving two opinions have been studied. Previous works proved interesting results which do not hold on complete graphs or expander graphs. Cruciani et al. [17] studied the Best-of-two on the core periphery network, namely a graph consisting of core vertices and periphery vertices. They showed that a phase transition can occur, depending on the density of edges between core and periphery vertices: Either the process reaches consensus within $O(\log n)$ steps, or remains a configuration where both opinions coexist for at least $\Omega(n)$ steps. Cruciani et al. [18] studied the Best-of-two on the $(a, b)$-regular stochastic block model, which is a graph consisting of two $a$-regular graphs connected by a $b$-regular bipartite graph. Under certain assumptions including $b/a = O(n^{-0.5})$, they showed that, starting from a random initial opinion configuration, the process reaches an almost clustered configuration (e.g., both communities are in almost consensus but the opinions are distinct) within $O(\log n)$ steps with constant probability, then stays in that configuration for at least $\Omega(n)$ steps w.h.p. They also proposed a distributed community detection algorithm based on this property.

---

1 If the graph initially involves two possible opinions, this definition matches the rule described in Abstract.

2 In this paper “with high probability” (w.h.p.) means probability at least $1 - n^{-c}$ for a constant $c > 0$. 

1.2 Our results

This paper considers the stochastic block model, a well-known random graph model that forms multiple communities. This model has been well-explored in a wide range of fields, including biology [11, 31], network analysis [5, 24] and machine learning [2, 1], where it serves as a benchmark for community detection algorithms. The study of the voting processes on the stochastic block model has a potential application in distributed community detection algorithms [6, 9, 18]. In this paper, we focus on the following model which admits two communities of equal size.

Definition 1 (Stochastic block model). For \( n \in \mathbb{N} \) and \( p, q \in [0, 1] \) with \( q \leq p \), the stochastic block model \( G(2n, p, q) \) is a graph on a vertex set \( V = V_1 \cup V_2 \), where \( |V_1| = |V_2| = n \) and \( V_1 \cap V_2 = \emptyset \). In addition, each pair \( \{u, v\} \) of distinct vertices \( u \in V_i \) and \( v \in V_j \) forms an edge with probability \( \theta \), independent of any other edges, where

\[
\theta = \begin{cases} 
  p & \text{if } i = j, \\
  q & \text{otherwise}.
\end{cases}
\]

Note that \( G(2n, p, q) \) is not connected w.h.p. if \( p = o(\log n/n) \) [21]. Throughout this paper, we assume \( p = \omega (\log n/n) \), in which regime each community is connected w.h.p.

In this paper, we first generate a random graph \( G(2n, p, q) \), and then set an initial opinion configuration from \( \{1, 2\} \). Let \( A^{(0)}, A^{(1)}, \ldots \) be a sequence of random vertex subsets where \( A^{(i)} \) is the set of vertices of opinion 1 at step \( t \). For any \( A \subseteq V \), the consensus time \( T_{\text{cons}}(A) \) is defined as

\[
T_{\text{cons}}(A) := \min \left\{ t \geq 0 : A^{(t)} \in \{\emptyset, V\}, A^{(0)} = A \right\}.
\]

We obtain two main results, described below.

Result I: phase transition

Observe that, if \( p = q = 1 \), then \( G(2n, 1, 1) \) is a complete graph and the consensus time of the Best-of-two is \( O(\log n) \), from the results of [19]. On the other hand, the graph \( G(2n, 1, 0) \) consists of two disjoint complete graphs, each of size \( n \), meaning that, depending on the initial state, it may not reach consensus. This naturally raises the following question: Where is the boundary between these two phenomena? This motivated us to study the consensus times of the Best-of-two and the Best-of-three on \( G(2n, p, q) \) for a wide range of \( r := q/p \), and led us to propose the following answers.

Theorem 2 (Phase transition of the Best-of-three on \( G(2n, p, q) \)). Consider the Best-of-three on \( G(2n, p, q) \) such that \( r := \frac{q}{p} \) is a constant.

(i) If \( r > \frac{1}{4} \), then \( G(2n, p, q) \) w.h.p. satisfies the following property: There exist two positive constants \( C, C' > 0 \) such that

\[
\forall A \subseteq V \text{ of } |A| - |V \setminus A| = \Omega(n) : \\
\Pr \left[ T_{\text{cons}}(A) \leq C \left( \log \log n + \frac{\log n}{\log(np)} \right) \right] \geq 1 - O \left( n^{-C'} \right).
\]

(ii) If \( r < \frac{1}{4} \), then \( G(2n, p, q) \) w.h.p. satisfies the following property: There exist a set \( A \subseteq V \) with \( |A| - |V \setminus A| = \Omega(n) \) and two positive constants \( C, C' > 0 \) such that

\[
\Pr \left[ T_{\text{cons}}(A) \geq \exp(Cn) \right] \geq 1 - O \left( n^{-C'} \right).
\]
Theorem 3 (Phase transition of the Best-of-two on $G(2n, p, q)$). Consider the Best-of-two on $G(2n, p, q)$ such that $r := \frac{q}{p}$ is a constant.

(i) If $r > \sqrt{5} - 2$, then $G(2n, p, q)$ w.h.p. satisfies the following property: There exist two positive constants $C, C' > 0$ such that

$$\forall A \subseteq V \text{ of } ||A| - |V \setminus A|| = \Omega(n) : \Pr \left[ T_{cons}(A) \leq C \left( \log \log n + \frac{\log n}{\log(np)} \right) \right] \geq 1 - O \left( n^{-C'} \right).$$

(ii) If $r < \sqrt{5} - 2$, then $G(2n, p, q)$ w.h.p. satisfies the following property: There exist a set $A \subseteq V$ with $||A| - |V \setminus A|| = \Omega(n)$ and two positive constants $C, C' > 0$ such that

$$\Pr [ T_{cons}(A) \geq \exp(Cn) ] \geq 1 - O \left( n^{-C'} \right).$$

Note that the upper bound $T_{cons}(A) = O(\log \log n + \log n / \log(np))$ is tight up to a constant factor if $\log n / \log(np) \geq \log \log n$. To see this, observe that there exists an $A \subseteq V$ such that $T_{cons}(A)$ is at least half of the diameter. In addition, it is easy to see that the diameter of $G(2n, p, q)$ is $\Theta(\log n / \log(np))$ w.h.p. [21].

We also note that the consensus time of the pull voting is $O(\text{poly}(n))$ for any non-bipartite graph [25]. To the best of our knowledge, Theorem 2 and Theorem 3 provide the first nontrivial graphs where the consensus time of a multiple-choice voting process is exponentially slower than that of the pull voting.

Result II: worst-case analysis

The most central topic in voter processes is the symmetry breaking, i.e. the number of iterations required to cause a small bias starting from the half-and-half state. Here, we are interested in the worst-case consensus time with respect to initial opinion configurations. To the best of our knowledge, all current results on worst-case consensus time of multiple-choice voting processes deal with complete graphs [19, 7, 10, 22]. All previous work on non-complete graphs has involved some special bias setting (e.g. an initial bias [13, 14, 15], or a random initial opinion configuration [3, 18, 28]). In this paper, we present the following first worst-case analysis of non-complete graphs.

Theorem 4 (Worst-case analysis of the Best-of-three on $G(2n, p, q)$). Consider the Best-of-three on $G(2n, p, q)$ such that $p$ and $q$ are positive constants. If $\frac{q}{p} \geq \frac{1}{4}$, then $G(2n, p, q)$ w.h.p. satisfies the following property: There exist two positive constants $C, C' > 0$ such that

$$\forall A \subseteq V : \Pr [ T_{cons}(A) \leq C \log n ] \geq 1 - O \left( n^{-C'} \right).$$

Theorem 5 (Worst-case analysis of the Best-of-two on $G(2n, p, q)$). Consider the Best-of-two on $G(2n, p, q)$ such that $p$ and $q$ are positive constants. If $\frac{q}{p} > \sqrt{5} - 2$, then $G(2n, p, q)$ w.h.p. satisfies the following property: There exist two positive constants $C, C' > 0$ such that

$$\forall A \subseteq V : \Pr [ T_{cons}(A) \leq C \log n ] \geq 1 - O \left( n^{-C'} \right).$$

Based on these theorems, an immediate but important corollary follows.

Corollary 6. For any constant $p > 0$, the Best-of-two and the Best-of-three on the Erdős-Rényi graph $G(n, p)$ reach consensus within $O(\log n)$ steps w.h.p. for all initial opinion configurations.

Recall that the Best-of-two and the Best-of-three on $G(n, p)$ has been extensively studied in previous works but these works put aforementioned assumptions on initial bias.
Consider a voting process on a graph $G = (V, E)$ where each vertex holds an opinion from \{1, 2\}, and let $A$ be the set of vertices holding opinion 1. In general, a voting process with two opinions can be seen as a Markov chain with the state space \{1, 2\}. For $A \subseteq V$, let $A'$ denote the set of vertices that hold opinion 1 in the next time step. Then, $|A'| = \sum_{v \in V} 1_{v \in A'}$ is the sum of independent random variables; thus, $|A'|$ concentrates on $E[|A'| | A]$. 

The underlying graph is a complete graph, the state space can be regarded as \{0, \ldots, n\} (each state represents $|A|$). Therefore, $E[|A'| | A]$ is expressed as a function of $|A|$, e.g. in the Best-of-two, $E[|A'| | A] = f(|A|) := |A|(1 - (|A|/n)^2) + (n - |A|)(|A|/n)^2 = n(3(|A|/n)^2 - 2(|A|/n)^3)$. Doerr et al. [19] exploited this idea for the Best-of-two and obtained the worst-case analysis for the consensus time on complete graphs. Somewhat interestingly, we also have $E[|A'| | A] = f(|A|)$ in the Best-of-three.

Cooper et al. [13] extended this approach to the Best-of-two on regular expander graphs. Specifically, they proved that $E[|A'| | A] = f(|A|) \pm O(\epsilon)$ for all $A \subseteq V$, where $\epsilon = \epsilon(n, \lambda_2) = o(n)$ is some function using the expander mixing lemma. This argument assumes an initial bias of size $\Omega(\epsilon)$. In another paper, Cooper et al. [14] improved this technique and proved more sophisticated results that hold for general (i.e. not necessarily regular) expander graphs.

In this paper, we consider $G(2n, p, q)$ on the vertex set $V = V_1 \cup V_2$. Let $A_i := A \cap V_i$ for $A \subseteq V$ and $i = 1, 2$. We prove that $G(2n, p, q)$ w.h.p. satisfies $E[|A_i'| | A] = F_i(|A_1|, |A_2|) \pm O(\sqrt{n/p})$ for all $A \subseteq V$ in the Best-of-three, where $F_i : \mathbb{N}^2 \to \mathbb{N}$ is some function ($i = 1, 2$). See (2) for details. We show the same result for the Best-of-two. Here, our key tool is the concentration method, specifically the Janson inequality [21] and the Kim-Vu concentration [29].

1.3 Strategy

Known techniques and our technical contribution

Consider the Best-of-three on $G(2n, p, q)$, and let $A^{(0)}, A^{(1)}, \ldots$ be a sequence of random vertex subsets determined by $A^{(t+1)} := (A^{(t)})'$ for each $t \geq 0$. Consider a stochastic process $\alpha^{(t)} = (\alpha_1^{(t)}, \alpha_2^{(t)}) \in [0, 1]^2$ where $\alpha_i^{(t)} = |A^{(t)} \cap V_i|/n$ for $i = 1, 2$. Our technical result in the

---

**Figure 1** Four types of zero areas are illustrated. The sink areas do not appear if $r > 1/7$. 

High-level proof sketch

Consider the Best-of-three on $G(2n, p, q)$, and let $A^{(0)}, A^{(1)}, \ldots$ be a sequence of random vertex subsets determined by $A^{(t+1)} := (A^{(t)})'$ for each $t \geq 0$. Consider a stochastic process $\alpha^{(t)} = (\alpha_1^{(t)}, \alpha_2^{(t)}) \in [0, 1]^2$ where $\alpha_i^{(t)} = |A^{(t)} \cap V_i|/n$ for $i = 1, 2$. Our technical result in the
previous paragraph approximates the stochastic process $\alpha^{(t)}$ by the deterministic process $a^{(t)}$ defined as $a^{(t+1)} = H(a^{(t)})$ and $\alpha^{(0)} = a^{(0)}$ for some function $H : [0, 1]^2 \rightarrow [0, 1]^2$ (See (4) and Figure 2). The function $H$ induces a two-dimensional dynamical system, which we call the induced dynamical system. Using this, we obtain two results concerning $\alpha^{(t)}$.

First, we show that, for any initial configuration, the process reaches one of the zero areas (a neighbor of a fixed point of $H$) within a constant number of steps. To show this, in addition to the approximation result, we used the theory of competitive dynamical systems [26].

Second, we characterize the behavior of $\alpha^{(t)}$ in zero areas. The zero areas depend only on $r = q/p$, and are classified into four types using the Jacobian matrix: consensus, sink, saddle and source areas (see Figure 1 for a description). In consensus areas, we show that the process reaches consensus within $O(\log \log n + \log n / \log(np))$ steps. In sink areas, we show that the process remains there for at least $2^{\Omega(n)}$ steps, and also that sink areas only appear if $r < 1/7$. In saddle and source areas, we show that the process escapes from there within $O(\log n)$ steps if $p$ is a constant by using techniques of [19]. Intuitively speaking, in these two kinds of areas, there are drifts towards outside. To apply the techniques of [19], we show that $\text{Var}[A_i] = \Omega(n)$ in the area if $p$ is constant, which leads to our worst-case analysis result. Indeed, any previous works working on expander graphs did not investigate the worst-case due to the lack of variance estimation.

These arguments also enable us to study the Best-of-two process, which implies Theorem 3.

1.4 Related work

The consensus time of the pull voting process is investigated via its dual process, known as coalescing random walks [25, 12, 16]. Recently coalescing random walks have been extensively studied, including the relationship with properties of random walks such as the hitting time and the mixing time [27, 34].

Other studies have focused on voting processes with more general updating rules. Cooper and Rivera [16] studied the linear voting model, whose updating rule is characterized by a set of $n \times n$ binary matrices. This model covers the synchronous pull and the asynchronous push/pull voting processes. However, it does not cover the Best-of-two and the Best-of-three. Schoenebeck and Yu [35] studied asynchronous voting processes whose updating functions are majority-like (including the asynchronous Best-of-$\{2k + 1\}$ voting processes). They gave upper bounds on the consensus times of such models on dense Erdős-Rényi random graphs using a potential technique.

Organization

First we set notation and precise definition of the Best-of-three in Section 2. After explaining key properties of the stochastic block model in Section 3, we show some auxiliary results of the induced dynamical system in Section 4. Then we derive Theorems 2 and 4 in Section 5. Our general framework of voting processes and results of the general induced dynamical systems are given in Section 6 and Section 7, respectively. Due to the page limitation, we omit detailed proofs and the discussion of the Best-of-two. See the full paper [36] for details.

2 Best-of-three voting process

For an $\ell \in \mathbb{N}$, let $[\ell] := \{1, 2, \ldots, \ell\}$. For a graph $G = (V,E)$ and $v \in V$, let $N(v)$ be the set of vertices adjacent to $v$. Denote the degree of $v \in V$ by $\deg(v) = |N(v)|$. For $v \in V$ and $S \subseteq V$, let $\deg_S(v) = |S \cap N(v)|$. Here, we study the Best-of-three with two possible opinions from $\{1, 2\}$. 
Definition 7 (Best-of-three). Let $G = (V, E)$ be a graph where each vertex holds an opinion from $\{1, 2\}$. Let

$$f_{\text{Bo3}}(x) := \frac{3}{3} x^3 + \frac{3}{2} x^2 (1 - x) = 3x^2 - 2x^3.$$ 

For the set $A$ of vertices holding opinion 1, let $A'$ denote the set of vertices that hold opinion 1 after an update. In the Best-of-three, $A' = \{v \in V : X_v = 1\}$ where $(X_v)_{v \in V}$ are independent binary random variables satisfying $w.h.p.$

$$\Pr[X_v = 1] = f_{\text{Bo3}} \left( \frac{\deg_A(v)}{\deg(v)} \right).$$

For a given vertex subset $A^{(0)} \subseteq V$, we are interested in the behavior of the Markov chain $(A^{(i)})_{i=0}^{\infty}$, i.e., the sequence of random vertex subsets determined by $A^{(i+1)} := (A^{(i)})'$ for each $t \geq 0$. Let $A_i := V \cap A$ for $A \subseteq V$ and $i = 1, 2$. Since $|A_i| = \sum_{v \in V_i} X_v$, the Hoeffding bound implies that the following holds w.h.p for $i = 1, 2$:

$$||A_i| - E[|A_i||]|| = O(\sqrt{n \log n}). \tag{1}$$

3 Concentration result for the stochastic block model

In this paper, we consider the Best-of-three on the stochastic block model $G(2n, p, q)$ (Definition 1). Then, $E[|A_i||]$ in (1) is a random variable since $G(2n, p, q)$ is a random graph. Here, our key ingredient is the following general concentration result for $G(2n, p, q)$.

Definition 8 (f-good $G(2n, p, q)$). For a given function $f : [0, 1] \rightarrow [0, 1]$, we say $G(2n, p, q)$ is $f$-good if $G(2n, p, q)$ satisfies the following properties.

(P1) It is connected and non-bipartite.

(P2) A positive constant $C_1$ exists such that, for all $A, S \subseteq V$ and $i \in \{1, 2\}$,

$$\left| \sum_{v \in S \cap V_i} f \left( \frac{\deg_A(v)}{\deg(v)} \right) - \left| S \cap V_i \right| f \left( \frac{|A_i| + |A_{3-i}| q}{n(p + q)} \right) \right| \leq C_1 \sqrt{n \log n}. \tag{P2}$$

(P3) A positive constant $C_2$ exists such that, for all $A \subseteq V$, $S \in \{A, V \setminus A, V\}$ and $i \in \{1, 2\}$,

$$\sum_{v \in S \cap V_i} f \left( \frac{\deg_A(v)}{\deg(v)} \right) \leq |S \cap V_i| f \left( \frac{|A_i| + |A_{3-i}| q}{n(p + q)} \right) + C_2 |A| \sqrt{\log n \frac{n}{np}}. \tag{P3}$$

Theorem 9 (Main technical theorem). Suppose that $f : [0, 1] \rightarrow [0, 1]$ is a polynomial function with constant degree, $p = \omega(n \log n)$ and $q \geq \log n / n^2$. Then $G(2n, p, q)$ is $f$-good w.h.p.

Note that the proof of 1 is not difficult since $p = \omega(n \log n)$ and $q \geq \log n / n^2$ [21]. Proving 2 and 3, however, is more challenging; see the full version of this paper [36].

From Theorem 9, $G(2n, p, q)$ is $f_{\text{Bo3}}$-good w.h.p. Hence, we consider the Best-of-three on an $f_{\text{Bo3}}$-good $G(2n, p, q)$. From 2 and 3, we have

$$E[|A_i||] = \sum_{v \in V_i} f_{\text{Bo3}} \left( \frac{\deg_A(v)}{\deg(v)} \right) = n f_{\text{Bo3}} \left( \frac{|A_i| + |A_{3-i}| q}{n(p + q)} \right) \left( \pm O \left( \frac{n}{p} \right) \right) + O \left( |A| \sqrt{\log n \frac{n}{np}} \right) \tag{2}$$

for all $A \subseteq V$ and $i = 1, 2$. Here, we remark that 3 is stronger than 2 if $|A|$ is sufficiently small. This property will play a key role in the proof of Proposition 14.
Idea of the proof of Theorem 9

We consider the property 2. Note that we may assume \( f(x) = x^k \) for some constant \( k \) w.l.o.g. since it suffices to obtain the concentration result for each term of \( f \). For simplicity, let us exemplify our idea on the special case of \( k = 3 \). It is known that \( \deg(v) = n(p + q) \pm O(\sqrt{np \log n}) \) holds for all \( v \in V \) w.h.p. (see, e.g., [21]). This implies that \( \sum_{v \in S} \left( \frac{\deg_A(v)}{\deg(v)} \right)^3 = \frac{1 \pm O(\sqrt{\log n/np})}{(\alpha_1, \alpha_2)} \cdot \sum_{v \in S} \deg_A(v)^3 \) holds for all \( S, A \subseteq V \). Indeed, it is not difficult to see that the term \( O(\sqrt{\log n/np}) \) can be improved to \( O(1/np) \).

The core of the proof is the concentration of \( \sum_{v \in S} \deg_A(v)^3 \). Note that \( \sum_{v \in S} \deg_A(v) = \sum_{v \in S} \sum_{a \in A} 1_{\{a, v\} \in E} \) counts the number of cut edges between \( S \) and \( A \). For fixed \( S \) and \( A \), the Chernoff bound yields the concentration of it since each edge appears independently. Similarly, the summation \( \sum_{v \in S} \deg_A(v)^3 = \sum_{v \in S} \sum_{a,b,c \in A} 1_{\{v,a\},\{v,b\},\{v,c\} \in E} \) counts the number of “crossing stars” between \( S \) and \( A \). However, the Chernoff bound does not work here due to the dependency of the appearance of crossing stars. Fortunately, we can obtain a strong lower bound using the Janson inequality as follows: For \( S, A, B, C \subseteq V \), let \( W(S; A, B, C) := \sum_{v \in S} \deg_A(v) \deg_B(v) \deg_C(v) \). From the Janson inequality and the union bound on \( S, A, B, C \subseteq V \), we can show that \( W(S; A, B, C) \geq E[W(S; A, B, C)] - O(n^{3.5}p^{2.5}) \) holds for all \( S, A, B, C \subseteq V \) w.h.p. On the other hand, it is easy to check that

\[
W(S; A, B, C) = W(V; V, V, V) - W(V; V, V, V \setminus C) - W(V; V, V \setminus B, C) - W(V; V \setminus A, B, C) - W(V \setminus S; A, B, C).
\]

The Kim-Vu concentration yields \( W(V; V, V, V) \leq E[W(V; V, V, V)] + O(n^{3.5}p^{2.5}) \) since we do not consider the union bound here. For the other terms, we apply the lower bound by the Janson inequality. Then, we have a strong concentration result that \( \sum_{v \in S} \deg_A(v)^3 = W(S; A, A, A) = E[W(S; A, A, A)] + O(n^{3.5}p^{2.5}) \) holds for all \( S, A \subseteq V \) w.h.p. Finally, we estimate the gap between \( E[W(S \cap V_i, A, A, A)] \) and \( |S \cap V_i||A_1| + |A_3-1|q^3 \). See the full version [36] for details.

4 Induced dynamical system

Let \( \alpha_i := \frac{|A_i|}{n} \), \( \alpha_i' := \frac{|A_i|}{n} \) and \( r := \frac{1}{p} \). Suppose that \( r \) is a constant. Then, for an \( f^\text{Bo3} \)-good \( G(2n, p, q) \), it holds w.h.p. that

\[
\left| \alpha_i' - f^\text{Bo3} \left( \alpha_i + r\alpha_{3-i} \right) \right| = O \left( \sqrt{\frac{\log n}{np}} + \sqrt{\frac{\log n}{n}} \right) \tag{3}
\]

for all \( A \subseteq V \) and \( i = 1, 2 \) since (1) and (2) hold.

Throughout this paper, we use \( \alpha = (\alpha_1, \alpha_2) \) and \( \alpha' = (\alpha_1', \alpha_2') \) as vector-valued random variables. Equation (3) leads us to the dynamical system \( H \), where we define \( H : \mathbb{R}^2 \to \mathbb{R}^2 \) as

\[
H : a \mapsto (H_1(a), H_2(a)), \tag{4}
\]

and \( H_i(a_1, a_2) := f^\text{Bo3} \left( \alpha_i + r\alpha_{3-i} \right) \).

By combining (3) with the Lipschitz condition, it is not difficult to show the following result; see Section 6 for the proof.
Figure 2 The induced dynamical system $H$ of (4). The points $d_i^*$ are the fixed points given in (7). Here, the horizontal and vertical axes correspond to $\alpha_1$ and $\alpha_2$, respectively. We can observe two sink points in (b), but none in (a).

Theorem 10. Consider the Best-of-three on an $f^{Bo3}$-good $G(2n,p,q)$, starting with the vertex set $A^{(0)} \subseteq V$ holding opinion 1. Let $(\alpha^{(t)})_{t=0}^{\infty}$ be a stochastic process given by $\alpha^{(t)} = (\alpha_1^{(t)}, \alpha_2^{(t)})$ and $\alpha_1^{(t)} = |A^{(t)} \cap V_1|/n$. Let $H$ be the mapping (4) and define $(a^{(t)})_{t=0}^{\infty}$ as

$$
\begin{align*}
a^{(0)} &= \alpha^{(0)}, \\
a^{(t+1)} &= H(a^{(t)}).
\end{align*}
$$

Then there exists a positive constant $C > 0$ such that

$$
\forall 0 \leq t \leq n^{o(1)}, \forall A^{(0)} \subseteq V : \\
\Pr \left[ \|\alpha^{(t)} - a^{(t)}\|_\infty \leq C \left( \frac{1}{\sqrt{np}} + \sqrt{\frac{\log{n}}{n}} \right) \right] \geq 1 - n^{-\Omega(1)}.
$$

Broadly speaking, Theorem 10 approximates the behavior of $\alpha^{(t)}$ by the orbit $a^{(t)}$ of the corresponding dynamical system $H$. We call the mapping $H$ the induced dynamical system. Indeed, the same results as (2) hold for the Best-of-two voting. Therefore, analogous results of Theorem 10 hold, which enable us to analyze the Best-of-two on $G(2n, p, q)$ via its induced dynamical system. The dynamical system $H$ of (4) is illustrated in Figure 2.

To make the calculations more convenient, we change the coordinate of $H$ by

$$
\delta = (\delta_1, \delta_2) := (\alpha_1 - \alpha_2, \alpha_1 + \alpha_2 - 1).
$$

Note that $\delta_1$ and $\delta_2$ axes are corresponding to the dotted lines of Figure 1. Let $u := \frac{1-r}{1+r}$. Then we have

$$
E[\delta_1^t | A] = T_1(\delta_1, \delta_2) + O \left( \frac{1}{\sqrt{np}} \right),
$$

where

$$
T_1(d_1, d_2) := \frac{ud_1}{2} (3 - (ud_1)^2 - 3d_2^2), T_2(d_1, d_2) := \frac{d_2}{2} (3 - 3(ud_1)^2 - d_2^2).
$$
This suggests another dynamical system \( T(d) = (T_1(d), T_2(d)) \). Here, we use \( d = (d_1, d_2) \) as a specific point and \( d = (\delta_1, \delta_2) \) as a vector-valued random variable. Consider \( \delta(t) = (\delta^{(t)}_1, \delta^{(t)}_2) \) and \( (d^{(t)})_{t=0}^{\infty} \), where \( d^{(0)} = \delta^{(0)} \) and \( d^{(t+1)}_i = T(d^{(t)}_i) \) for each \( t \geq 0 \). From Theorem 10, it holds w.h.p. that

\[
\|\delta^{(t)} - d^{(t)}\|_{\infty} \leq C t \left( \frac{1}{\sqrt{np}} + \sqrt{\frac{\log n}{n}} \right)
\]

for sufficiently large constant \( C > 0 \), any \( 0 \leq t \leq n^{O(1)} \) and any initial configuration \( A^{(0)} \subseteq V \). For notational convenience, we use \( \delta = (\delta_1, \delta_2) \) for \( \delta = \delta^{(t)} \). Similarly, we refer \( d' \) to \( T(d) \).

Note that \( \delta \) satisfies \( |\delta| + |\delta'| \leq 1 \). In addition, the dynamical system \( T \) is symmetric: Precisely, \( T_1(\pm d_1, \mp d_2) = \mp T_1(d_1, d_2) \) and \( T_2(\pm d_1, \mp d_2) = \mp T_2(d_1, d_2) \) hold. In Lemma 11, we assert that the sequence \( (d^{(t)}_i)_{t=0}^{\infty} \) is closed in

\[
S := \{(d_1, d_2) \in [0,1]^2 : d_1 + d_2 \leq 1 \}.
\]

From now on, we focus on \( S \) and consider the behavior of \( \delta \) around fixed points. A straightforward calculation shows that \( d' = d \in S \) if and only if \( d \in \{d_1^*, d_2^*, d_3^*, d_4^*\} \), where

\[
d_i^* := \begin{cases} 
(0,0) & \text{if } i = 1, \\
\left(\frac{3u-2}{4u}, 0\right) & \text{if } i = 2 \text{ and } u \geq \frac{2}{7}, \\
\left(\frac{1}{4u} - \frac{1}{4u}, \frac{1}{4u} \right) & \text{if } i = 3 \text{ and } u \geq 3, \\
(0,1) & \text{if } i = 4.
\end{cases}
\]

Here, we provide auxiliary results needed for the proofs of Theorems 2 and 4. Section 7 contains generalized form of these results.

For \( x \in \mathbb{R}^2 \) and \( \epsilon > 0 \), let \( B(x, \epsilon) = \{y \in \mathbb{R}^2 : \|x - y\|_{\infty} < \epsilon\} \) be the open ball. For \( d = (d_1, d_2) \in \mathbb{R}^2 \), let \( (d)_+ := (|d_1|, |d_2|) \in \mathbb{R}^2 \).

**Lemma 11** \( (S \text{ is closed} ) \). For any \( d \in S \), it holds that \( d' \in S \).

**Proposition 12** \( (\text{Orbit convergence}) \). For any sequence \( (d^{(t)}_i)_{t=0}^{\infty} \), \( \lim_{t \rightarrow \infty} (d^{(t)}_i)_+ = (d_i^*)_+ \) for some \( i \in \{1, 2, 3, 4\} \). In addition, if \( u < \frac{2}{7} \) and a positive constant \( \kappa > 0 \) exists such that the initial point \( d^{(0)} = (d^{(0)}_1, d^{(0)}_2) \in S \) satisfies \( |d^{(0)}_2| > \kappa \), then \( \lim_{t \rightarrow \infty} (d^{(t)}_i)_+ = (d_i^*)_+ \).

**Proposition 13** \( (\text{Dynamics around } d_i^*) \). Consider the Best-of-three on an \( f^{Bo3} \)-good \( G(2n, p, q) \) such that \( r = q/p < 1/7 \) is a constant. Then there exists a positive constant \( \epsilon = \epsilon(r) \) satisfying

\[
\Pr \left[ (\delta')_+ \notin B(d_i^*, \epsilon) \mid (\delta)_+ \in B(d_i^*, \epsilon) \right] \leq \exp(-\Omega(n)).
\]

In particular, \( T_{\text{cons}}(A) = \exp(\Omega(n)) \) w.h.p. for any \( A \) satisfying \( (\delta)_+ \in B(d_i^*, \epsilon) \).

**Proposition 14** \( (\text{Towards consensus}) \). Consider the Best-of-three on an \( f^{Bo3} \)-good \( G(2n, p, q) \) such that \( r = q/p \) is a constant. Then, there exists a universal constant \( \epsilon = \epsilon(r) > 0 \) satisfying the following: \( T_{\text{cons}}(A) \leq O(\log n + \log n / \log(np)) \) holds w.h.p. for all \( A \subseteq V \) with \( \min\{|A|, 2n - |A|\} \leq cn \).

**Proposition 15** \( (\text{Escape from fixed points}) \). Consider the Best-of-three on an \( f^{Bo3} \)-good \( G(2n, p, q) \) such that \( p \) and \( q \) are constants. If \( q/p > 1/7 \) and \( |\delta^{(0)}_2| = o(1) \), then it holds w.h.p. that \( |\delta^{(\tau)}_2| > \kappa \) for some \( \tau = O(\log n) \) and some constant \( \kappa > 0 \).
Intuitive explanations for Propositions 13 to 15

In Propositions 13 to 15, we consider the behavior of \( \alpha^{(i)} \) around the fixed points (7). Let \( H \) be the induced dynamical system and let \( J \) be the Jacobian matrix of \( H \) at a fixed point \( \alpha^* \) with two eigenvalues \( \lambda_1, \lambda_2 \). If the eigenvectors are linearly independent, we can rewrite \( J \) as 
\[
J = U^{-1} \Lambda U,
\]
where \( \Lambda := \text{diag}(\lambda_1, \lambda_2) \) and \( U \) is some nonsingular matrix. Let \( \beta := U(\alpha - \alpha^*) \).
Roughly speaking, if \( \alpha \) is close to \( \alpha^* \), the Taylor expansion at \( \alpha^* \) (i.e. \( H(\alpha) \approx \alpha^* + J(\alpha - \alpha^*) \)) yields
\[
E[\beta' | A] = U(E[\alpha' | A] - \alpha^*) \approx U(H(\alpha) - \alpha^*) \approx \Lambda \beta.
\]
In other words, \( \beta' \approx \lambda_i \beta_i \). If \( \max\{|\lambda_1|, |\lambda_2|\} < 1 - c \) for some constant \( c > 0 \), we might expect that \( \|\beta\| = O(\|\alpha - \alpha^*\|) \) is likely to keep being small. Here, we do not restrict this argument on the Best-of-three. We will prove Proposition 19, which is a generalized version of Proposition 13. If \( \max\{|\lambda_1|, |\lambda_2|\} > 1 + c \) for some constant \( c > 0 \), the norm \( \|\beta\| \) seems to become large in a small number of steps. We will exploit this insight and prove Proposition 25, which immediately implies Proposition 15. Indeed, for consensus areas (i.e. \( \alpha^* \in \{(0,0), (1,1)\} \)), the induced dynamical systems of the Best-of-three and the Best-of-two satisfy \( \lambda_1 = \lambda_2 = 0 \). Then, the Taylor expansion yields \( \|\alpha' - \alpha^*\| \approx O(\|\alpha - \alpha^*\|^2) \). This observation and the property 3 lead to the proof of Proposition 20 as well as Proposition 14.

5 Derive Theorems 2 and 4

Here, we prove Theorems 2 and 4 using Propositions 12 to 15.

Proof of Theorem 2. If \( r > \frac{1}{4} \) and \( A^{(0)} \subseteq V \) satisfies \( |A^{(0)}| - n = \Omega(n) \), then we have \( |d^{(0)}_2| = |\delta^{(0)}_2| > \kappa \) for some constant \( \kappa > 0 \). Next, for any constant \( \epsilon > 0 \), Proposition 12 implies \( d^{(l)} \in B(d^{(l)}, \epsilon) \) for some constant \( l = l(\epsilon) \). From (6), we have \( \delta^{(l)} \in B(d^{(l)}, \epsilon) \) for sufficiently large \( n \). Set \( \epsilon \) be the constant mentioned in Proposition 14. Then, from Proposition 14, it holds w.h.p. that \( T_{\text{cons}}(A^{(0)}) \leq l + T_{\text{cons}}(A^{(l)}) \leq O(\log \log n + \log n / \log(n p)) \).

If \( r < \frac{1}{4} \), Proposition 13 yields \( T_{\text{cons}}(A^{(0)}) \geq \exp(\Omega(n)) \) w.h.p. for any \( A^{(0)} \subseteq V \) with \( \delta^{(0)} \in B(d^{(0)}, \epsilon) \), where \( \epsilon > 0 \) is the constant from Proposition 13, which completes the proof of ii.

Proof of Theorem 4. If \( |\delta^{(0)}| = o(1) \), then Proposition 15 yields that \( |\delta^{(r)}| > \kappa \) for some constant \( \kappa > 0 \) and some \( \tau = O(\log n) \). Then, from Theorem 2, we have \( T_{\text{cons}}(A^{(r)}) \leq O(\log \log n + \log n / \log(n p)) \). Thus, \( T_{\text{cons}}(A^{(0)}) \leq \tau + T_{\text{cons}}(A^{(r)}) \leq O(\log n) \).

6 Polynomial voting processes

Using Theorem 9, we can prove the same results as Theorem 10 for various models including the Best-of-two. Hence, in this paper, we do not restrict our interest to the Best-of-three: Instead, we prove general results that hold for polynomial voting process on \( G(2n, p, q) \).

Definition 16 ((f_1, f_2)-polynomial voting process). Let \( G = (V, E) \) be a graph where each vertex holds an opinion from \( \{1, 2\} \). Let \( f_1, f_2 : [0,1] \rightarrow [0,1] \) be polynomials. For the set \( A \) of vertices with opinion 1, let \( A' \) denote the set of vertices with opinion 1 after an update. In the \( (f_1, f_2) \)-polynomial voting process, \( A' = \{ v \in V : X_v = 1 \} \) where \( (X_v)_{v \in V} \) are independent binary random variables satisfying
\[
\Pr[X_v = 1] = \begin{cases} 
  f_1 \left( \frac{\deg_A(v)}{\deg(v)} \right) & (v \in A, \ i.e. \ v \ has \ opinion \ 1) \\
  f_2 \left( \frac{\deg_A(v)}{\deg(v)} \right) & (v \in V \setminus A, \ i.e. \ v \ has \ opinion \ 2).
\end{cases}
\]
In other words, for \( i = 1, 2 \),
\[
\Pr[v \in A' \mid A, v \text{ has opinion } i] = f_i \left( \frac{\deg_A(v)}{\deg(v)} \right).
\]

Polynomial voting process includes several known voting models including the Best-of-two, the Best-of-three, and so on. For example, \( f_1(x) = f_2(x) = f_\text{Best-of-three}(x) = 3x^2 - 2x^3 \) for the Best-of-three. For the Best-of-two, \( f_1(x) = 2x(1 - x) \) and \( f_2(x) = x^2 \). We can define induced dynamical system for any polynomial voting process on \( G(2n, p, q) \) via the following result:

**Theorem 17** (Theorem 10 for polynomial voting processes). Let \( f_1 \) and \( f_2 \) be polynomials with constant degree. Consider an \((f_1, f_2)\)-polynomial voting process, on an \( f_1 \)-good and \( f_2 \)-good \( G(2n, p, q) \) starting with vertex set \( A^{(0)} \subseteq V \) of opinion 1. Let \( (A^{(t)})_{t=0}^{\infty} \) be a sequence of random vertex subsets defined by \( A^{(t+1)} := (A^{(t)})' \) for each \( t \geq 0 \). Let \((\alpha^{(t)})_{t=0}^{\infty} \), where \( \alpha^{(t)} = (\alpha_1^{(t)}, \alpha_2^{(t)}) \) and \( \alpha_i^{(t)} = |A^{(t)} \cap V_i|/n \). Define a mapping \( H = (H_1, H_2) \) as
\[
H_i(a_1, a_2) = a_i f_1 \left( \frac{a_i + ra_{i-1}}{1 + r} \right) + (1 - a_i) f_2 \left( \frac{a_i + ra_{i-1}}{1 + r} \right) \quad \text{for } i = 1, 2.
\]

Define \((\alpha^{(t)})_{t=0}^{\infty} \) as \( \alpha_0^{(0)} = \alpha^{(0)} \) and \( \alpha^{(t+1)} = H(\alpha^{(t)}) \) for each \( t \geq 0 \). Then, there exists a constant \( C > 0 \) such that
\[
\forall 0 \leq t \leq n^{\alpha(1)}, \forall A^{(0)} \subseteq V : \Pr \left[ \|\alpha^{(t)} - \alpha^{(t)}\|_{\infty} \leq C \left( \frac{1}{\sqrt{np}} + \sqrt{\frac{\log n}{n}} \right) \right] \geq 1 - n^{-\Omega(1)}.
\]

Remark that the mapping \( H \) of Theorem 17 is the induced dynamical system.

**Proof.** For any polynomial voting process, the cardinality \( |A'_i| = \sum_{v \in V_i} X_v \) is the sum of independent random variables. Thus, if we fix \( A \subseteq V \), the Hoeffding bound implies that (1) holds w.h.p. Since
\[
\E[|A'_i|] = \sum_{v \in V_i} \E[X_v] = \sum_{v \in A_i} f_1 \left( \frac{\deg_A(v)}{\deg(v)} \right) + \sum_{v \in V \setminus A_i} f_2 \left( \frac{\deg_A(v)}{\deg(v)} \right),
\]
the property 2 and (1) lead to
\[
\|\alpha^{(t)} - H(\alpha^{(t)})\|_{\infty} \leq C_1 \left( \frac{1}{\sqrt{np}} + \sqrt{\frac{\log n}{n}} \right)
\]
for some constant \( C_1 > 0 \).

Note that the function \( H \) satisfies the Lipschitz condition. Hence, a positive constant \( C_2 \) exists such that
\[
\|H(x) - H(y)\|_{\infty} \leq C_2 \|x - y\|_{\infty}
\]
holds for any \( x, y \in [0, 1]^2 \). Let \((\alpha^{(t)}) = (\alpha_1^{(t)}, \alpha_2^{(t)}) \) be the vector-valued stochastic process and \((a^{(t)}) = (a_1^{(t)}, a_2^{(t)}) \) be the vector sequence given in (5). Then, we have
\[
\|\alpha^{(t)} - a^{(t)}\|_{\infty} = \|\alpha^{(t)} - H(\alpha^{(t-1)}) + H(\alpha^{(t-1)}) - H(a^{(t-1)})\|_{\infty}
\leq \|\alpha^{(t)} - H(\alpha^{(t-1)})\|_{\infty} + C_2 \|\alpha^{(t-1)} - a^{(t-1)}\|_{\infty}
\leq C_2 \|\alpha^{(t-1)} - a^{(t-1)}\|_{\infty} + C_1 \left( \frac{1}{\sqrt{np}} + \sqrt{\frac{\log n}{n}} \right)
\]
\[
\leq C \left( \frac{1}{\sqrt{np}} + \sqrt{\frac{\log n}{n}} \right),
\]
where \( C \) is sufficiently large constant. \(\blacksquare\)
7 Results of general induced dynamical systems

Now let us focus on the orbit \((\alpha^{(t)})_{t=1}^{\infty}\) such that \(H(\alpha^{(0)}) = \alpha^{(0)}\) holds, where \(H\) is the induced dynamical system. In this case, Theorem 17 does not provide enough information about the dynamics. In dynamical system theory, a natural approach for the local behavior around fixed points is to consider the Jacobian matrix. Recall that, the Jacobian matrix \(J\) of a function \(H: x \mapsto (H_1(x), H_2(x))\) at \(a \in \mathbb{R}^2\) is a \(2 \times 2\) matrix given by

\[ J = \left( \frac{\partial H_i}{\partial x_j} (a) \right)_{i,j \in [2]} . \]

In the following subsections, we will investigate the local dynamics from the viewpoint of the maximum singular value and eigenvalue of the Jacobian matrix.

In contrast to the local dynamics, it is quite difficult to predicate the orbit of general dynamical systems since some of them exhibits so-called chaos phenomenon. Therefore, the proof of the orbit convergence (e.g. Proposition 12) is not trivial. Fortunately, the induced dynamical system of the Best-of-three on \(G(2n, p, q)\) is competitive, a well-known nice property for predicting the future orbit [26]. We can show Proposition 12 using known results of competitive dynamical systems. The same argument leads to the orbit convergence for the Best-of-two. Details are presented in the full version [36].

7.1 Sink point

We begin with defining the notion of sink points. Recall that the singular value of a matrix \(A\) is the positive square root of the eigenvalue of \(A^\top A\).

\begin{definition}[sink point]
For a dynamical system \(H\), a fixed point \(a^* \in \mathbb{R}^2\) is sink if the Jacobian matrix \(J\) at \(a^*\) satisfies \(\sigma_{\text{max}} < 1\), where \(\sigma_{\text{max}}\) is the largest singular value of \(J\).
\end{definition}

\begin{proposition}
Consider an \((f_1, f_2)\)-polynomial voting process on an \(f_1\)-good and \(f_2\)-good \(G(2n, p, q)\) such that \(r = \frac{q}{p}\) is a constant. Let \(H\) be the induced dynamical system. Then, for any sink point \(a^*\) and any sufficiently small \(\epsilon = \omega(\sqrt{1/np})\),

\[ \Pr[\alpha' \notin B(a^*, \epsilon) | \alpha \in B(a^*, \epsilon)] \leq \exp(-\Omega(\epsilon^2 n)) \]

holds. In particular, let

\[ \tau := \inf \left\{ t \in \mathbb{N} : \alpha^{(t)} \notin B(a^*, \epsilon) \right\} \]

be a stopping time. Then, \(\tau \geq \exp(\Omega(\epsilon^2 n))\) holds w.h.p. conditioned on \(\alpha^{(0)} \in B(a^*, \epsilon)\) for any \(\epsilon\) satisfying \(\epsilon = \omega(\max\{1/\sqrt{np}, \sqrt{\log n/n}\})\).

7.2 Fast consensus

Suppose that the Jacobian matrix at the consensus point (i.e. \(\alpha \in \{(0, 0), (1, 1)\}\)) is the all-zero matrix. Then, we claim that the polynomial voting process reaches consensus within a small number of iterations if the initial set \(A^{(0)}\) has small size.

\begin{proposition}
Consider an \((f_1, f_2)\)-polynomial voting process on an \(f_1\)-good and \(f_2\)-good \(G(2n, p, q)\) such that \(\frac{q}{p}\) is a constant. Suppose that the Jacobian matrix at the point \(\alpha = (0, 0)\) is the all-zero matrix. Then, there exists a constant \(C_1, C_2, \delta > 0\) such that

\[ \Pr \left[ T_{\text{cons}}(A) \leq C_1 \left( \log \log n + \frac{\log n}{\log np} \right) \right] \geq 1 - n^{-C_2} \]

for all \(A \subseteq V\) satisfying \(|A| \leq \delta n\).
\end{proposition}
To show Proposition 20, we prove the following result which might be an independent interest:

**Proposition 21.** Consider a polynomial voting process on a graph $G$ of $n$ vertices. Suppose that there exist absolute constants $C, \delta > 0$ and a function $\epsilon = \epsilon(n) = o(1)$ such that

$$\mathbb{E}[|A'|] \leq \frac{C|A|^2}{n} + \epsilon|A|$$

holds for all $A \subseteq V$ satisfying $|A| \leq \delta n$. Then, positive constants $\delta', C', C''$ exist such that

$$\Pr \left[ T_{cons}(A) \leq C' \left( \log \log n + \frac{\log n}{\log \epsilon^{-1}} \right) \right] \geq 1 - n^{-C''}$$

holds for all $A \subseteq V$ satisfying $|A| \leq \delta' n$.

It should be noted that in Proposition 21, we do not restrict the underlying graph $G$ to be random graphs.

### 7.3 Escape from a fixed point

Consider an $(f_1, f_2)$-polynomial voting process on an $f_1$-good and $f_2$-good $G(2n, p, q)$ such that $p$ and $q$ are constants. Let $a^* \in \mathbb{R}^2$ be a fixed point of the induced dynamical system $H$. Let $J$ be the Jacobian matrix of $H$ at $a^*$ and $\lambda_1, \lambda_2$ be its eigenvalues. Let $u_i$ be the eigenvector of $J$ corresponding to $\lambda_i$. Suppose that $u_1, u_2$ are linearly independent. Then, we can rewrite $J$ as $J = U^{-1} \Lambda U$, where $\Lambda = \text{diag}(\lambda_1, \lambda_2)$ and $U = (u_1, u_2)^{-1}$. For a fixed point $a^* \in \mathbb{R}^2$, let $\beta = (\beta_1, \beta_2)$ be a vector-valued random variable defined as

$$\beta = U^T (\alpha - a^*).$$

(8)

Roughly speaking, from the Taylor expansion of $H$ at $a^*$, we have

$$\mathbb{E}[\beta'] \approx \Lambda \beta$$

if $\|\beta\|_\infty$ is sufficiently small. Thus, $|\beta'_i| \approx |\lambda_i| |\beta_i|$.

Recall that $B(x, R)$ is the open ball of radius $R$ centered at $x$. If $|\lambda_i| > 1$ for some $i \in [2]$, one may expect that $\alpha^{(r)} \notin B(a^*, \epsilon_0)$ holds for any $A^{(0)} \subseteq V$ and for some constant $\epsilon_0 > 0$. We aim to prove this under some assumptions.

**Assumption 22 (Basic assumptions).** We consider an $(f_1, f_2)$-polynomial voting process on an $f_1$-good and $f_2$-good $G(2n, p, q)$ for constants $p \geq q \geq 0$. Let $a^*$ be a fixed point and $J$ be the corresponding Jacobian matrix satisfying

(A1) The eigenvectors $u_1$ and $u_2$ are linearly independent.

(A2) A positive constant $\epsilon_0$ exists such that $\text{Var}[\alpha_i | A] \geq \Omega(n^{-1})$ for all $i \in [1, 2]$ and all $A \subseteq V$ of $\alpha \in B(a^*, \epsilon_0)$.

(A3) The matrix $J$ contains an eigenvalue $\lambda$ satisfying $|\lambda| > 1$.

Under Assumption 22, we can define the random variable $\beta$ of (8). Further, we put the following.

**Assumption 23.** In addition to Assumption 22, we assume that there exists a positive constant $\epsilon^*$ satisfying the followings:
There exist two positive constants $\epsilon_1, C$ such that
\[
|E[\beta_i' | A]| \geq (1 + \epsilon_1)|\beta_i| - \frac{C}{\sqrt{n}}
\]
holds for any $A \subseteq V$ of $\|\beta\| \leq \epsilon^*$ and any $i \in [2]$ of $|\lambda_i| > 1$.  

(A5) For any $i \in [2]$ of $|\lambda_i| \leq 1$,
\[
\Pr[|\beta_i'| \leq \epsilon^* \mid |\beta_i| \leq \epsilon^*] \geq 1 - n^{-\Omega(1)}.
\]

Sometimes, it might be not easy to check the conditions of Assumption 23. In this paper, we provide the following alternative condition which is easy to check:

**Assumption 24.** In addition to Assumption 22, we assume the following:

(A6) The eigenvalues $\lambda_1, \lambda_2$ of $J$ satisfies $|\lambda_i| \neq 1$ for all $i \in [2]$.

Based on the assumptions, we prove the following result:

**Proposition 25 (Escape from source and sink areas).** Let $a^*$ be a fixed point satisfying either Assumption 23 or 24. Then, there exist $\tau = O(\log n)$ and a constant $\epsilon' > 0$ such that the followings hold w.h.p.:

(i) $\|\beta^{(\tau)}\|_\infty > \epsilon'$, and

(ii) $|\beta_j^{(\tau)}| \leq \epsilon'$ for any $j \in [2]$ of $|\lambda_j| \leq 1$.

**References**

Phase Transitions of Best-of-Two and Best-of-Three on Stochastic Block Models


Distributed Data Summarization in Well-Connected Networks

Hsin-Hao Su
Boston College, MA, USA
suhx@bc.edu

Hoa T. Vu
Boston College, MA, USA
vuhd@bc.edu

Abstract

We study distributed algorithms for some fundamental problems in data summarization. Given a communication graph \( G \) of \( n \) nodes each of which may hold a value initially, we focus on computing

\[
\sum_{i=1}^{N} g(f_i),
\]

where \( f_i \) is the number of occurrences of value \( i \) and \( g \) is some fixed function. This includes important statistics such as the number of distinct elements, frequency moments, and the empirical entropy of the data.

In the CONGEST model, a simple adaptation from streaming lower bounds shows that it requires \( \tilde{\Omega}(D + n) \) rounds, where \( D \) is the diameter of the graph, to compute some of these statistics exactly. However, these lower bounds do not hold for graphs that are well-connected. We give an algorithm that computes \( \sum_{i=1}^{N} g(f_i) \) exactly in \( \tau_G \cdot 2^{O(\sqrt{\log n})} \) rounds where \( \tau_G \) is the mixing time of \( G \). This also has applications in computing the top \( k \) most frequent elements.

We demonstrate that there is a high similarity between the GOSSIP model and the CONGEST model in well-connected graphs. In particular, we show that each round of the GOSSIP model can be simulated almost perfectly in \( \tilde{O}(\tau_G) \) rounds of the CONGEST model. To this end, we develop a new algorithm for the GOSSIP model that \( 1 \pm \epsilon \) approximates the \( p \)-th frequency moment

\[
F_p = \sum_{i=1}^{N} f_i^p
\]

in \( \tilde{O}(\epsilon^{-2} n^{1-k/p}) \) rounds \(^1\), for \( p \geq 2 \), when the number of distinct elements \( F_0 \) is at most \( O\left(n^{1/(k-1)}\right) \). This result can be translated back to the CONGEST model with a factor \( \tilde{O}(\tau_G) \) blow-up in the number of rounds.
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1 Introduction

Motivation. Analyzing massive datasets has become an increasingly important and challenging problem. Collecting the entire data to one single machine is usually infeasible due to memory, I/O, or network bandwidth constraints. Furthermore, in many cases, data are distributed over the network and we hope to aggregate some of their properties efficiently. In this work, we consider several fundamental data summarization problems in distributed networks, specifically in the CONGEST and GOSSIP models.

In this problem, we have a graph \( G = (V, E) \) of \( n \) nodes. Each node \( v \) in the graph may hold a value \( \text{val}(v) \) in the range \( \{1, \ldots, N\} \cup \{\text{NULL}\} \) where NULL simply means that the node does not hold a value. If \( \text{val}(v) = \text{NULL} \), we call \( v \) an empty node.

\(^1\) \( \tilde{O} \) omits polylog\((n)\) factors.
We often use the notation \([N] := \{1, \ldots, N\}\). Let \(f_i\) be the number of nodes that hold value \(i\), i.e., \(f_i = |\{v \in V : \text{val}(v) = i\}|\). We want to compute \(\sum_{i=1}^{N} g(f_i)\) for some fixed function \(g\). To demonstrate some important cases, consider the following examples.

Consider \(g(f_i) = 1\) if \(f_i > 0\) and 0 otherwise. This corresponds to the problem of counting the number of distinct elements (or computing the 0-th frequency moment \(F_0\)). The problem may arise in the following situation: Each node stores a version of a file (e.g. the hash of a blockchain), and we want to know how many different versions there are in the network.

If \(g(f_i) = f_i^p\) for some fixed \(p = 2, 3, \ldots\), then this corresponds to the problem of computing the \(p\)-th frequency moment \(F_p\). We note that \(F_p\) is a basic, yet very important statistic of a dataset. \(F_2\) measures the variance and could be used to estimate the size of a self-join in database applications. For higher \(p\), \(F_p\) measures the skewness of the dataset (see [2]). Note that \(F_1\) can be computed in \(O(D)\) rounds in the \textsc{CONGEST} model by aggregating along a breath-first-search (BFS) tree (in the \textsc{GOSSIP} model \(F_1\) can be computed exactly in \(O(\log n)\) rounds).

Another example is \(g(f_i) = -(f_i/F_1) \cdot \log(f_i/F_1)\). In this case, the sum is the empirical entropy of the data. Computing the empirical entropy is motivated by network applications such as detecting anomalies [20, 40, 42].

**Models.** We now give a formal description of the \textsc{CONGEST} and \textsc{GOSSIP} models, where the running time of an algorithm is measured by the number of rounds.

**Definition 1.** In the \textsc{CONGEST} model, we are given a graph \(G = (V, E)\) of \(n\) nodes, in each synchronous round, each node can talk (send and receive message) to each of its neighbors and then perform local computations. Each message is restricted to be at most \(O(\log n)\) bits.

**Definition 2.** In the \textsc{GOSSIP}(\(\lambda\)) model with \(n\) nodes, in each synchronous round, each node \(u\) samples a node \(t(u)\) from a distribution that satisfies the following: For any node \(v\) and any subset of nodes \(Z\) where \(u \notin Z\),

\[
\Pr \left( t(u) = v \bigg| \bigwedge_{z \in Z} t(z) \right) \in \left[ \frac{1 - \lambda}{n}, \frac{1 + \lambda}{n} \right].
\]

In the above, "\(\bigwedge_{z \in Z} t(z)\)" means conditioning on any assignment of each \(t(z)\) for \(z \in Z\). Then, \(u\) can \textsc{PUSH} a message of size \(O(\log n)\) to \(t(u)\) or \textsc{PULL} a message of size \(O(\log n)\) from \(t(u)\). Then, after performing some local computations, it proceeds to the next round. We refer \textsc{GOSSIP} model as the \textsc{GOSSIP}(0) model.

### 1.1 Our results

We organize our main results into three categories: a) results in the \textsc{CONGEST} model, b) an emulation of the \textsc{GOSSIP} model in the \textsc{CONGEST} model, and c) results in the \textsc{GOSSIP} model.

**Results in the \textsc{CONGEST} model.** We briefly show how to adapt streaming algorithms to approximate \(F_p\) (for \(p = 0, 2, 3, \ldots\) ) in the \textsc{CONGEST} model. We also demonstrate some lower bounds and conditional lower bounds that give evidence that such algorithms are optimal or near-optimal.

The lower bounds show that computing \(F_p\) exactly for \(p = 0, 2, 3, \ldots\) requires \(\tilde{\Omega}(D + n)\) rounds and approximating \(F_p\) within a constant factor requires polynomial rounds in \(n\) for \(p \geq 3\). Roughly speaking, the hard instances in the \textsc{CONGEST} model are graphs with a small
balanced cut of $O(1)$ size that causes an information bottleneck. However, such bottleneck does not occur in graphs that are well-connected. Our first main result aims to answer the following question: Could one design more efficient algorithms for well-connected graphs? We give a positive answer to this question.

By using the permutation routing algorithms of Ghaffari et al. [15] (later improved by Ghaffari and Li [16]), we show that there exists an algorithm running in $\tau_G \cdot 2^{O(\sqrt{\log n})}$ rounds that computes $\sum_{i=1}^{N} g(f_i)$ for all fixed and computable functions $g$ with high probability (w.h.p.) $2$. This includes all the aforementioned quantities such as the number of distinct elements, higher frequency moments, and the empirical entropy. Thus, if the graph has small mixing time such as expanders [19, 23], where $\tau_G = \text{polylog}(n)$, then we obtain a much more efficient sub-polynomial in $n$ algorithm compared to the adaptation of the streaming counterpart.

\textbf{Theorem 3 (Main result 1).} There exists an algorithm that computes $\sum_{i=1}^{N} g(f_i)$ exactly for all (fixed and computable) functions $g$ in the \textsc{Congest} model in $\tau_G \cdot 2^{O(\sqrt{\log n})}$ rounds w.h.p.

Our algorithm can also easily be extended to find the top $k$ frequent elements in $O(k) + \tau_G \cdot 2^{O(\sqrt{\log n})}$ rounds.

\textbf{From CONGEST to GOSSIP.} The lower bounds do not apply directly to the \textsc{Gossip} model either. This is because for any balanced cut of the nodes, one expects $O(n)$ messages to be sent across in one round. Moreover, the expected communication degree per node in the \textsc{Gossip} model is $O(1)$. Intuitively, the graph formed by the communication pattern in the \textsc{Gossip} model is similar to an expander graph.

In fact, we show that well-connected graphs can emulate the \textsc{Gossip} model efficiently. In particular, one round of the \textsc{Gossip} (1/poly(n)) model can be emulated in $\tau_G \cdot \text{polylog}(n)$ rounds in the \textsc{Congest} model where the underlying graph is $G$. Therefore, any algorithm that works in the \textsc{Gossip} (1/poly(n)) model can be turned into an algorithm in the \textsc{Congest} model with an $\tilde{O}(\tau_G)$ factor blow-up.

Consider our results in the \textsc{Congest} model. The permutation routing algorithms of [15] and [16] introduce a super-logarithmic factor, $2^{O(\sqrt{\log n})}$, on top of the mixing time. It becomes the bottleneck in graphs with small mixing times (e.g., expanders). Improving the permutation routing algorithm directly yields improvements to our results in the \textsc{Congest} model (and many other problems). However, it is unclear if it can be improved. This emulation result serves as an alternative route to circumvent the $2^{O(\sqrt{\log n})}$ factor, if one develops efficient \textsc{Gossip} algorithms.

\textbf{Theorem 4 (Main result 2).} For $\lambda = 1/\text{poly}(n)$, one round of the \textsc{Gossip}($\lambda$) model can be emulated in $\tilde{O}(\tau_G)$ rounds in the \textsc{Congest} model where $G$ is the connected graph denoting the underlying network.

We believe that this emulation result may be of independent interest. Jelasity et al. [27] studied how to implement the gossip-based peer sampling service empirically. Our result is an additional way to implement the service with theoretical guarantees.

---

2 We consider $1 - 1/\text{poly}(n)$ as high probability.
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Table 1 Results summary for computing frequency moments $F_p$. (*) can also be used to compute $\sum_i g(f_i)$ for all fixed and computable functions $g$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of rounds</th>
<th>Assumption</th>
<th>Approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONGEST</td>
<td>$\tau_G \cdot 2^{O(\sqrt{\log n})}$ (*)</td>
<td>Exact</td>
<td>$O(1)$</td>
</tr>
<tr>
<td></td>
<td>$O(\epsilon^{-2} \tau_G \cdot \text{polylog } n)$</td>
<td>$F_0 \leq O(n^{1/(p-1)})$</td>
<td>$1 \pm \epsilon$</td>
</tr>
<tr>
<td>GOSSIP</td>
<td>$O(\epsilon^{-2} \cdot n^{1-k/p} \cdot \text{polylog } n)$</td>
<td>$F_0 \leq O(n^{1/(k-1)})$</td>
<td>$1 \pm \epsilon$</td>
</tr>
</tbody>
</table>

Results in the GOSSIP model. Motivated by our emulation result, we develop algorithms for the GOSSIP model. In particular, we are interested in the following question: Suppose the number of non-empty nodes are sublinear in $n$. Could we take advantage of the computational power of the empty nodes?

Suppose that the number of non-empty nodes is at most $O(n^{1/(k-1)})$ (or more generally, $F_0 \leq O(n^{1/(k-1)})$). We show that for any $p \geq 2$, $F_p$ can be approximated within a $1 \pm \epsilon$ factor in $O(\epsilon^{-2} n^{1-k/p} \log^2 n)$ rounds with high probability.

The GOSSIP ($1/n^c$) model will incur a $\pm 1/poly(n)$ additive error which we consider insignificant. Since $F_0 \leq n$, we have an algorithm that approximates $F_2$ in $O(\epsilon^{-2})$ rounds by setting $k = 2$. When $k > 2$, the empty nodes serve as the extra computation power to solve the problem. In such scenarios, we are able to obtain running time that is not known to be achievable by adapting the streaming counterpart. For example, when $k = 3$, $F_0 = O(n^{1/2})$, we may approximate $F_3$ within a constant factor in polylog($n$) rounds. Direct adaption of known streaming algorithms [2, 3, 36] requires super-logarithmic rounds, even in the case where $F_0 = O(n^{1/2})$.

Combining Theorem 5 and Theorem 4 with $k = p$, we have the following corollary.

Corollary 6. If $F_0 = O(n^{1/(p-1)})$, then there exists an algorithm in the CONGEST model that approximates $F_p$ up to a $1 \pm \epsilon$ factor in $O(\epsilon^{-2} \cdot \tau_G)$ rounds w.h.p.

1.2 Related work and preliminaries

Related work. In the distributed setting, Kuhn et al. [33] studied the problem of finding the mode, i.e., the most frequent element, in the CONGEST model. Let $D$ be the diameter of the graph, and $f^*$ is the largest number of occurrences among the values. They gave an algorithm that uses $O(D + F_2/f^* \cdot \log F_0)$ rounds. They also briefly explained how to implement streaming algorithms for approximating $F_0$ and $F_2$ in the CONGEST models. Also related to data summarization, Kuhn et al. [34] designed selection algorithms in the CONGEST model.

In the data stream model, each stream token $(i, x)$ corresponds to the update $f_i \leftarrow f_i + x$. The problem of approximating the number of distinct elements $F_0$ and frequency moments $F_p$ have been extensively studied. An incomplete list includes [2–4, 14, 18, 24, 25, 29, 41]. Roughly speaking, the space complexity for approximating $F_p$ in the data stream model is $O(\epsilon^{-2})$ for $0 \leq p \leq 2$ and $O(\epsilon^{-2} n^{1-2/p})$ for $p \geq 2$. Furthermore, it is known that approximating $F_\infty$ (or identifying the mode) is not possible in sublinear space. In the data stream model, researchers have also studied the problem of approximating the entropy [9, 10, 22].
We will briefly discuss the similarities between the data stream model and the CONGEST model. Roughly speaking, since streaming algorithms use little memory, they can be adapted to the CONGEST model by passing the memory state of the corresponding algorithm along the breadth-first-search tree. Similarly, lower bounds from streaming algorithms literature can also be translated into lower bounds in the CONGEST model. Data aggregation problems have also been studied in directed networks [35].

There is also a rich literature in the GOSSIP model started by the work of [12]. Some examples include spreading message [13,30,38], computing the sum and average [11,31,32], renaming [17], and quantile computation [21].

Preliminaries. We introduce basic notations and algorithmic building blocks in the CONGEST model.

To ease our presentation, we assume $N = O(\text{poly}(n))$. In our algorithms, we often want to learn about the sum of all the values (or hash values, indicator variables) held by the nodes; this can be done in $O(D)$ rounds. Another algorithmic primitive, based on downcasts and upcasts, is to broadcast the $k$ smallest values in $O(D + k)$ rounds.

We define the mixing time similarly to [15]. A lazy random walk is a random walk in which at each step, we stay at the same node with probability 0.5 and move to a random neighbor with probability 0.5. Lazy random walk ensures the existence of a unique stationary distribution (i.e., the walk is aperiodic). From now on, we simply refer to a lazy random walk as a random walk.

Let $P_t^u = (P_t^u(v_1), \ldots, P_t^u(v_n)) \in [0,1]^n$ denotes the probability distribution on the nodes after $t$ steps of a lazy random walk that starts at $u$. A crucial property of a random walk is that it will converge to the stationary distribution $(\deg(v_1)/2m, \ldots, \deg(v_n)/2m)$. Define the mixing time $\tau_G$ to be the minimum $t$ such that for any starting node $u$ and any node $v_i$, $\left| P_t^u(v_i) - \frac{\deg(v_i)}{2m} \right| \leq \frac{\deg(v_i)}{2mn}$.

Using an $O(D)$-round pre-processing, we can assume that each node has a unique ID in $[n]$. Suppose we want the nodes in a graph to have unique IDs in $[n]$. We can elect a leader and build a breadth-first-search (BFS) tree that is rooted at the leader in $O(D)$ rounds [37]. Each node $u$ can learn about the number of nodes in $T_v$ where $v$ is a child of $u$ and $T_v$ is the subtree that is rooted at $v$. This is done by aggregating the size from the leaves upward. It is then straightforward to assign the IDs to the nodes based on the depth-first-search (DFS) ordering. Specifically, the root notifies each of its children $v$ the range of the IDs in $T_v$, based on the DFS ordering, and then recurse on $T_v$. From now on, we can refer to the nodes by their IDs, i.e., $\text{ID}(v) = v$.

We will also make use of hash functions. An $O(1)$-wise independent hash function $h : [a] \rightarrow [b]$ where $a$ and $b$ are at most poly($n$) can be stored in $O(\log n)$ bits. Hence, if we need to use a hash function, a leader can broadcast such hash function (using a BFS tree) in $O(D + \log n)$ rounds in the CONGEST model and $O(\log n)$ rounds in the GOSSIP model.

2 Algorithms in the CONGEST Model

2.1 Approximation algorithms

Upper bounds. We show that we can adapt the streaming algorithms given by Bar-Yossef et al. [4] (for approximating $F_0$) and by Alon et al. [2] (for approximating $F_p$, where $p \geq 2$) to the CONGEST model (see the appendix in our full version [39]). This is not of particular
novelty though we need some careful pipelining arguments to optimize the number of rounds. Kuhn et al. [33] also briefly outlined similar results. However, the exact round-complexity for a good approximation w.h.p. is not very clear from their paper.

\textbf{Theorem 7.} There exists an $O(D + \epsilon^{-2} \log n)$-round algorithm in the CONGEST model that computes a $1 \pm \epsilon$ approximation of $F_0$ and $F_2$ w.h.p. Furthermore, for $p > 2$, there exists an $O(D + \epsilon^{-2} \min(n, N)^{1-1/p} \log n)$-round algorithm that computes a $1 \pm \epsilon$ approximation of $F_p$ w.h.p.

\textbf{Lower bounds.} We show that the dependence on $\epsilon$ is tight via a conditional lower bound. Moreover, computing $F_p$ exactly requires $\Omega(n)$ rounds. The lower bounds are obtained by adapting the existing streaming lower bounds to the CONGEST model. Due to space constraint, we refer to the appendix in our full version for the discussion.

\textbf{Theorem 8.} We have the following lower bounds in the CONGEST model.

- If the conjecture in [8] holds, then approximating $F_p$ (for fixed $p \neq 1$) up to a $1 \pm \epsilon$ factor requires $\Omega(D + \epsilon^{-2} / \log n)$ rounds.
- A $(1 \pm 0.1)$-approximation of $F_p$, for $p > 2$, requires $\Omega \left( D + \left( N^{1-\frac{2}{p}} + n^{\frac{1-2/p}{1+2/p}} \right) / \log n \right)$ rounds.
- Computing $F_p$ exactly requires $\Omega(D + n / \log n)$ rounds.

Hence, we cannot expect a sublinear algorithms (in terms of $N, n$) when $\epsilon \ll 1 / \sqrt{n}$ or when we want to obtain the exact answer. The lower bounds arise in graphs with a small balanced cut which causes an information bottleneck. This observation motivates us to design an exact algorithm when the graph is well-connected.

\section{An exact algorithm in near mixing-time}

In this subsection, we show that it is possible to beat the lower bounds and achieve an exact algorithm in sublinear time if the graph has fast mixing time. For example, expander graphs are sparse and have $O(\text{polylog} n)$ mixing time.

Suppose each node has a set of messages (of size $\text{polylog}(n)$) each of which has a destination that is another node. In parts of our algorithms, we want to route messages in a small number of rounds. We rely on the following routing algorithm in the CONGEST model that uses $\tau_G \cdot 2^{O(\sqrt{\log n})}$ rounds. We note that $2^{O(\sqrt{\log n})}$ is more than $\text{polylog} n$ but smaller than any $n^\epsilon$ for $\epsilon > 0$. Also note that $D = O(\tau_G)$. Let $\deg(v)$ be the degree of $v$ in $G$.

\textbf{Theorem 9 ([16], [15]).} If each node of $G$ is the source and the destination of at most $\deg(v) \cdot 2^{O(\sqrt{\log n})}$ messages, then there is a randomized algorithm in the CONGEST model that delivers all the messages in $\tau_G \cdot 2^{O(\sqrt{\log n})}$ rounds w.h.p.

We also rely on the idea of sorting networks. Recall that we refer to the nodes by their unique IDs in $[n]$. In a sorting network, in each step $r$, the sorting network will pick a set of disjoint pairs of nodes. We use $\text{val}(x, r)$ to denote the value that node $x$ holds in the beginning of step $r$. For each pair $x$ and $y$ (where $x < y$) that is picked, $x$ will keep the smaller value $\min(\text{val}(x, r), \text{val}(y, r))$ and $y$ will keep the larger value $\max(\text{val}(x, r), \text{val}(y, r))$. We treat NULL as $-\infty$. The sorting network can be constructed, solely based on $n$, so that after $t = O(\log n)$ steps, the values are sorted [1]. That is if $x < y$, then $\text{val}(x, t) \leq \text{val}(y, t)$.

In the CONGEST model, each node can generate the sorting network (note that the construction of the sorting network is independent of the topology of $G$ and the values held by the nodes). Furthermore, each step can be simulated by invoking Theorem 9. Thus, we have the following.
Lemma 10. In the CONGEST model, we can sort the nodes’ values in \( \tau_G \cdot 2^{O(\sqrt{\log n})} \) rounds w.h.p.

We now complete the proof of our first main result.

Proof of Theorem 3. We now use \( \text{val}(v) \) to refer to the value that \( v \) holds after sorting. We say a node \( v \) is a head or a tail if \( \text{val}(v) \neq -\infty \) and its ID is the smallest or the largest respectively among the IDs of the nodes that hold the value \( \text{val}(v) \). A node \( v \) can tell that if it is a head or a tail by checking with the nodes \( v + 1 \) and \( v - 1 \) respectively using the routing algorithm in Theorem 9. We use head \((i)\) and tail \((i)\) to denote the IDs of the head and the tail of value \( i \) respectively.

Now, every node that is not a head or a tail marks its value as \(-\infty\). Each remaining node forms a token consisting of its value, ID, and whether if it is a head or a tail (or both). We then use sorting networks again to sort the values in the graph. We will also swap the tokens if two nodes swap their values. Afterward, the head and the tail tokens of a value \( i \) will be at some two nodes \( v \) and \( v + 1 \) (or just at a node \( v \) if \( f_i = 1 \)). To this end, each node \( v \) that holds a head token (that is not also a tail token) with value \( i \) will check with nodes \( v + 1 \) and \( v - 1 \) using the routing algorithm, to collect tail \((i)\) since either \( v + 1 \) or \( v - 1 \) must have the tail token of \( i \). Now, \( v \) can compute \( g(f_i) = g(\text{tail}(i) - \text{head}(i) + 1) \) and set this as its value. All the nodes that do not hold a head token set their values to 0. We then compute \( \sum_{i=1}^{N} g(f_i) \) using the BFS tree in \( O(D) \) rounds.

The algorithm above is more robust compared to the AMS sketch since it can handle all fixed and computable functions \( g \). The AMS sketch cannot guarantee sublinear space in the streaming model (or sublinear time in the CONGEST model) for many functions [5–7]. The above algorithm also immediately leads to an algorithm that finds the top \( k \) frequent elements.

Finding the top \( k \) frequent elements. At the end of the above algorithm, the occurrence of each value \( i \) is held by some node \( v \). Recall we can find the top \( k \) elements in the graph using \( O(D + k) \) rounds via upcasts. This immediately leads to the following result.

Theorem 11. There exists an algorithm that finds the top \( k \) elements (along with their occurrences) in the CONGEST model in \( O(k + \tau_G \cdot 2^{O(\sqrt{\log n})}) \) rounds w.h.p.

3 Emulation of GOSSIP Model in the CONGEST Model

In Section 2, we have shown that the moments can be computed exactly in \( \tau_G \cdot 2^{O(\sqrt{\log n})} \) rounds. If the permutation routing algorithm can be improved to polylog \((n)\) rounds, then the running time of our algorithms would be improved to \( \tilde{O}(\tau_G) \) rounds. Whether the \( 2^{O(\sqrt{\log n})} \) factor can be improved to polylog \((n)\) is an intriguing open question.

Instead of tackling the complexity of permutation routing, in this section, we show that one round of the GOSSIP model can be emulated almost-perfectly in \( \tilde{O}(\tau_G) \) rounds in the CONGEST model. Therefore, if there is a polylog \((n)\)-round algorithm in the GOSSIP model, it implies a \( \tilde{O}(\tau_G) \) rounds algorithm in the CONGEST model. In Section 4, we present efficient algorithms in the GOSSIP model when \( F_0 \) is small (or when the number of empty nodes is large) which can be translated back to the CONGEST model using the emulation result in this section.
Recall that \( P_u^t = (P_u^t(v_1), \ldots, P_u^t(v_n)) \) \( \in [0, 1]^n \) denotes the probability distribution on the nodes after \( t \) steps of a lazy random walk that starts at \( u \) (see Section 1.2). Given \( \lambda \), we let \( \tau_G(\lambda) \) be the smallest \( t \) such that for any starting node \( u \) and any node \( v_i \),

\[
|P_u^t(v_i) - \frac{\deg(v_i)}{2m}| \leq \lambda.
\]

Note that if \( \lambda = 1/\text{poly}(n) \) then \( \tau_G(\lambda) = O(\tau_G) \) [15, Definition 2.1].

We will run several random walks in parallel. The following lemma from [15] shows that the parallel random walks can be performed efficiently in the \textsc{CONGEST} model.

\begin{lemma} [15], Lemma 2.5. \end{lemma}

Let \( G = (V, E) \) be an \( n \)-node graph and let \( t \geq 1 \) be a positive integer. Assume that we perform \( T = O(\text{poly}(n)) \) steps of a collection of independent random walks in parallel. If each node \( u \in V \) is the starting node of at most \( t \cdot \deg(u) \) random walks, w.h.p., the \( T \) steps of all the random walks can be performed in \( O((t + \log n) \cdot T) \) rounds in the \textsc{CONGEST} model.

The main technical difficulty of the emulation lies in the fact that the stationary distribution is not necessarily uniform in general graphs. If \( G \) is regular, we could let each node \( u \) start a random walk that runs for \( O(\tau_G) \) steps. The probability that \( u \) ends at each node is (nearly) uniform. If it ends at \( v \) then we set \( t(u) = v \). Moreover, by Lemma 12, all the random walks can be performed simultaneously in \( O(\tau_G) \) rounds.

In irregular graphs, such approach does not work because the stationary distribution is not uniform. One remedy is to regularize the random walk (i.e. adding self-loops to non-maximum degree nodes). However, this may significantly increase the mixing time of the graph (e.g., a star graph). In the following, we give an emulation algorithm whose running time is within a polylog\((n)\) factor of the mixing time.

For each node \( u \) in \( G \), we split it into \( \deg(u) \) compartments. When a random walk enters a node, it is assigned randomly to one of its compartments. There are \( 2m \) compartments in \( G \) in total. We outline the emulation algorithm below.

1. Let \( k = \lfloor 1.5m/n \rfloor \). Each node creates \( k \) destination tokens and distributes them over the compartments in \( G \) so that each compartment contains at most one destination token. Now \( n \cdot k \approx 1.5m \) compartments are filled with tokens.
2. Each node sends out a source token. Each source token starts a random walk to distribute itself randomly over the compartments at the end. If the source token of node \( u \) ends in a compartment with the destination token of some node \( v \), we set \( t(u) = v \).
3. Route the message between \( u \) and \( t(u) \) for each \( u \) simultaneously.

We explain how to implement each step in details.

\textbf{Step 1.} Each node \( u \) creates a destination token \((u, k)\) initially. The first component of the token is its identity while the second component of the token is its multiplicity. The goal is to split the tokens and distribute them across the compartments so that all tokens have multiplicity of 1 and each compartment holds at most one token. We divide Step 1 into the \textbf{splitting phase} and the \textbf{distributing phase}.

The splitting phase is further divided into \( \lceil \log k \rceil \) stages. At the beginning of each stage, if \( W > 1 \), each token \((u, W)\) is split into two tokens \((u, \lfloor W/2 \rfloor)\) and \((u, \lceil W/2 \rceil)\). Then all tokens perform \( \tau_G \) steps of random walks.
We show that w.h.p., there are at most $O(\log n)$ tokens per compartment at the end of each stage. Given a stage, the probability that a token ends up in a given compartment in node $v$ is at most

$$\Pr[t(v) = v_i] \leq \frac{\deg(v) \cdot \log n}{2m} \leq \frac{1}{m}.$$ 

Since there are at most $k \cdot n \leq 1.5m$ tokens, there are at most $O(1)$ tokens ending in a compartment in expectation. By standard Chernoff and union bound argument, w.h.p. there are at most $O(\log n)$ tokens in each compartment.

Moreover, since each node $u$ holds at most $\deg(u) \cdot O(\log n)$ tokens at the beginning of each stage, the random walks can be performed in parallel in $O(\tau_G \cdot \log n)$ rounds by Lemma 12. Therefore, the splitting phase uses $O((\log k) \cdot (\tau_G \cdot \log n)) = \tilde{O}(\tau_G)$ rounds. At the end of the splitting phase, the multiplicity of each token is one. Moreover, w.h.p. each compartment contains at most $O(\log n)$ tokens.

In the distributing phase, a compartment containing more than one token will start the random walks on all except one of its token for $\tau_G(0.1/2m)$ steps. Again, by Lemma 12, this can be done simultaneously for all nodes in $O(\tau_G \cdot \log n)$ rounds. At the end of the random walks, we say a token succeeds if it ends at a compartment without any other tokens. If a token does not succeed, it will go back to the origin. The process is repeated until there is no compartment containing more than one token. Since there are at most $n \cdot k \leq 1.5m$ tokens, at most $1.5m$ compartment can be occupied. Since we run the random walks for $\tau_G(0.1/2m)$ steps, the probability that a random walk ends at a specific compartment is at most $1.1/2m$. Thus, the probability that a token does not succeed is at most $(1.5m) \cdot (1.1/(2m)) = 1.65/2$. 

---

**Figure 1** Illustration of Step 2. The random walk of $u$'s source token ends in the compartment containing the destination token of $v_4$. Thus, $t(u) = v_4$.

**Figure 2** Illustration of Step 3. $u_1, u_2, u_3$ will follow the paths taken by the destination tokens of $v$ back to $v$. The paths may overlap. W.h.p. every edge is contained in at most $O(\log n)$ paths.
Therefore, a token will succeed w.h.p. after at most \(O(\log n)\) trials. By a union bound over the tokens, w.h.p. all tokens succeed after \(O(\log n)\) trials. The total running time is \(O(\log n \cdot (\tau_G \log n)) = \tilde{O}(\tau_G)\).

**Step 2.** Each node \(u\) creates a source token. The tokens start to perform random walk for \(\tau_G(\lambda')\) steps, where \(\lambda' = \min(\lambda/(8m), 0.1/m)\) (see Figure 1). If the source token of \(u\) ends up in one out of the \(k\) compartments with a destination token of \(v\), \(t(u)\) will be set to \(v\). Otherwise, if it ends up in a compartment without any destination tokens, it will restart the random walk. The process will be repeated until the source token ends up in a compartment with some destination token.

By our choice of \(\lambda'\), the probability that a token ends at a specific node is at least \(0.9/(2m)\). Therefore, the probability that a token successfully ends up in a compartment with a destination token after the random walk is at least

\[
nk \cdot \frac{0.9}{2m} \geq (1.5m - n) \cdot \frac{0.9}{2m} \geq (1.5m - m - 1) \cdot \frac{0.9}{2m} \geq \left(\frac{1}{4} - \frac{1}{2m}\right) \cdot 0.9 \geq 0.9/8.
\]

The second inequality follows from \(m \geq n - 1\) and the third inequality holds for \(m \geq 4\). Thus, the number of random walks a token needs to perform until it ends up at a node with some destination token is at most \(O(\log n)\) w.h.p. By taking a union bound over all the \(n\) tokens, we conclude that w.h.p. every token performs at most \(O(\log n)\) random walks. The random walks can be performed simultaneously in \(O(\tau_G \cdot \log n)\) rounds, so w.h.p. the total number of rounds is \(O(\tau_G \cdot \log^2 n)\).

Next, we show that given two nodes \(u, v\), \(\Pr(t(u) = v) \in [(1 - \lambda)/n, (1 + \lambda)/n]\). Let \(\mathcal{E}_v\) denote the event that the source token of \(u\) ends up in a compartment with a destination token of \(v\). Let \(\mathcal{E}\) denote the event that the source token of \(u\) ends up in a compartment with some destination token.

By our choice of \(\tau(\lambda')\), we have that for all \(v\), \(\Pr(\mathcal{E}_v) \in \left[n \left(k \frac{2m}{2m} - k \lambda', \frac{k}{2m} + k \lambda'\right]\right]'\) and \(\Pr(\mathcal{E}) \in \left[n \left(k \frac{2m}{2m} - k \lambda', \frac{k}{2m} + k \lambda'\right)\right]'\). Therefore,

\[
\frac{k}{2m} - k \lambda' \leq \Pr(t(u) = v) \leq \frac{k}{2m} + k \lambda',
\]

\[
\frac{1}{n} \cdot \frac{1 - 2m \lambda'}{1 + 2m \lambda'} \leq \Pr(t(u) = v) \leq \frac{1}{n} \cdot \frac{1 + 2m \lambda'}{1 - 2m \lambda'}
\]

\[
\frac{1}{n} \cdot (1 - 8m \lambda' \leq \Pr(t(u) = v) \leq \frac{1}{n} \cdot (1 + 8m \lambda') \quad \text{when } \lambda' \text{ is sufficiently small}
\]

\[
\frac{1}{n} \cdot (1 - \lambda) \leq \Pr(t(u) = v) \leq \frac{1}{n} \cdot (1 + \lambda) \quad \lambda' \leq \lambda/8m.
\]

Note that since all the source tokens perform random walks independently, when we condition on the choice of nodes in \(Z\) for any \(u \notin Z \subseteq V\), it is still true that

\[
\Pr\left(\bigcap_{z \in Z} t(z)\right) \in \left[n \left(k \frac{2m}{2m} - k \lambda', \frac{k}{2m} + k \lambda'\right)\right]'\]

and

\[
\Pr\left(\bigcap_{z \in Z} t(z)\right) \in \left[n \left(k \frac{2m}{2m} - k \lambda', \frac{k}{2m} + k \lambda'\right)\right]'\].

Thus, \(\Pr\left(t(u) = v\big| \bigcap_{z \in Z} t(z)\right) \in [(1 - \lambda)/n, (1 + \lambda)/n].\)
Step 3. It remains to show that the messages from $u$ to $t(u)$ can be routed simultaneously for every $u$ in $\tilde{O}(\tau_G)$ rounds.

Let mid($u$) denote the node where the source token of $u$ is located at the end of Step 2. The message from $u$ to mid($u$) for every $u$ can be simultaneously routed in $\tilde{O}(\tau_G)$ rounds by following the same path taken by the random walk of the source token of $u$.

Suppose that $t(u) = v$. After the message reaches mid($u$), it will follow the path taken by the random walk of the destination token of $v$ to go to $v$ (see Figure 2). Note that multiple source tokens may be matched to a node $v$ (some possibly from the other destination tokens of $v$). When they follow the paths that lead back to $t(v)$, it is possible that these paths merge and create congestion. However, using a standard Chernoff Bound argument, we can show that for any node $v$ w.h.p. at most $O(\log n)$ different nodes $u$ have $t(u) = v$. Therefore, each step of the parallel random walk can be done with a $O(\log n)$ factor blowup. Thus, the messages between $u$ and $t(u)$ can be routed in $\tilde{O}(\tau_G)$ rounds. This completes the proof of Theorem 4.

4 Algorithms in the GOSSIP Model

In this section, we show that if we have a small number of non-empty nodes, then the empty nodes help approximate $F_p$ faster. As stated in Corollary 6, this result can be translated back to the CONGEST model using Theorem 4 with a blow-up factor $O(\tau_G)$. We exhibit a pre-processing step that duplicates the values so that $\Omega(n)$ nodes become non-empty which is crucial for the algorithms to work while preserving the occurrence ratios.

Throughout this section, for the sake of clarity, we consider the GOSSIP (0) model. However, running our algorithms in GOSSIP (1/$n^c$), for some sufficiently large constant $c$, only incurs a small additive error $1/poly(n)$.

Lemma 13. If the number of non-empty nodes $z < n/3$, we can duplicate the values so that $z\lceil(n/3)/z\rceil$ nodes become non-empty while preserving the occurrences ratios in $O(\log^2 n)$ rounds in the GOSSIP model.

Proof. We divide the process into three phases.

Pre-processing. We assume that the number of non-empty nodes is less than $n/3$, otherwise, we are done. First, the nodes compute the number of non-empty nodes $z$ in $O(\log n)$ rounds [32]. Each node $v$ will form a token that contains $val(v)$ and $t$ where $t$ is originally set to $\lceil(n/3)/z\rceil$.

Splitting Phase. This phase consists of $O(\log n)$ stages each of which consists of $O(\log n)$ sub-stages. At the beginning of each stage, a node $v$ has a collection of tokens $(x_1, t_1), (x_2, t_2), \ldots$ in its buffer. Each token $(x_i, t_i)$ is split into two tokens $(x_i, \lceil t_i/2 \rceil)$ and $(x_i, \lfloor t_i/2 \rfloor)$. It will send these two tokens to two random nodes using two rounds and delete $(x_i, t_i)$ from its buffer. Note that the new tokens $(x_i, \lceil t_i/2 \rceil)$ and $(x_i, \lfloor t_i/2 \rfloor)$ will not be split until the next stage. Every stage produces at most $z\lceil(n/3)/z\rceil \leq 2n/3$ new tokens. Each new token is sent to a random node and therefore each node contains $O(\log n)$ new tokens w.h.p by Chernoff bound at the end of that stage. Hence, each sub-stage requires at most $O(\log n)$ rounds to split all the tokens in its buffer w.h.p. After $O(\log n)$ stages, w.h.p all nodes contain $O(\log n)$ tokens and all tokens $(x, t)$ satisfy $t = 1$.

Distributing Phase. At this point, we only have tokens in the form $(x, 1)$, or simply $x$. In each stage, if $v$ holds more than one token, it will send all but one token (say the first that arrives at $v$) to the nodes that it talks to. By a standard Chernoff bound argument, each stage requires $O(\log n)$ rounds since each node always holds at most $O(\log n)$ tokens.
w.h.p. We say a token \( x \) succeeds if it lands in a previously empty node \( u \) while no other token lands in \( u \) in the same round. Then, \( u \) never sends \( x \) away from this point onward. Since we have at most \( z \cdot \left(\lceil n/3 \rceil / z \right) \leq 2n/3 \) tokens, at least \( n/3 \) nodes are empty at all times. Consider a token \( x \). In each stage, conditioning on all other tokens’ choices, with probability at least \( 1/3 \), \( x \) succeeds. Hence, after \( O(\log n) \) stages, \( x \) succeeds w.h.p and therefore all tokens succeed w.h.p by taking a union bound over all tokens. Since we have at least \( \lceil n/3 \rceil \) tokens, the number of non-empty nodes is \( \Omega(n) \). Note that the occurrence of each value is rescaled by a factor \( \lceil n/3 \rceil / z \).

After we estimate \( F_p \) of the new instance, we can divide the estimator by \( \left(\lceil n/3 \rceil / z \right)^p \) to get an estimate for \( F_p \) in the original instance. From now on, we can safely assume that the number of non-empty nodes \( F_1 = \Omega(n) \), otherwise, we can apply the above pre-processing. A key observation is that \( F_0 \leq z \), and thus we can analyze our algorithms for when \( F_0 \) is small instead.

An \( \ell_p \)-sampling primitive. An \( \ell_p \)-sampling algorithm samples a value \( i \in [N] \) with probability \( f_i^p / F_p \). More formally, \( \Pr(\text{sample } i) = f_i^p / F_p \).

The \( \ell_p \)-sampling primitive (for \( 0 \leq p \leq 2 \)) has been extensively studied in the data stream model. An incomplete list includes [3, 26, 28, 36]. However, most streaming \( \ell_p \)-samplers are rather complicated, and it is unclear how to implement them in the GOSSIP model.

It is trivial to obtain an \( \ell_1 \)-sample by virtue of the GOSSIP model. To obtain an \( \ell_0 \)-sample (a random value that occurs at least once), we broadcast a randomly chosen pairwise hash function \( h : [N] \to [N^3] \) and identify the value corresponds to the smallest hash value in \( O(\log n) \) rounds.

Assuming that \( p \) is fixed, we now show that if \( F_0 = O \left( n^{1/(p-1)} \right) \), then we can perform \( \ell_p \)-sampling in \( O(\log n) \) rounds (hence \( \ell_2 \)-sampling can always be done in \( O(\log n) \) rounds since \( F_0 \leq n \)). The sampling algorithm proceeds as follows.

Each node \( v \) uses \( p \) rounds to talk to \( p \) random nodes \( u_1, \ldots, u_p \). It declares success if \( \text{val} (u_1) = \ldots = \text{val} (u_p) \). In that case, let \( \text{val} (u_1) \) be \( v \)'s sample. Among the successful nodes, to break symmetry, broadcast the sample of the node with the smallest ID. If no node succeeds, repeat the process. The following lemma provides a lower bound on \( F_p \) based on \( F_0 \).

- **Lemma 14.** If \( F_1 = \Omega(n) \) and \( F_0 = O \left( n^{1/(p-1)} \right) \), then \( F_p = \Omega \left( n^{p-1} \right) \).

**Proof.** Let the frequency vector be \( f = (f_1, \ldots, f_N) \). Without loss of generality, suppose the potentially non-zero entries of \( f \) be \( f_1, \ldots, f_{K_0 n^{1/(p-1)}} \) for some constant \( K_0 \). Note that based on our assumption, \( f_j = 0 \) for all \( j > K_0 n^{1/(p-1)} \). Let \( f' = (j_1, \ldots, j_{K_0 n^{1/(p-1)}}) \) be the vector formed by the first \( K_0 n^{1/(p-1)} \) entries. Note that \( \| f' \|_1 \geq Cn \) for some constant \( 0 < C \leq 1 \) as assumed.

We will use the following inequality: if the vector \( x \) has \( n \) entries then

\[
\|x\|_q \leq \left( n^{1/q - 1/p} \right) \|x\|_p , \text{ for } 0 < q < p .
\]

Note that \( f' \) has \( K_0 n^{1/(p-1)} \) entries. Let \( K' = K^{1-1/p} \). We have

\[
\left( K_0 n^{1/(p-1)} \right)^{1-1/p} \| f' \|_p \geq \| f' \|_1,
\]

\[
\| f' \|_p \geq \| f' \|_1 \frac{1}{K' n^{1/p}},
\]

\[
F_p \geq \frac{C n^p}{K' n^{p-1}} = \Omega \left( n^{p-1} \right) .
\]

The last step follows since \( K \) and \( C \) are constants and \( p \) is fixed.
Theorem 15. If $F_0 = O\left(n^{1/(p-1)}\right)$, then the described algorithm obtains an $t_p$-sample in $O(\log n)$ rounds in the GOSSIP model w.h.p.

Proof. We can apply the pre-processing step so that $F_1 = \Omega(n)$ while the occurrences ratios are preserved. The probability that a node succeeds is $\Omega\left(\sum_{i=1}^{n} f_i^p/n^p\right) = \Omega(F_p/n^p).

Applying to Lemma 14, $F_p \geq n^{p-1}/K'$ for some constant $K'$. Hence, $\Pr(v \text{ succeeds}) \geq 1/(K'n)$. The probability that all $n$ nodes fail is at most $\left(1 - 1/(K'n)\right)^n \leq e^{-1/K'}$. We therefore succeed w.h.p by repeating $O(\log n)$ times. Given that $v$ succeeds, the probability that it samples value $i$ is $(f_i^p/n^p) / \left(\sum_{j=1}^{N} f_j^p/n^p\right) = f_i^p/F_p$ as required.

Approximating $F_p$. The algorithm by Bar-Yossef et al. [4] that we discuss in the full version [39] for approximating $F_0$ up to a $1 \pm \epsilon$ factor w.h.p can be emulated in the GOSSIP model in $O(\epsilon^{-2} \log^2 n)$ rounds. We now focus on approximating higher frequency moments. Let $k \leq p$ be an integer. We present an algorithm that w.h.p approximates $F_p$ (for $p \geq 2$) in $O(\epsilon^{-2} n^{1-k/p})$ rounds if $F_0 = O(n^{1/(k-1)})$. Recall that $F_0$ is at most the number of non-empty nodes. To approximate $F_p$, our algorithm makes use of an approximation of $F_k$ and $\ell_k$-sampling. This generalizes the approach in [3,36]. We will prove the following theorem.

We first consider the following algorithm that approximates $F_k$. For $j = 1, \ldots, C \epsilon^{-2} \log n$, where $C$ is some sufficiently large constant, in the $j$-th phase, each non-empty node $v$ uses $k - 1$ rounds to talk to $k - 1$ random nodes $u_1, \ldots, u_{k-1}$. It declares success if $\text{val}(v) = \text{val}(u_1) = \ldots = \text{val}(u_{k-1})$. Let $I_{j,v}$ be the indicator variable for the event $v$ succeeds in the $j$-th phase. Let $T = C \epsilon^{-2} \log n$. Return the estimate

$$\hat{F}_k = \frac{n^{k-1}}{T} \cdot \sum_{j=1}^{T} \sum_{i=1}^{n} I_{j,v} .$$

We now prove Theorem 5. This theorem first shows that $\hat{F}_k$ is a good approximation w.h.p. Then, it combines $\hat{F}_k$ with $\ell_k$-sampling to compute a good estimate of $F_p$ in $O(\epsilon^{-2} n^{1-k/p} \log^2 n)$ rounds.

Proof of Theorem 5. We again can assume that $F_1 = z = \Omega(n)$ as outlined earlier in this section. We first show that $\hat{F}_k = (1 \pm \epsilon)F_k$ w.h.p. In expectation,

$$E[\hat{F}_k] = \frac{n^{k-1}}{T} \sum_{j=1}^{T} \sum_{i=1}^{n} E[I_{j,v}] = \frac{n^{k-1}}{T} \sum_{j=1}^{T} \sum_{i=1}^{n} \frac{f_i^{\text{val}(v)}}{n^{k-1}} = \frac{1}{T} \sum_{i=1}^{n} f_i \cdot f_i^{k-1} = F_k .$$

Since the indicator variables $I_{j,v}$ are independent, we can apply Chernoff bound directly.

$$\Pr\left(\left|\hat{F}_k - F_k\right| \geq \epsilon F_k\right) = \exp\left(-\Omega\left(\frac{Te^2}{n^{k-1}}\right)\right) \leq \exp\left(-\Omega\left(Te^2\right)\right) \leq 1/\text{poly}(n) .$$

The first inequality follows from Lemma 14 and the second inequality is because $T = C \epsilon^{-2} \log n$ for some sufficiently large constant $C$. Hence, we can approximate $F_k$ up to a $1 \pm \epsilon$ factor in $O(\epsilon^{-2} \log n)$ rounds.

To approximate $F_p$, for $p > k$, we use the following estimator. Let $i$ be an $\ell_k$ sample. We can compute $f_i$ exactly in $O(\log n)$ rounds. Specifically, each node with value $i$ will put 1 on it and 0 otherwise. Then, we can compute the sum using the algorithm in [32]. Consider the following estimator:

$$\hat{F}_p = \hat{F}_k \cdot f_i^{p-k} .$$

We rely on the following lemma. We defer the proof to the end of this section.
Lemma 16. We have $E\left[\hat{F}_p\right] = (1 \pm O(\epsilon)) F_p$ and $V\left[\hat{F}_p\right] \leq 2n^{1-k/p} F_p^2$.

Hence, by an application of Chebyshev bound, if we take the average of $O\left(n^{1-k/p} \epsilon^{-2}\right)$ estimators, with constant probability, $\hat{F}_p = (1 \pm \epsilon) F_p$. We can amplify the success probability to $1 - 1/\text{poly}(n)$ by the standard median trick, i.e., taking the median of $O(\log n)$ such estimators.

Proof of Lemma 16. In expectation,

$$E\left[\hat{F}_p\right] = \hat{F}_k \cdot \sum_{i=1}^{N} \frac{f_i^k}{\sqrt{F_k}} f_i^{p-k}$$

$$= (1 \pm O(\epsilon)) F_p.$$

We can bound the variance as follows.

$$V\left[\hat{F}_p\right] \leq (1 \pm O(\epsilon)) F_k^2 \sum_{i=1}^{N} \frac{f_i^k}{\sqrt{F_k}} f_i^{2(p-k)}$$

$$\leq 2F_k F_{2p-k}.$$

We have $\|f\|_k \leq n^{1-k/1-p}\|f\|_p$, and therefore $F_k \leq n^{1-k/p} F_p^{k/p}$. Additionally, $\|f\|_{2p-k} \leq \|f\|_p$ which implies $F_{2p-k} \leq F_p^{2-k/p}$. Therefore, $V\left[\hat{F}_p\right] \leq 2n^{1-k/p} F_p^2$. ▶
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1 Introduction
To gain performance, processors reorder instructions. However, the correctness of concurrent programs is often crucially dependent on the preservation of the order of specific instructions. For example, a flag should be set before another flag is read. Thus, architectures provide memory fence instructions that preserve the relative order of specific instructions that come before and after them in the program. Experts have been traditionally programming synchronization algorithms with explicit fence instructions for specific architectures [7, 8, 12, 14]. The resulting program is an over-specification as it hard-codes the placement of the fences that enforce the required orders for a particular architecture. Further, it is an under-specification as the required orders that are implicitly provided by the architecture do not explicitly appear in the program. Fences are just an implementation mechanism for
high-level order requirements. Concurrent algorithm designers require the order of certain instructions in their algorithms to be kept during the execution, and can readily declare these orders. Given the high-level order requirements \([4, 11, 9]\), automatic synthesis tools that can decide the optimum fence insertion can enhance the ease of programming, reliability, maintainability, portability and performance of synchronization algorithms. This approach separates what from how. Programs can be verified using architecture-independent and algorithm-level reasoning and tools can automatically translate the program to multiple target architectures.

Lee et al. \([21]\), Fang et al. \([15]\), and Alglave et al. \([5]\) presented methods to insert fences that enforce sequential consistency. Others have tried to infer the required orders including Kuperstein et al. \([18]\), Meshman et al. \([25]\) and Dan et al. \([13]\). Bender et. al. \([9]\) proposed to capture the required orders as a relation on the statements of each thread and implemented a compiler to translate these declared orders to optimum fence insertion. Optimum fence insertion for general programs can be modeled as the minimum multi-cut problem that is NP-hard. The compiler presented in \([9]\) used an exponential-time algorithm to insert optimum fences. Later Lesani \([22]\) presented a polynomial-time fence insertion algorithm for the class of straight-line programs. This posed the problem of whether there are optimum or approximation algorithms for fence insertion to programs with basic control structures.

In this paper, we introduce a greedy and polynomial-time optimum fence insertion algorithm for the class of structured programs. This class includes programs that use structured branching statements such as if-then-else and switch-case and structured loop statements such as while and for. Further, through a reduction from the minimum set cover problem, we show that the minimum fence insertion problem with multiple types of fence instructions is NP-hard even for straight-line programs.

We observed that the control-flow graph of programs with structured branching has the structured form of nested diamonds. Figure 1.(a) shows an example. The diamond that branches at vertex \(b\) and merges at vertex \(g\) can represent an if-then-else statement where the left branch represents the then statement and the right branch represents the else statement. The example requires three orders: the order from \(c\) to \(h\), from \(d\) to \(f\), and from \(e\) to \(h\) should be enforced. The orders are shown as arrows. We use both dashed and dotted arrows to easily distinguish overlapping orders. The order between two vertices can be preserved in a path between them by placing a fence on an edge of the path. What is the minimum number of fences to preserve all the required orders?
In this paper, we present an algorithm that reduces fence insertion for structured control-flow-graphs to fence insertion for a set of paths. It also presents a transformation that reduces fence insertion for looping structured programs to loop-free structured programs. For example, fence insertion for the graph shown in Figure 1.(a) is reduced to fence insertion for the two paths shown in Figure 1.(b). The high-level idea is that we can incrementally transform a diamond to a single branch by extracting branches. Fences can be independently inserted for the extracted branches. For example, the right branch of Figure 1.(a) is extracted in Figure 1.(b). The orders within a branch can be only preserved by fences inserted within that branch. Thus, the extracted right branch takes the order from $d$ to $f$ with it. Further, the extracted right branch can cover the spanning order from $e$ to $h$ with no extra fences. Thus, it takes in the spanning order from $e$ to $h$ too; it takes it as the shrunk order from $e$ to $g$. Thus, fence insertion for the extracted right branch covers both constraints from $d$ to $f$ and from $e$ to $h$. The left branch and the vertices above and below the diamond make the second path. The order from $c$ to $h$ overlaps with the left branch and stays within the second extracted path. The result is two paths and fencing for each can be done in polynomial time. We will elaborate on the algorithm in the following sections.

In the following sections, we first define the problem model (Section 2) and then present the greedy fence insertion algorithm for loop-free structured programs and state its optimality and complexity (Section 3). We then present a reduction from fence insertion for looping programs to fence insertion for loop-free programs (Section 4). Then, we prove the NP-hardness of fence insertion with multiple fence types (Section 5). Finally, we discuss the related works (Section 6) before we conclude (Section 7).
We now present the basic definitions and the problem instances that we use throughout the paper.

We consider the problem of minimum fence insertion for the set of structured programs that use branching statements such as if-then-else and switch-case and loop statement such as while and for. We represent this problem as the pair \( (G, C) \). The graph \( G = (V, E) \) is the control-flow graph (CFG) of the program. Each vertex \( v \in V \) represents an executable instruction, and each edge \( e \in E \) represents an execution transition. The control-flow graphs for loop-free structured programs are acyclic; thus, we call them Acyclic Flow Graphs (AFG). The constraints \( C \) is the set of pairs of vertices of \( G \) that represent the required orders: a constraint is represented as a pair \( \langle s, t \rangle \), where \( s \) and \( t \) are both vertices in \( V \) such that \( t \) is reachable from \( s \). Figure 2 illustrates an instance of the fence insertion problem. The order between two vertices of a constraint can be preserved in a path between them by placing a fence on an edge of the path. To preserve the required order of a constraint between two vertices, a fence should be inserted in each path between them; then, we say that the constraint is covered by the inserted fences. Common hardware memory models do not allow reordering at the branch instructions. Therefore, we assume that branch instructions have implicit fences. Given a problem instance \( (G, C) \), the goal is to find the minimum number of fences that preserve all the constraints. We call the set of fences inserted on the edges of a graph, a fencing for that graph.

An AFG has a structured shape of nested diamonds. It has only one vertex with the input degree 0 that we call the start vertex and denote by \( v_0 \). It has only one vertex with the output degree 0 that we call the end vertex. Vertices with output degree more than one are called branch vertices and denoted by \( b \). Vertices with input degree more than one are called merge vertices and denoted by \( m \). The branch vertices start and the merge vertices end diamonds. Diamonds will help us reduce the problem on large graphs into a set of simple paths. A simple path is a path that has no branch vertex or merge vertex, except its head and tail. Diamonds are nested. A pair of \( (b, m) \) is a diamond of level 0 (called a simple diamond) iff (1) \( b \) is a branch vertex and \( m \) is a merge vertex and (2) all the paths starting from \( b \) reach \( m \) and all such paths are simple. In Figure 2, \( \langle e, m \rangle \) and \( \langle g, n \rangle \) are diamonds of level 0. A pair of \( (b, m) \) is a diamond of level \( k \) iff (1) \( b \) is a branch vertex and \( m \) is a merge vertex and (2) all the paths starting from \( b \) reach \( m \), and if there is any branch vertex in between, it should be the starting vertex of a diamond of a level less than \( k \) whose merge vertex is not \( m \). In Figure 2, \( \langle c, a \rangle \) is a diamond of level 1 and \( \langle b, p \rangle \) is a diamond of level 2.

Given a diamond, we categorize constraints into three types with respect to that diamond. A constraint is internal if both end points of the constraint are in the diamond. For example, in Figure 2, the constraint \( \langle h, k \rangle \) is an internal constraint for the diamond \( \langle e, m \rangle \). A constraint is spanning if only one of its endpoints is in the diamond. For example, in Figure 2, the constraints \( \langle d, j \rangle \) and \( \langle j, p \rangle \) are spanning constraints for the diamond \( \langle g, n \rangle \). A constraint is passing if it passes over the diamond. More precisely, the branch vertex of the diamond is reachable from the source vertex of the constraint, the sink vertex of the constraint is reachable from the merge vertex of the diamond and every path from the source to the sink vertex of the constraint contains branch and merge vertices of the diamond. For example, in Figure 2, the constraint \( \langle d, p \rangle \) is a passing constraint for the diamond \( \langle g, n \rangle \). Since the branch vertex of a diamond is a jump instruction and the end vertex of a diamond represents the end label of the branch, there is no constraint between the two in real-world programs. Thus, we assume that constraints do not start at the branch vertex and finish at the merge vertex of a diamond.
3 Fence Insertion Algorithm for Loop-free Programs

Algorithm 1 Fence Insertion.

1: procedure FenceInsertion (⟨A<sup>FG</sup>, C⟩)
2: Eliminate the constraints in C that are implicitly preserved in A<sup>FG</sup>.
3: Find diamonds in A<sup>FG</sup> and
4: store them in a minimum priority queue q based on their levels. (Algorithm 2)
5: Decompose the diamonds in q into a set of simple paths and their constraints and
6: find the optimum fencing for each. (Algorithm 3 and Algorithm 4)
7: Return the union of the fences placed on the simple paths.

In this section, we present an algorithm (Algorithm 1) that finds the optimal solution to the fence insertion problem for a given AFG in polynomial time. The algorithm has three steps. In the first step, it eliminates the constraints that are implicitly preserved, from the AFG. In the second step, it finds the diamonds of the AFG and puts them into a minimum priority queue based on their levels. The idea behind the algorithm for this step is to run a breadth-first search to label the merge and branch vertices, and then match them up accordingly. These labels are also used to assign the level of each diamond. The third step of the algorithm iterates through the diamonds in the priority queue and decomposes them into a set of separate simple paths. In this step, it also calculates the optimal fencing for each of the simple paths. Finally, it returns the union of these fencings. We will visit each of these steps in turn.

3.1 Constraint Elimination

Hardware memory models such as x86-TSO, SPARC TSO, MIPS and RISC-V can preserve control dependencies [27, 6, 3]. Therefore, spanning constraints that start before the branch vertex of a diamond and end inside a branch path of the diamond are implicitly preserved. Similarly, the passing constraints are implicitly preserved. For example, in the graph of Figure 2, the spanning constraints ⟨a, g⟩ and ⟨d, j⟩, and the passing constraint ⟨d, p⟩ are implicitly preserved. As Figure 5.(a) shows, the implicitly provided constraints are eliminated from the graph before the next steps. These constraints can be simply eliminated as follows: traverse the vertices from the start vertex, and at each branch vertex, eliminate the constraints which have been started but not finished.

3.2 Finding diamonds

In this section, we present an algorithm (Algorithm 2) that finds all the diamonds of the input graph and computes their levels. It returns a minimum priority queue of the diamonds based on their levels.

The algorithm starts from the start vertex v<sub>0</sub> of the graph and traverses the vertices by a breadth-first-search. It calculates a label for each vertex. It initializes the label of the start vertex v<sub>0</sub> to 0. In each iteration, a vertex v is visited. If v is not a branch vertex, the algorithm sets the label of v to the maximum of the labels of its parents. On the other hand, the labels advance on each branch. If v is a branch vertex, it sets the label of v to one plus the maximum of the labels of its parents. It also adds the branch vertex to a stack. If v is a merge vertex, its corresponding branch vertex b is popped from the stack. A new diamond is found with the branch vertex b and merge vertex v. The level of the diamond is the difference of the labels of the merge and branch vertices. When a diamond is found, it is added to a priority queue based on its level. Finally, the priority queue is returned.
Figure 3 An example execution of Algorithm 2 that finds diamonds on the graph in Figure 2. The calculated label of each vertex is shown close to it. Four diamonds are found. The numbers with the dark background show the level of the enclosing diamonds. \( \text{level}(\langle e, m \rangle) = 0, \text{level}(\langle g, n \rangle) = 0, \text{level}(\langle c, o \rangle) = 1, \text{level}(\langle b, p \rangle) = 2 \).

As an example, Figure 3 shows the execution of Algorithm 2 on the graph in Figure 2. The calculated label of each vertex is shown close to it and the numbers with the dark background show the level of the enclosing diamonds. The label of the start vertex \( a \) is 0. The labels of the subsequent branch vertices \( b, c \) and \( e \) are 1, 2 and 3 respectively. The labels of the merge vertices \( m \) and \( o \) are both 3. Thus, the level of the diamond \( \langle e, m \rangle \) is 0 and the level of the diamond \( \langle c, o \rangle \) is 1. The algorithm finds four diamonds with the following levels: \( \text{level}(\langle e, m \rangle) = 0, \text{level}(\langle g, n \rangle) = 0, \text{level}(\langle c, o \rangle) = 1, \text{and level}(\langle b, p \rangle) = 2 \).

Algorithm 2 Finding Diamonds

1: procedure FindDiamonds \((AFG)\)
2: \(\triangleright \text{parents}(v) \text{ and children}(v) \text{ return parents and children of } v \text{ in } AFG\)
3: \(\triangleright \text{Uses the FIFO queue } q, \text{ the marked set } m, \text{ the branch stack } s \text{ and the priority queue } p\)
4: \(\text{label}(v_0) := 0\)
5: Add \(v_0\) to \(q\)
6: while \(q\) is not empty do
7: Pop \(v\) from \(q\)
8: Add \(v\) from \(m\)
9: \(\text{label}(v) := \max_{p \in \text{parents}(v)} \text{label}(p)\)
10: if \(v\) is a branch vertex then
11: Push \(v\) to \(s\)
12: \(\text{label}(v) := \text{label}(v) + 1\)
13: if \(v\) is a merge vertex and all of its parents are in \(m\) then
14: Pop branch vertex \(b\) from the stack
15: Add diamond \(\langle b, v \rangle\) with level \(\text{label}(v) - \text{label}(b)\) to \(p\)
16: else
17: continue.
18: Add children \((v)\) that are not in \(m\) to \(q\)
19: return \(p\)
Figure 4 Transformation of spanning constraints.

3.3 Decomposing Diamonds into Simple Paths

Algorithm 3 Decomposing Diamonds into a Set of Simple Paths.

1: procedure $\text{FENCEINSERTION} (\mathcal{q})$ $\triangleright \mathcal{q}$ is the minimum priority queue ordering diamonds by level
2: Initialize the set $\mathcal{F}$ to $\emptyset$.
3: while $\mathcal{q}$ is not empty do
4: Extract the innermost diamond $d$ from $\mathcal{q}$.
5: while there is more than one path in $d$ do
6: Pick a path $p$ in $d$.
7: Call Algorithm 4 on $p$ to find the fencing $f$ and the type $t$.
8: Add $f$ to $\mathcal{F}$.
9: if $t$ is absorbing then
10: Update the end point of the spanning constraints to the merge point of $d$.
11: else
12: Update the start point of the spanning constraints to the merge point of $d$.
13: Remove $p$ from $d$.
14: return $\mathcal{F}$

In this step, we present an algorithm (Algorithm 3) that decomposes each diamond into simple paths and finds the optimum fencing for them. The algorithm iterates the diamonds from the innermost to the outermost. For each diamond, it incrementally extracts simple paths until only a simple path remains in the diamond. Therefore, the degree of the nesting diamond decreases from one to zero. This makes the nesting diamond a simple diamond. As the algorithm iterates all the nested diamonds before the nesting one, diamonds are visited when they are already simple.

For each path of a diamond, the algorithm calls the fence insertion algorithm for simple paths (that we will see in Algorithm 4) to obtain an optimum fence placement for the internal constraints of the path. The rationale for the separation of paths is that the internal constraints of a path can be covered by only fences inside the path. Thus, the optimum fencing for the internal constraints can be locally determined. The algorithm then checks if the resulting fence placement can cover the spanning constraints of the path.

Accordingly there are two path types: absorbing and emitting. We use an example in Figure 4 to illustrate these types. Figure 4.(a) shows a simple diamond. Figure 4.(b) shows the resulting diamond after eliminating constraints that are implicitly preserved by the control dependencies. We illustrate the two path types on the diamond in Figure 4.(b).
Figure 5 Decomposition of Nested Diamonds into a Set of Simple Paths.

Figure 6 The Final Set of Simple Paths for Figure 5.(a)

Figure 7 Fence insertion for a simple path. The algorithm visits the constraints in the order $\langle a, c \rangle$, $\langle b, d \rangle$, $\langle c, e \rangle$, $\langle f, i \rangle$, $\langle g, i \rangle$, and $\langle h, i \rangle$ and inserts the fences $\langle b, c \rangle$, $\langle d, e \rangle$, and $\langle h, i \rangle$. The inserted fences cover the spanning constraint starting from $g$. 
Absorbing: A path of a simple diamond is absorbing if the required fences for its internal constraints can cover its spanning constraints as well. For example, the paths beeg in Figure 4.(b) is absorbing because a fence at \( \langle e, g \rangle \) handles both constraints.

Emitting: A path of a simple diamond is emitting if it is not absorbing. In other words, a path is emitting if the required fences for its internal constraints cannot cover its spanning constraints. For example, the paths bdfg in Figure 4.(b) is emitting. The optimum fencing for the path bdfg in Figure 4.(b) is one fence on the edge \( \langle d, f \rangle \) that does not cover the constraint \( \langle f, h \rangle \).

To extract simple paths from a diamond, its spanning constraints should be transformed to be totally in or out of the path. The algorithm updates the spanning constraints of the paths according to their types. Absorbing paths absorb them inside and emitting paths emit them outside of the path. The rationale behind this transformation is that an absorbing path can cover the spanning constraint with no extra fence in the path. Thus, extra constraints are covered without increasing the number of fences. Therefore, the spanning constraint is pulled inside the path. On the other hand, in an emitting path, an extra fence is needed to cover the spanning constraint. This extra fence cannot cover any additional constraints inside the path but may cover other constraints outside the path. Therefore, the spanning constraint is pushed outside. Thus, the algorithm performs the following two transformations.

(1) Transformation for absorbing paths: The spanning constraints stay in the path. The endpoints of the spanning constraints are updated to the merge point of the diamond. For example, in Figure 4.(b), the constraint \( \langle e, h \rangle \) is updated to \( \langle e, g \rangle \). (2) Transformation for emitting paths: The spanning constraints are pushed out of the path. The start points of the spanning constraints are updated to the merge point of the diamond. For example, in Figure 4.(b), the constraint \( \langle f, h \rangle \) is updated to \( \langle g, h \rangle \). We note that the transformation leaves the internal and passing constraints unchanged.

We illustrate the iteration over diamonds of different levels in Figure 5. Constraint elimination on the graph in Figure 2 results in Figure 5.(a). Figure 5.(b) shows the result of Algorithm 3 on Figure 5.(a) after processing the diamonds of level 0. The diamonds of level 0 are \( \langle e, m \rangle \) and \( \langle g, n \rangle \). For the diamond \( \langle e, m \rangle \), the left simple path ehikm is extracted. The constraint \( \langle k, p \rangle \) is a spanning constraint for this path. The optimum fencing for the internal constraints of this path is one fence on the edge \( \langle i, k \rangle \) that does not cover the spanning constraint \( \langle k, p \rangle \). So the path is emitting and the constraint \( \langle k, p \rangle \) is shrunk to \( \langle m, p \rangle \). Extracting the left path reduces the diamond to a simple path. The other diamond of level 0 is \( \langle g, n \rangle \). The left edge \( \langle g, n \rangle \) with no constraint can be simply extracted to reduce the diamond to a simple path.

Figure 5.(c) shows the result of Algorithm 3 on the graph of Figure 5.(b) after processing the diamonds of the next level, that has been level 1 in the original graph of Figure 5.(a). The only diamond of the next level is \( \langle c, o \rangle \). There are no spanning constraints and simply extracting the right path cfla reduces the diamond to a simple path. Figure 5.(c) has only one diamond \( \langle b, p \rangle \) left. After Algorithm 3 processes this diamond, the end result is the set of simple paths shown in Figure 6. The diamond \( \langle b, p \rangle \) has no spanning constraints and it is simply split into two simple paths. The graph is decomposed into five separate simple paths.

### 3.4 Fence Insertion for Simple Paths

In this section, we present an algorithm (Algorithm 4) that finds the optimum fencing for simple paths. More precisely, given the internal constraints of a simple path and a bottom spanning constraint, the algorithm finds a minimal fence placement that covers the internal constraints and also decides whether the spanning constraint can be covered by no more fences. The algorithm can be trivially extended for more spanning constraints.
Algorithm 4 Fence Insertion and Deciding the Type for a Simple Path.

1: procedure FenceInsertionForSimplePath (C, s)
2:   ▷ C is the set of internal constraints and s is the spanning constraint.
3:   Initialize F to ∅.
4:   Sort C to a list L according to the end point in the top-to-bottom order.
5:   for (each constraint c in L in order) do
6:     Add to F a fence f on the last edge of c.
7:     Remove from C the constraints that are covered by f.
8:     if (f covers s) then
9:       Return ⟨F, absorbing⟩
10:      else
11:        Return ⟨F, emitting⟩

We illustrate the algorithm using the simple path shown in Figure 7 as an example. The example path has the set C of six internal constraints and a spanning constraint s at the bottom with the start vertex g and no end vertex. The algorithm first sorts the given set C of internal constraints to a list L according to their endpoints in the top-to-bottom order. In the example, the sorted order can be ⟨a, c⟩, ⟨b, d⟩, ⟨c, e⟩, ⟨f, i⟩, ⟨g, i⟩, and ⟨h, i⟩. It then iterates over constraints in L in order. For the current constraint c, the algorithm adds a fence at the bottom edge of c. It then removes any later constraint that is covered by the inserted fence. The rationale for putting the fence at the bottom edge is to cover the current constraint and also reach as far down as possible to cover the later constraints if possible. In the example, first the constraint ⟨a, c⟩ is visited and a fence is inserted at the edge ⟨b, c⟩. This fence covers the constraint ⟨b, d⟩ as well; so, it is removed from L. Next, the constraint ⟨c, e⟩ is visited that results in the insertion of the fence ⟨d, e⟩. Similarly, the next constraint ⟨f, i⟩ results in the fence ⟨h, i⟩. This fence covers the other two constraints as well. So the resulting set F of fences is ⟨b, c⟩, ⟨d, e⟩, and ⟨h, i⟩. The algorithm then checks whether the inserted fences cover the spanning constraint as well. If it does, the path is absorbing; otherwise, the path is emitting. In this example, the spanning constraint starting from g is covered by the inserted fence ⟨h, i⟩. So, the algorithm returns the set of fences F and that the path is absorbing.

3.5 Optimality and Complexity

In this section, we show that the optimality of the algorithm. We show that every optimal solution needs at least the number of fences that the algorithm inserts. In addition, we show the time and space complexity of the algorithm.

Theorem 1. Algorithm 4 provides optimum fence insertion for simple paths.

Proof. The proof is by the following pair of facts. First, the size of the optimum solution is at least the size of every set of non-overlapping constraints. Second, the constraints that lead to addition of fences are non-overlapping. The algorithm visits the constraints by their endpoints, inserts fenced in the last edges of constraints, and removes all the covered constraints. Thus, if a fence is inserted for a constraint, its start point can be only at or after the end point of the last constraint that required a fence; thus, the two constraints do not overlap.

Theorem 2. Algorithm 1 provides optimal fence insertion for AFGs.
Proof. We prove this fact by induction on the level of diamonds. In the base case, suppose we have a diamond of level 0. The internal constraints of a branch can be covered by only fences inside the branch. Algorithm 1 uses Algorithm 4 to find the fencing for the branches of the diamond. By Theorem 1, each of these fencings are optimal for the internal constraints of that branch. Further, Algorithm 4 puts fences on the lowest possible edges. At the end, it checks whether the inserted fences can cover the spanning constraint as well and accordingly decides whether the paths are of absorbing or emitting type. Based on the type of the path, Algorithm 1 transforms the spanning constraints of the path: an absorbing path absorbs it inside and an emitting path emits it outside of the path. An absorbing path can cover the spanning constraint with no extra fence in the path. Thus, extra constraints are covered without increasing the number of fences. Therefore, the solution stays optimum after pulling the spanning constraint inside the path. On the other hand, in an emitting path, an extra fence is needed to cover the spanning constraint. If an extra fence is inserted inside the path, it cannot cover any additional constraints inside or outside the path. However, if it is put outside the path, it may cover other overlapping constraints. Therefore, pushing the spanning constraint outside can result in either the same or fewer number of fences. In the inductive case, consider a diamond of level \( k \). Algorithm 1 reduces nested diamonds of lower levels to simple paths; thus, the diamond is reduced to a diamond of level 0. With the same argument as the base case, Algorithm 1 finds the optimum fencing.

\[ \text{Algorithm 1 is of } O(|C| \log |C| + |C||V| + |V| \log |V|) \text{ time and } O(|C| + |V|) \text{ space complexity.} \]

Proof. Algorithm 1 has three steps and its time complexity is the sum of their complexity. We consider each step in turn. We note that it takes \( O(|C| + |E|) \) space to represent the input.

In the first step, we eliminate the constraints that are implicitly covered by the branch vertices. The algorithm traverses the vertices from the start vertex, and for each branch vertex eliminates the constraints which have been started but not finished. Since each edge and each constraint is visited just once, the running time is \( O(|C| + |E|) \). Additionally, we do not need any extra memory for running this step. Therefore, its space complexity is \( O(|C| + |E|) \).

In the second step, the algorithm finds the diamonds (Algorithm 2) by traversing the graph vertices using a breath-first-search and pushes the diamonds into a priority queue. So, it takes \( O(|E| \log |E| + |V|) \) time. The algorithm uses data structures that store vertices and thus, needs \( O(|V|) \) extra space for this step.

In the third step, the algorithm decomposes the diamonds (Algorithm 3) into simple paths and finds the optimum fencing for them. Algorithm 3 applies Algorithm 4 to each branch of each diamond. For a path \( p \), let \( C_p \) be set of constraints on \( p \). Algorithm 4 sorts \( C_p \), which takes \( O(|C_p| \log |C_p|) \) and then traverses \( C_p \) and inserts fences which takes \( O(|C_p|) \). Therefore, its time complexity is \( O(|C| \log |C|) \). Also, it needs at most \( O(|E|) \) space to represent the fencing. Thus, fence insertion for the branches takes \( O(|C| \log |C|) \) time and \( O(|E|) \) space for all the diamonds. In addition, Algorithm 3 updates spanning constraints for branches and extracts branches of each diamond. The graph has at most \( O(|E|) \) diamonds and in the worst case, a constraint may need to be updated when each diamond is visited. Therefore, updating the constraints takes \( O(|E| \log |C|) \) time. It only needs \( O(|E|) \) additional space to represent the extracted paths.

We now sum the complexity of the steps. The time complexity of Algorithm 1 is \( O(|V| + |E| \log |E| + |C| \log |C| + |C| |E|) \). The space complexity of Algorithm 1 is \( O(|C| + |E| + |V|) \). To further simplify these orders, we show that \( |E| \in O(|V|) \). It is easy to see that the
sum of the degree of all the merge vertices of an AFG is $O(|V|)$. Similarly, the sum of the degrees of all the branch vertices of an AFG is $O(|V|)$. Also, the sum of the degrees of all non-merge non-branch vertices is $O(|V|)$. As a result, the sum of degrees of all the vertices is $O(|V|)$ thus, $|E| \in O(|V|)$. Therefore, the time complexity of Algorithm 1 is $O(|V| \log |V| + |C| \log |C| + |C||V|)$ and its space complexity is $O(|C| + |V|)$

4 Fence Insertion for Loops

In this section, we present a transformation for loops in a given CFG with loops to an AFG. Therefore, we can reduce fence insertion for any CFG to an AFG and use Algorithm 1 to find an optimal fence insertion.

We illustrate the transformation using an example. Figure 9.(a) shows a CFG with a loop. The vertex $b$ is the branch instruction: it jumps either to the body of loop at the vertex $c$ or out of the loop to vertex $g$. We call the edge $\langle b, c \rangle$ that jumps from the branch vertex to the loop body, the start edge. The body of the loop is a CFG in general. In this example, it is the simple path $cef$. We call the edge $\langle f, b \rangle$ that jumps from the end of the loop body back to the branch vertex, the return edge. We call the edge $\langle b, g \rangle$ that jumps from the branch vertex out of the loop, the exit edge.

We now transform the CFG in Figure 9.(a) to the AFG in Figure 9.(b). The graph has two internal constraints in the loop body: $\langle e, c \rangle$ and $\langle e, f \rangle$, and the constraint $\langle f, h \rangle$ from inside the loop body to outside of the loop. The constraint $\langle e, c \rangle$ is upwards: it requires the execution of $e$ in one iteration of the loop to be executed before the execution of $c$ in the next iteration of the loop. We notice that the branch instruction $b$ is executed between the instructions of any iteration and the next. As mentioned in Subsection 3.1, hardware memory models can preserve control dependencies. Thus, the order of instruction between one iteration and the next is preserved. Therefore, the constraint $\langle e, c \rangle$ in Figure 9.(a) is implicitly enforced and is eliminated in Figure 9.(b). The constraint $\langle f, h \rangle$ will be eliminated with the same argument. Thus, we should preserve the constrains when the loop body is either executed once in an iteration or is not executed. To represent these two paths in a
diamond, we add a vertex \( b' \) to represent a dummy instruction after the loop. The return edge \((f, b)\) is updated to \((f, b')\). The exit edge \((b, g)\) is updated to a dummy edge \((b, b')\) and the edge \((b', g)\). Thus, the loop is transformed to the diamond \((b, b')\) and the constraint \((c, f)\) remain unchanged.

No constraint ends at \( b' \). Thus, Algorithm 4 puts no fence on the dummy edge \((b, b')\). In addition, the transformation did not change the constraints in the body or out of the body of the loop. Any fence on the new edge \((b', g)\) corresponds to a fence on the old edge \((b, g)\). Therefore, if a fence is needed in the resulting AFG, it is needed in the CFG as well and will cover the same set of constraints. Therefore, every optimal fence insertion for the AFG is an optimal fence insertion for the CFG.

### 5 Multi-type Fence Insertion Problem

Common architectures often offer different fence instructions that preserve the order of certain instruction pairs. In this section, we study the complexity of the insertion problem when there are different types of constraints and fences such that each fence type can cover a subset of the constraint types. (We note that these constraint types are defined based on the endpoint instructions for a target architecture, and are irrelevant to the three constraint types presented in Section 2.) We show that this problem is NP-hard even for straight-line programs through a reduction from the set cover problem.

An instance of the *Multi-type Fence Insertion* problem is defined as \((CT, FT, G, C)\). \( CT \) is the set of constraint types. Each constraint has a type according to its endpoint instructions. \( FT \) is the set of fence types. Each fence type can cover a certain subset of the constraints \( CT \). \( G \) is the CFG. \( C \) is the set of constraints on \( G \) of different types from \( CT \). The goal is to find the minimum number of fences, regardless of their types from \( FT \), to cover \( C \).

We provide a polynomial-time reduction from the minimum set cover problem to the multi-type fence insertion problem. The set cover has been one of the fundamental problems in computer science [17]. It has been shown that the minimum set cover problem is NP-hard [10] and it can be approximated with a \( O(\log n) \) factor [16].

**Theorem 4.** The multi-type fence insertion problem is NP-hard.

**Proof.** We provide a reduction from an instance \( I \) of the minimum set cover problem to an instance of \( I' \) the multi-type fence insertion problem for straight-line programs. Consider an instance \( I \) of the minimum set cover problem \((U, S)\) where \( U = \{u_1, u_2, \ldots, u_n\} \) is the set of all elements and \( S = \{S_1, S_2, S_3, \ldots, S_k\} \) are the subsets of \( U \). The goal is to find the minimum number of the subsets in \( S \) that cover \( U \).

The reduction defines the set of constraint types \( CT \) to be \( U \). Each element of the set \( U \) corresponds to constraint type. The reduction also defines the set of fence types \( FT \) to be \( S \). Each fence type \( S_i \) covers the set of constraint types that correspond to the elements in \( S_i \). The reduction constructs a straight-line program with \( 2n \) instructions. Then, for each element \( u_i \in U \), it creates a constraint \( c_i = (v_i, v_{2n-i}) \) with type \( u_i \). Therefore, each constraint \( c_i \) will starts at the vertex \( v_i \) and ends at the vertex \( v_{2n-i} \) and can be covered by a fence \( S_i \) that includes the element \( u_i \). Let us call the constructed instance \( I' \).

As an example consider a minimum set cover instance with \( U = \{u_1, u_2, u_3, u_4\} \) and \( S = \{\{u_1, u_3\}, \{u_1, u_2, u_4\}, \{u_3, u_2\}\} \). As Figure 8 shows, it is reduced to a straight-line program with 8 instructions. The set of constraint types is \( U \) and the set of fence types is \( S \). The constraints will be \((v_1, v_8), (v_2, v_7), (v_3, v_6)\) and \((v_4, v_5)\) of types \( u_1, u_2, u_3 \) and \( u_4 \) respectively.
First, we show that given a solution of the set cover instance $I$, a solution for the multi-type fence insertion problem $I'$ can be constructed. Consider that the solution of $I$ has chosen the subsets $S_i$ to cover $U$. In the solution of $I'$, we use the fences corresponding to the subsets $S_i$ that $I$ has chosen. The fences are all put in the middle edge of $G$. Since the subsets $S_i$ cover all the elements $u$ in $U$, the inserted fences $S_i$ can cover the constraints that are of any type $u$ in $U$. All the constructed constraints are of a type $u$ in $U$; thus all of them are covered by the inserted fences. Next, we show that given a solution for the minimum multi-type fence insertion $I'$, a solution for the minimum set cover $I$ can be constructed. Any solution for the multi-type fence insertion can be transformed to a solution for it with the same number and type of fences by moving the fences to the middle edge. This is because the middle edge is in the middle of all the constraints. Thus, we consider an optimum solution for $I'$ that has all the fences in the middle edge. A solution for the minimum set cover $I$ can be constructed by simply choosing the sets $S_i$ that correspond to the inserted fences in the solution of $I'$. Because otherwise, a smaller set cover for $I$ can be transformed to a smaller fence insertion for $I'$ that contradicts the assumption that the solution for $I'$ is optimum.

6 Related Work

In this paper, we introduced a polynomial-time algorithm to find the optimal fence insertion for structured programs and showed that fence insertion with multiple fence types is NP-hard. The previous methods that involve fence insertion can be grouped into the following categories.

Sequential Consistency: There have been attempts to insert fences to enforce sequential consistency. Lee et al. [21] used delay set analysis and dominators to reduce the number of fences that provide sequential consistency. To preserve sequential consistency during compilation, Fang et al. [15] applied several techniques to enhance fence insertion for memory models of specific architectures (SMPs on IBM Power 3 and Pentium 4). Linden et al. [23] presented a heuristic approach to output a correct but maybe suboptimal fence insertion to preserve sequential consistency on the x86-TSO memory model. Abdulla et al. [1, 2] applied reachability analysis for TSO and PSO memory models to optimize fence insertion for finite-state programs. Also, Alglave et al. [5] presented a practical and approximate static approach for fence insertion. They showed that certain cycles represent the violation of sequential consistency, statically detect the cycles and insert fences to remove them. The above related works try to preserve sequential consistency, are often empirical and do not focus on optimality guarantees. We observe that the correctness of concurrent programs is often dependent on only a few crucial orders rather than complete sequential consistency. Given these required orders, this paper presented a fence insertion algorithm that finds the optimum fencing to preserve them.

Inference: A few projects applied different techniques to automatically infer the required orders for the correctness of concurrent programs. Given a program, a correctness property, and a memory model, Kuperstein et al. [20] infer the required execution orders. They perform a whole-program state-space exploration that produces a logical formula, solve the formula to get a set of execution orders, and use those orders to insert fences. This approach infers sound but maybe suboptimal fence orders. Their follow-up works [19, 25, 13] extend the approach to degrees of infinite-state programs. Liu et al. [24] presented a dynamic inference approach that tests the input program to expose violations and adds orders to prevent the violations. The fence insertion algorithm presented in this paper takes the required orders as input and finds the optimum fencing to preserve them. The tools above can assist algorithm designers to declare the set of orders that are sufficient for correctness of the program.
Fence Elimination: To reduce the number of fences on a given relaxed memory model, there are practical techniques that eliminate redundant fences. Vafeiadis et al. [28] remove redundant fences that precede later fences or locked instructions. Morisset et al. [26] remove redundant fences for x86, ARM, and Power in the LLVM backend. Unlike the two above works that present correct techniques to reduce the number of fences, this paper proposes a fence-insertion algorithm with proof of optimality.

Hardness and Optimality: Lee et al. [21] showed that the decision version of the fence insertion problem with one type of fence on a general graph is NP-Complete. Bender et al. [9] implemented an exponential algorithm to compile declared orders to the optimum fencing. Lesani [22] focused on the limited class of straight-line programs and presented a polynomial-time algorithm. We observed that CFGs of structured programs have structured forms that can make the problem solvable in polynomial-time.

7 Conclusion

This paper considered the fence insertion problem for the class of structured programs and presented a greedy and polynomial-time optimum fence insertion algorithm. The algorithm reduces fence insertion for a control-flow graph (CFG) to fence insertion for a set of paths. It transforms looping CFGs to loop-free CFGs that are a set of nested diamonds. It then iterates the diamonds from the innermost to the outermost and incrementally extracts branches. Fence insertion for the extracted paths can be done independently and in polynomial time. This paper also proved that fence insertion with multiple fence types is NP-hard even for straight-line programs through a reduction from the set cover problem.

8 Future Work

This paper poses new avenues of investigation:

Multi-fence algorithms: If we assume that the number of different fence types is a constant \( k \), the question is whether there is a polynomial-time parametrized algorithm for \( k \). Otherwise, as the problem is NP-hard, the only other possible option is approximation algorithms.

Stochastic optimization: This paper presented an algorithm to minimize the number of fences. However, in common executions, some paths may be exercised more often than others. Given a probabilistic measure of how often each branch is executed, the question is to find the fencing that minimizes the probabilistic number of executed fences.
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1 Introduction
We design scalable and robust self-adjusting networks (SANs) [1, 5], e.g., providing not only working set guarantees but also logarithmic diameter, low degree, and connectivity even after a failure. To this end, we consider SAN topologies based on skip lists [4]. Skip lists are not only interesting for data structures but also for networks as they, e.g., provide local routing. This is particularly useful in the context of dynamic topologies, which change over time, since we do not have to distribute information about new routing tables.

The main contribution of this paper is the first SAN that achieves the pairwise working set property. To this end, we formally define a natural notion of working set which depends on the number of distinct nodes that participated in communication requests, since the last requests that included the corresponding source and destination nodes. Our algorithm is based on a straightforward extension of classic self-adjusting data structures, using a “move-to-front” (MTF) data structure as a subroutine.

2 SASL²: A Self-Adjusting Algorithm for Skip List Networks
We first provide some background knowledge and modeling details. Then we present our self-adjusting algorithm for skip list networks, SASL².

Skip lists networks. The skip list [4] was designed as a search data structure that serves as a probabilistic alternative to balanced trees. Let \( X = \{x_1, x_2, \ldots, x_n\} \) be a set of integer keys (or items or elements) such that each \( x_i \) is associated with a node \( v_i \). We also consider
three special nodes head and tail, with keys $-\infty$ and $+\infty$, respectively. Given a coin with a
fixed probability of heads $p$, each node decides on the height of its key $h(x_i)$, by starting at
height 1 and increasing the height by one for each flip that is heads until the first time the
coin flip is tails. The height $H = \max_i h(x_i)$ of the skip list is expected to be in $O(\log n)$.

The skip list is formed by connecting vertically $H$ doubly-linked lists that contain subsets
of $X \cup \{-\infty, +\infty\}$ linked in ascending order. We denote these lists by $L_1, \ldots, L_H$, where
$|L_i| = \Theta(2^i)$ and $L_i \subseteq L_{i+1}$, for $i \in \{1, \ldots, H - 1\}$. All lists start and end with
$-\infty$ and $+\infty$. The bottom list $L_H$ contains all the keys and list $L_i$ includes all items of height at
least $i$. We assume that bideractional vertical pointers link occurrences of each node $x_i$
in adjacent lists $L_i$ and $L_{i+1}$, $i = 1, \ldots, H - 1$. We refer to an item’s right neighbor in a
list as its successor and to its left neighbor as its predecessor. The search procedure for a
node $v$ starts at the top of $-\infty$ and proceeds forward until reaching a node $w \neq v$ such that
its successor has a larger key than $key(v)$. Then, the search moves to the list below and
continues until the same condition is satisfied. The search ends either (successfully) when the
node is found, or when it reaches the bottom list and the condition for moving lower holds.

A skip list can be also viewed as a graph or skip list network, where the node set is
$V = \{v_1, v_2, \ldots, v_n\}$, denoting routers or servers, and two nodes are connected with a
bidirectional link if their keys are adjacent at some level of the skip list. Each node $v_i$ stores
the triples $(h, dir, x)$, for each level $h = 1, 2, \ldots, h(x_i)$, direction $dir \in \{left, right\}$, and
adjacent key $x \in \{x_1, x_2, \ldots, x_n\}$. The data structure and graph point of view are equivalent.

Routing in skip list networks. In data structure terms, a routing request is quite similar to
finger search [2], i.e. a search request that originates in an item resp. node $u \neq -\infty$ towards
another node $v$. We consider the following procedure that requires only local information.
If $u < v$ ($u > v$) then the routing proceeds to the right (left). The routing procedure is
split in an up-phase and a down-phase. The routing path starts at the highest level of $u$
with the up-phase. During the up-phase, at the current item the path moves up if the next
item is smaller (larger) than $v$, unless the top level is reached, in which case it moves to the
right (left) and repeats. When the next item is larger (smaller) than $v$, then the down-phase
begins, which is essentially a standard skip list search for $v$. That is, at the current item, the
path moves to the right (left) if the next item is smaller (larger) than $v$, otherwise it moves
one level down and repeats the rightward (leftward) search, until locating $v$.

Prior work: Randomized self-adjusting skip lists for search sequences. Ciriani et al. [3]
presented SASL, an online Self-Adjusting Skip List algorithm for sequences of search requests,
that achieves static optimality, i.e. it performs as well as the static offline algorithm. SASL
is based on the following three principles: (a) logically partition the levels of a skip list $L$
in a $O(\log \log n)$ number of bands (sets of consecutive lists) of exponentially increasing size
from top to bottom, (b) upon search of an element move it to the top band, and (c) if the
searched element was associated with the band $x$, demote an element uniformly at random

---

**Algorithm 1** SASL: Self-adjusting Algorithm for Skip List Networks.

```
upon request \((u, v)\)
route \((u, v)\)
for \(x \in \{u, v\}\) do adjustSASL\((x)\)
adjustSASL\((z)\)
b ← \(B(z)\)
```

1. Upon request \((u, v)\), route \((u, v)\).
2. For each item in \(\{u, v\}\), do adjustSASL\((x)\).
3. Adjust SASL for \(z\).
4. Set \(b \leftarrow B(z)\).
(using a random walk) for each band $B_i$ to $B_{i+1}$, for $i \in [1, x - 1]$. To drive the random walk, each node $x$ maintains a set of counters $c_i(x)$ that keeps the number of elements reachable in each band $B_i$ via a classical skip list search starting from $x$.

**Extending from data structures to networks: SASL$^2$.** We present an extension of SASL to the case of routing in self-adjusting skip list networks. Our algorithm SASL$^2$ (Algorithm 11) uses the adjustment part of SASL, i.e., the promotion and demotion procedures, as a black box. Let $\text{adjustSASL}(z)$ be the adjustment part of SASL with input $z$ [3]. Upon a communication request $(u, v)$, SASL$^2$ serves the request and then calls $\text{adjustSASL}(u)$ and subsequently $\text{adjustSASL}(v)$. A call to $\text{adjustSASL}(z)$ promotes $z$ to the top band, $B_1$ (line 6), updates the counters of a skip list search to $z$ after its promotion (line 7), and then denotes an element $x$ uniformly at random from $B_i$ to $B_{i+1}$, for $i = 1, \ldots, b - 1$ (lines 8–11), where $b$ (line 5) is the band in which $z$ belonged before its promotion. For a single demotion from band $B_i$, $\text{adjustSASL}(z)$ first selects uniformly at random a node $x$ from band $B_i$ (line 9), reduces $x$’s height such that $x$ belongs to $B_{i+1}$ (line 10), and updates the counters in a skip list search to $x$ before and after its demotion to the next band (line 11).

**Working set theorem for sequences of communication requests in SASL$^2$.** Intuitively, the working bag of a communication request $\sigma_i = (s_i, d_i)$ is the shortest suffix of the sequence $\sigma = (\sigma_1, \ldots, \sigma_{t-1})$ that includes requests in which $s_i$ and $d_i$ appear. The size of the working bag is the working bag number. The working set includes all distinct elements in the working bag and the working set number is the size of the working set. Our working bag and set definitions are suitable for topologies that have a front/top, and it is thus possible to design algorithms that follow a move-to-front/move-to-top principle. The motivation for these definitions is that pairs of nodes that appear in a lot of searches separately should have a relatively small joint working bag and set.

**Definition 1 (Working bag and working bag number).** Let $\sigma = (\sigma_t = (s_t, d_t))_{t \in \{1, \ldots, m\}}$ be a sequence of communication requests. We define the (pairwise) working bag of a communication request $\sigma_t = (s_t, d_t)$ to be $(\sigma_1, \ldots, \sigma_t)$, if $s_t$ or $d_t$ appear in a request of $\sigma$ for the first time at time $t$ and $\text{WB}(s_t, d_t) = \min\{\sigma' \subseteq (\sigma_1, \ldots, \sigma_{t-1}) \mid \text{last}(\sigma') = \sigma_{t-1} \land \exists\sigma_{t+1}, \sigma_{t+2} \in \sigma, s_t \in \sigma_t \land d_t \in \sigma_{t+2}\}$ otherwise, where $\subseteq$ denotes the suffix relation and $\text{last}(\sigma')$ returns the last request of a sequence $\sigma'$. We denote by $|\text{WB}(s_t, d_t)|$ the size of $\text{WB}(s_t, d_t)$ and refer to it as $(s_t, d_t)$’s working bag number.

**Definition 2 (Working set and working set number).** The (pairwise) working set of a communication request $\sigma_t = (s_t, d_t) \in \sigma$ is $\text{WS}(\sigma_t) = \text{WS}(s_t, d_t) = \{x \in \sigma_t \mid \sigma_t \in \text{WB}(s_t, d_t)\}$. The working set number of $\sigma_t$ is the size of $\text{WS}(s_t, d_t)$ and we denote it by $|\text{WS}(s_t, d_t)|$.

**Theorem 3.** For any communication request $(u, v)$, SASL$^2$ achieves the pairwise working set property: $E[\text{cost}(\text{SASL}^2(u, v))] = O(|\text{WS}(u, v)|)$.
Abstract

A valid edge-coloring of a graph is an assignment of “colors” to its edges such that no two incident edges receive the same color. The goal is to find a proper coloring that uses few colors. In this paper, we revisit this problem in two models of computation specific to massive graphs, the Massively Parallel Computations (MPC) model and the Graph Streaming model:

Massively Parallel Computation. We give a randomized MPC algorithm that w.h.p., returns a $(1 + o(1))\Delta$ edge coloring in $O(1)$ rounds using $\tilde{O}(n)$ space per machine and $O(m)$ total space. The space per machine can also be further improved to $n^{1-\Omega(1)}$ if $\Delta = n^{\Omega(1)}$. This is, to our knowledge, the first constant round algorithm for a natural graph problem in the strongly sublinear regime of MPC. Our algorithm improves a previous result of Harvey et al. [SPAA 2018] which required $n^{1+\Omega(1)}$ space to achieve the same result.

Graph Streaming. Since the output of edge-coloring is as large as its input, we consider a standard variant of the streaming model where the output is also reported in a streaming fashion. The main challenge is that the algorithm cannot “remember” all the reported edge colors, yet has to output a proper edge coloring using few colors.

We give a one-pass $\tilde{O}(n)$-space streaming algorithm that always returns a valid coloring and uses $5.44\Delta$ colors w.h.p., if the edges arrive in a random order. For adversarial order streams, we give another one-pass $\tilde{O}(n)$-space algorithm that requires $O(\Delta^2)$ colors.
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1 Introduction & Results

Given a graph $G(V, E)$, an edge coloring of $G$ is an assignment of “colors” to the edges in $E$ such that no two incident edges receive the same color. The goal is to find an edge coloring that uses few colors. Edge coloring is among the most fundamental graph problems and has been studied in various models of computation, especially in distributed and parallel settings.

In this paper, we study edge coloring in models that target massive graphs. Specifically, we focus on the Massively Parallel Computations (MPC) model and the Graph Streaming model.
The MPC Model & the Related Work. The MPC model is a popular abstraction of modern parallel frameworks such as MapReduce, Hadoop, Spark, etc. We have seen a plethora of results on graph problems ever since the formalization of MPC. The studied problems include matching and vertex cover [3, 5, 7, 9], maximal independent set [9, 10], vertex coloring [4, 6, 10, 12, 13], as well as graph connectivity and related problems [1, 2, 11].

Not much work has been done on the edge coloring problem in the MPC model. The only exception is the algorithm of Harvey et al. [10] which roughly works by random partitioning the edges, and then coloring each partition in a different machine using a sequential \((\Delta + 1)\) edge coloring algorithm. The choice of the number of partitions leads to a trade-off between the number of colors used and the space per machine required. The main shortcoming of this idea, however, is that if one desires a \(\Delta + \tilde{O}(\Delta^{1-\Omega(1)})\) edge coloring, then a strongly super linear local space of \(n\Delta^{\Omega(1)}\) is required. In comparison, for the related \((\Delta + 1)\) vertex coloring problem, Assadi et al. [4] recently presented an algorithm that takes \(O(1)\) rounds and requires a near linear space of \(\tilde{O}(n)\). Unfortunately, this progress on vertex coloring does not imply a better edge coloring MPC algorithm even if we consider the more relaxed \((2\Delta - 1)\) edge coloring problem. The reason is that the well-known reduction, which yields a \((2\Delta - 1)\) edge coloring via a \((\Delta + 1)\) vertex coloring on the line-graph, is not applicable in the MPC model as the line-graph may be significantly larger than the original graph.

Our main result is the following algorithm which achieves a near-optimal edge coloring within a constant number of rounds using a near-linear in \(n\) space.

\[\textbf{Theorem 1.} \quad \text{There exists an MPC algorithm that using } O(n) \text{ space per machine and } O(m) \text{ total space, returns a } \Delta + \tilde{O}(\Delta^{3/4}) \text{ edge coloring in } O(1) \text{ rounds.}\]

The Streaming Model. In the standard graph streaming model, the edges of a graph arrive one by one and the algorithm has a space that is much smaller than the total number of edges. A particularly important choice of space is \(\tilde{O}(n)\) – which is also known as the semi-streaming model [8] – so that the algorithm has enough space to store the vertices but not the edges. For edge coloring, the output is as large as the input, thus, we cannot hope to be able to store the output in bulk at the end. For this, we consider a standard twist on the streaming model where the output is also reported in a streaming fashion. This model is referred to in the literature as the “W-streaming” model. We particularly focus on one-pass algorithms.

Note that designing one-pass W-streaming algorithms is particularly challenging since the algorithm cannot “remember” all the choices made so far (e.g., the reported edge colors). Therefore, even the sequential greedy algorithm for \((2\Delta - 1)\) edge coloring, which iterates over the edges in an arbitrary order and assigns an available to each color upon visiting it, cannot be implemented since we are not aware of the colors used incident to an edge.

Our first result presented in Theorem 2 is to show that a natural algorithm w.h.p. provides an \(O(\Delta)\) edge coloring if the edges arrive in a random-order. Further, we show that for any arbitrary arrival of edges, there is a one-pass \(\tilde{O}(n)\) space W-streaming edge coloring algorithm that succeeds w.h.p. and uses \(O(\Delta^2)\) colors.

\[\textbf{Theorem 2.} \quad \text{If the edges arrive in a random-order, there is a one-pass } \tilde{O}(n) \text{ space W-streaming edge coloring algorithm that always returns a valid edge coloring and w.h.p. uses } (2e + o(1))\Delta \approx 5.44\Delta \text{ colors.}\]
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Abstract
In the context of self-stabilization, a silent algorithm guarantees that the communication registers (a.k.a register) of every node do not change once the algorithm has stabilized. At the end of the 90’s, Dolev et al. [Acta Inf. ’99] showed that, for finding the centers of a graph, for electing a leader, or for constructing a spanning tree, every silent deterministic algorithm must use a memory of $\Omega(\log n)$ bits per register in $n$-node networks. Similarly, Korman et al. [Dist. Comp. ’07] proved, using the notion of proof-labeling-scheme, that, for constructing a minimum-weight spanning tree (MST), every silent algorithm must use a memory of $\Omega(\log^2 n)$ bits per register. It follows that requiring the algorithm to be silent has a cost in terms of memory space, while, in the context of self-stabilization, where every node constantly checks the states of its neighbors, the silence property can be of limited practical interest. In fact, it is known that relaxing this requirement results in algorithms with smaller space-complexity.

In this paper, we are aiming at measuring how much gain in terms of memory can be expected by using arbitrary deterministic self-stabilizing algorithms, not necessarily silent. To our knowledge, the only known lower bound on the memory requirement for deterministic general algorithms, also established at the end of the 90’s, is due to Beauquier et al. [PODC ’99] who proved that registers of constant size are not sufficient for leader election algorithms. We improve this result by establishing the lower bound $\Omega(\log \log n)$ bits per register for deterministic self-stabilizing algorithms solving $(\Delta + 1)$-coloring, leader election or constructing a spanning tree in networks of maximum degree $\Delta$.
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1 Introduction

Self-stabilization is a suitable paradigm for asynchronous distributed systems subject to transient failures. The occurrence of failures can bring the system into arbitrary configurations. A self-stabilizing algorithm guarantees a return to a correct behavior in finite time, without external intervention. The legality of the configuration is a notion that depends on the problem considered. For instance, for the problem of $(\Delta + 1)$-coloring of the nodes, a configuration is legal if every node has a color in $[1, \ldots, \Delta + 1]$ different from the color of each of its neighbors.
In the state model, the processes have two types of memory. The immutable memory is used to store the identity of the node, its ports numbers, and the code of the algorithm. By definition the immutable memory is fault free. On the other hand, the mutable memory is the memory used to store variables, this memory is not fault free. In fact, each node has only one register and the register of each node is composed by the mutable memory. Recall that in this model, each node uses its register to communicate the values of its own variables to its neighbors. As a result, only mutable memory (a.k.a register) is considered for computing memory complexity a.k.a space complexity of a self-stabilizing protocol, and immutable memory is not. Note that a node can use to compute the information of its immutable memory, such as its identity.

Indeed, small space-complexity is desirable for several reasons. One reason is for reducing the overhead due to link congestion [1] (note that the nodes carry on exchanging information, even after stabilization, and even when no fault occurs). Another reason is that mixing variable replication with self-stabilization can be desirable [8], but replication is possible only if the overall memory occupied by these variables is small.

In this paper, we establish a lower bound of $\Omega(\log \log n)$ bits space memory for the register of each node for the leader election problem, the $(\Delta + 1)$-coloration of the nodes (denoted by coloring problem), and the spanning tree construction. Note that we consider a network where each node $v \in V$ has a distinct identity, denoted by $ID(v) \in \{1, \ldots, n^c\}$ for some constant $c > 1$. This significantly improves the only lower bound [2] known so far, from $\Omega(1)$ to $\Omega(\log \log n)$. Moreover, our lower bound invalidates the folklore conjecture stating that the aforementioned problems might be solvable using only $O(\log^* n)$ bits by register. More importantly, our lower bound implies that the upper bound $O(\log \Delta + \log \log n)$ bits of register per node in [6] for the coloring problem and spanning tree construction is space optimal.

In the context of self-stabilization, a silent algorithm guarantees that the register of every node does not change once the algorithm has stabilized. The memory efficiency in the context of silent self-stabilizing algorithms is well studied. Firstly, Dolev and al. [7], at the end of the 90’s, proved that finding the centers of a graph, leader election, and spanning tree construction require a memory of $\Omega(\log n)$ bits per register whenever the algorithm is requested to be silent. On the other hand, the design of silent algorithms is based on a mechanism known as proof-labeling-scheme (PLS) [10], and space lower bounds for PLSs imply lower bounds for silent self-stabilizing algorithms. A typical example is the $\Omega(\log^2 n)$-bit lower bound on the size of every PLS for minimum-weight spanning trees (MST) [9], which implies the same bound for constructing an MST in a silent manner [4]. It follows that requiring the algorithm to be silent has a cost in terms of memory space, while, in the context of self-stabilization, where every node constantly checks the states of its neighbors, the silence property can be of no practical interest. In fact, it is known that relaxing this requirement results in algorithms with smaller space-complexity [5, 6].

## 2 Lower bounds

### 2.1 Main theorem

**Theorem 1.** Let $c > 1$. Every self-stabilizing deterministic algorithm under the fair distributed scheduler solving $(\Delta + 1)$-coloring, leader election, or spanning tree construction in $n$-node graphs where every node has a unique identities in $[1, n^c]$ requires $\Omega(\log \log n)$ bits of memory per register at each node.

The proof is to be found in the full version [3]. The core of the proof is the following. It is known that problems such as coloring, leader election and spanning tree construction require identities to break symmetry under a distributed scheduler. In other words, no algorithm
can solve such problems in anonymous networks. In essence, we show that an algorithm in a network with identities but in which the size of each register is too small does not have more power than an algorithm running in an anonymous network. More specifically, let $A$ be an algorithm in a network with identities, and let us assume that $A$ uses $o(\log \log n)$ bits by register. Observe that even if the network has identities, and even if these identities are used by the algorithm, their size is not taken into account in the space complexity of the algorithm, as identities are not stored in register, but in the immutable memory. However, the nodes cannot write their identities in the register, which is too small, and the identities have to be transferred between nodes in a series of smaller pieces of information. We show that, with only $o(\log \log n)$ bits node register, there exist graphs and identity assignments to the nodes of these graphs such that the algorithm $A$ has the same behavior as an algorithm in the anonymous version of these graphs. It follows that $A$ cannot solve coloring problem, leader election and spanning tree construction.

Observe that it is usually assumed that any coloring algorithm must compute a color variable $c_v \in [1, \ldots, \Delta + 1]$ at each node $v$. It follows that such coloring algorithms require registers of size $\Omega(\log \Delta)$ bits. Similarly, it is usually assumed that any algorithm constructing a spanning tree computes a port number $p_v \in [1, \ldots, \Delta]$ at each node $v \in V$. Hence, such algorithms require registers of size $\Omega(\log \Delta)$ bits. Consequently, the deterministic self-stabilizing algorithms for coloring and for spanning tree construction in [6] are space-optimal. Indeed, these algorithms use $O(\log \Delta + \log \log n)$ bits of memory at each node.
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Abstract
In classical asynchronous distributed systems composed of a fixed number $n$ of processes where some proportion may fail by crashing, many objects do not have a wait-free linearizable implementation (e.g. stacks, queues, etc.). It has been proved that consensus is universal in such systems, which means that this system augmented with consensus objects allows to implement any object that has a sequential specification. In this paper, we consider a more general system model called infinite arrival model where infinitely many processes may arrive and leave or crash during a run. We prove that consensus is still universal in this more general model. For that, we propose a universal construction based on a weak log that can be implemented using consensus objects.
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1 Introduction

Maurice Herlihy proved in [3] that consensus is universal in classical distributed systems composed of a set of $n$ processes. Namely, any object having a sequential specification has a wait-free and linearizable implementation using only read/write registers (memory locations) and some number of consensus objects. For proving the universality of consensus, Herlihy introduced the notion of universal construction. It is a generic algorithm that, given a deterministic sequential specification of any object, provides a concurrent implementation of this object. Since then, many universal constructions have been proposed for several objects [5], assuming the availability of hardware special instructions that provide the same computing power as consensus, like compare&swap, Load-Link/Store-Conditional etc.

This last decade, first with peer-to-peer systems, and then with multi-core machines and the multi-threading model, the assumption of a closed system with a fixed number $n$ of processes and where every process knows the identifiers of all processes became too restrictive. Hence the infinite arrival model introduced in [4]. In this model, any number of processes can crash (or leave, in a same way as in the other model), but any number (be it finite or not) of processes can also join the network. When a process joins such a system, it is not
known to the already running processes, so no fixed number of processes can be used in the implementations as a parameter. Let us note that, at any time, the number of processes that have already joined the system is finite, but can be infinitely growing.

**Problem statement.** The aim of this paper is to extend universality of consensus to the infinite arrival model. The question is thus “is it possible to build a universal wait-free linearizable construction based on consensus objects and read/write atomic registers?” This is not trivial for different reasons. First, although the lock-free universal constructions still work in the infinite arrival model because they ensure a global progress condition, this is no more the case for wait-free universal constructions. Second, wait-free implementations rely on what is called help mechanism, that has been recently formalized in [1]. This mechanism requires any process, before terminating its operation, to help processes having pending operations, in order to reach wait-freedom. One of the difficulties in the infinite arrival model is that helping is not obvious. Indeed, helping requires at least that a process needing to be helped is able to announce its existence to other processes willing to help it. Due to the infinite number of potential participating processes over time, it is not reasonable to assume that each process can write in a dedicated register, and to require helping processes to read them all. When only consensus and read/write registers are accessible to a process, a newly arriving process must compete with a potentially infinite number of other arriving processes on either a consensus object or a same memory location; and may fail on all its attempts.

## 2 The Weak Log Abstraction

Similarly to [2] which first proposes a Collect object that will be used as a building block for a universal construction, we propose a weak log object that is used as a list of presence where a process that arrives registers. A weak log can then be used in Herlihy’s universal construction [3] instead of the array of registers to achieve wait-freedom. In an instance of the weak log, each process \( p_i \) proposes a value through an operation \( \text{append}(v_i) \), that returns the sequence of all the values previously appended. The weak log is wait-free but not linearizable. Instead, it is specified by the following properties.

▶ **Definition 1** (weak log). All processes \( p_0, p_1, \ldots \) propose distinct values \( v_0, v_1, \ldots \) by invoking \( \text{append}(v_i) \), that returns a finite sequence \( w_i = w_{i,1} \cdot w_{i,2} \cdots w_{i,|w_i|} \) such that:

- **Validity.** All values in a sequence \( w_i \) have been appended by some process.
- **Suffixing.** The last value of the sequence returned by \( p_i \) is its own.
- **Total order.** All pairs of values contained in both \( w_i \) and \( w_j \) appear in the same order.
- **Eventual visibility.** If \( p_i \) terminates, finitely many returned sequences do not contain \( v_i \).
- **Wait-freedom.** No process takes an infinite number of steps in an execution.

The main difficulty in the implementation of a weak log lies in the allocation of one memory location per process, where it can safely announce its invoked operation. As it is impossible to allocate an infinite array at once, it is necessary to build a data structure in which processes allocate their own piece of memory, and make it reachable to other processes, by winning a consensus. A linked list in which processes compete to append their value at the end follows a similar pattern, but it poses a challenge: as an infinite number of processes access the same sequence of consensus objects, one process may loose all its attempts to insert its own node, breaking wait-freedom.

Algorithm 1 solves this issue by using a novel feature, that we call **passive helping**: when a process wins a consensus, it creates a side list to host values of processes concurrently competing on the same consensus object. As only a finite number of processes have arrived
Algorithm 1  Wait-free weak log using consensus.

1 operation append(\(v\)) is:
2    node_i ← last.read().propose(\((v, \bot, \bot)\));       // add \(v\) to the log
3    last.write(node_i.tail);
4    while node_i.head \(\neq v\) do node_i ← node_i.tail.propose(\((v, \bot)\));
5    log_i ← \(\varepsilon\); list_i ← first; node_i ← list_i.head;        // read the log
6    while true do
7        log_i ← log_i \(\oplus\) node_i.head;
8        if node_i.head = \(v\) then return log_i;
9        node_i ← node_i.tail; if node_i = \(\bot\) then list_i ← list_i.tail; node_i ← list_i.head;

Processes executing Algorithm 1 build a linked list of linked lists of nodes of the form \((\text{list}_.\text{head}, \text{list}_.\text{tail})\) where \text{list}_.\text{tail} is a consensus object that references nodes of the same form, and \text{list}_.\text{head} = (\text{node}_.\text{head}, \text{node}_.\text{tail}) is a node of the side list, where \text{node}_.\text{head} is a value appended by some process and \text{node}_.\text{tail} is a consensus object accepting values of the same type as \text{list}_.\text{head}. Processes share a consensus object, \text{first}, that references the first node of the list of lists, and a read/write register, \text{last}, that references a consensus object \text{list}_.\text{tail}.

In absence of concurrency, \text{last} references the end of the list starting with \text{first}. However, as the consensus and the write on lines 2 and 3 are not done atomically, a very old value can be written in \text{last}, in which case its value could move backward. The central property of the algorithm is that \text{last} eventually moves forward, allowing very slow processes to find some place in a side list.

3 Conclusion

Consensus is a central problem in distributed computing, because it allows wait-free linearizable implementations of all objects with a sequential specification, in systems composed of \(n\) asynchronous processes that may crash. In this paper, we asked the question of whether the result still holds in the infinite arrival model, in which a potentially infinite number of processes can arrive and leave during an execution. We answered this question positively by introducing a weak log abstraction, that can be implemented using only consensus objects and read/write registers and can be used in a wait-free and linearizable universal construction.
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Abstract

Quorum systems are a key abstraction in distributed fault-tolerant computing for capturing trust assumptions. They can be found at the core of many algorithms for implementing reliable broadcasts, shared memory, consensus and other problems. This paper introduces asymmetric Byzantine quorum systems that model subjective trust. Every process is free to choose which combinations of other processes it trusts and which ones it considers faulty. Asymmetric quorum systems strictly generalize standard Byzantine quorum systems, which have only one global trust assumption for all processes. This work also presents protocols that implement abstractions of shared memory and broadcast primitives with processes prone to Byzantine faults and asymmetric trust. The model and protocols pave the way for realizing more elaborate algorithms with asymmetric trust.

2012 ACM Subject Classification  Theory of computation → Cryptographic protocols; Software and its engineering → Distributed systems organizing principles

Keywords and phrases  Quorums, consensus, distributed trust, blockchains, cryptocurrencies

Digital Object Identifier 10.4230/LIPIcs.DISC.2019.39


Acknowledgements This work has been supported in part by the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 780477 PRIViLEDGE.

1 Extended Abstract

Byzantine quorum systems [4] are a fundamental primitive for building resilient distributed systems from untrusted components. Given a set of nodes, a quorum system captures a trust assumption on the nodes in terms of potentially malicious protocol participants and colluding groups of nodes. Quorum systems are at the core of many distributed programming abstractions.

Traditionally, trust in a Byzantine quorum system for a set of processes $\mathcal{P}$ has been symmetric. In other words, a global assumption specifies which processes may fail, such as the simple and prominent threshold quorum assumption, in which any subset of $\mathcal{P}$ of a given maximum size may collude and act against the protocol. The most basic threshold Byzantine quorum system, for example, allows all subsets of up to $f < n/3$ processes to fail. Some classic works also model arbitrary, non-threshold symmetric quorum systems [4, 3].

However, trust is inherently subjective. De gustibus non est disputandum. Estimating which processes will function correctly and which ones will misbehave may depend on personal taste. A myriad of local choices influences one process’ trust in others, especially because there are so many forms of “malicious” behavior. Some processes might not even be aware of all others, yet a process should not depend on unknown third parties in a distributed
Asymmetric Distributed Trust

collaboration. How can one model asymmetric trust in distributed protocols? Can traditional Byzantine quorum systems be extended to subjective failure assumptions? How do the standard protocols generalize to this model?

In this paper, we answer these questions and introduce models and protocols for asymmetric distributed trust. We formalize asymmetric quorum systems for asynchronous protocols, in which every process can make its own assumptions about Byzantine faults of others. We introduce several protocols with asymmetric trust that strictly generalize the existing algorithms, which require common trust.

Interest in consensus protocols based on Byzantine quorum systems has surged recently because of their application to permissioned blockchain networks [2]. A middle ground between permissionless blockchains based on Proof-of-Work protocols and permissioned ones has been introduced by the blockchain networks of Ripple (https://ripple.com) and Stellar (https://stellar.org). Their stated model for achieving network-level consensus uses subjective trust in the sense that each process declares a local list of processes that it “trusts” in the protocol.

Consensus in the Ripple blockchain is executed by its validator nodes. Each validator declares a Unique Node List (UNL), which is a “list of transaction validators a given participant believes will not conspire to defraud them;” but on the other hand, “Ripple provides a default and recommended list which we expand based on watching the history of validators operated by Ripple and third parties.” Many questions have therefore been raised about the kind of decentralization offered by the Ripple protocol. This debate has not yet been resolved. Stellar was created as an evolution of Ripple that shares much of the same design philosophy. The Stellar consensus protocol [5] introduces federated Byzantine quorum systems (FBQS); these bear superficial resemblance with our asymmetric quorum systems but differ technically. Stellar’s consensus protocol uses quorum slices, which are “the subset of a quorum that can convince one particular node of agreement.” In an FBQS, “each node chooses its own quorum slices” and “the system-wide quorums result from these decisions by individual nodes”. However, standard Byzantine quorum systems and FBQS are not comparable because (1) an FBQS when instantiated with the same trust assumption for all processes does not reduce to a symmetric quorum system and (2) existing protocols do not generalize to FBQS.

Understanding how such ideas of subjective trust, as manifested in the Ripple and Stellar blockchains, relate to traditional quorum systems is the main motivation for this work. Our protocols for asymmetric trust generalize the well-known, classic algorithms in the literature and therefore look superficially similar. They are much more powerful, however.

The contributions as detailed in the full paper [1] are as follows:
- We introduce asymmetric Byzantine quorum systems formally as an extension of standard Byzantine quorum systems and discuss some of their properties.
- We show two implementations of a shared register, with single-writer, multi-reader regular semantics, using asymmetric Byzantine quorum systems.
- We examine broadcast primitives in the Byzantine model with asymmetric trust. In particular, we define and implement Byzantine consistent and reliable broadcast protocols. The latter primitive is related to a “federated voting” protocol used by Stellar consensus [5].

Asymmetric quorum systems

Consider a system of \( n \) processes \( \mathcal{P} = \{p_1, \ldots, p_n\} \) that communicate with each other. Byzantine quorum systems have been introduced by Malkhi and Reiter [4] with respect to a fail-prone system \( \mathcal{F} \subseteq 2^{\mathcal{P}} \), a collection of subsets of \( \mathcal{P} \), none of which is contained in another,
such that some \( F \in \mathcal{F} \) with \( F \subseteq P \) is called a \textit{fail-prone set} and contains all processes that may at most fail together in some execution \cite{Cachin2000a}. A fail-prone system captures an assumption on the possible failure patterns that may occur. We let \( \mathcal{A} = \{ A' | A' \subseteq A, A \in \mathcal{A} \} \).

\textbf{Definition 1.} A Byzantine quorum system for \( \mathcal{F} \) is a collection of sets of processes \( Q \subseteq 2^P \), where each \( Q \in Q \) is called a quorum, such that the following properties hold:

\textbf{Consistency:} The intersection of any two quorums contains at least one process that is not faulty.

\textbf{Availability:} For any set of processes that may fail together, there exists a disjoint quorum in \( Q \).

This is also known as a \textit{Byzantine dissemination quorum system} \cite{Cachin2000a}. The \( Q^3 \)-condition \cite{Cachin2000a, Malkhi1998} generalizes the assumption that \( n > 3f \) are needed to tolerate \( f \) faulty ones in Byzantine protocols. A fail-prone system \( \mathcal{F} \) satisfies the \( Q^3 \)-condition, abbreviated as \( Q^3(\mathcal{F}) \), whenever it holds \( \forall F_1, F_2, F_3 \in \mathcal{F} : P \not\subseteq F_1 \cup F_2 \cup F_3 \). It is well-known \cite{Cachin2000a} that a Byzantine quorum system for \( \mathcal{F} \) exists if and only if \( Q^3(\mathcal{F}) \).

With asymmetric trust, every process is free to make its own trust assumption and to express this with a fail-prone system. Hence, an \textit{asymmetric fail-prone system} \( \mathcal{F} = [F_1, \ldots, F_n] \) consists of an array of fail-prone systems, where \( F_i \) denotes the trust assumption of \( p_i \).

\textbf{Definition 2.} An asymmetric Byzantine quorum system for \( \mathcal{F} \) is an array of collections of sets \( Q = [Q_1, \ldots, Q_n] \), where \( Q_i \subseteq 2^P \) for \( i \in [1, n] \). The set \( Q_i \subseteq 2^P \) is called the quorum system of \( p_i \) and any set \( Q_i \in Q_i \) is called a quorum (set) for \( p_i \). It satisfies:

\textbf{Consistency:} The intersection of two quorums for any two processes contains at least one process for which both processes assume that it is not faulty, i.e., \( \forall i, j \in [1, n], \forall Q_i \in Q_i, \forall Q_j \in Q_j, \forall F_{ij} \in F_i^* \cap F_j^* : Q_i \cap Q_j \not\subseteq F_{ij} \).

\textbf{Availability:} For any process, \( p_i \), and any set of processes that may fail together according to \( p_i \), there exists a disjoint quorum for \( p_i \) in \( Q_i \), i.e., \( \forall i \in [1, n], \forall F_i \in F_i : \exists Q_i \in Q_i : F_i \cap Q_i = \emptyset \).

The existence of asymmetric quorum systems can be characterized with a property that generalizes the \( Q^3 \)-condition for the underlying asymmetric fail-prone systems as follows. Namely, an asymmetric fail-prone system \( \mathcal{F} \) satisfies the \( B^3 \)-condition, abbreviated as \( B^3(\mathcal{F}) \), whenever it holds that \( \forall i, j \in [1, n], \forall F_i \in F_i, \forall F_j \in F_j, \forall F_{ij} \in F_i^* \cap F_j^* : P \not\subseteq F_i \cup F_j \cup F_{ij} \).

\textbf{Theorem 3.} An asymmetric fail-prone system \( \mathcal{F} \) satisfies \( B^3(\mathcal{F}) \) if and only if there exists an asymmetric quorum system for \( \mathcal{F} \).
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Abstract

This work provides a proper formalization for Distributed Ledger Objects (as first defined in [1]), when processes may be Byzantine. The formal definitions are accompanied by algorithms to implement Byzantine Distributed Ledgers by utilizing a Byzantine Atomic Broadcast service.
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1 Introduction

The work in [1] introduced the notion of a Distributed Ledger Object (DLO) in an attempt to provide a formalization of Distributed Ledgers (blockchains) from a Distributed Computing point of view. A DLO is a concurrent shared object that stores a totally ordered sequence of records, and supports two operations: append and get. A record can be seen as an abstraction of a transaction or a block of transactions. As operations may access the DLO concurrently, the work in [1] defines eventual, sequential, and linearizable consistency guarantees for DLOs. These formalisms were independent of the communication medium (message-passing or shared-memory) and the timing model (synchrony or asynchrony). Three DLO implementations, one for each consistency guarantee, were specified in [1] for a message-passing asynchronous model, assuming that clients and servers may crash. However, in existing blockchain systems, both the servers (e.g., miners) and the clients (e.g., users) could be acting maliciously. To this respect, in this work we propose implementations where both the clients and the servers can be Byzantine, i.e., we propose implementations of Byzantine Tolerant linearizable DLOs.
Distributed Ledger Objects. A Distributed Ledger Object (DLO) is a concurrent object that stores a totally ordered sequence of records (initially empty). A DLO $L$ supports two operations, $L.append()$ and $L.get()$, which append a new record to the sequence and return the whole sequence, respectively [1]. The DLO is implemented by a set of servers that collaborate running a distributed algorithm. The DLO is used by a set of clients that access it by invoking append and get operations, which are translated into request and response messages exchanged with the servers. An operation $\pi$ is complete in an execution $\xi$, if both the request and matching response of $\pi$ appear in $\xi$. We say that an operation $\pi_1$ precedes an operation $\pi_2$, or $\pi_2$ succeeds $\pi_1$, in an execution $\xi$ if the response event of $\pi_1$ appears before the invocation event of $\pi_2$ in $\xi$; otherwise the two operations are concurrent.

Failure Model. In this work we assume that processes (servers and clients) can fail arbitrarily, i.e., we assume that failures are Byzantine. Hence, we assume a Byzantine system in which any number of clients, and up to $f$ servers can fail arbitrarily. The total number of servers is at least $3f + 1$. We also assume that the messages sent by any process (server or client) are authenticated, so that messages corrupted or fabricated by Byzantine processes are detected and discarded by correct processes [3]. Communication channels between correct processes are reliable but asynchronous.

Byzantine-tolerant DLO. This paper aims to propose algorithms that implement a linearizable DLO $L$ in Byzantine systems. Since Byzantine clients and server can behave arbitrarily, we define the properties that a DLO must satisfy adapted to Byzantine systems. In particular, since Byzantine processes may return any arbitrary sequence or append any record, the properties only consider the actions of correct processes.

- **Byzantine Strong Prefix (BSP):** If two correct clients issue two $L.get()$ operations that return record sequences $S$ and $S'$ respectively, then either $S$ is a prefix of $S'$ or vice-versa.
- **Byzantine Linearizability (BL):** Let $G$ be the set of all complete get operations issued by correct clients. Let $A$ be the set of complete append operations $L.append(r)$ such that $r \in S$ and $S$ is the sequence returned by some operation $L.get() \in G$. Then linearizability holds with respect to the set of operations $G \cup A$. This property is similar to the one described in [5] for registers.

In the remainder we say that a DLO is Byzantine Tolerant if it satisfies the properties BSP and BL in a Byzantine system. Observe that DLOs are oblivious to the syntax and semantics of the records they hold [1]. Hence, in this paper we do not need to care about whether the records appended by a Byzantine client are syntactically and semantically valid.

**Byzantine Atomic Broadcast:** In the algorithms we propose in this paper we use a Byzantine Atomic Broadcast (BAB) service for the server communication [2, 3, 4], that satisfies the following properties: validity, agreement, integrity and total order. Note that the work in [1] utilized a crash-tolerant Atomic Broadcast (AB) service to implement a crash-tolerant DLO. The properties assumed here for the BAB service are similar to their counterpart in the AB service, but applied only to correct processes. Despite the use of a BAB in this work, additional machinery is required in order to implement a Byzantine DLO and ensure the satisfaction of properties BSP and BL.
3 Algorithms for Byzantine-tolerant DLOs

Algorithm 1 API to the operations of a DLO $L$, executed by Client $p$.

1: Init: $c ← 0$
2: function $L$.get( )
3: $c ← c + 1$
4: send request $(c, p, \text{GET})$ to $\geq 2f + 1$ servers
5: wait resp. $(c, i, \text{GETResp}, S)$ from $f + 1$ different servers
6: return $S$
7: function $L$.append($r$)
8: $c ← c + 1$
9: send request $(c, p, \text{APPEND}, r)$ to at least $2f + 1$ different servers
10: wait resp. $(c, i, \text{APPENDResp}, \text{ACK})$ from $f + 1$ different servers
11: return $\text{ACK}$

Client Algorithm. The algorithm executed by a client that invokes a get or append operation on a DLO $L$ is presented in Code 1. An operation starts when the corresponding function of Code 1 is invoked, and it ends when the matching return instruction is executed. A Byzantine client $p$ may not follow Code 1 (as it may behave arbitrarily) but still be able to append a record $r$ in the ledger. So, some correct client may obtain, in the response to a get operation, a sequence that contains $r$.

When an operation is invoked, a correct client increments a local counter and then sends operation requests to a set of at least $2f + 1$ servers, to guarantee that at least $f + 1$ correct servers receive it. A get operation is completed when the client receives $f + 1$ consistent replies and an append is completed when the client receives $f + 1$ replies from different servers. Both cases guarantee the response from at least one correct server.

Server Algorithm. The algorithm executed by the servers is presented in Code 2. The algorithm uses the Byzantine Atomic Broadcast service to impose a total order in the messages shared among the servers. Operations received from clients are BAB-broadcast using this service, which are eventually BAB-delivered. An operation is processed by a server only when it has been BAB-delivered $f + 1$ times (sent by different servers). This implies that at least one correct server sent it. The properties of the BAB service guarantee that all correct servers receive the same sequence of messages BAB-delivered, and hence process the operations at the same point, maintaining their states consistent.

Theorem 1. The combination of the algorithms presented in Codes 1 and 2 implements a linearizable Byzantine Tolerant distributed ledger object.
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Abstract
This announces the first successful attempt at using model-checking techniques to verify the correctness of self-stabilizing distributed algorithms for robots evolving in a continuous environment. The study focuses on the problem of rendezvous of two robots with lights and presents a generic verification model for the SPIN model checker. It will be presented in full at an upcoming venue.
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Introduction
Following the seminal work of Suzuki and Yamashita [9], we model robots as points in the 2D Euclidean plane that independently execute their own instance of the same deterministic algorithm. Robots are anonymous, oblivious, and disoriented (i.e., no common coordinate system), and repeatedly execute Look-Compute-Move (LCM) cycles, where a robot “Looks” at its surroundings, obtains a snapshot of the locations of all robots, “Computes” a destination, and “Moves” toward it. Additionally, robots are equipped with a light that can emit a color among a fixed number of distinct colors [1]. A robot observes all lights during its Look phase and changes its light at the end of its Compute phase.

The literature [9, 3] considers three main levels of synchrony: FSYNC model [9] where every LCM cycle is performed simultaneously by all robots; SSYNC where each cycle may be skipped by a subset of the robots; and ASYNC which imposes no restriction on synchronization between the robots, thus allowing robots to be observed while moving.

The problem of gathering requires all robots to reach a single point in finite time, regardless of their initial locations. The particular case of gathering two robots is called rendezvous. In SSYNC, no deterministic algorithm can solve rendezvous without additional assumptions [9]. This case being trickier than three or more robots due to the inherent symmetry of observed configurations. A rendezvous algorithm is self-stabilizing if robots eventually reach and
stay forever at the same location regardless of the initial configuration. Algorithms that set constraints on the initial configuration (e.g., must start with a specific color) are not self-stabilizing.

Viglietta [10] proved that two colors are sufficient in SSYNC and that three colors are necessary and sufficient in ASYNC for a specific class of algorithms. Okumura et al. [8] presented rendezvous algorithms when additional restrictions are made on the model (rigid moves, initial colors, etc.). Finally, Heriban et al. [5] showed that two colors are necessary and sufficient in ASYNC without extra assumptions.

As they use case-based reasoning, the handwritten proofs of rendezvous algorithms with lights are lengthy, complex, tedious to check and write, and hence highly error-prone. The aim of the work is hence to automate the process and verify the correctness of these self-stabilizing rendezvous algorithms using model checking.

Model checking relies on the definition of a verification model consisting exclusively of finite values. In particular, the domain of variables must be kept to a minimum. In the case of rendezvous of robots with lights, the number of robots and the number of colors are finite and very small. However, the position of the robots and the time of their activations have all infinite domains. This means that the verification model must capture the important characteristics of the original model while representing everything in a tractable state space. In other words, the only way to obtain automated proofs of correctness in the continuous space context through model checking is to use a more abstract verification model.

Methodology

The approach consists of two parts: (a) the definition of the verification model and its correctness, and (b) the implementation of the verification model and algorithms in the model-checker.

First, we prove several important results that are used to support the verification model. In particular, there is obviously an inherent loss of generality when representing infinite domains with finite values. In this case, our verification model is designed to fail conservatively, in the sense that an incorrect algorithm must always result in a failed verification, whereas a correct algorithm may not always result in a successful one. This point is crucial because this is why this approach is sound.

The key aspect of the verification model consists in representing the Euclidean environment with only two discrete values (or three depending on assumptions) with an appropriate way to resolve movements. The difficult and subtle part is obviously the latter one and is presented in details in the full version of this manuscript [2].

Second, we express the verification model in the SPIN model checker [6]. Given a model expressed in the Promela language (a concurrent language reminiscent of Hoare’s CSP) and a linear temporal logic formula, the model checker explores every possible paths of the model until it reaches an invalid state (one that violates the formula) from an initial state, in which case it reports that path as a counter-example execution that violates the temporal logic formula. Otherwise, it reports success. Since the model checker performs an exhaustive search, branching out at every non-deterministic choice, the condition is then proved to hold. Model checking has gone a long way since the 70s when it began, and current solvers are now able to handle millions of states without much problem.

We wrote the Promela model to be as modular as possible. In particular, the same framework is used to model seven different synchrony models, including FSYNC, SSYNC, and ASYNC. The rendezvous algorithms are expressed as functions mapping an observation to a color and a move. Based on a theorem proved in the first part, a fair execution can be modeled by limiting the number of consecutive activations by a constant value.
Table 1 Results of model-checking liveness of some known algorithms.

<table>
<thead>
<tr>
<th>Central</th>
<th>FSYNC</th>
<th>SSYNC</th>
<th>LC-atom.</th>
<th>Move-atom.</th>
<th>ASYNC</th>
<th>ASYNC</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

- Neither robots move
- Move to midpoint
- Move to other
- Viglietta [10] 2 colors
- Viglietta [10] 3 colors
- Heriban+ [5] 2 colors
- Flocchini+ [4] 3 colors
- Okumura+ [7] 5 colors
- Okumura+ [7] 3 col.; non-SS

Validation

To assess the verification model and its SPIN implementation, we have checked ten different rendezvous algorithms: three trivial baseline algorithms as well as seven known algorithms from the literature. For each algorithm, two of which are not self-stabilizing, it is widely-known in which models they achieve rendezvous or fail. Table 1 summarizes the results (either positive or negative with a counter-example) obtained from model-checking these algorithms in six different synchrony models, including the three most common (FSYNC, SSYNC, and ASYNC). Each outcome of the resulting 60 tests is consistent with the literature, and the entire test runs in a few minutes on a regular laptop.
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Abstract

Data structures that allow efficient distance estimation have been extensively studied both in centralized models and classical distributed models. We initiate their study in newer (and arguably more realistic) models of distributed computation: the Congested Clique model and the Massively Parallel Computation (MPC) model. In MPC we give two main results: an algorithm that constructs stretch/space optimal distance sketches but takes a (small) polynomial number of rounds, and an algorithm that constructs distance sketches with worse stretch but that only takes polylogarithmic rounds. Along the way, we show that other useful combinatorial structures can also be computed in MPC. In particular, one key component we use is an MPC construction of the hopsets of [2].

This result has additional applications such as the first polylogarithmic time algorithm for constant approximate single-source shortest paths for weighted graphs in the low memory MPC setting.

1 Introduction

A common task when performing graph analytics is to compute distances between vertices. This has motivated the study of shortest path algorithms in essentially every interesting model of computation. We focus on two models which correspond to modern big-data graph analytics: Congested Clique [6] and Massively Parallel Computation (MPC) [4]. The MPC model in particular has recently received significant attention, as it captures many modern data analytics frameworks such as MapReduce, Hadoop, and Spark. Since these are important models of distributed storage and computation, and computing distances in graphs is an important primitive, we have an obvious question: in MPC or Congested Clique, can we compute distances between nodes sufficiently quickly to support important graph analytics? While one side effect of our techniques is indeed a state of the art algorithm for shortest paths in MPC, the focus of this paper is on getting around the limitations of these models by allowing preprocessing of the (distributed) graph. We will build a data structure known as approximate distance sketches, which will then let us (approximately) answer any distance query using at most two rounds of network communication. So our focus is on how to compute these data structures efficiently, since once they are computed distance estimates become fast and easy. We show that in both the Congested Clique and the MPC models, we can compute oracles/sketches which essentially match the best centralized bounds in time that is only a small polynomial. In MPC, we can go even further and compute slightly suboptimal sketches in time that is only polylogarithmic.
Distance Oracles and Sketches. Even in many centralized applications, the time it takes to compute exact distances in graphs is undesirable, and similarly the memory that it would take to store all $\binom{n}{2}$ distances is also undesirable. This motivated Thorup and Zwick [5] to propose a space-efficient data structure which can quickly report an approximation of the true distance for any pair of vertices. In other words, by spending some time up front to compute this data structure, any algorithm used in the future can quickly obtain provably accurate distance estimates. More formally, an approximate distance oracle is said to have stretch $t$ if, when queried on $u, v \in V$, it returns a value $d'(u, v)$ such that $d(u, v) \leq d'(u, v) \leq t \cdot d(u, v)$ for all $u, v \in V$, where $d(u, v)$ denotes the shortest-path distance between $u$ and $v$. For any constant $k$, Thorup and Zwick’s (centralized) construction has expected size $O(kn^{1+1/k})$, stretch $(2k - 1)$, query time $O(k)$, and preprocessing time $O(kmn^{1/k})$. Also, this data structure can be “broken up” into $n$ pieces, each of size $O(kn^{1/k} \log n)$, so that the estimate $d'(u, v)$ can be computed just from the piece for $u$ and the piece for $v$. These are called distance sketches.

Model. Our main focus is the Massively Parallel Computation, or MPC model. In this model there is an input of size $N$ which is arbitrarily distributed over $N/S$ machines, each of which has $S = N^\epsilon$ memory for some $0 < \epsilon < 1$. Every machine can communicate with every other machine in the network, but each machine in each round can have total I/O of at most $S$. Specifically, for graph problems the total memory $N$ is $O(|E|)$ words. The low memory setting is the more challenging (but arguably more realistic) setting in which each machine has $O(n^\gamma)$, $\gamma < 1$ memory, which we denote by MPC($n^\gamma$).

2 Our Results

We initiate the study of distance sketches in the MPC model. Our techniques also extends to the Congested Clique and streaming models. Exact results can be found in the full paper. We first show that distance sketches with the same guarantees as the centralized Thorup-Zwick distance oracles can be implemented in MPC, but with a polynomial (sublinear) round complexity. Since such a high round complexity is generally considered impractical, so we also give a different (but related) algorithm which achieves polylogarithmic round complexity at the price of larger stretch. More formally,

\begin{itemize}
  \item \textbf{Theorem 1.} Consider a graph $G = (V, E)$ where $m = \Omega(kn^{1+1/k} \log n)$, for some integer $k \geq 2$. Then there is an algorithm in MPC($n^\gamma$) (with $0 < \gamma < 1$) that constructs Thorup-Zwick distance sketches with stretch $O(k^2)$ and size $O(kn^{1/k} \log n)$ and with high probability completes in $O(\frac{k}{\gamma} \cdot (\log^{3} n \cdot \log^{3} k)^{2 \log k})$ rounds.
\end{itemize}

As a side effect of our techniques, we immediately get an algorithm for computing approximate single-source shortest paths (SSSP). We show that we can compute an $O(1)$-approximation in only polylogarithmic time under a certain assumption on the density of the input graph.

3 Techniques

Our main approach is to combine constructions of hopsets with efficient distributed constructions of Thorup-Zwick distance oracles/sketches. In particular, Das Sarma et al. [1] showed that Thorup-Zwick sketches could be computed in the CONGEST model, but the time depended on the graph diameter. Roughly speaking, we use hopsets to reduce the diameter of
the graph while preserving distances by adding in a carefully chosen set of weighted “shortcut” edges. We use a hopset construction proposed by Elkin and Neiman [2]. To implement their algorithm in the MPC model, we need to handle some technical difficulties particularly when the space per machine is \( o(n) \). Not surprisingly, both [1] and [2] use as a fundamental primitive a “restricted” version of the classical Bellman-Ford shortest-path algorithm that ends early. Hence the first step for us is implementing this restricted Bellman-Ford in the MPC model. When implementing restricted Bellman-Ford in low-memory MPC, the main difficulty is that since the memory at each server is \( o(n) \), a single server cannot “simulate” a node in Bellman-Ford. It takes many machines to store the edges incident on any particular node. We first show that it is possible to implement Bellman-Ford in low-memory MPC with very little additional overhead. Once we develop this tool, we argue that the hopsets of [2]) can be constructed in MPC. Our implementation of Bellman-Ford and this hopset construction, as well as a few other primitives we develop for low-memory MPC (e.g., finding minimum or broadcasting on a range of machines), may be of independent interest.

Directly implementing the hopset algorithm of [2] requires a polynomial number of rounds to obtain polylogarithmic hopbound. Even after using hopsets, we would still need polynomial time to construct constant stretch distance sketches. We overcome this issue and improve the running time using two ideas. First, we show that by relaxing the model to allow small additional total memory (either through extra space per machine or additional machines), we can run our algorithms in polylogarithmic number of rounds. In other words, the MPC model is very delicate: a small polynomial amount of extra space allows us to decrease running times not just by that polynomial, but from polynomial to polylogarithmic. So we just need to argue that there is a way of obtaining extra memory without actually changing the model assumptions. This is our second idea: by constructing a spanner we can sparsify the graph while keeping the memory per machine and number of machines the same. Thus from the perspective of the spanner, it will appear that we do indeed have “extra” memory. The idea of sparsifying the input to obtain extra resources has already proved to be powerful in related contexts (for example, [3] recently used spanners to give a work-efficient PRAM metric embedding algorithm). To the best of our knowledge, though, this idea has not yet appeared in the MPC graph algorithms literature.
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Abstract

In this paper, we define a new concept neighborhood mutual remainder (NMR). An NMR distributed algorithms should satisfy global fairness, l-exclusion and repeated local rendezvous requirements. We give a simple self-stabilizing algorithm to demonstrate the design paradigm to achieve NMR, and also present applications of NMR to a Look-Compute-Move robot system.

1 Introduction

Distributed systems sometimes encounter mutually exclusive operations such that, while one operation is executed by a participant, another operation cannot be executed by the participant and its neighboring participants. For example, we can consider a Look-Compute-Move (LCM) robot system, where each robot repeats executing cycles of look, compute, and move phases. Some algorithms assume the move-atomic property, that is, while robot r executes look and compute phases, r’s neighbors cannot execute a move phase. In this case, the move operation and the look/compute operations are mutually exclusive.

To execute mutually exclusive operations consistently, participants should schedule the operations carefully. One may think we can apply mutual exclusion or local mutual exclusion to solve the local synchronization problem. Mutual exclusion (resp., local mutual exclusion)
Neighborhood Mutual Remainder

guarantees that no two participants (resp., no two neighboring participants) enter a critical section (CS) at the same time. Indeed, if participants execute mutually exclusive operations only when they are in the CS, they can keep the consistency because no two neighboring participants execute the mutually exclusive operations at the same time. On the other hand, this approach seems expensive because participants execute the operations sequentially despite that they are allowed to execute the same operation simultaneously. Also, to realize local mutual exclusion, participants should achieve symmetry breaking because one participant should be selected to enter the CS. However, in highly-symmetric distributed systems such as the LCM robot system, it is difficult or even impossible to achieve deterministic symmetry breaking and thus achieve local mutual exclusion.

From this motivation, we define the neighborhood mutual remainder (NMR) distributed task over a distributed system with a general, non-necessarily complete, communication graph. An NMR distributed algorithm should satisfy global fairness, \( l \)-exclusion, and repeated local rendezvous requirements. Global fairness is satisfied when each participant executes the CS infinitely often, \( l \)-exclusion is satisfied when at most \( l \) neighboring processes enter the CS at the same time, and repeated local rendezvous is satisfied when, for each participant, infinitely often no participant in the closed neighborhood is in the critical or trying sections. Unlike the classical (local) mutual exclusion problem, the NMR allows up to \( l \) neighboring participants to be simultaneously in the CS, but requires a guarantee for neighborhood rendezvous in the remainder.

For example, in the LCM robot system, the move-atomic property can be achieved by NMR: Each robot executes look and compute phases when it is in the CS, and executes a move phase only when no robot in its closed neighborhood is in the CS. While some robot executes look and compute phases, none of its neighbors executes a move phase. From the global fairness and local rendezvous properties, all robots execute look, compute, and move phases infinitely often.

Our contributions. In this BA, we formalize the concept of NMR, and give a design paradigm to achieve NMR. To demonstrate the design paradigm, we consider synchronous distributed systems and give a simple self-stabilizing algorithm for NMR. To consider the simplest case, we assume \( l = \Delta + 1 \), where \( \Delta \) is the maximum degree, that is, \( l \)-exclusion is always satisfied. In this case, the NMR does not require symmetry breaking, however, is still useful for some applications.

In the full version [1], to demonstrate applicability of NMR, we implement a self-stabilizing synchronization algorithm for the LCM robot system by using the aforementioned design paradigm. First, we realize the move-atomic property in a self-stabilizing manner on the assumption that robots repeatedly receive clock pulses at the same time. After that, we extend it to the assumption that robots receive clock pulses at different times but the duration between two pulses is identical for all robots. Lastly, on the same assumption, we implement the fully synchronous (FSYNC) model in a self-stabilizing manner. This research presents the first self-stabilizing implementation of the LCM synchronization, allowing the implementation in practice of any self-stabilizing or stateless robot algorithm, where robots possess independent clocks that are advanced in the same speed.

2 Preliminary

A distributed system is represented by an undirected connected graph \( G = (V, E) \), where \( V = \{v_0, \ldots, v_{k-1}\} \) is a set of processes and \( E \subseteq V \times V \) is a set of communication links between processes. Processes are anonymous and identical. Process \( v_i \) is a neighbor of \( v_j \) if
Algorithm 1 Self-Stabilizing NMR Algorithm for \( l = \Delta + 1 \). Pseudo-Code for \( v_i \).

1: Upon a global pulse
2: \( N_i := |N[i]|; \, MaxN_i := \max\{N_j \mid v_j \in N[i]\}; \, Clock_i := (Clock_i + 1) \mod (MaxN_i + 1) \);
3: if \( Clock_i = 1 \) then enter the critical section and leave before the next pulse;
4: else if \( \forall v_j \in N[i] (Clock_j \neq 1) \) then rendezvous in the remainder section;

\((v_i, v_j) \in E\) holds. A neighborhood of \( v_i \) is denoted by \( N(i) = \{v_j \mid (v_i, v_j) \in E\} \), and the degree of \( v_i \) is denoted by \( \delta(i) = |N(i)| \). Let \( \Delta = \max\{\delta(i) \mid v_i \in V\} \). A closed neighborhood of \( v_i \) is denoted by \( N[i] = N(i) \cup \{v_i\} \).

Each process is a state machine that changes its state by actions. We adopt the state-reading model as a communication model. In this model, each \( v_i \) can directly read states of all processes in \( N[i] \) simultaneously and update its own state. Processes operate synchronously based on global pulses. That is, all processes regularly receive the pulse at the same time, and operate when they receive the pulse. The duration of local computation is sufficiently small so that every process completes the local computation before the next pulse.

**Definition 1 (Neighborhood mutual remainder (NMR)).** The system achieves NMR if the following three properties hold.

- **Global fairness:** Every process infinitely often enters the CS.
- **l-exclusion:** For every process \( v_i \), at most \( l \) processes in \( N[i] \) enter the CS simultaneously.
- **Repeated local rendezvous:** For every process \( v_i \), infinitely many instants exist such that no process in \( N[i] \) is in the critical or trying section.

### 3 A self-stabilizing algorithm for neighborhood mutual remainder

In this section, we give a design paradigm to achieve NMR. As an example, we realize a self-stabilizing algorithm to achieve NMR in case of \( l = \Delta + 1 \). We say an algorithm is self-stabilizing if, from any initial configuration, the system eventually exhibits the desired behavior.

The self-stabilizing NMR algorithm is given in Algorithm 1. Let us consider a simple setting where \( |N[i]| \) is identical for any \( v_i \). Every process \( v_i \) maintains a clock \( Clock_i \) that is incremented by 1 modulo \((|N[i]| + 1)\) in every pulse. The value of \( Clock_i \) may differ from the value of \( Clock_j \), for a neighbor \( v_j \) of \( v_i \). Say, for the sake of simplicity, that \( v_i \) may possess the CS only when \( Clock_i = 1 \). Thus, ensuring that there is a configuration in which all processes in the remainder is equivalent to ensuring that there is a configuration in which the values of all the above clocks are not equal to 1. Using the pigeon-hole principle in every \( |N[i]| + 1 \) consequence pulse clocks, there must be a configuration in which no clock value of neighboring processes is 1 and at the same time \( Clock_i \) is not 1 either. Hence, the NMR must hold. Since \( |N[i]| \neq |N[j]| \) may hold for some \( v_i \) and \( v_j \), we use \( MaxN_i = \max\{|N[j]| \mid v_j \in N[i]\} \) instead of \( |N[i]| \). Since every process \( v_j \in N[i] \) enters the CS at most once in \( MaxN_i + 1 \) consecutive pulses, we can still use the pigeon-hole principle and hence the NMR must hold.

---
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Abstract

In this brief announcement, we propose a protocol-agnostic approach to improve the design of primary-backup consensus protocols. At the core of our approach is a novel wait-free design of running several instances of the underlying consensus protocol in parallel. To yield a high-performance parallelized design, we present coordination-free techniques to order operations across parallel instances, deal with instance failures, and assign clients to specific instances. Consequently, the design we present is able to reduce the load on individual instances and primaries, while also reducing the adverse effects of any malicious replicas. Our design is fine-tuned such that the instances coordinated by non-faulty replicas are wait-free: they can continuously make consensus decisions, independent of the behavior of any other instances.
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1 Introduction

At the core of any blockchain application is a consensus protocol that facilitates replicating data across a group of servers (or replicas), some of which can fail or act malicious [5]. Commonly, these protocols use the primary-backup model pioneered in the Practical Byzantine Fault Tolerant consensus protocol [2]. In these BFT-style protocols, a single replica is designated as the primary and is responsible for coordinating the consensus decisions, while all the other replicas perform the backup role. The primary-backup model simplifies the development of consensus protocols substantially: when a primary is non-malicious, then even the simplest broadcast replication protocols suffice. However, the only complication in these consensus protocols is in the way they deal with malicious primaries: malicious behavior must be either detected (after which the primary can be replaced) or prevented altogether. This simplicity of the primary-backup model negatively affects its performance in three ways [1, 3]:

1. **Primary load.** The primary not only has to perform the primary tasks, but also the backup role (as it is itself a replica). Consequently, the primary receives a higher load than other replicas, and this load at the primary can become a bottleneck in the overall system.
Parallelizing consensus

Consider a system with $n$ replicas, of which $f$ are faulty. At the core of our parallelization paradigm is the coordination of $m$, $f < m \leq n$, instances of an off-the-shelf primary-backup consensus protocol running in parallel. This implies that a single round of our paradigm coordinates multiple parallel consensus rounds, each of which is initiated and managed by a distinct primary $P_i$ for the instance $I_i$, $1 \leq i \leq m$. Each consensus decision succeeds whenever $P_i$ is non-faulty. This approach to parallelization raises several important challenges:

1. For optimal throughput, we need to ensure that each instance is making a distinct consensus decision, that is, each instance is processing a distinct client request.
2. Every non-faulty replica should execute all the accepted client requests in the same order.
3. When several instances fail in a round and want to transfer control to new primaries, then all the non-faulty replicas need to do so in the same manner.

In our design, we address each of these challenges. Figure 1 sketches a high-level overview of a parallelized consensus round at replica $R$. Our paradigm also identifies various ways in which malicious replicas can prevent it from efficiently operating. Next, we highlight the design decisions taken to address these possible attacks.

Deterministic round execution. The correctness of the underlying consensus protocol, used by instances $I_1, \ldots, I_m$, can guarantee that each non-faulty replica derives the same set of client requests in round $\rho$. Hence, our paradigm behaves correctly whenever all non-faulty replicas can determine the same order of execution of these client requests. To avoid that malicious replicas can influence, predict, or reliably exploit the order of execution to their advantage, we permute the order of execution based on the set of client requests accepted in round $\rho$ (some of which are proposed by non-faulty replicas).

---

1. A complementary approach to increase parallelism is via partial replication through sharding [4].
Dealing with primary failure. In primary-backup consensus protocols, the primary can fail or act malicious. Our paradigm supports two ways to deal with such failures. The straightforward approach is to suspend instances with failed primaries and to try recovering these failed primaries after some delay. To avoid recovering too often, this delay is doubled after each failure. We also support replacement of failed primaries by other replicas. To do so, we provide a unified primary replacement protocol that only requires coordination among the instances with failed primaries.

Consistent handling of client requests. To ensure that subsequent client requests are always processed in order, we assign clients to instances in a round-robin manner. We do this by requiring each instance $I_i$, $1 \leq i \leq m$, to only deal with client requests of a client $c$ if $i = c \mod m$. We notice that a client $c$ can be assigned to an instance with a faulty primary that might ignore its request. To deal with this situation, we allow clients to periodically issue instance-change requests to reassign them to other instances. To assure balanced load among the instances, a non-faulty instance only accepts an instance-change request if it has not been yet assigned $\lceil c / (n - f) \rceil$ clients, where $c$ refers to the total number of clients.

Wait-free parallelization. To ensure the correctness of our parallelization paradigm, we do not require any non-faulty instance to wait for other instances. In our paradigm, the execution of client requests in round $\rho$ has no influence on the consensus decisions of future rounds. Second, the instances arriving at successful consensus decisions do not require any coordination. The only required coordination is between instances with failed primaries. Hence, instances that arrived at successful consensus decisions in the current round are free to make consensus decisions for the future rounds, while the execution of the client requests of previous rounds occurs in the background. Furthermore, we have coordination-free ways to detect and sanction malicious behavior of primaries (e.g., throttling performance). Combined, these approaches guarantee that instances with non-faulty primaries are wait-free: they are always able to operate at maximum throughput and will always see their client requests executed within bounded time, this independent of any malicious behavior in other instances.
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**Abstract**

The development of fault-tolerant distributed systems that can tolerate Byzantine behavior has traditionally been focused on consensus protocols, which support fully-replicated designs. For the development of more sophisticated high-performance Byzantine distributed systems, more specialized fault-tolerant communication primitives are necessary, however.

In this brief announcement, we identify the cluster-sending problem – the problem of sending a message from one Byzantine cluster to another Byzantine cluster in a reliable manner – as such an essential communication primitive. We not only formalize this fundamental problem, but also establish lower bounds on the complexity of this problem under crash failures and Byzantine failures. Furthermore, we develop practical cluster-sending protocols that meet these lower bounds and, hence, have optimal complexity. As such, our work provides a strong foundation for the further exploration of novel designs that address challenges encountered in fault-tolerant distributed systems.

**1 Introduction**

Recently, the emergence of blockchain technology has fueled a renewed interest in the development of fault-tolerant distributed systems. The main focus of current developments is mostly limited to fully-replicated systems in which each participating replica has the same role. We envision the design and development of more sophisticated high-performance Byzantine systems in which replicas have specialized roles. An example of such a system would be a sharded geo-scale design in which data is kept in local Byzantine clusters. In such a sharded geo-scale design, many queries can efficiently be answered by involving only a single cluster [1, 2]. In this way, a sharded design will often improve scalability when dealing with massive large-scale databases. For answering more complex queries, we need cooperation between different clusters, however. Hence, to enable the design and development of such systems, we need reliable ways for Byzantine clusters to communicate and cooperate. We believe that the existing consensus protocols are insufficient to fulfill this aim: we can run a single global consensus protocol among all replicas in all clusters to enable sharing of data and queries, but this would be at high – quadratic – communication costs for all replicas involved and would eliminate any possible scaling benefits of a clustered design. Indeed, we believe that there is a pressing need for more specialized Byzantine communication primitives. In this announcement we formalize and study one such primitive, the cluster-sending problem.
On the Fault-Tolerant Cluster-sending Problem

A cluster $C$ is a set of replicas. We write $f(C) \subseteq C$ to denote the set of faulty replicas in $C$ and $nf(C) = C \setminus f(C)$ to denote the set of non-faulty replicas in $C$. We write $n_C = |C|$, $f_C = |f(C)|$, and $nf_C = |nf(C)|$ to denote the number of replicas, faulty replicas, and non-faulty replicas in the cluster, respectively. We extend the notations $f(\cdot)$, $nf(\cdot)$, $n(\cdot)$, $f(\cdot)$, and $nf(\cdot)$ to arbitrary sets of replicas. A cluster system $\mathcal{S}$ is a finite set of clusters such that communication between replicas in a cluster is local and communication between clusters is non-local. We assume that there is no practical bound on local communication, while global communication is limited, costly, and to be avoided. If $C_1, C_2 \in \mathcal{S}$ are distinct clusters, then we assume that $C_1 \cap C_2 = \emptyset$: no replica is part of two distinct clusters.

Definition 1. Let $\mathcal{S}$ be a system and $C_1, C_2 \in \mathcal{S}$ be two clusters with non-faulty replicas ($nf(C_1) \neq \emptyset$ and $nf(C_2) \neq \emptyset$). The cluster-sending problem is the problem of sending a value $v$ from $C_1$ to $C_2$ such that: (1) all non-faulty replicas in $C_2$ receive the value $v$; (2) only if all non-faulty replicas in $C_1$ agree upon sending the value $v$ to $C_2$ will non-faulty replicas in $C_2$ receive $v$; and (3) all non-faulty replicas in $C_1$ can confirm that the value $v$ was received.

In this announcement, we use the notation $isgn_j$, with $i, j \geq 0$ and $sgn$ the sign function, to denote $i$ if $j > 0$ and $0$ otherwise.

Lower bounds for the cluster-sending problem. First, we consider systems with only crash failures, in which case we can lower bound the number of messages exchanged. This lower bound is entirely determined by the maximum number of messages that can get lost due to faulty replicas not sending messages or ignoring received messages. In situations in which some replicas need to send or receive multiple messages, the capabilities of faulty replicas to ignore messages is likewise multiplied. E.g., when the number of senders outnumbers the receivers, then some receivers must receive multiple messages. As these receivers could be faulty, this means they could cause loss of multiple messages. By a thorough analysis, we end up with the following lower bounds:

Theorem 2. Let $\mathcal{S}$ be a system with crash failures, let $C_1, C_2 \in \mathcal{S}$, and let $\{i, j\} = \{1, 2\}$ such that $n_{C_i} \geq n_{C_j}$. Let $q_i = (f_{C_i} + 1) \text{div} nf_{C_i}$, let $r_i = (f_{C_i} + 1) \text{mod} nf_{C_i}$, and let $\sigma_i = q_i n_{C_i} + r_i + f_{C_i} sgn r_i$. Any protocol that solves the cluster-sending problem in which $C_1$ sends a value $v$ to $C_2$ needs to exchange at least $\sigma_i$ messages.

Next, we look at systems with Byzantine failures and replica signing (e.g., using digital signatures and a public-key cryptography infrastructure). In this environment, we prove a lower bound on the number of replica signatures (certificates) exchanged. In this case, the receiving cluster $C_2$ must eventually receive $f_{C_i} + 1$ distinct certificates signed by distinct replicas in $C_1$. Only after receipt of these $f_{C_i} + 1$ certificates can the replicas in $C_2$ conclude that at least one of these certificates was sent by a non-faulty replica in $C_1$. A thorough analysis reveals the following lower bounds:

Theorem 3. Let $\mathcal{S}$ be a system with Byzantine failures and replica signing and let $C_1, C_2 \in \mathcal{S}$. Consider the cluster-sending problem in which $C_1$ sends a value $v$ to $C_2$.

1. Let $q_1 = (2f_{C_1} + 1) \text{div} nf_{C_2}$, $r_1 = (2f_{C_1} + 1) \text{mod} nf_{C_2}$, and let $\tau_1 = q_1 n_{C_2} + r_1 + f_{C_2} sgn r_1$.
   If $n_{C_i} \geq n_{C_2}$, then any protocol that solves the cluster-sending problem needs to exchange at least $\tau_1$ certificates.

2. Let $q_2 = (f_{C_2} + 1) \text{div} nf_{C_1} - f_{C_1}$, $r_2 = (f_{C_2} + 1) \text{mod}(nf_{C_1} - f_{C_1})$, and let $\tau_2 = q_2 n_{C_1} + r_2 + 2f_{C_2} sgn r_2$. If $n_{C_2} \geq n_{C_1}$, then any protocol that solves the cluster-sending problem needs to exchange at least $\tau_2$ certificates.
Optimal cluster-sending via partitioned bijective sending. We propose bijective sending, a powerful technique that allows the design of highly efficient cluster-sending protocols. In bijective sending, cluster $C_1$ agrees on a value $v$. Then, the protocol chooses sets $S_1 \subseteq C_1$ and $S_2 \subseteq C_2$ of equal size and instruct each replica in $S_1 \subseteq C_1$ to send $v$ to a distinct replica in $C_2$. By choosing $S_1$ and $S_2$ sufficiently large, we can guarantee successful cluster-sending. More specific, in the case of a system with crash failures, we need to choose $|S_1| = |S_2| = f_{C_1} + f_{C_2} + 1$. In the case of a system with Byzantine failures and replica signing, we need to choose $|S_1| = |S_2| = 2f_{C_1} + f_{C_2} + 1$. Next, we illustrate bijective sending.

Example 4. Let $\mathcal{S}$ be a system with crash failures, let $C_1 = \{r_1, \ldots, r_8\} \in \mathcal{S}$ with $f(C_1) = \{r_4, r_3, r_4\}$, and let $C_2 = \{r_9, \ldots, r_{15}\} \in \mathcal{S}$ with $f(C_2) = \{r_9, r_{11}\}$. We have $f_{C_1} + f_{C_2} + 1 = 6$. We choose $S_1 = \{r_2, \ldots, r_7\}$, $S_2 = \{r_9, \ldots, r_{15}\}$, and $b = \{r_i \rightarrow r_{i+7} \mid 2 \leq i \leq 7\}$.

In Figure 1, we sketched this situation. Replica $r_2$ sends a valid message to $r_9$. As $r_9$ is faulty, it might ignore this message. Replicas $r_3$ and $r_4$ are faulty and might not send a valid message. Additionally, $r_{11}$ is faulty and might ignore any message it receives. The messages sent from $r_5$ to $r_{12}$, from $r_6$ to $r_{13}$, and from $r_7$ to $r_{14}$ are all sent by non-faulty replicas to non-faulty replicas. Hence, these messages all arrive correctly.

The bijective sending techniques have optimal communication complexity. Unfortunately, bijective sending places unrealistic requirements on clusters that vastly differ in size. We can address this by partitioning the larger-sized cluster into a set of smaller clusters, and then letting sufficient of these smaller clusters participate independent in bijective sending. This approach results in the following:

Theorem 5. Let $\mathcal{S}$ be a system and let $C_1, C_2 \in \mathcal{S}$. Consider the cluster-sending problem in which $C_1$ sends a value $v$ to $C_2$.
1. If $n_C > 3f_C$, $C \in \mathcal{S}$, and $\mathcal{S}$ has crash failures, then we can use (partitioned) bijective sending as a solution to the cluster-sending problem with optimal message complexity. These protocols solve the cluster-sending problem using $O(\max(n_{C_1}, n_{C_2}))$ messages, of size $O(||v||)$ each.
2. If $n_C > 4f_C$, $C \in \mathcal{S}$, and $\mathcal{S}$ has Byzantine failures and replica signing, then we can use (partitioned) bijective sending as a solution to the cluster-sending problem with optimal replica certificate usage. These protocols solve the cluster-sending problem using $O(\max(n_{C_1}, n_{C_2}))$ messages, of size $O(||v||)$ each.
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Abstract
We briefly introduce a unified model to characterize correctness levels stronger (or equal to) serializability in the presence of application invariant. We propose to classify relations among committed transactions into data-related and application semantic-related. Our model delivers a condition that can be used to verify the safety of transactional executions in the presence of application invariant.
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Introduction

When the concurrency control implementation of a transactional system is required to enforce an application-level invariant on shared data accesses (i.e., an expression that should be preserved upon every atomic update [4]), ad-hoc reasoning about its correctness is a tedious and error-prone process. Traditional (data-related) constraints (e.g., transaction conflicts) are well-formalized with established correctness levels, such as Serializability and Snapshot Isolation [1]. However, a unified model encompassing the various external (semantic-related) constraints that enforce application invariant has not been formalized yet.

In this brief announcement we make a step towards defining such a model. We introduce a theoretical framework that formalizes correctness levels stronger than (or equal to) serializability by defining their transaction ordering relations as a union of two sets of data and external dependency. This approach is opposed to the traditional way of defining these relations through an ad hoc analysis. This framework can be used to define an offline checker that verifies the safety of transactional executions. The intuition behind our formalization is simple. Assuming a serializable concurrency control [1], relations between transactions in an execution can be characterized as data dependency, if they are generated by data conflicts, or external dependency, if they affect the satisfaction of application invariant. This decomposition allows us to define a methodology to enrich the traditional transaction Direct

1 Ahmed Hassan is currently affiliated with Lehigh University, USA.
Serialization Graph (DSG) [1] with such external ordering relations. We use the formalization to introduce a safety condition that verifies correctness of transactional executions (Theorem 3).

We motivate our model by showing an example of application with associated invariant. The example mimics a simple monetary application that imposes different requirements to clients interacting from different branch locations of the bank. The application mandates the following invariant: when a transaction is issued by a client in one branch, this transaction accesses the modifications performed by the latest transactions completed on the same branch prior its starting. At the same time, the application does not require special constraints on the order of monetary transactions issued from other branches. That is, transactions from a remote branch should execute atomically and in isolation, but they might access stale data.

Suppose clients \( C_1 \) and \( C_2 \) from branch \( \alpha \) issue two subsequent non-concurrent transactions \( T_1 \) and \( T_2 \) accessing the same bank account \( Ac \). The first deposits $10 and the second checks the total amount of \( Ac \) and then withdraws the latest deposited amount ($10). According to the application semantics, \( T_2 \) must observe the deposit by \( T_1 \). Consider another transaction \( T_3 \), issued by a client from branch \( \beta \) doing auditing on accounts, including \( Ac \). Application semantics for \( T_3 \) does not enforce any requirement on the set of transactions whose outcome should be observed, including \( T_1 \) and \( T_2 \). A serializable concurrency control would “only” guarantee a transactions order of \( T_1 \), \( T_2 \) and \( T_3 \) equivalent to some serial order. This serial order does not consider the application invariant and might order \( T_2 \) before \( T_1 \). Such a mismatch is due to the lack of application invariant representation in the concurrency control.

One solution to overcome this problem in a serializable concurrency control is to provide session guarantee [3], meaning transactions from one branch belong to the same session. This guarantee imposes an additional constraint between \( T_1 \) and \( T_2 \) where \( T_2 \) must observe the output of \( T_1 \). Clearly, \( T_3 \) would belong to a different session. The other solution would be adopting a stronger correctness level (e.g., strict serializability [1]) among all transactions, irrespective of their originating branch. An even more conservative solution is to apply external consistency [2], which brings the clients perceived order among transactions into the concurrency control so that mismatches are prevented.

With our unified model, these three correctness levels can be modeled in the same way as a combination of data-related transaction dependency, to satisfy serializability constraints, and external transaction dependency, to satisfy application invariant. This way, despite the differences among these correctness levels, our model can assess the correctness of concurrency controls that satisfy each of them by relying on a single framework.

### 2 Formalization

A history [1] models the interleaved execution of a set of transactions \( T_1, T_2, ..., T_n \), as an ordered sequence of their operations (such as read, write, abort, commit). The dependency graph for a history \( \mathcal{H} \), denoted as \( DSG(\mathcal{H}) \), represents the data-related dependency among transactions in \( \mathcal{H} \). Roughly, in this graph each node is a committed transaction in \( \mathcal{H} \), and each directed edge between two nodes can be of the following categories:

- **read dependency**: \( (T_i, \overrightarrow{WR} T_j) \) A transaction \( T_j \) read-depends on \( T_i \) if a read of \( T_j \) returns a value written by \( T_i \).
- **write dependency**: \( (T_i, \overrightarrow{WW} T_j) \) A transaction \( T_j \) write-depends on \( T_i \) if a write of \( T_j \) overwrites a value written by \( T_i \).
- **anti-dependency**: \( (T_i, \overrightarrow{RW} T_j) \) A transaction \( T_j \) anti-depends on \( T_i \) if a write of \( T_j \) overwrites a value previously read by \( T_i \).
Definition 1. DSG(H) contains a set of tuples and each tuple has the following form: (T_i, T_j, type). This representation shows that a directed data-related (read/write/anti-) dependency edge exists from transaction T_i to transaction T_j. DSG(H) = \{(T_i, T_j, type) : i, j \in \{1, \ldots, n\} \land type \in \{RW, WW, WR\}\}.

Since our model focuses on correctness levels stronger than, or equal to, serializability, we recall that a history H is serializable if its corresponding DSG does not contain any cycle [1].

Performing an offline analysis of the DSG graph is a convenient tool for reasoning about the correctness of data-related dependencies produced by a concurrency control. However, it does not help verifying correctness of application when invariant should be preserved in addition to serializability. Our model aims at filling this gap, as follows.

Definition 2. An External Dependency Graph (EDG) for a given history H, denoted as EDG(H), determines application-level constraints. In this graph, an edge from transaction T_i to transaction T_j means an application-level requirement forces an external dependency between T_i and T_j. We say T_j externally-depends on T_i (T_i \xrightarrow{EXT} T_j).

Intuitively, application invariant expressed by EDG should neither violate data-related dependency produced by the concurrency control nor include any two contradicting constraints. This observation leads to the following theorem where, informally, we consider both DSG and EDG as a single graph made by the union of them. We can check if a history is serializable and does not violate application invariant by verifying that the aforementioned single graph does not contain any cycle.

First, given a history H of n transactions, we define DSG, EDG, and their union as follows:

\[ DSG(H) = \{(V, E1) : V = \{T_i : i \in \{1, \ldots, n\}\} \land E1 = \{(T_i, T_j, type) : i, j \in \{1, \ldots, n\} \land type \in \{RW, WW, WR\}\} \].

\[ EDG(H) = \{(V, E2) : V = \{T_i : i \in \{1, \ldots, n\}\} \land E2 = \{(T_i, T_j, type) : i, j \in \{1, \ldots, n\} \land type \in \{EXT\}\} \].

\[ DSG(H) \cup EDG(H) = (V, E1 \cup E2) \].

We now define our new External Serializability consistency level. We call a history HExternally Serializable (or EC-SR) if: 1) it is serializable, and 2) external dependency defined by the edges of its EDG are not violated. To prove that, it is necessary and sufficient to show that the union of its DSG, built from the concurrency control implementation, with its EDG, built from application invariant, does not have any cycle. We formalize that in the following theorem (the proof is intuitive and omitted due to space limitations):

Theorem 3. A history H satisfies EC-SR iff DSG(H) \cup EDG(H) does not have any cycle. A concurrency control CC satisfies EC-SR iff all the histories produced by CC are EC-SR.
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Abstract
Byzantine broadcast is a primitive which allows a specific party to distribute a message consistently among \( n \) parties, even if up to \( t \) parties exhibit malicious behaviour. In the classical model with a complete network of bilateral authenticated channels, the seminal result of Pease et al. [6] shows that broadcast is achievable if and only if \( t < n/3 \). There are two generalizations suggested for the broadcast problem – w.r.t. the adversarial model and the communication model. Fitzi and Maurer [2] consider a (non-threshold) general adversary that is characterized by the subsets of parties that could be corrupted, and show that broadcast can be realized from bilateral channels if and only if the union of no three possible corrupted sets equals the entire set of \( n \) parties. On the other hand, Considine et al. [1] extend the standard model of bilateral channels with the existence of \( b \)-minicast channels that allow to locally broadcast among any subset of \( b \) parties; the authors show that in this enhanced model of communication, secure broadcast tolerating up to \( t \) corrupted parties is possible if and only if \( t < \frac{b-1}{b+1} n \). These generalizations are unified in the work by Raykov [5], where a tight condition on the possible corrupted sets such that broadcast is achievable from a complete set of \( b \)-minicasts is shown.

This paper investigates the achievability of broadcast in general networks, i.e., networks where only some subsets of minicast channels may be available, thereby addressing open problems posed in [4, 5]. Our contributions include: 1) proposing a hierarchy over all possible general adversaries for a clean analysis of the broadcast problem in general networks, 2) showing the infeasibility of a prominent technique – used to achieve broadcast in general 3-minicast networks – with regard to higher \( b \)-minicast networks, and 3) providing some necessary conditions on general networks for broadcast to be possible while tolerating general adversaries.
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1 Motivation
To the best of our knowledge, current works on the achievability of broadcast in general networks [7, 4] focus on the problem of Byzantine agreement for the concrete case of 3-minicast channels, and mainly against a threshold adversary in the range \( n/3 \leq t < n/2 \). We continue the line of research w.r.t. general \( b \)-minicast channels. We remark that – as noted in [1] – when \( b > 3 \), perfectly secure broadcast can be realized even when there is no honest majority, in contrast to Byzantine agreement.
2 Models

Notation. Let \( P = \{P_1, \ldots, P_n\} \) be a set of \( n \) parties. We say that a list \( S = (S_0, \ldots, S_{k-1}) \) is a \( k \)-partition of \( P \) if \( \bigcup_{i=0}^{k-1} S_i = P \) and all \( S_i \) and \( S_j \) are pair-wise disjoint. In addition, we denote the set of parties from \( P \) minus the two sets \( S_i \) and \( S_j \) from the \( k \)-partition \( S \) as \( S_{i,j} := P \setminus (S_i \mod k \cup S_j \mod k) \).

Adversary. We assume the existence of a central adversary that corrupts a subset of parties at the onset of a protocol execution. Corrupted parties are Byzantine, i.e., can behave in an arbitrary way. We consider a general adversary structure \( A \) [3], which specifies the possible subsets of parties that the adversary can corrupt. We require that \( A \) be monotone, i.e., \( \forall a, a' (a \in A) \text{ and } (a' \subseteq a) \implies a' \in A \). In this paper, we are interested in adversary structures which satisfy the \( k \)-chain condition [5].

Definition 1. An adversary structure \( A \) is said to contain a \( k \)-chain if there exists a proper \( k \)-partition \( S = (S_0, \ldots, S_{k-1}) \) of the party set \( P \) such that \( \forall i \in [0, k-1] S_{i,i+1} \in A \). An adversary structure is \( k \)-chain-free if it does not have a \( k \)-chain.

Communication Network. A general network \( \mathcal{N} \) among a set of parties \( P \) is a monotone\(^1\) set of subsets of \( P \). Given a general network \( \mathcal{N} \), we have \( \{P_1, \ldots, P_{k_b}\} \in \mathcal{N} \) if and only if there is a partial broadcast channel that allows broadcast to be realized locally among \( \{P_1, \ldots, P_{k_b}\} \) - such a channel is also known as \( k \)-minicast channel [5]. As instantiations, the classical model with bilateral channels [6] corresponds to the network structure \( \mathcal{N} \), where \( \mathcal{N} \) contains all possible subsets of \( P \) with size 2; the complete \( b \)-minicast model [5] is a network structure which contains all partial broadcasts of size at most \( b \).

3 Our Results

We extend results for general 3-minicast networks to general \( b \)-minicast networks and address open questions posed in both of the papers [4, 5], i.e. to study broadcast achievability in general communication models where only a subset of \( b \)-minicast channels may be available.

Hierarchy of Adversary Structures. We propose a hierarchy of adversary structures based on the chain terminology introduced in [5]. This allows us to analyze the feasibility of broadcast in smoothly evolving minicast models in a meaningful way. Recall that in the complete \( b \)-minicast communication model, broadcast tolerating adversary structure \( A \) is achievable if and only if \( A \) is \((b + 1)\)-chain-free [5]. Let the weakest adversary class be \( \mathfrak{A}^{(0)} = \{A \subseteq 2^P \mid A \text{ is } 3\text{-chain-free}\} \) where broadcast is achievable with only bilateral channels, and the strongest adversary class be \( \mathfrak{A}^{(n)} = \{A \subseteq 2^P \mid A \text{ contains an } n\text{-chain}\} \) where broadcast is not possible among the \( n \) parties unless we assume a global broadcast primitive in the first place. The subsequent classes of adversary structures in-between are defined as: \( \forall b \in [3, n-1], \mathfrak{A}^{(b)} = \{A \subseteq 2^P \mid A \text{ contains a } b\text{-chain and is } (b+1)\text{-chain-free}\} \). One can order the adversary classes as follows: \( \mathfrak{A}^{(0)} \leq \mathfrak{A}^{(3)} \leq \mathfrak{A}^{(4)} \leq \cdots \leq \mathfrak{A}^{(n)} \). This forms a partition over all adversary structures, since for \( b > 3 \), any \( A \in \mathfrak{A}^{(b)} \) also contains an implicit \((b-1)\)-chain (and lower). Observe that given an adversary \( A \in \mathfrak{A}^{(b)} \), broadcast tolerating \( A \) is impossible in the complete \((b-1)\)-minicast model, but is achievable in the complete \( b \)-minicast model. This allows us to study the \( b \)-minicast channels that play an essential role in realizing broadcast against this particular adversary. We do not consider

---

\(^1\) If \( N \in \mathcal{N} \) and \( N' \subseteq N \) then \( N' \in \mathcal{N} \).
stronger classes, e.g. $A^{(b+1)}$, because [5] shows that broadcast is not achievable under these adversaries even if all $b$-minicast channels are available. Also, regarding weaker classes such as $A^{(b-1)}$, we know that there already exist protocols that implement secure broadcast in the complete $(b-1)$-minicast model without any $b$-minicast channel.

**Naive Emulation of Virtual Parties.** We discuss the limitations of an application of the virtual emulation technique to construct broadcast protocols in a (possibly incomplete) $b$-minicast network. The technique involves generating a new set of virtual parties $V$ which are emulated by the original party set $P$. For example, [7] addresses the problem of achieving broadcast in a general 3-minicast network by using the available 3-minicasts to emulate virtual parties, thereby reducing the original problem to that of implementing broadcast among $P \cup V$ in the underlying communication model with bilateral channels that is secure against an extended adversary structure (to account for corrupted virtual parties). We show that this kind of strategy is not applicable for general $b$-minicast channels since we deal with significantly stronger adversaries. More concretely, if $A_P$ is an adversary structure with respect to $P$ that contains a $b$-chain and is $(b+1)$-chain-free (i.e., $A_P \in A^{(b)}$), we prove that — irrespective of the subset of $b$-minicasts available for emulation in the communication model, the extended adversary $A_{P \cup V}$ contains a $b$-chain, and thus, there does not exist any protocol among $P \cup V$ that achieves secure broadcast in the reduced $(b-1)$-minicast model.

▶ **Lemma 2.** For $b > 3$: given an adversary structure $A_P \in A^{(b)}$, for any possible set of virtual parties $V$ emulated using $b$-minicast channels in the communication model, the corresponding extended adversary $A_{P \cup V}$ contains a $b$-chain.

**Essential Partial Broadcasts.** We identify some types of $b$-minicast channels that are essential for secure broadcast to be possible against general adversaries. The following characterization of partial broadcast channels also allows us to derive a lower bound on the number of $b$-minicasts required for the parties to broadcast globally in any general network.

▶ **Theorem 3.** Secure broadcast on a general network $N$ tolerating any general adversary $A \in A^{(b)}$ is possible only if: for every $b$-chain in $A$, namely $P = (P_0, \ldots, P_{b-1})$, there is a $b$-minicast channel in $N$ that has non-empty intersection with the sets $P_0, \ldots, P_{b-1}$.

---
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Abstract
In this paper, we consider networks of deterministic spiking neurons, firing synchronously at discrete times. We consider the problem of translating temporal information into spatial information in such networks, an important task that is carried out by actual brains. Specifically, we define two problems: “First Consecutive Spikes Counting” and “Total Spikes Counting”, which model temporal-coding and rate-coding aspects of temporal-to-spatial translation respectively. Assuming an upper bound of $T$ on the length of the temporal input signal, we design two networks that solve two problems, each using $O(\log T)$ neurons and terminating in time $T + 1$. We also prove that these bounds are tight.
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Introduction. Algorithms in the brain are inherently distributed. Although each neuron has relatively simple dynamics, as a distributed system, a network of neurons exhibits strong computational power. Recently, there has been increasing interest in using biologically plausible spiking neuronal dynamics to solve different computational problems [4, 1]. In this paper, we consider a network of spiking neurons with a deterministic synchronous firing rule operating in discrete time, similar to that of Lynch, et al. [4], in order to simplify the analysis and focus on the computational principles.

One of the most important questions in neuroscience is how humans integrate information over time. Sensory inputs such as visual and auditory stimulus are inherently temporal; however, brains are able to integrate the temporal information to a single concept, such as a moving object in a visual scene, or a word in a sentence. There are two kinds of neuronal codings: rate coding and temporal coding. Rate coding is a neural coding scheme assuming that most of the information is coded in the firing rate of the neurons. It is most commonly seen in muscle in which the higher firing rates of motor neurons correspond to higher intensity in muscle contraction. On the other hand, rate coding cannot be the only neural coding brains employ. A fly is known to react to new stimuli and change its direction of flight within 30-40 ms. There is simply not enough time for neurons to compute the firing rate which is the average of spike counts over an interval. Therefore, neuroscientists have proposed the idea of temporal coding, assuming the information is coded in the temporal firing patterns. One of the popular temporal codings is the “first-to-spike” coding. It has been shown that the timing of the first spike encodes most information of an image in retinal cells [2].
We propose two toy problems to model how brains extract information from different codings. “First Consecutive Spikes Counting” (FCSC) counts the first consecutive interval of spikes, which is equivalent to counting the distance between the first two spikes, a prevalent temporal coding scheme in sensory cortex. “Total Spikes Counting” (TSC) counts the number of the spikes over an arbitrary interval, which is an example of rate coding.

In this paper, we design two networks that solve the above two problems in time $T + 1$ with $O(\log T)$ neurons. We also show that our time bounds are tight. We remark that although our problems are biologically inspired, the optimal solutions we propose are not biologically plausible. Our networks are not noise tolerant, whereas the actual neuronal dynamics are highly noisy. However, we hope that our results can demonstrate an important computational principle: unstable intermediate states can carry temporal information and then converge to a stable representation efficiently.

In other work on spiking neural networks, Hitron and Parter [3] tackled a similar problem to our TSC problem. Our results differ in three ways. First, our network has time bound $T + 1$ while theirs is $T + O(\log T)$. Second, we provide a time lower bound result and show that our time bound is optimal. Third, they additionally consider an approximate version of the problem while we focus on the exact version of the problem.

**Model.** We consider a Spiking Neural Network (SNN) model with deterministic synchronous firing at discrete times. Our network structure consists of a directed graph $(V, E)$ with bias, $b : V \rightarrow \mathbb{R}$ and weight function, $w : E \rightarrow \mathbb{R}$. In this paper, we fix input neuron $x \in V$ and $m$ output neurons $\{y_i\}_{0 \leq i < m} \subset V$. The dynamics of neuron $z \in V$ at each time step $t \geq 1$ is governed by

$$z^{(t)} = \Theta(\sum_{y \in P_z} w_{yz} y^{(t-1)} - b_z).$$

where $z^{(t)}$ is the indicator function of neuron $z$ firing at time $t$. $P_z$ is the set of presynaptic neurons of $z$, and $\Theta$ is a nonlinearity. Here we take $\Theta$ as the Heaviside function given by $\Theta(x) = 1$ if $x > 0$ and 0 otherwise. At $t = 0$, we let $z^{(0)} = 0$ if $z$ is not an input neurons.

**The First Consecutive Spikes Counting(T) (FCSC(T)).** Given an input neuron $x$ and the max input length $T$, we consider any input firing sequence such that for all $t \geq T$, $x^{(t)} = 0$. Define $L_z$ to be the length of the first consecutive spikes interval. Then we say a network of neurons solves FCSC(T) in time $t'$ with $m'$ neurons if there exists an injective function $F : \{0, \cdots , T\} \rightarrow \{0, 1\}^{m'}$ which serves as an encoding of the count such that for all $x$ and for all $t, t \geq t'$ we have $y^{(t)} = F(L_z)$ and the network has $m'$ total neurons.

Intuitively, FCSC serves as a toy model for encoding distance between spikes, a prevalent temporal coding in sensory cortex. For mathematical convenience, we model the problem as counting the distance between non-spikes which is mathematically equivalent to counting the distance between spikes in our model.

**The Total Spikes Counting(T) (TSC(T)).** Given an input neuron $x$ and the max input length $T$, we consider any input firing sequence such that for all $t \geq T$, $x^{(t)} = 0$. Define $L_z$ to be the total number of spikes in the sequence. Then we say a network of neurons solves TSC(T) in time $t'$ with $m'$ neurons if there exists an injective function $F : \{0, \cdots , n\} \rightarrow \{0, 1\}^{m'}$ which serves as an encoding of the count such that for all $x$ and for all $t, t \geq t'$ we have $y^{(t)} = F(L_z)$ and the network has $m'$ total neurons.

Intuitively, TSC serves as a toy model for rate coding implemented by spiking neural networks, because the network is able to extract the rate information by counting the number of spikes over arbitrary intervals.
Results. Our contributions in the paper are to design networks that solve these two problems respectively with matching lower bounds in terms of the number of neurons.

▶ Theorem 1. There exist networks with $O(\log T)$ neurons that solve the FCSC(T) and TSC(T) problems, both in time $T + 1$.

Our FCSC network does binary counting by precomputing simultaneous carrying and then captures the counter into persistent neurons. TSC network has further complications because it requires the network to count spikes regardless of intervening non-spikes. In particular, TSC presents an interesting difficulty: there are conflicting objectives between maintaining the count when no spike arrives and updating the count when a spike arrives. To overcome this difficulty, we allow the network to enter an unstable intermediate state which carries the information of the count. The intermediate state then converges to a stable state that represents the count after a computation step without inputs. To be concrete, our TSC network contains a modified binary counter (Figure 1) which does delayed simultaneous carrying but we need to handle the subtle behaviors of delay carefully in our design. Our time lower bound result shows that this delay is indeed necessary.

▶ Theorem 2. There is no network with $o(T)$ neurons that solves FCSC(t) problem in time $t$ for all $0 \leq t \leq T$. The same holds for the TSC problem.

Intuitively, the proof of the time lower bound uses the fact that if the network has to solve the problem without delay, then it must stabilize immediately at each time step. Therefore, the neurons that fire at the last round will continue firing. By injectivity of the representation, we can conclude that the network can at most count up to the network size.
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Abstract
Building a spanning tree, minimum spanning tree (MST), and BFS tree in a distributed network are fundamental problems which are still not fully understood in terms of time and communication cost. The first work to succeed in computing a spanning tree with communication sublinear in the number of edges in an asynchronous CONGEST network appeared in DISC 2018. That algorithm which constructs an MST is sequential in the worst case; its running time is proportional to the total number of messages sent. Our paper matches its message complexity but brings the running time down to linear in \( n \). Our techniques can also be used to provide an asynchronous algorithm with sublinear communication to construct a tree in which the distance from a source to each node is within an additive term of \( \sqrt{n} \) of its actual distance.
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1 Problem and Results

A distributed network of processes can be represented as an undirected graph \( G = (V,E) \), where \( |V| = n \) and \( |E| = m \). Each node corresponds to a process and each edge corresponds to a communication link between the two processes. The nodes can communicate only by passing messages to each other. Computing the spanning tree and the minimum spanning tree (MST) are problems of fundamental importance in distributed computing. Efficient solutions for building these trees directly improve the solution to other distributed computing problems or at least provide valuable insights. Leader election, counting, and shortest path tree are examples of such problems. The breadth-first search tree (BFS) is also important; it can be used to simulate a synchronous algorithm in an asynchronous network.

The problem of constructing an MST in a distributed network has been studied for many years. In the earlier works, researchers focused on improving the time complexity since it was believed that any spanning tree algorithm in the CONGEST model would require \( \Omega(m) \) messages (See [2]). After the algorithm of King et al. [5] which constructs the MST in the synchronous CONGEST model in \( \tilde{O}(n) \) time and messages, there has been renewed interest in message complexity. Mashreghi and King [6] achieved the first algorithm to compute a spanning tree in an asynchronous CONGEST model with \( o(m) \) communication complexity.
when \( m \) is sufficiently large. However, the time complexity of their algorithm matches its communication complexity, \( O(n^{3/2}) \); in the worst case, their algorithm essentially operates in a sequential manner.

In this work, we match the message complexity of [6] but bring the running time down to \( O(n) \), a time which matches the time of the fastest known asynchronous MST algorithms that use \( \Theta(m) \) communication [1]. Full version of our paper is available on Arxiv [7].

The classic Layered BFS algorithm for the asynchronous CONGEST network uses \( O(D^2) \) time and \( O(Dn + m) \) messages, where \( D \) is the diameter of the network. We show how to construct a “nearly BFS” tree in this model with sublinear number of messages (for small enough \( D \), and sufficiently large \( m \)) such that for each node, the distance from the source node is within an additive term of \( O(\sqrt{n}) \) from its actual distance in the network. Such a tree can be used to simulate a synchronous algorithm in an asynchronous network with an overhead of \( O(D + \sqrt{n}) \) time per step. To the best of our knowledge, there is no previously known algorithm to construct a low diameter tree using a sublinear number of messages in an asynchronous network. Specifically, we show:

**Theorem 1.** There exists an asynchronous algorithm in the KT1 CONGEST model that, w.h.p. computes the MST in \( O(n) \) time and with \( O(\min\{m, n^{3/2} \log^2 n\}) \) messages.

This result achieves communication sublinear in \( m \) when \( m \) is sufficiently large, and is optimal for time when the diameter is \( \Theta(n) \). We also prove the following more general theorem.

**Theorem 2.** Given an asynchronous MST algorithm with time \( T(n, m) \) and message complexity of \( M(n, m) \) in the KT1 CONGEST model, w.h.p., the MST in an asynchronous network can be constructed in \( O(n^{1-2\epsilon} + T(n, n^{3/2+\epsilon})) \) time and \( \tilde{O}(n^{3/2+\epsilon} + M(n, n^{3/2+\epsilon})) \) messages, for \( \epsilon \in [0, 1/4] \).

For the BFS problem we show:

**Theorem 3.** In an asynchronous KT1 CONGEST model, a network with diameter \( D \) can construct a spanning tree with \( O(D + \sqrt{n}) \) diameter using time \( O(D^2 + n) \) and messages \( \tilde{O}(n^{3/2} + nD) \).

**Model**

We consider the asynchronous CONGEST model. Messages sent by nodes are delayed arbitrarily. Communication is event-driven, in that actions are taken upon receiving a message or waking up. We assume that all nodes wake up at the start. Time complexity in the asynchronous communication model is the worst-case execution time, if each message takes at most one time unit to traverse one edge. The time for computations within a node is not considered.

All nodes have knowledge of \( n \), the size of the network, within a constant factor. In the CONGEST model, each message has \( O(\log n) \) bits. ID’s are unique and are taken from the range of \([1, \text{poly}(n)]\). We assume that messages to a receiver are numbered by a sender in the order in which they are sent to it, so that a node receiving the message can wait for the message from a sender with the sender’s next number before acting. W.l.o.g., we assume that the edge weights are unique and therefore, the MST is unique.

Nodes initially know their own ID and the ID of their neighbors. This is known as the KT1 model and is considered by some to be the standard model of distributed computing [8]. In weighted graphs, initially, nodes only know the weight of their incident edges in the input graph \( G \). We assume that all nodes wake up at the same time. For constructing a subgraph like MST, the objective is that, upon termination of the protocol, all nodes must know which of their incident edges belong to the subgraph.
2 Outline of algorithms

We achieve some parallelism by starting with initial fragments of height 1, formed by high degree nodes and star nodes in parallel. A node is high-degree if its degree is at least \( \sqrt{n \log^2 n} \). Otherwise, it is a low-degree node. A node selects itself to be a star node with probability of \( c \sqrt{n \log n} \) where \( c \) is a constant dependent on \( c' \) so that each high-degree node is adjacent to a star node with probability \( 1 - 1/n^{c'} \). Let \( G' \) be the subgraph on \( G \) induced by all high-degree and star nodes. We can construct a spanning forest \( F \) on \( G' \) from the initial fragments by adding \( O(\sqrt{n/\log n}) \) edges such that the sum of the diameter of all trees in this forest is \( O(\sqrt{n/\log n}) \). Thus we can afford to add these edges sequentially in the worst case, spending a time per edge proportional to \( \log^2 n \) * (diameter of a maximum tree), for a total of \( O(n) \) time. To find minimum outgoing edges, one approach is to have nodes test all of their incident edges, in the order of weight, to see whether an edge is outgoing. This results in \( \Omega(m) \) messages. King et al. [5] provided an asynchronous subroutine, called FindAny, that with constant probability, finds an edge leaving a fragment \( T \) and uses only \( \tilde{O}(|T|) \) messages, where \( |T| \) is the number of nodes in \( T \). The algorithm has three parts as follows:

1. Initial fragments are formed in parallel consisting of star nodes and their high degree neighbors. Our new algorithm MAXIMALTREE incorporates the asynchronous waiting technique of [6] to find the edges in \( F \) and enable each high-degree node to learn its low-degree neighbors while building a spanning forest \( F \) on \( G' \) from these initial fragments. To construct the nearly BFS tree, the nodes run Gallager’s Layered BFS algorithm [3] on \( G_{sparse} \), the subgraph of edges in \( F \) and those incident to at least one low-degree node.

2. We compute the minimum weight spanning forest \( F_{min} \) on \( G' \). We use an idea of [4], along with the fact that the obtained trees in part (1) all have diameter of \( O(\sqrt{n}) \). This is done using the low-diameter trees in \( F \), to simulate the MST algorithm of [4] in the asynchronous model on each connected component of \( G' \).

3. We define \( S_{min} \) to be the edges in \( F_{min} \) and the edges incident to at least one low-degree node. We run an asynchronous MST algorithm with \( O(n) \) time and \( O(m) \) message complexity (e.g. [1]) on \( S_{min} \). The result is the MST of \( G \).
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