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New Developments in Iterated Rounding

Nikhil Bansal

Eindhoven University of Technology
Eindhoven, The Netherlands
n.bansal@tue.nl

Abstract
Iterated rounding is a relatively recent technique in algorithm design, that despite its simplicity has led to several remarkable new results and also simpler proofs of many previous results. We will briefly survey some applications of the method, including some recent developments and giving a high level overview of the ideas.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases Algorithms, Approximation, Rounding

1 Introduction
A natural and very general approach to designing approximation algorithms for NP-Hard problems is the following: Write an exact integer programming formulation for the problem, and then relax the integer constraints to be continuous, giving rise to a convex optimization problem such as a linear program or a semidefinite program that can be solved efficient in polynomial time. The goal then is to design a good rounding procedure that converts this fractional solution back to an integral solution without much loss in the value of the objective.

In the last few decades various ingenious rounding techniques have been developed, with several surprising connections to probability, geometry and so on. For an overview of these methods and approximation algorithms in general, we refer the reader to [10]. In recent years, a powerful new approach for rounding, referred to as iterated rounding has emerged. Here the variables are rounded one by one, or in small steps over time, while crucially leveraging the information gained from previous steps. While this idea is not new by itself, many interesting and surprising applications have emerged recently. An excellent description of iterated rounding and its applications can be found in [5].

Here we give a brief introduction to the method. We start with some classic results to demonstrate its versatility and power, and then discuss some more recent developments and incarnations based on techniques such as discrepancy and Lovász Local Lemma.

2 The Basic Approach
Consider a linear programming relaxation of the form
\[
\min \ c^T x \quad \text{s.t.} \quad Ax \leq c \quad \text{and} \quad x \in [0, 1]^n,
\]

* Supported by NWO grant 639.022.211 and ERC consolidator grant 617951.
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with variables $x_1, \ldots, x_n$. Here $x$ denotes the vector $(x_1, \ldots, x_n)$ and $A$ is some $m \times n$ matrix, and $c$ is a non-negative cost vector in $\mathbb{R}^n$.

We will refer to the $m$ constraints given by rows of $Ax \leq c$ as the non-trivial constraints, and the remaining constraints given by $x \in [0,1]^n$ as the trivial constraints.

Recall that for any linear program, there is always some optimum solution that lies at the vertex of the polytope formed by the constraints. Such a solution is referred to as a basic feasible solution. The key idea behind much of iterated rounding is the following easy observation.

Lemma 1. For any linear program of the form above with $m < n$ non-trivial constraints, there is an optimum solution with at least $n - m$ variables set to 0 or 1.

Proof. Given a solution $x$, We say that a constraint is tight at $x$ if it is satisfied by equality by at $x$. As the polytope in $n$-dimensional, every vertex $x$ of the polytope is determined uniquely by some $n$ linear independent constraints that are tight at $x$.

Consider some basic feasible optimal solution. As there are $m$ non-trivial constraints, at least $n - m$ of the tight constraints at $x$ must be trivial ones. If a trivial constraint involving $x_i$ is tight, this means that $x_i = 0$ or $x_i = 1$.

The algorithm proceeds as follows:
1. Start with the initial LP, and compute some basic feasible solution $x^*$.
2. Permanently fix the value of any variable that is set to 0 or 1, and then consider the residual LP (obtained by drop this fixed variable and updating the right hand of each constraint accordingly).
3. Find a linearly independent set of tight constraints at $x^*$, and choose one (or more) of these constraints in some suitable problem specific manner (this is where the ingenuity lies) and drop it from the residual LP. Recompute a basic feasible solution of this reduced LP and iterate the process until an integer solution is obtained.

The key observation is that dropping one of the constraints that determines $x^*$ allows the LP to get unstuck at $x^*$ and move to some another vertex solution. Note that since we drop at least one constraint at each iteration, the procedure will eventually terminate. Moreover, it is easy to verify that objective value of the LP can only go down during the various iterations of the algorithm (as permanently fixing a variable that is already 0 or 1 does not affect the objective value, and dropping a constraint can only reduce the objective).

We begin with a simple example.

2.1 Makespan Minimization on Unrelated Machines

The unrelated machine setting is the following. There are $m$ machines and $n$ jobs. Each job $j$ must be processed on some machine, and it has arbitrary machine dependent processing time $p_{ij}$ on machine $i$. The goal is to assign jobs to the machines to minimize the makespan (or the maximum load over all machines). In a classic result, Lenstra, Shmoys and Tardos [6] gave a 2-approximation for the problem, and also show that no $1.5 - \epsilon$ approximation exists unless $P=NP$. It is a major open question in approximation algorithms to improve the approximation ratio of 2. Here we give a simple iterated rounding based proof of their result, as described in [5].
2.1.1 Algorithm

By doing a binary search we can assume that we know the value $T$ of the optimum makespan. We will write a LP with variables $x_{ij}$ with the intended solution that $x_{ij} = 1$ if $j$ is assigned to machine $i$ and 0 otherwise.

We do an initial preprocessing step where we set $x_{ij} = 0$ if $p_{ij} > T$ (as $j$ can never be assigned to $i$ in a solution with makespan $T$). Let us assume that we are given a feasible solution to the following LP:

\[
\sum_j p_{ij} x_{ij} \leq T \quad \forall i \in [m] \tag{1}
\]

\[
\sum_i x_{ij} = 1 \quad \forall j \in [n] \tag{2}
\]

\[
x_{ij} \geq 0 \quad \forall i,j \tag{3}
\]

Note that while the number of variables can be $nm$, the number of non-trivial constraints (1) and (2) is $n + m$. Also note that we do not impose the constraint $x_{ij} \leq 1$ as this is implied by (2).

The algorithm proceeds via the iterated rounding framework. Recall that all we need to do is to design a procedure that given a basic feasible solution as input, determines which constraint to drop in the current round.

Consider some basic feasible solution to the LP in the current round. We fix the variables that are already 0 or 1, and consider the residual solution on variables $x_{ij}$ with $0 < x_{ij} < 1$. We say that $j$ appears on $i$ if $x_{ij} > 0$. We will show the following.

\begin{lemma}
There exists a machine $i$ such that (i) exactly one job $j$ appears on $i$, or (ii) exactly two jobs $j$ and $j'$ appear on $i$ and satisfy $x_{ij} + x_{ij'} \geq 1$.
\end{lemma}

Given Lemma 2, the dropping rule will be to drop the load constraint (1) corresponding to this machine $i$. Lemma 2 ensures that no matter how the variables are rounded in subsequent iterations the additional load assigned to machine $i$ can be at most $p_{\text{max}}$. Indeed, in case (i) either job $j$ can be assigned to $i$, which can increase the load by at most $(1 - x_{ij})p_{ij} \leq p_{ij}$, and in case (ii) both $j$ and $j'$ can be assigned to $i$, and the load can increase by at most $p_{ij}(1 - x_{ij}) + p_{ij'}(1 - x_{ij'}) \leq p_{\text{max}}(2 - x_{ij} - x_{ij'}) \leq p_{\text{max}}$.

It remains to show Lemma 2. This is done by a counting argument (which is typical in most iterated rounding proofs).

\textbf{Proof.} Let $p$ (resp. $f$) denote the number of variables $x_{ij}$ with $0 < x_{ij}$ (resp. $0 < x_{ij} < 1$). As the number of non-trivial constraints is at most $n + m$ (and as the trivial constraints are of the form $x_{ij} \geq 0$), there is a basic feasible solution with $p \leq n + m$. Note that each job contributes 1 to $p$ if it is assigned integrally to some machine, and least 2 if it is assigned fractionally to two or more machines. So we obtain that

\[
n \leq (p - f) + (f/2) = p - f/2 \leq (n + m) - f/2. \tag{4}
\]

The first inequality follows as $p - f$ is the number of variables with $x_{ij} = 1$ and the last inequality follows as $p \leq n + m$. This gives that $f \leq 2m$. If $f \leq 2m - 1$, then we are already done as there must exist some machine $i$ with at most one fractional variable appearing on it.

On the other hand, if exactly two fractional variables appear on each machine, then $f = 2m$, which implies that equality must hold throughout in (4), and hence $p - f = n - m$. This implies that exactly $m$ jobs are split fractionally, and each of them appears on exactly two machines. Thus, there must be some machine $i$ with two jobs $j$ and $j'$ with $x_{ij} + x_{ij'} \geq 1$, as claimed.

2.2 Degree-bounded Spanning Trees

Our next example is one where on first glance it would seem that iterated rounding should not work, as the number of non-trivial constraints $m$ is substantially larger than the number of variables $n$, and the conditions of Lemma 1 do not seem to apply.

The minimum cost degree bounded spanning tree problem is defined as follows. Given a graph $G = (V, E)$ with non-negative edge costs $c_e$, and degree bounds $b_v$ on the vertices, find a minimum cost spanning tree of $G$ satisfying the degree bounds. Even though the minimum spanning tree problem is efficiently solvable, adding the degree bounds makes the problem NP-complete. In particular, if $b_v = 2$ for all $v$, the problem reduces to Hamiltonian Path.

We will show the following result of Singh and Lau [9] which gives essentially the best possible guarantee.

▶ Theorem 3. There is an efficient algorithm that finds a spanning tree with degree bounds violated by at most +1, and with cost at most the cost of optimum spanning tree (that satisfies the degree bounds exactly).

2.2.1 Algorithm

The starting point is the following natural LP relaxation for the problem with variables $x_e$ that are supposed to indicate whether edge $e$ is chosen or not.

\[
\begin{align*}
\text{min } & \sum c_e x_e \\
\text{s.t. } & \sum_{e \in E[S]} x_e \leq |S| - 1 \quad \forall S \subseteq V \\
& \sum_v x_e = n - 1 \\
& \sum_{e \in \delta(v)} x_e \leq b_v \quad \forall v \in V \\
& 0 \leq x_e \leq 1 \quad \forall e \in E
\end{align*}
\] (5) (6) (7) (8) (9)

Here $E[S]$ is the set of edges in the subgraph induced by $S \subseteq V$, and $\delta(v)$ is the set of edges incident to $v$. Recall that the constraints (6), (7) and (9) completely characterize the spanning tree polytope.

Observe that the number of variables is $O(n^2)$ (one for each edge) while the number of constraints (6) are exponentially many. Still it turns out that the iterated framework can be applied very effectively.

The crucial observation is that even though exponentially many constraints (6) may be tight at a given vertex of the polytope, all these tight constraints are spanned by a small set of at most $n - 1$ linearly independently constraints. More precisely, the supermodularity of the function $\chi_{E[S]}$ implies that the tight constraints given by (6) can be uncrossed, and hence spanned by constraints corresponding to sets forming a laminar family. Thus the fractional part of the basic feasible solution is completely determined by these (at most) $n - 1$ constraints together with some other tight degree constraints. As the number of degree constraints can be at most $n$, essentially the number of relevant constraints (and hence the number of fractional variables) is at most $(n - 1) + n$. We remark later in later iterations, a slightly more careful argument is needed.

A counting argument now allows one to show that there is some vertex $v$ such that $\sum_{e \in \delta(v): x_e > 0} (1 - x_e) < 2$. The details are quite simple, and we refer the reader to [5] for details.
This implies that if we drop the degree constraint on vertex \( v \), then even if all the variables are rounded to 1 in subsequent iterations, the degree violation can be at most strictly less than 2. This specifies the dropping rule for the algorithm. The algorithm keeps iterating until it has found an integral solution, or until all degree bounds have been dropped in which case the LP reduces to the spanning tree LP which is integral. Finally, we observe that since the degrees and integral, a violation of strictly less than 2 implies a violation of at most 1.

2.3 Bin Packing

Our next example gives an application of iterated rounding where we drop a constant fraction of constraints at each iteration, and the algorithm terminates in a logarithmic number of rounds.

The classical bin packing problem is the following. Given a collection of items with sizes \( s_1, \ldots, s_n \) where each \( 0 < s_i \leq 1 \), pack these items feasibly into the fewest number of unit size bins. The problem is NP-Complete, as the Partition problem implies that it is hard to distinguish if the optimum packing requires 2 bins or 3 bins. In fact, this is the best known hardness for the problem, and it is a major open question to determine whether there exists a polynomial time algorithm achieving an \( \text{Opt} + O(1) \) or even \( \text{Opt} + 1 \) guarantee.

In 1981, Karmarkar and Karp [4] gave a remarkable algorithm that achieves a guarantee of \( \text{Opt} + O(\log^2 \text{Opt}) \). This result is one of the first applications of iterated rounding.

2.3.1 Algorithm

The starting point is a very strong relaxation known as the configuration LP. Suppose we have an instance that contains \( n_i \) items of size \( s_i \). Let \( k \) denote the number of distinct sizes. By simple arguments, we can ignore items of size \( \leq 1/\text{Opt} \) (as these items are easy to fill in later). A valid configuration \( C \) is any multiset of sizes in the collection \( \{s_1, \ldots, s_k\} \) with total size at most 1. Let \( \mathcal{C} \) denote the collection, possibly exponentially large, of all valid configurations.

Consider the following LP formulation with a variable \( x_C \) for each configuration \( C \in \mathcal{C} \), that is supposed to indicate the number of bins packed using configuration \( C \).

\[
\min \sum_C x_C \quad \text{s.t.} \quad \sum_C a_{i,C} x_C \geq n_i \quad \forall i = 1, \ldots, k, \quad \text{and} \quad x_C \geq 0 \quad \forall C \in \mathcal{C}.
\]

Here \( a_{i,C} \) denotes the number of items of size \( s_i \) in \( C \). Even though the number of variables is exponential, this LP can be solved to any desired accuracy by considering the dual (and moreover a basic feasible solution can be computed using standard techniques). As this LP has only \( k \leq n \) constraints, at most \( k \) configurations \( C \) have non-zero \( x_C \) values.

The crucial observation of [4] was the following.

**Lemma 4.** Given a bin packing instance \( I \) with total size of items \( s(I) \), there is a procedure to round up the size of each item sizes to obtain another instance \( \tilde{I} \) with at most \( s(I)/2 \) distinct item sizes, and \( \text{Opt}(\tilde{I}) \leq \text{Opt}(I) + O(\log s(I)) \).

The proof of Lemma 4 is quite simple and we refer the reader to [5] for a proof.

Let us see how this gives the claimed algorithm. Consider an instance with \( k \) item sizes. The algorithm solves the configuration LP to obtain a solution with at most \( k \) non-zero configurations. For each \( C \) with \( x_C > 0 \), pack \( \lfloor x_C \rfloor \) bins with configuration \( C \) and remove these items. Consider the instance consisting of the remaining unpacked items. As these fit fractionally in at most \( k \) configurations, the total size of these items is at most \( k \), and by
Lemma 4 we can round these to $k/2$ sizes, while losing at most $O(\log k)$ in the objective. We now iterate the algorithm on this rounded instance.

Observe that at each iteration the number of distinct sizes decreases by at least half, and thus there are logarithmically many iterations, each adding at most $\log(\text{Opt})$ to the objective. This implies the claimed result.

2.4 Flow Time Minimization

Usually when designing a LP based approximation, one tries to add as many valid constraints as possible to make the relaxation tighter. However, sometimes it is beneficial to reduce the number of constraints so that iterated rounding can be used. We next give an example of a problem for which strong LP relaxations are known but they key is to consider a different (weaker) formulation with much fewer constraints.

The problem is that of minimizing the total flow time on unrelated machines. Given a collection on $n$ jobs and $m$ machines, where job $j$ has size $p_{ij}$ on machine $i$ and release time $r_j$, find a feasible schedule to minimize the total flow time. Here the flow time of a job is the amount of time it spends in the system; i.e., its completion time minus its arrival time. We assume that the schedule is non-migratory and preemptive, i.e., a job can only be executed on a single machine and can be preempted and resumed later without any penalty.

Recently, Bansal and Kulkarni [2] gave the first poly-logarithmic approximation for the problem based on iterated rounding.

2.4.1 Standard LP formulation

We first describe the widely used standard time indexed LP relaxation for our problem. There is a variable $x_{ijt}$ for each machine $i \in [m]$, each job $j \in [n]$ and each unit time slot $t \geq r_j$. The $x_{ijt}$ variables indicate the amount to which a job $j$ is processed on machine $i$ during the time slot $t$. The first set of constraints (10) says that every job must be completely processed. The second set of constraints (11) says that a machine cannot process more than one unit of job during any time slot. The objective function is referred to as the fractional flow time and will be irrelevant to our discussion here.

$$\min \sum_{i,j,t} \left(\frac{t - r_j}{p_{ij}} + \frac{1}{2}\right) \cdot x_{ijt}$$

s.t. 

$$\sum_{i} \sum_{t \geq r_j} \frac{x_{ijt}}{p_{ij}} \geq 1 \quad \forall j \quad (10)$$

$$\sum_{j : t \geq r_i} x_{ijt} \leq 1 \quad \forall i, t \quad (11)$$

$$x_{ijt} \geq 0 \quad \forall i, j, t \geq 0$$

2.4.2 New LP formulation

We now describe a new LP relaxation for the problem, where we do not enforce the capacity constraints (11) for each time slot, but instead only enforce these constraints over carefully chosen intervals of time.

Let $P = \max_{i,j} \frac{p_{ij}}{\min_{i,j} p_{ij}}$ and assume that $\min_{i,j} p_{ij} = 1$. For $k = 0, 1, \ldots, \log P$, we say that a job $j$ belongs to class $k$ on machine $i$ if $p_{ij} \in (2^{k-1}, 2^k]$. Note that the class of a job depends on the machine.
There is a variable $y_{ijt}$ (similar to $x_{ijt}$ before) that denotes the total units of job $j$ processed on machine $i$ at time $t$. However, unlike the time indexed relaxation, $y_{ijt}$ is allowed to take values greater than one.

For each class $k$ and each machine $i$, we partition the time horizon $[0, T]$ into intervals of size $4 \cdot 2^k$. For $a = 1, 2, \ldots$, let $I(i, a, k) = ((4 \cdot 2^k)[a - 1], (4 \cdot 2^k)a)$ denote the $a$-th interval of class $k$ on machine $i$. The new relaxation is the following.

$$
\sum_i \sum_{t \geq r_j} \sum_k \sum_j \left( \frac{t - r_j}{p_{ij}} + \frac{1}{2} \right) y_{ijt} \geq 1 \quad \forall j
$$

s.t. $\sum_i \sum_{t \geq r_j} y_{ijt} \leq \text{Size}(I(i, a, k)) \quad \forall i, k, a$

$$
\sum_j y_{ijt} \geq 0 \quad \forall i, j, t : t \geq r_j
$$

Here, $\text{Size}(I(i, a, k))$ denotes the size of the interval $I(i, a, k)$ which is $4 \cdot 2^k$ (but would change in later iterations of the LP when we apply iterated rounding). Observe that in (13) only jobs of class $\leq k$ contribute to the left hand side of constraints corresponding to intervals of class $k$.

The main idea why this LP is useful is the following. For simplicity assume that all jobs belong to a single class $k$. Some some basic feasible solution and suppose that $h$ constraints given by (13) are tight. As there are $n$ constraints 12, at most $n + h$ non-trivial constraints can be tight and hence at most $n + h$ variables are non-zero. If $h$ constraints (13) are tight, this also means that the total size of jobs is at least $h \cdot (4 \cdot 2^k)$. As these are class $k$-jobs, this means that $n \geq 4h$, and hence the number of non-zero variables is at most $n + h \leq 5/4n$. So a constant fraction of the jobs $j$ must be assigned integrally to a single machine. Thus after logarithmic iterations, this produces a reasonable pseudo-schedule, that can be converted to a proper schedule without much additional loss. We refer the reader to [2] for details.

\section{A Generalization based on Discrepancy}

Recently a very powerful generalization of iterated rounding was developed, based on discrepancy theory. The examples of iterated rounding that we have seen thus far are based on Lemma 1 which requires that $m < n$, and to maintain this invariant, in each the algorithm drops certain constraints in each iteration. Observe that when a constraint $a_j x \leq b_j$ is dropped, we have no control on how much this constraint could be violated in future iterations. In particular the violation could be as large as $\|a_j\|_1$ (e.g. if all the variables $x_i$ are very close to 0 when the constraint was dropped, and eventually they all get rounded to 1).

Recently, Lovett and Meka [7] gave the following rounding result.

\begin{itemize}
  \item \textbf{Theorem 5.} Let $x \in [0, 1]^n$ be some fractional solution to a linear system $Ax = b$, where $A$ is an $m \times n$ matrix. For $j = 1, \ldots, m$, let $\lambda_j$ be such that

$$
\sum_j \exp(-\lambda_j^2 / 16) \leq n/16.
$$

Then there is an efficient algorithm to find a solution $\bar{x}$ with the following properties:
  \begin{enumerate}
    \item [(i)] at most $n/2$ variables fractional (that is strictly between 0 and 1),
    \item [(ii)] $|a_j \bar{x} - a_j x| \leq \lambda_j \sqrt{\|a_j\|_2}$ for each $j = 1, \ldots, m$, where $a_j$ denotes the $j$-th row of $A$.
  \end{enumerate}
\end{itemize}
Let us parse what theorem 5 gives us. First observe that if \( m \leq n/16 \), then setting each \( \lambda_j = 0 \) for \( j = 1, \ldots, m \) satisfies (14), and gives a solution \( \tilde{x} \) that does not violate any constraint and has \( n/2 \) variables integral.

In this setting Lemma 1 would give a solution with \( n - m = (15/16)n \) variables set integrally and no constraint violated. Thus ignoring constants (which can be modified if needed by the application at hand, see for example [1]) this can be viewed as an analog of Lemma 1.

However, theorem 5 also holds when \( m \gg n \) provided the error parameters \( \lambda_j \) are chosen to satisfy condition (14). The fact that one has complete flexibility in how to choose \( \lambda_j \) (provided (14) holds) can make this variant extremely powerful. For example suppose \( m = 10n \). Then, standard iterated does not give anything until \( m - n = 9n \) more constraints are dropped, potentially incurring \( \|a_j\|_1 \) error on these dropped constraints. On the other hand one can set each \( \lambda_j \) to be \( O(1) \) in theorem 5 to obtain error \( O(\|a_j\|_2) \) for each row. The crucial point is that the \( \ell_2 \) norm \( \|a_j\|_2 \) of a constraint can be substantially smaller than its \( \ell_1 \) norm \( \|a_j\|_1 \) (e.g. \( \sqrt{n} \) vs \( n \)), and hence theorem 5 can give much less error. Moreover, by setting \( \lambda_j \)'s non-uniformly one can enforce smaller error on more critical constraints.

### 3.1 Improvement for Bin Packing

Recently, based on these ideas, Rothvoss [8] improved the long-standing bound of \( \text{Opt} + O(\log^2(\text{Opt})) \) for bin packing that we saw in Section 2.3 to \( \text{Opt} + O(\log \text{Opt} \log \log \text{Opt}) \). The main observation was that if most of the configurations are “well-spread”, that is, they do not consist of only few item types that appear many times, then the \( \ell_2 \) norm of the vector corresponding to such a configuration (i.e. the vector indicating how many times each item type appears) is much smaller than its \( \ell_1 \) norm. However, there is no apriori reason why such configurations should be used by a basic feasible solution to the LP. To get around this problem, Rothvoss introduces the crucial idea of creating new items by grouping together various small items of the same size that appear in a configuration. These ideas together with the framework of Karmarkar Karp then give the improved bound. The details are somewhat technical and we refer the reader to [8] for details.

### 4 Iterated rounding via the Lovász Local Lemma

Our final example illustrates how other powerful tools such as the Lovász Local Lemma can fit nicely into the iterative approach for rounding.

The problem we consider is that of minimizing makespan on unrelated machines in the multi-dimensional setting. There are \( m \) machines and \( n \) jobs. Each machine has \( d \) resources and each job needs some quantities of these resources. For example, the machines could correspond to computers and the \( d = 2 \) resources could be CPU and memory. In the unrelated machines setting, the load of job \( j \) on machine \( i \) is specified by an arbitrary non-negative number \( p_{ijk} \) for each \( k \in [d] \). In typical scenarios \( d \) is a fixed small constant, and \( n \) and \( m \) are much larger.

As in Section 2.1, we can guess the optimum makespan \( T \), and write an LP with variables \( x_{ij} \). We set \( x_{ij} = 0 \) if \( p_{ijk} > T \) for some \( k \), and find a feasible solution to the following.

\[
\sum_j p_{ijk} x_{ij} \leq T \quad \forall i \in [m], k \in [d] \tag{15}
\]
\[
\sum_i x_{ij} \geq 1 \quad \forall j \in [n] \tag{16}
\]
Let us first observe what the natural approaches give. As the LP has $n + md$ constraints, each machine could potentially have $\Omega(d)$ jobs fractionally assigned to it in a basic feasible solution. So applying the approach in Section 2.1 only gives an $O(d)$ approximation.

On the other hand if we do randomized rounding (i.e. independently assign each job $j$ to machine $i$ with probability $x_{ij}$), then by a standard balls in bins argument, the makespan could be as high as $\Theta(T \log dm / \log \log dm)$, which has an undesirable dependence on $m$.

It turns out that one can show the following substantially stronger result.

\textbf{Theorem 6 ([3])}. There is an $O(\log d/\log \log d)$ approximation for the problem.

Before we sketch the idea behind theorem 6, we recall the Lovász Local Lemma.

\textbf{Lemma 7}. Let $B_1, B_2, \ldots, B_k$ be a collection of (bad) events such that each $B_i$ occurs with probability at most $p$ and is independent of all the other events except for at most $d$ of them. If $epd < 1$, then there is a nonzero probability that none of the events occurs.

The idea of the algorithm is to start with an arbitrary solution $x$, and gradually make the variables $x_{ij}$ closer to integral in each iteration, without substantially deteriorating the quality of the solution. In particular, in iteration $\ell$, the values $x_{ij}$ will be integral multiples of $\epsilon_\ell$, where $\epsilon_\ell$ increases exponentially with $\ell$, until $\epsilon_\ell = \Omega(\log \log d/\log d)$.

At this point that algorithm can arbitrarily assign a job $j$ to any machine $i$ where $x_{ij} > 0$. Let $\epsilon_0 = 1/(\log dm)$. Given an initial solution $x$, we can assume that each $x_{ij}$ is an integral multiple of $\epsilon_0$ by rounding each $x_{ij}$ independently to either $\epsilon_0 \lfloor x_{ij}/\epsilon_0 \rfloor$ or $\epsilon_0 \lceil x_{ij}/\epsilon_0 \rceil$, with the right probability such that its expectation remains the same. By standard Chernoff bounds the makespan remains $O(T)$ with high probability, and we can further scale the solution by an $O(1)$ factor to ensure that $\sum_i x_{ij} \geq 1$ for each job $j$. Let us also assume here (to avoid some technical details), that each job $j$ is large on every machine $i$ in the sense that the $\ell_1$ norm of its load vector satisfies $\sum_k p_{ijk} \geq 1/d$.

Consider round $\ell$, where we round the values of $x_{ij}^{\ell-1}$ (as previously) at the end of iteration $\ell - 1$, to multiples of some suitably chosen $\epsilon_\ell \gg \epsilon_{\ell-1}$. The following observation is crucial.

\textbf{Lemma 8}. Consider round $\ell$ and apply the rounding to $x_{ij}^{\ell-1}$ mentioned above to obtain $x_{ij}^\ell$. Let $B_i$ be the event that the load on machine $i$ increases by more than $T$ for some coordinate $k$, and let $A_j$ denote the event that for a job $\sum_i x_{ij}^{\ell} \leq 1/2$. Then each of these events depends on at most $\text{poly}(d, \epsilon_{\ell-1})$ other events.

\textbf{Proof}. Two events $B_i$ and $B_{i'}$ are dependent if and only if $x_{ij}^{\ell-1} > 0$ and $x_{ij'}^{\ell-1} > 0$ for some job $j$. Similarly, two events $A_j$ and $B_i$ are dependent if and only if some $x_{ij}^{\ell-1} > 0$. As each $x_{ij}^{\ell-1}$ is an integral multiple of $\epsilon_{\ell-1}$ and each job is large, the total number of jobs assigned to a machine can be at most $O(d^2 \cdot (1/\epsilon_{\ell-1}))$. Moreover, for a job $j$ at most $O(1/\epsilon_\ell)$ variables $x_{ij}^{\ell-1}$ can be non-zero. Together this implies the claim.

Thus by Lemma 7, we can choose $\epsilon_\ell = \Theta(\log \log(d/\epsilon_{\ell-1})/\log(d/\epsilon_\ell))$ and ensure that none of the bad event happens. Thus crucial observation is that as we iterate the algorithm, the dependence on $m$ in $\epsilon_\ell$ becomes like $\log^{(\ell)} m$ (i.e. log iterated $\ell$ times) and eventually disappears\(^1\), while the dependence on $d$ converges to $\Omega(\log \log d / \log d)$.

\(^1\) Strictly speaking, this gives an exp($O(\log^* m)$) guarantee. But a more gradual rounding with a slightly more careful of parameters gives theorem 6. We refer to [3] for details.
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There are two schools of thought on reasoning about distributed systems: one following interleaving-based semantics, and one following partial-order/graph-based semantics. This paper compares these two approaches and argues in favour of the latter. An introductory treatment of the split-width technique is also provided.
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\section{Introduction}
Distributed systems form a crucially important but particularly challenging domain. Designing correct distributed systems is demanding, and verifying its correctness is even more so. The main cause of difficulty here is concurrency and interaction (or communication) between various distributed components. Hence it is important to provide a framework that makes easy the design of systems as well as their analysis. In this paper we argue in favour of (visual) graph-based techniques towards this end.

The behaviour of a distributed system is often understood by means of an interleaving-based semantics. People are guided by this understanding when designing a system, and also when formally expressing properties for system verification. But interleavings obfuscate the interactions between components. This inherent complication of interleaving-based semantics makes the design and verification vulnerable to many (human) errors. Moreover, expressing distributed properties on interleavings is non-trivial and sometimes also impossible to achieve. In contrast, a visual understanding of behaviours of distributed systems would make it less prone to errors – in the understanding of the semantics, in the statement of properties and in verification algorithms. Not only does the visual approach help in providing right intuitions, but, we will demonstrate that, it is also very powerful and efficient.
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What you see is what you understand. A good example of the visual representation of
behaviours is the ITU standard message sequence charts (MSCs) [20] which describe protocols
involving message exchanges. The events executed by a local process are linearly ordered,
see e.g., Figure 3. The transmission of the messages is also depicted. This visual description
reveals not only the interactions between components but also the concurrency and the
causality relations. The causality relation corresponds to the transitive closure of the linear
orders on processes and of the message relation. Events that are not causally ordered are
concurrent.

Another example which illustrates the power of visual representations is nested words
[5] for the behaviours of recursive programs. The binary relation matching push-pop pairs,
which is very fundamental for reasoning about recursive (or pushdown) systems, is explicitly
provided in a nested word.

What you see is what you state. One main advantage of such a visual representation is the
ease and power of specification. The underlying graph structure provides a richer framework
for formal specification. For example, monadic second order logic (MSO) may have causality
relation, concurrency relation, process ordering, message transmissions, push-pop matching
relation etc. as basic predicates. Many of these fundamental relations are very difficult (or
even impossible) to recover if we settle for an interleaving-based understanding. For example,
the monadic second order logic over words cannot express a matching push-pop relation even
when we assume a visible alphabet (one in which letter dictates whether it is a push position
or a pop position). This is because such a relation requires some implicit counting for which
MSO over words is too weak.

What about LTL? Temporal logics and navigation logics have been studied over the
intuitive visual descriptions, for instance over nested words [4, 3], MSCs [8], nested traces [7],
multiply nested words [24], etc. Such logics allow us to express the fundamental relations
(causality, concurrency, message matching, push-pop matching, etc.) as basic modalities.
Thus, properties of distributed systems can be easily and naturally expressed. On the other
hand, if the behaviour of a distributed system is understood in terms of linear sequences of
events, one is tempted to use LTL over words for specifications. But the classical modalities of
LTL are not suited to the distributed setting. For example, the temporal next modality of LTL
over words is nonsensical in the actual distributed behaviour since concurrent/independent
events can be ordered arbitrarily by the operational semantics. So, LTL is sometimes deformed
by removing the next modality [28].

When does a specification over linearizations make sense? In fact, a specification of
distributed systems given over linearisations (by means of MSO or LTL) is meaningful only if
it is satisfied by all or none of the equivalent linearisations of any given distributed behaviour.
We say a distributed specification is closed if it satisfies this inevitable semantic closure
condition. In some particular cases, it is decidable to check whether a given specification,
e.g., in LTL over words, is closed [29, 27]. But this does not provide a convenient specification
language, which would syntactically ensure that all specifications are closed. On the other
hand, logics over graph-based representations naturally eliminate this problem since the
semantics is independent of the linearisations.

Why care beyond reachability? Very often people care only about reachability, and not
beyond it. One of the main reasons is that, in the case of sequential non-recursive systems,
the model-checking and satisfiability problems reduce to reachability. Most of the decision procedures proceed by building a machine which accepts the models of the specification. This is then followed by boolean operations on the machine model and finally performing an emptiness checking on the resulting machine which is nothing but a reachability test. However, for distributed systems, such translations from specifications to machine models do not exist. Closure under boolean operations also does not hold in general. Hence the model checking and satisfiability problems in the distributed setting cannot be reduced to reachability. Thus, while it is necessary and important to study the basic reachability problem, it is not sufficient. We need to devise techniques / verification procedures for specifications given in logical languages.

But we have techniques and tools available for words. What about graphs? In fact, graph theory is a very well-studied and mature discipline. We may use the insights and results from graph theory to our advantage. For example, generic logics on graphs serve as a good specification formalism. Graph measures such as tree-width (or clique-width or split-width) could offer good under-approximation parameters towards regaining decidability of our Turing powerful systems. The generic proof technique via tree interpretations helps us in obtaining efficient algorithms. We explore these directions in this paper with the help of split-width.

Split-width? Tree-interpretations? Split-width [16, 15, 2] offers an intuitive visual technique to decompose our behaviour graphs such as MSCs and nested words. The decomposition is mainly a divide-and-conquer technique which naturally results in a tree decomposition. Every behaviour can now be interpreted over its decomposition tree. Properties over the behaviour naturally transfer into properties over the decomposition tree. This allows us to use tree-automata techniques to obtain uniform and efficient decision procedures for a range of problems such as reachability, model checking against logical formalisms etc. Furthermore, the simple visual mechanism of split-width is as powerful as yardstick graph measures such as tree-width or clique-width. Hence it captures any class of distributed behaviours with a decidable MSO theory.

How efficient are the decision procedures? Since graphs have a richer structure, and allow richer specifications, the verification problems are more challenging in the case of graphs as compared to words. However, our decision procedures for visual behaviours via split-width match the same time complexity as the decision procedures based on the interleaving semantics. In short, the visual technique solves more for the same price.

What you see in Table 1 is what you get. The rest of this article illustrates this.

2 Communicating Recursive Programs

We aim at analysing complex distributed systems consisting of several multithreaded recursive programs communicating via channels. In this section, we introduce the abstract model for such systems and we give its operational semantics resulting in linear behaviours. We also recall some undecidability results on these systems.

The overall structure of a system is given by its architecture, consisting of a finite set of processes, and a finite set of data structures. We are mainly interested in stack and queue data structures, though we also handle bags.
Table 1 Comparing interleavings and graphs: WYSIWYG.

<table>
<thead>
<tr>
<th>WYS</th>
<th>WYG</th>
<th>Understanding (Behaviours)</th>
<th>Expressiveness (Specifications)</th>
<th>Efficiency (Complexity of algorithms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words</td>
<td>– interleaved sequence of events. Interactions are obfuscated and very difficult to recover.</td>
<td>– too weak for many natural specifications</td>
<td>– undecidable in general</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– combinatorial explosion (single distributed behaviour results in a huge number of interleaved traces)</td>
<td>– requires semantical closure to be meaningful: equivalent linear traces should agree on a specification</td>
<td>– decidable under restrictions</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– too weak for many natural specifications</td>
<td>– reductions to sequential word automata</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– requires semantical closure to be meaningful: equivalent linear traces should agree on a specification</td>
<td>– many tools available on the shelf</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– too weak for many natural specifications</td>
<td>– good space complexity</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– requires semantical closure to be meaningful: equivalent linear traces should agree on a specification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graphs</td>
<td>– visual description of events</td>
<td>– powerful specifications, trivial to express interactions</td>
<td>– undecidable in general</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– interactions are visible / self-explained</td>
<td>– independent of particular linearisation (i.e., naturally meaningful)</td>
<td>– decidable under (more lenient) restrictions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– no combinatorial explosion</td>
<td></td>
<td>– reductions to tree automata via tree interpretations</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>– good time complexity</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1 An Architecture. It has four data structures and two processes. Writer and Reader of the data structures are depicted by the incoming and outgoing arrows respectively.

An architecture. $A$ is a tuple $(\text{Procs}, \text{DS}, \text{Writer}, \text{Reader})$ consisting of a finite set $\text{Procs}$ of processes, a finite set $\text{DS} = \text{Bags} \uplus \text{Stacks} \uplus \text{Queues}$ of data structures and functions $\text{Writer}$ and $\text{Reader}$ which assign to each data structure the process that will write into it and the process that will read from it respectively. In the special case of communicating recursive programs, we use stacks for recursion and queues for FIFO message passing. Bags are useful when no specific order is imposed on the message delivery. Since stacks are used to model recursion, we assume that $\text{Writer}(s) = \text{Reader}(s)$ for all $s \in \text{Stacks}$. An architecture is depicted in Figure 1.

Each process is described as a finite state machine in which transitions may either be internal, only modifying the local state of the machine, or access a data structure. In the latter case, it is executing either a write event, adding a value to the data structure, or a read event, removing a value from the data structure.

Since these data structures permit only destructive reads, they induce a binary matching relation between write events and read events of a behaviour.
A system of concurrent processes with data structures (CPDS) over an architecture \( A \) and an alphabet \( \Sigma \) of action names is a tuple \( S = (\text{Locs}, \text{Val}, (\text{Trans}_p)_{p \in \text{Procs}}, \ell_{in}, \text{Fin}) \) where \( \text{Locs} \) is a finite set of locations, \( \text{Val} \) is a finite set of values that can be stored in the data structures, \( \ell_{in} \in \text{Locs} \) is the initial location, \( \text{Fin} \subseteq \text{Locs}^{\text{Procs}} \) is the set of global final locations, and \( \text{Trans}_p \) is the set of transitions of process \( p \). \( \text{Trans}_p \) may have write (resp. read) transitions on data structure \( d \) only if \( \text{Writer}(d) = p \) (resp. \( \text{Reader}(d) = d \)). For \( \ell, \ell' \in \text{Locs} \), \( a \in \Sigma \), \( d \in \text{DS} \) and \( v \in \text{Val} \), \( \text{Trans}_p \) has

- internal transitions of the form \( \ell \xrightarrow{a} \ell' \),
- write transitions of the form \( \ell \xrightarrow{a, dv} \ell' \) with \( \text{Writer}(d) = p \), and
- read transitions of the form \( \ell \xrightarrow{a, d} \ell' \) with \( \text{Reader}(d) = p \).

The operational semantics of a CPDS \( S \) may be given as an infinite state transition system \( \mathcal{T}S \). The infinite set of states of \( \mathcal{T}S \) is \( \text{Locs}^{\text{Procs}} \times (\text{Val}^+)^{\text{DS}} \). In the following, a state of \( \mathcal{T}S \) is a pair \((\ell, \tau)\) where \( \ell = (\ell_p)_{p \in \text{Procs}} \) and \( \tau = (z_d)_{d \in \text{DS}} \). Such a state is initial if \( \ell_p = \ell_{in} \) for all \( p \in \text{Procs} \) and \( z_d = \varepsilon \) for all \( d \in \text{DS} \). It is final if \( \ell \in \text{Fin} \) and \( z_d = \varepsilon \) for all \( d \in \text{DS} \).

The transitions of the CPDS \( S \) induce the transitions of \( \mathcal{T}S \) as follows.

- \( (\ell, \tau) \xrightarrow{a} (\ell', \tau) \) if \( \ell_p \xrightarrow{a} \ell'_p \) in \( \text{Trans}_p \) and \( \ell'_q = \ell_q \) for all \( q \neq p \),
- \( (\ell, \tau) \xrightarrow{a, dv} (\ell', \tau) \) if \( \ell_p \xrightarrow{a, dv} \ell'_p \) in \( \text{Trans}_p \) for some value \( v \in \text{Val} \) and \( \ell'_q = \ell_q \) for all \( q \neq p \), and \( z'_d = z_d \) for all \( d \),
- \( (\ell, \tau) \xrightarrow{a, d} (\ell', \tau) \) if \( \ell_p \xrightarrow{a, d} \ell'_p \) in \( \text{Trans}_p \) for some value \( v \in \text{Val} \) and \( \ell'_q = \ell_q \) for all \( q \neq p \), and \( z'_c = z_c \) for all \( c \neq d \), and \( z'_d = z_d \) for all \( d \), and \( z'_d = z_d \) for all \( d \).

A run of \( \mathcal{T}S \) is a sequence of consecutive transitions, it is accepting if it starts in the initial state and ends in some final state of \( \mathcal{T}S \). The linear trace of the run is the word obtained by concatenating the sequence of transition labels. It is a word over the alphabet \( \Gamma = (\text{Procs} \times \Sigma) \cup (\text{Procs} \times \Sigma \times \text{DS} \times \{!, ?\}) \). We denote by \( L_{lin}(S) \) the set of linear traces accepted by the operational semantics of \( S \).

Keeping the data structure access in the linear traces allows us to recover the matching relation between write actions and corresponding read actions for stacks or queues (but not for bags). This requires some counting, hence it is not a regular relation (an MSO definable relation) on the linear traces.

**Undecidability.** Since the operational semantics is an infinite state system, we cannot analyse it directly. The most basic problem, reachability, is already undecidable. This is in particular the case for a single process with a self queue, or a single process with two stacks, or two processes with two queues between them (the direction of the queues does not matter), or two processes having a stack each and linked with a queue (see, e.g., [15]). Characterizations of decidable topologies have been studied in the case of reliable and lossy channels [12] or in the case of FIFO channels and bags [13].

Since decidable architectures are much too restrictive, under-approximation techniques have been developed. Decidability is recovered by putting some restrictions on the possible behaviours of the system. For instance, a very natural restriction is to put a bound on the data structure capacities. The operational semantics described above becomes a finite state transition system. The analysis in this case is restricted to so-called existentially bounded behaviours [18]. Many other under-approximation classes have been studied, e.g., bounded context [30], bounded phase [21], bounded scope [23], etc.
In this section, we introduce the distributed semantics of CPDSs. We relate the distributed semantics and the operational semantics by showing that the linear traces arising from the latter are exactly the linearisations of the graphs defined by the former. We illustrate the benefits of considering the distributed semantics in the rest of this paper.

As a first example, the graph on Figure 2 provides a visual description of the behaviour of a CPDS. On such a graph, called concurrent behaviour with matching (CBM), the horizontal lines describe the linear behaviour of each process of the system, the other edges describe the matching relations between writes and corresponding reads. The CBM in Figure 2, is over the architecture of Figure 1. The curved arrows on process \( p \) and process \( q \) form the matching relations of stack \( d_1 \) and bag \( d_4 \) respectively. The matching relations induced by queues are shown by the arrows between the processes. As a comparison, the operational semantics generates linearisations of this behaviour such as

\[
\text{Lin}_1 = (p,a)(p,b,d_1,!) (p,a,d_3,!) (p,b,d_2,!) (q,a,d_4,!) (q,b,d_1,!) (q,a,d_4,!) (q,b,d_2,!)
\]

\[
(q,a,d_1,!) (q,a,d_2,!) (q,b,d_4,?) (q,a,d_3,?) (q,b,d_3,?) (q,a,d_2,!)
\]

\[
(p,a,d_2,?) (p,a,d_1,?) (p,b,d_1,?) (p,b,d_2,?) (p,a)
\]

\[
\text{Lin}_2 = (p,a)(q,a,d_4,!) (p,b,d_1,!) (q,b,d_2,!) (p,a,d_3,!) (q,b,d_4,!) (p,b,d_1,!) (q,a,d_4,!) (p,b,d_2,!) (p,a,d_2,!) (p,a,d_1,!) (q,a,d_3,?) (p,a,d_2,?) (q,b,d_4,?) (p,a,d_1,?) (q,a,d_2,!) (p,b,d_1,?) (q,b,d_4,?) (p,a,d_4,?) (q,a,d_3,?)
\]

\[
(p,b,d_1,?) (q,b,d_4,!) (p,b,d_2,?) (q,b,d_4,?) (p,a)(q,a,d_4,?)
\]

from which it is much harder to get an intuition of the interactions going on in this behaviour. Actually, when we have bags, we cannot uniquely reconstruct a CBM from a linearisation. Hence, for distributed systems, graphs provide a visual and intuitive description of behaviours well-suited for human beings.

In the next sections, we discuss further the benefits of describing behaviours as directed graphs. Here, we define these CBMs. The intuition is easy, we have one linear trace for each process and in addition binary matching relations relating write events to corresponding reads. The formal definition has to state additional properties so that the matching relations comply with the access policies of data structures.

\[
\textbf{Definition 2.} \text{ A concurrent behaviour with matching (CBM) over architecture } \mathfrak{A} \text{ and alphabet } \Sigma \text{ is a tuple } \mathcal{M} = ( (w_p)_{p \in \text{Procs}}, (\triangleright d)_{d \in \text{DS}} ) \text{ where } w_p \in \Sigma^* \text{ is the sequence of events}
\]

Figure 2: A CBM over the architecture given in Figure 1 and alphabet \( \{a, b\} \).
on process $p$ and $\triangleright^d$ is the binary relation matching write events on data structure $d$ with their corresponding read events. We let $E_p = \{(p, i) \mid 1 \leq i \leq |w_p|\}$ be the set of events on process $p \in \text{Procs}$ and $E = \bigcup_{p \in \text{Procs}} E_p$. For an event $e = (p, i) \in E_p$, we set $\text{pid}(e) = p$ and $\lambda(e)$ be the $i$th letter of $w_p$. We write $\rightarrow$ for the successor relation on processes: $(p, i) \rightarrow (p, i + 1)$ if $1 \leq i < |w_p|$.

The matching relations should comply with the architecture: $\triangleright^d \subseteq E_{\text{Writer}(d)} \times E_{\text{Reader}(d)}$ for all $d \in \text{DS}$ and data structure accesses are disjoint: if $e_1 \triangleright^d e_2$ and $e_1 \triangleright^d e_4$ are different edges ($d \neq d'$ or $(e_1, e_2) \neq (e_3, e_4)$) then they are disjoint ($\{|(e_1, e_2, e_3, e_4)| = 4\}$). Finally, writes should precede reads, so we require the relation $< = (\rightarrow \cup \triangleright)^+$ to be a strict partial order on the set $E$ of events, where $> = \bigcup_{d \in \text{DS}} \triangleright^d$ is the set of all matching edges. There are no additional constraints for bags, but for stacks or queues we have to impose in addition

$\forall d \in \text{Stacks}, \triangleright^d$ conforms to LIFO: if $e_1 \triangleright^d f_1$, $e_2 \triangleright^d f_2$ and $e_1 < e_2 < f_1$ then $f_2 < f_1$,

$\forall d \in \text{Queues}, \triangleright^d$ conforms to FIFO: if $e_1 \triangleright^d f_1$, $e_2 \triangleright^d f_2$ and $e_1 < e_2$ then $f_1 < f_2$.

We let $\text{CBM}(\mathfrak{A}, \Sigma)$ be the set of CBMs over $\mathfrak{A}$ and $\Sigma$.

A run of a CPDS $S$ on a CBM $M$ is simply a labelling $\rho : E \rightarrow \text{Locs}$ of events by states which is compatible with the transition relation. We denote by $\rho^- : E \rightarrow \text{Locs}$ the map that associates with each event the state which labels its predecessor: $\rho^- (e) = \rho(e')$ if $e' \rightarrow e$ and $\rho^- (e) = \ell_{\text{in}}$ if $e$ is minimal on its process. Then, the map $\rho$ is a run if

$$(T_1) \text{ for all } e \triangleright^d f, \text{ there exists some value } v \in \text{Val} \text{ such that } \rho^- (e) \xrightarrow{\lambda(e), d, v} \rho(e) \text{ in } \text{Trans}_{\text{pid}(e)}$$

and $\rho^- (f) \xrightarrow{\lambda(f), d', v} \rho(f) \text{ in } \text{Trans}_{\text{pid}(f)}$.

$$(T_2) \text{ for all internal events } e \text{ we have } \rho^- (e) \xrightarrow{\lambda(e)} \rho(e) \text{ in } \text{Trans}_{\text{pid}(e)}.$$ 

A run $\rho$ is accepting if last$^\rho \in \text{Fin}$ where last$^\rho \in \text{Locs}_{\text{Procs}}$ gives the final location of the run for each process: last$^\rho_p = \ell_{\text{in}}$ if $E_p = \emptyset$ and last$^\rho_p = \rho(\text{max}(E_p))$ otherwise. We denote by $\mathcal{L}_{\text{cbm}}(S)$ the set of CBMs accepted by $S$.

We explain now the relationship between the distributed semantics and the sequential operational semantics. Intuitively, the linear traces of the operational semantics are precisely the linearisations of the CBMs accepted by the distributed semantics. Let us make this statement more precise. Consider a CBM $M$ and define the labelling $\gamma : E \rightarrow \Gamma$ where $\Gamma = ((\text{Procs} \times \Sigma) \cup (\text{Procs} \times \Sigma \times \text{DS} \times \{!, ?\}) \cup \{?, ?\})$ by $\gamma(e) = (\text{pid}(e), \lambda(e))$ if $e$ is an internal event, and if $e \triangleright^d f$ then $\gamma(e) = (\text{pid}(e), \lambda(e), d)$ and $\gamma(f) = (\text{pid}(f), \lambda(f), d')$. A linearisation of $M$ is given by a total order $\sqsubseteq_{\text{lin}}$ on the set $E$ of events which is compatible with the causality relation: $< \subseteq \sqsubseteq_{\text{lin}}$. It defines the word $\gamma(e_1) \gamma(e_2) \cdots \gamma(e_n) \in \Gamma^*$ if the linear order on $E$ is $e_1 \sqsubseteq_{\text{lin}} e_2 \sqsubseteq_{\text{lin}} \cdots \sqsubseteq_{\text{lin}} e_n$. We denote by $\text{Lin}(M) \subseteq \Gamma^*$ the set of linearisations of $M$.

$\blacktriangleright$ Theorem 3. We have $\text{Lin}(\mathcal{L}_{\text{cbm}}(S)) = \mathcal{L}_{\text{lin}}(S)$.

However, there are also subtle differences between these two semantics. As seen above, it is possible to derive the linear traces from the CBMs, but the converse is not possible in general. For instance, if the data structure $d$ is a bag, then the linear trace $(p, a_1, d')(p, a_2, d')(p, a_3, d?)\cdot(p, a_4, d?)$ is both a linearisation of the CBM $M_1$ which matches $a_1$ with $a_3$ and the CBM $M_2$ which matches $a_1$ with $a_4$. Hence, some specifications involving the matching relations may not be expressible on the linearisations.

If we only have stacks and queues, then we can unambiguously reconstruct a CBM from a linear trace $w \in \mathcal{L}_{\text{lin}}(S)$. This is achieved as follows. For each $p \in \text{Procs}$, the sequence of actions executed by process $p$ is the word $w_p \in \Sigma^*$ obtained as the projection on $\Sigma$ of the subword of $w$ consisting of the letters whose first component is process $p$. This yields the
first component \((w_p)_{p \in \text{Procs}}\) of the CBM \(\mathcal{M}\) associated with \(w\). Notice that there is a natural bijection between the set of positions of \(w\) and the set \(\mathcal{E}\) of events of \(\mathcal{M}\). To define the matching relations, consider two events \(e, f\) associated with positions \(i, j\) of \(w\). Then, \(e \triangleright d f\) iff the letters of \(w\) at positions \(i\) and \(j\) are \(w(i) \in \text{Procs} \times \Sigma \times \{d!\}\) and \(w(j) \in \text{Procs} \times \Sigma \times \{d?\}\) and

- if \(d \in \text{Queues}\) then the number of writes to \(d\) before \(i\) equals the number of reads from \(d\) before \(j\).
- if \(d \in \text{Stacks}\) then \(j\) is the minimal position after \(i\) such that between \(i\) and \(j\), the number of writes to \(d\) equals the number of reads from \(d\).

Notice that, even in the case of stacks and queues for which the matching relations can be unambiguously recovered from linear traces, these relations are not MSO definable on the linear traces. Hence, even with the powerful MSO logic, we cannot specify properties involving matching relations on linear traces. We will discuss this more precisely in the next section.

### 4 Specifications

The simplest specifications consist of local state reachability or global state reachability: is there a run of \(\mathcal{S}\) which reaches a given local state \(\ell \in \text{Locs}\) on some process \(p \in \text{Procs}\) or a given global state \(\vec{\ell} \in \text{Locs}^{\text{Procs}}\). To express more elaborate properties, we need some specification languages, such as first-order logic, monadic second-order logic, temporal logic, propositional dynamic logic, etc. Here it makes a big difference whether we work with the sequential operational semantics or the distributed semantics. In the first case, traces are words and the logics will refer to the linear order \(\triangleright_{\text{lin}}\), whereas in the latter case, behaviours are graphs and the logic will have direct access to the causal ordering \(<\) as well as to the process successor relation \(\rightarrow\) and the matching relations \(\triangleright_{d}\). The process successor relation \(\rightarrow\) can be easily recovered from the linear order \(\triangleright_{\text{lin}}\). This is not the case for \(\triangleright_{d}\), hence also for the causal ordering \(<\), in the logics mentioned above. Actually, recovering a relation \(\triangleright_{d}\) is possible if \(d\) is a stack or a queue but it requires some counting as explained above. This counting is not possible, even in the powerful MSO logic, unless the capacity of the data structure \(d\) is bounded by some fixed value \(B\). In this case, it is possible to express \(\triangleright_{d}\) in MSO, though the formula is non-trivial and depends on the bound \(B\). Hence, we favour specification logics on CBMs rather than on linear traces.

The partial order \(<\) is \((\rightarrow \cup \triangleright)^{+}\) that comes with a CBM \(\mathcal{M} = ((w_p)_{p \in \text{Procs}}, (\triangleright_{d})_{d \in \text{DS}})\) describes the causality relation between events. Some specifications rely on this causality relation. For instance, a distributed system may receive requests on some process \(p\), do some internal computation involving several other processes, and finally deliver an answer on some other process \(q\). A natural specification is that every request should be answered. Indeed, the answer to a request should be in its causal future. Such a specification is easy to write on CBMs where the causal ordering is available. For instance, it corresponds to the first order formula \(q = \forall x (\text{request}(x) \implies \exists y (x < y \land \text{response}(y)))\) or to the local LTL formula \(G(\text{request} \implies \text{F response})\) (where \(G\) means for all events in the causal future and \(F\) means for some event in the causal future). The CBM \(\mathcal{M}\) depicted in Figure 3 does not satisfy this specification as Request 2 is not responded. Request 1 has Response 2 in its future, though not Response 1. Recall that, by Theorem 3, linear traces are linear extensions of CBMs and events that are concurrent in \(\mathcal{M}\) may be ordered arbitrarily in a linear trace. Therefore, \(\text{Lin}(\mathcal{M})\) includes many linearisations in which the responses follow the requests and from which it is not easy to see whether the specification is satisfied or not.
As explained above, recovering the causal order $\prec$ from the total order $\subseteq_{\text{lin}}$ is not possible, even with very expressive specification languages such as MSO over words. As a conclusion, a simple and natural specification such as the request/response property, cannot be reduced to a reachability problem on the operational semantics in general. Such a reduction is possible when the data structures are restricted to bounded stacks and bounded queues (no bags), but it is non-trivial.

The same argument holds for specifications that involve the matching relation associated with a stack. For instance, we may specify that after receiving a request, the process calls a recursive procedure and when this call returns it immediately delivers the response. Again, matching a call with the corresponding return requires counting which is not a regular property unless the call depth is bounded.

As another example, a specification may require that when an access to some critical section is denied, there is a good reason for that, say some concurrent event is accessing the critical section. Again, concurrency – which is the absence of causal ordering – cannot be expressed on the linear traces in general.

We introduce below two powerful specification languages on CBMs. First, monadic second-order logic over $\text{CBM}(\mathcal{A}, \Sigma)$ is denoted $\text{MSO}(\mathcal{A}, \Sigma)$. It follows the syntax:

$$\varphi ::= \text{false} | a(x) | p(x) | x \leq y | x \triangleright d y | x \rightarrow y | x \in X | \varphi \lor \varphi | \neg \varphi | \exists x \varphi | \exists X \varphi$$

where $p \in \text{Procs}$, $d \in \text{DS}$ and $a \in \Sigma$. The semantics is as expected. Every sentence $\varphi$ in MSO defines a language $L_{\text{cbm}}(\varphi) \subseteq \text{CBM}(\mathcal{A}, \Sigma)$ consisting of all CBMs that satisfy that sentence. A language $L \subseteq \text{CBM}(\mathcal{A}, \Sigma)$ is MSO definable if $L = L_{\text{cbm}}(\varphi)$ for some sentence $\varphi \in \text{MSO}(\mathcal{A}, \Sigma)$.

▶ Remark. The set $\text{CBM}(\mathcal{A}, \Sigma)$ is MSO definable in the class of graphs over the signature associated with $(\mathcal{A}, \Sigma)$. More precisely, there is an MSO$(\mathcal{A}, \Sigma)$ sentence $\Phi_{\text{cbm}}$ such that a graph $G = (\mathcal{E}, \rightarrow, (\triangleright d)_{d \in \text{DS}}, \text{pid}, \lambda)$ satisfies $\Phi_{\text{cbm}}$ if it is a CBM over $(\mathcal{A}, \Sigma)$. It is easy to obtain the formula $\Phi_{\text{cbm}}$ from Definition 2, including the LIFO and FIFO conditions for stacks and queues.

▶ Remark. Notice that CBM-graphs have degree bounded by 3 since any event may take part in at most one matching relation. Therefore, on CBMs, the logic $\text{MSO}_2$ in which we may also quantify over edges (individual variables or set variables) has the same expressive power as MSO.
We are interested in two decision problems: satisfiability of a specification and model checking of a system against a specification. Given an architecture $A$, an alphabet $\Sigma$ and an MSO sentence $\varphi \in \text{MSO}(A, \Sigma)$, the satisfiability problem asks whether $M \models \varphi$ for some $M \in \text{CBM}(A, \Sigma)$. For the model checking problem, we are also given a CPDS $S$ and we ask whether the specification is satisfied for all (or for some) behaviours of the system: $M \models \varphi$ for all $M \in \mathcal{L}_{\text{cbm}}(S)$.

Since reachability (or equivalently emptiness) is undecidable in general for CPDSs, both satisfiability and model checking are undecidable for any specification language that can express reachability, in particular MSO. This is trivial for model checking: the specification $\text{false}$ is satisfied iff the language of $S$ is empty, i.e., if the final states are not reachable. For satisfiability, it follows from the remark above since $\exists_S$ is satisfiable iff the set of final states is reachable in $S$.

▶ Remark. We have seen above that reachability reduces to model-checking or to satisfiability. In the case of finite sequential systems, the converse holds since, for any MSO formula $\varphi$, we can compute an automaton $A_\varphi$ which accepts exactly the models of $\varphi$ [11, 17, 32]. Then, the model-checking problem reduces to the emptiness problem for the intersection of the system and the negation of the formula. But this approach fails for distributed systems because it is not possible in general to compute an automaton equivalent to a given formula. Indeed, we have already seen that the matching relation, hence also the partial order, cannot be computed by an automaton on the linearisations. Even if we stay in the distributed semantics, an MSO formula cannot be translated to a CPDS in general. This is because even the simpler class of message passing automata (i.e., when $DS = \text{Queues}$) is not closed under complementation [9]. Therefore the model-checking problem for CPDSs and MSO does not reduce to reachability in general.

Is MSO the ultimate logic? MSO is a very expressive logic for specifications. Its drawback is that, even when we recover decidability by restricting to some under-approximation class, the complexity of the decision procedure in non-elementary. This is already the case for words or trees. To get better complexity, one should use other formalisms such as Temporal Logics or Propositional Dynamic Logic (PDL). Towards expressing properties of CBMs, the classical LTL over words has been extended to visible behaviours such as nested words [4, 3], MSCs [8], nested traces [7], multiply nested words [24], etc. These temporal logics have explicit modalities that allow one to retrieve matching edges or to follow the partial order. Below, we describe propositional dynamic logic which embeds all these logics and provides powerful navigational abilities.

In PDL, there are two types of formulas. State formulas ($\sigma$) describe the properties of events in a behaviours, hence they have an implicit first-order free variable assigned to the current event. Atomic propositions such as $p$ or $a$ assert that the current event is on process $p \in \text{Procs}$ or is labelled $a \in \Sigma$. In addition to boolean connectives, we have a path modality $\langle \pi \rangle \sigma$ claiming the existence of a path following $\pi$ from the current node to an event satisfying $\sigma$. A path formula $\pi$ has two implicit first-order free variables assigned to the end points of the path. They are built from basic moves following edges of the graph (in our case $\to$ and $\triangledown$), either forwards or backwards, using rational expressions that may use intersection in addition to the classical union, concatenation and iteration. In addition, we may check a state formula $\sigma$ along a path. Formally, the syntax of ICPDL$(\mathfrak{A}, \Sigma)$ is given by

$$
\begin{align*}
\sigma & ::= \text{false} \mid p \mid a \mid \sigma \lor \sigma \mid \neg \sigma \mid \langle \pi \rangle \sigma \\
\pi & ::= \text{test}(\sigma) \mid \to \mid \triangledown^d \mid \pi^{-1} \mid \pi + \pi \mid \pi \cap \pi \mid \pi \cdot \pi \mid \pi^* 
\end{align*}
$$

$\sigma$ ::= false | p | a | σ ∨ σ | ¬σ | ⟨π⟩σ

$\pi$ ::= test(σ) | → | ⊲d | π−1 | π + π | π ∩ π | π · π | π*
where \( p \in \text{Procs}, d \in \text{DS} \) and \( a \in \Sigma \). If intersection \( \pi \cap \pi \) is not allowed, the fragment is PDL with converse (CPDL)\(^1\).

### 5 Graph theoretic approach to verification

In this section, we show how results from graph theory may help in designing decidable under-approximation techniques for the verification of CPDSs. The distributed semantics defines the behaviours as graphs, hence we are interested in checking properties of the set of graphs \( \mathcal{L}_{\text{cbm}}(S) \) accepted by a CPDS. More precisely, our aim is to solve the model checking problem: given a system \( S \) and a specification \( \varphi \in \text{MSO}(\mathcal{A}, \Sigma) \), does \( S \models \varphi \), i.e., is the formula \( \varphi \) valid on \( \mathcal{L}_{\text{cbm}}(S) \)?

Let us fix some architecture \( \mathcal{A} \) and the set \( \Sigma \) of action labels. Decidability of the model-checking problem is equivalent to decidability of the MSO theory of the set \( \text{CBM}(\mathcal{A}, \Sigma) \) of CBM-graphs. Indeed, we have seen in Remark 4 that from a CPDS \( S \) we can compute a formula \( \Phi_S \) which defines \( \mathcal{L}_{\text{cbm}}(S) \). Therefore, \( S \models \varphi \) iff \( \neg \Phi_S \vee \varphi \) is valid on \( \text{CBM}(\mathcal{A}, \Sigma) \). Hence, decidability of model-checking reduces to decidability of the MSO theory of \( \text{CBM}(\mathcal{A}, \Sigma) \). For the converse, it suffices to consider a universal CPDS \( S \) with \( \mathcal{L}_{\text{cbm}}(S) = \text{CBM}(\mathcal{A}, \Sigma) \).

We have seen in Section 2 that reachability, the most basic model-checking problem, is undecidable for CPDS, even for very simple architectures such as two processes communicating via FIFO channels (with no stacks) or a single process with two stacks. Hence, the MSO theory of \( \text{CBM}(\mathcal{A}, \Sigma) \) is undecidable in general, which can be seen also directly since CBMs have unbounded tree-width (or clique-width) in general. Still, it is extremely challenging to develop correct programs for distributed multi-threaded recursive systems. Hence, techniques for approximate verification have been extensively developed recently. We will not discuss over-approximation techniques in the present paper.

An under-approximation technique restricts the problems (reachability, satisfiability or model-checking) to a decidable subclass \( C \subseteq \text{CBM}(\mathcal{A}, \Sigma) \) of behaviours. Often the subclass \( C_m \) is parametrised with some integer \( m \). We cover more behaviours by increasing the parameter \( m \). The approximation family \( (C_m)_{m \geq 0} \) is complete or exhaustive if \( \text{CBM}(\mathcal{A}, \Sigma) = \bigcup_m C_m \). Hence, the aim of under-approximate verification is to define and study meaningful classes \( C \subseteq \text{CBM}(\mathcal{A}, \Sigma) \) with a decidable MSO theory.

Decidability of the MSO theory (or equivalently decidability of the MSO satisfiability problem) for classes \( C \) of graphs has been extensively studied. We recall now some important results that will be useful for our purpose (see [14, Chapter 1] for a survey). Recall that CBM-graphs have degree bounded by 3 since any event may take part in at most one matching relation. Hence, we restrict our attention to results for classes \( C \) of bounded degree graphs. The following fact summarizes some of the main results (see Theorem 4).

An MSO definable class \( C \) of bounded degree graphs has a decidable MSO theory iff it can be interpreted\(^2\) in the class of binary (labelled) trees.

---

\(^{1}\) If backward paths \( \pi^{-1} \) are not allowed the fragment is called PDL with intersection (IPDL). In simple PDL neither backwards paths nor intersection is allowed.

\(^{2}\) There are several equivalent ways to define an interpretation of a graph \( G = (V, E) \) in a labelled tree \( T \). We describe the MSO-transductions of Courcelle, but one may, for example, also use the regular path descriptions of Engelfriet and van Oostrom. An MSO-interpretation is given by a tuple of MSO formulas. We will give a concrete example in Section 6. Intuitively, not all labelled trees admit a valid graph interpretation, hence, we use a sentence \( \Phi_{\text{valid}} \) to select the "good" trees. The vertices of the graph are some nodes of the tree, and we use a formula \( \Phi_{\text{vertex}}(x) \) to select those nodes of \( T \) which should be interpreted as vertices of \( G \): \( V = \{ u \in T \mid T \models \Phi_{\text{vertex}}(u) \} \). Finally, a formula \( \Phi_{\text{edge}}(x, y) \) encodes
In the light of this fact, under-approximation classes are obtained by MSO definitions together with tree interpretations. Then, verification problems are reduced to problems on tree automata, yielding efficient algorithms.

Such tree interpretations can be defined specifically for some class $\mathcal{C} \subseteq \text{CBM}(A, \Sigma)$. This is for instance the case for bounded phase behaviours of multi-pushdown automata [21] where multiply nested words of bounded phase are interpreted in binary trees called stack-trees. Another example is given by the interpretation of some classes of multiply nested words in visibly ($k$-)path trees in order to prove decidability of emptiness and closure under complement of multi-pushdown automata when restricted to some classes of behaviours that can be interpreted in these path-trees [25].

A higher level approach is to prove some combinatorial property on the class $\mathcal{C}$ which ensures the existence of a tree interpretation. For instance, one may show that the class $\mathcal{C}$ has bounded tree-width (and is MSO definable). This is the approach taken in [26], where decidability of several under-approximation classes is established by proving that they are MSO definable and have bounded tree-width. For most of the classes considered in [26] the decidability had been already proved directly. Hence, [26] provides a unifying approach as well as efficient algorithms based on tree interpretations.

Alternative combinatorial properties may be more convenient, for instance bounded clique-width, which is equivalent to bounded tree-width on classes of bounded degree graphs. In [16, 2] another decomposition technique, called split-width, is defined specifically for CBMs (see Section 6). On classes of CBMs, bounded tree-width, bounded clique-width and bounded split-width are all equivalent. We believe that, for a class of CBMs, establishing a bound on split-width is easier than the other measures. Also, we will see in Section 6 that split-width gives an easy and natural interpretation of CBMs in binary trees. Hence, split-width provides a convenient, necessary and sufficient condition, to establish decidability of the MSO theory of an under-approximation class.

The following theorem summarizes some of the relevant results. For more details, the reader is referred to [14, Chapter 1] and [16, 15].

\textbf{Theorem 4.} Let $\mathcal{C}$ be a class of bounded degree graphs which is MSO definable. TFAE

1. $\mathcal{C}$ has a decidable MSO theory,
2. $\mathcal{C}$ can be interpreted in binary trees,
3. $\mathcal{C}$ has bounded tree-width,
4. $\mathcal{C}$ has bounded clique-width,
5. $\mathcal{C}$ has bounded split-width (if $\mathcal{C} \subseteq \text{CBM}(A, \Sigma)$ is a class of CBMs).

In order to define a good under-approximation class, one may show that it is MSO definable and that it satisfies one of the conditions of Theorem 4. We will introduce split-width in the next section and show that it is a convenient tools for CBMs. Proving MSO definability is often easy. This is the case for many under-approximation classes, like bounded context, bounded phase, bounded scope, ordered etc. for multi-pushdown systems. Also, for distributed systems, it is easy to give an MSO definition for universally bounded MSCs, or the bounded context and well-queuing assumption of [22, 19].
6 Split-width

In this section, we introduce split-width. We explain the associated tree-interpretations and infer the decidability and complexity of a collection of verification problems when parametrised by split-width. We also discuss how to use split-width in order to obtain similar results for various under-approximation classes.

With K. Narayan Kumar, we introduced split-width in [16] for multiply nested words. The technique was later extended to CBMs in [15, 2].

The idea is to decompose a graph in atomic pieces consisting of matching write/read pairs, see Figure 4. This can be seen as a two-player turn-based game with a fixed budget \(k\) which will be the width of the decomposition. The existential player (Eve), trying to prove the existence of a decomposition of width at most \(k\), has to disconnect the CBM graph by splitting at most \(k\) process edges. For instance, the root of Figure 4 is labelled with a CBM \(M\) over the architecture \(A\) of Figure 1. The graph \(M\) cannot be disconnected by splitting only one or two process edges. So Eve splits three process edges that are shown as dashed red edges in the split-CBM \(M'\). The universal player (Adam) will now choose one of the connected components of \(M'\) and the game continues. \(M'\) has two connected components \(M_1\) and \(M_2\), providing two choices for Adam.

If \(M_2\) is chosen, Eve splits the two process edges and the resulting graph \(M'_2\) has now two connected components. Whichever is chosen by Adam is an atomic write/read edge, which is a winning position for Eve.

Assume now that \(M_1\) is chosen. Note that \(M_1\) has two blocks of events on process \(q\) with one hole between them. The first block consists of a single event labelled \(b\) and the second one consists of three events labelled \(cdc\). A block of events in a split-CBM is a maximal sequence of events on a single process. For instance, \(M'\) has two blocks on process \(p\) and three blocks on process \(q\). Clearly, the number of holes on some process is the maximum of zero and the number of blocks minus one on that process. The budget \(k\) of Eve is reduced by the number of holes. For instance, \(M_1\) has one hole (on process \(q\)) hence Eve is only allowed two \((3 - 1)\) more splits to disconnect \(M_1\) without exceeding her budget. Her choice is depicted in \(M'_1\). One connected component of \(M'_1\) is a matching edge which is winning for Eve. So Adam should choose \(M_3\) lest he lose immediately. Eve splits the remaining process edge and wins regardless of Adam’s choice.

To summarize, Eve wins a play if it ends in an atomic CBM, i.e., a single internal event or a matching write/read edge. She loses if she cannot disconnect a non-atomic graph without introducing more than \(k\) split-edges (holes). The split-width of a CBM is the minimum budget \(k\) for which Eve has a winning strategy. A winning strategy for Eve with budget 3 is depicted in Figure 4 for the CBM \(M\) at the root. As explained above, \(M\) cannot be disconnected with only two splits, hence its split-width is exactly 3. We denote by \(\text{CBM}^{\text{split}}_{k}(A, \Sigma)\) the set of CBMs over \(A\) and \(\Sigma\) with split-width bounded by \(k\).

▶ Example 5. Nested words have split-width at most 2. Nested words [5] are CBMs over an architecture with a single process and a single stack. The bound on split-width can be seen easily since a nested word \(w\) is (a) either the concatenation of two nested words in which case Eve splits the edge between the two nested words, (b) or is of the form \(a \text{\_ \_\_} w \text{\_ \_\_} b\) where \(w\) is a nested word, in which case Eve splits the first and last process edges, (c) or is an atomic CBM.

▶ Example 6. Existentially \(k\)-bounded CBMs have split-width at most \(k + 1\). A CBM \(M\) is existentially \(k\)-bounded if it admits a linearization such that the number of unmatched
writes at any point is bounded by $k$. For instance, the CBM $\mathcal{M}$ at the root of Figure 4 is existentially 3-bounded. Let the linear order witnessing the existential bound be $\sqsubseteq_{\text{lin}}$. The strategy of Eve is to detach the first $k + 1$ events of $\mathcal{M}$ with respect to $\sqsubseteq_{\text{lin}}$ by splitting the corresponding outgoing process edges. The resulting split-CBM $\mathcal{M}'$ must be disconnected. Indeed, the detached events cannot all be write events, otherwise the bound $k$ is exceeded. If a read event is detached, then the corresponding write is also detached since it must come earlier in any linearization. Therefore, the split-CBM $\mathcal{M}'$ contains some connected components which are atomic CBMs and at most one connected component $\mathcal{M}_1$ which is non-atomic. Adam must choose the component $\mathcal{M}_1$ to avoid losing the game immediately. Then, Eve proceeds by splitting some more process edges until $k + 1$ events are detached in the $\sqsubseteq_{\text{lin}}$ order. As above, the resulting split-CBM must be disconnected and at most one of its connected component is non-atomic. Eve applies the same strategy as long as there is a non-atomic connected component.

▶ Example 7. Multiply nested words with at most $m$ phases have split-width at most $2^m$. Multiply nested words (MNWs) are CBMs over an architecture with a single process and several stacks. A phase in a MNW is a factor in which all read events are from the same stack.
A MNW is \( m \)-phase bounded if it is the concatenation of at most \( m \) phases [21]. All \( m \)-phase bounded MNWs have split-width at most \( 2^m \) [16]. The bounded phase under-approximation has been extended to distributed systems in [15, 1].

In fact, an upper bound on split-width has been established for many under-approximation classes. See [16] for many classes of multi-pushdown systems such as bounded scope [23], ordered [10, 6], etc. For many classes of communicating (multi-pushdown) systems, see [15, 1, 2].

**Split-algebra.** The split-game introduced above gives the decomposition view (top-down) which is useful to establish a bound on split-width. A winning strategy of Eve for some CBM \( \mathcal{M} \) can be represented with a tree as in Figure 4. Dually, there is also a split-algebra which constructs CBMs in a bottom-up fashion starting from atomic ones using two operations: shuffle (opposite of divide) and merge (opposite of split). The terms of the split-algebra over \( \mathfrak{A} \) and \( \Sigma \) follow the syntax:

\[
s ::= a \mid a \triangleright^d b \mid \mathfrak{A}(s) \mid s \sqcup \sqcup s
\]

with \( a, b \in \Sigma \) and \( d \in DS \). The split-term \( s \) corresponding to Figure 4 is given on the left of Figure 5 (recall that the architecture is taken from Figure 1).
Several CBMs may admit a decomposition via the same split-term. For instance, the split-term $s$ on the left of Figure 5 allows us to decompose both the CBMs $M$ and $M'$ of Figure 6. The main reason is that a shuffle node does not specify how the blocks of the two children are shuffled, and a merge node does not specify which holes of the child are mended into process edges. This ambiguity can be removed with an extra labelling as shown on tree $t$ on the right of Figure 5 corresponding to the decomposition of Figure 4. At a shuffle node, the labelling consists of a tuple of words $(w_p)_{p \in Procs}$, where $w_p \in \{\ell, r\}^*$ describes how the blocks on process $p$ of the children are shuffled. For instance, the shuffle node $(n')$ of $t$ is labelled $(w_p, w_q) = (\ell r, \ell r \ell)$ which means that the first block of $M'$ – corresponding to node $(n')$ – on process $p$ comes from the left child $M_1$ – corresponding to $(n_1)$ – and the second block comes from the right child $M_2$ – corresponding to $(n_2)$. On process $q$ there are $3$ blocks, first and third coming from $M_1$, and second coming from $M_2$. The same kind of labelling is used at $\triangleright$-nodes. Now, for a merge node, the labelling is also a tuple of words $(w_p)_{p \in Procs}$, but now a word $w_p \in \{i, m\}^*$ tells whether the holes (split edges) of the child are kept as such (i for inherited) or are turned into process edges (m for mended). For instance, node $(n_1)$ – corresponding to $M_1$ – is labelled $(m, im)$ which means that from its child $M'_1$ – corresponding to $(n'_1)$ – the hole of process $p$ is inherited, and the second one is mended. Also, each leaf is labelled with its corresponding process.

Note that, the width of a decomposition can be recovered from the labelled split-term (but not from the unlabelled split-term). Indeed, the labelling of a merge node directly gives the number of holes of its child, and the labelling of a shuffle node, or a $\triangleright$-node, gives the number of blocks from which we can infer the number of holes.

**Tree-interpretations.** Each CBM that can be decomposed with a split-term $s$ admits an MSO-interpretation (cf. Footnote 2) in the tree $s$, which is defined by a tuple of formulas over binary trees $(\Phi_{valid}, (\Phi_a)_{a \in \Sigma}, (\Phi_p)_{p \in Procs}, (\Phi_d)_{d \in DS}, \Phi_a)$. The interpretation guesses (with set variables) a labelling to disambiguate the split term as explained above. Not all labelled split-terms allow an interpretation, so we use a formula $\Phi_{valid}$ to check the validity of the labelling. Essentially, we have to check that, for each process $p$, the number of blocks at a node is compatible with that of the children. For instance, a label $w_p \in \{\ell, r\}^*$ at a shuffle node assumes $|w_p|_\ell$ (resp. $|w_p|_r$) blocks on process $p$ from the left (resp. right) child. A label $w_p \in \{i, m\}^*$ at a merge node assumes $|w_p|$ holes on process $p$ from the child. For a $\triangleright^d$ node with $p = Writer(d)$ and $q = Reader(d)$, we request that the children are leaves labelled $p$ (left) and $q$ (right), and if $p = q$ then we request $w_p = \ell r$ and $w_s = \varepsilon$ for $p \neq p$, and if $p \neq q$ then we request $w_p = \ell, w_q = r$ and $w_s = \varepsilon$ for $p \neq s \neq q$. In addition, for stack or queue data structures, the formula $\Phi_{valid}$ has to check that the LIFO or FIFO conditions are respected.

To do so, we need to enrich further the labelling. If $d \in Stacks$ then we maintain the $\triangleright^d$ relation between blocks of process $p = Reader(d) = Writer(d)$. $i \triangleright^d j$ if $e \triangleright^d f$ for some $e$ in the $i$th block of process $p$ and some $f$ in the $j$th block of process $p$. This information can be easily computed by a deterministic bottom-up tree automaton. At a shuffle node, we make sure that the LIFO condition is respected by rejecting shuffles that would result in a $\triangleright^d$ relation between blocks that is not well-nested. Hence we obtain an EMSO formula to check the LIFO condition for data structure $d$. We proceed similarly for queues.

We denote by $\text{DST}^k_{valid}$ the set of split-terms disambiguated by a valid labelling of width at most $k$. Each tree $t \in \text{DST}^k_{valid}$ encodes a unique CBM of split-width at most $k$, denoted $\text{cbm}(t)$. Conversely, every $M \in \text{CBM}^k_{split}$ is encoded by some, often many, trees $t \in \text{DST}^k_{valid}$.

Vertices of $\text{cbm}(t)$ are leaves of $t$ hence we let $\Phi_{vertex}(x) = \text{leaf}(x)$. The vertex labelling in $\text{cbm}(t)$ is the corresponding leaf labelling in $t$. Hence, formula $\Phi_a(x)$ and $\Phi_p(x)$ state that
leaf \( x \) is labelled \( a \) and \( p \) in \( t \). The matching relation also admits a trivial interpretation: for 
\( d \in DS, \Phi_d(x, y) \) states that \( x \) and \( y \) are leaves with a common father labelled \( \triangleright^d \).

The process relation is slightly harder to recover. This is where the additional labelling is needed. Intuitively, \( \Phi_{\sim}(x, y) \) states that from leaf \( x \) it is possible to walk up the tree to some merge node \( m \), then walk down the tree to leaf \( y \), and that the split edge from \( x \) to \( y \) has been mended at node \( m \). It is easy to check this property with a tree automaton and to deduce the (EMSO) formula \( \Phi_{\sim}(x, y) \). More precisely, the deterministic bottom-up tree automaton keeps in its states the block \( B_x \) of which \( x \) is the right-most event, and the block \( B_y \) of which \( y \) is the left-most event. It goes to an accepting state only if the hole between \( B_x \) and \( B_y \) is mended into a process edge at some merge node. For instance, the process edge from leaf \( (n_a) \) to leaf \( (n_b) \) is established at merge node \( (n_1) \).

**Tree-width, clique-width and split-width.** On CBMs, split-width is a measure that is very similar to clique-width or tree-width. It is shown in [16, 15] that for CBMs, a bound on split-width implies a (linear) bound on clique-width or tree-width and vice versa. More precisely, if a CBM has split-width \( k \) then it has clique-width at most \( 2(k + |\text{Procs}|) + 1 \) and tree-width at most \( 2(k + |\text{Procs}|) - 1 \). Conversely, if a CBM has clique-width \( c \) or tree-width \( t \) then it has split-width bounded by \( 2c - 3 \) or \( 120(t + 1) \).

**Verification procedures for bounded split-width.** Most verification problems become decidable with reasonable complexity when parametrised by a bound on split-width. Intuitively, the tree-interpretation provided by split-width allows us to uniformly reduce a collection of problems on CBMs of bounded split-width to problems on trees, which are then solved with tree automata techniques.

More precisely, let \( S \) be a CPDS over \((A, \Sigma)\) and \( \varphi \in \text{MSO}(A, \Sigma) \) be a specification. The model checking problem restricted to the class \( \text{CBM}_{\text{split}}^k \) of CBMs with split-width bounded by \( k \) asks whether \( L_{\text{cbm}}(S) \cap \text{CBM}_{\text{split}}^k \subseteq L_{\text{cbm}}(\varphi) \). Similarly, the emptiness problem for \( S \) (resp. the satisfiability problem for \( \varphi \)) restricted to \( \text{CBM}_{\text{split}}^k \) asks whether \( L_{\text{cbm}}(S) \cap \text{CBM}_{\text{split}}^k = \emptyset \) (resp. \( L_{\text{cbm}}(\varphi) \cap \text{CBM}_{\text{split}}^k \neq \emptyset \)). We reduce these problems to the emptiness problem for tree automata as follows.

First, we can build a tree automaton \( A_{\text{valid}}^k \) of size \( 2^{O(k^2|A|)} \) which accepts \( \text{DST}_{\text{valid}}^k \). Next, we can build a tree automaton \( A_{\text{valid}}^k \) of size \( |S|^{O(k + |\text{Procs}|)} \) which accepts a tree \( t \in \text{DST}_{\text{valid}}^k \) if and only if \( \text{cbm}(t) \in L_{\text{cbm}}(S) \). Therefore, the emptiness problem for the CPDS \( S \) restricted to \( \text{CBM}_{\text{split}}^k \) reduces to the emptiness problem of the tree automaton \( A_{\text{valid}}^k \cap A_{\text{valid}}^k \).

Now, let \( \varphi \) be a sentence in \( \text{MSO}(A, \Sigma) \). Using the MSO interpretation \((\Phi_{\text{valid}}, \Phi_{\text{vertex}}, (\Phi_d)_{d \in D}, (\Phi_p)_{p \in \text{Procs}}, (\Phi_{\sim})_{d \in D}, \Phi_{\sim})\) for \( k \)-bounded split-width, we can construct a formula \( \varphi^k \) from \( \varphi \) such that for all trees \( t \in \text{DST}_{\text{valid}}^k \), we have \( t \models \varphi^k \) if and only if \( \text{cbm}(t) \models \varphi \). By [31], from the MSO formula \( \varphi^k \) we can construct an equivalent tree automaton \( A_{\varphi}^k \). Therefore, the satisfiability problem for the MSO formula \( \varphi \) restricted to \( \text{CBM}_{\text{split}}^k \) reduces to the emptiness problem of the tree automaton \( A_{\text{valid}}^k \cap A_{\text{valid}}^k \).

Finally, we deduce easily that \( L_{\text{cbm}}(S) \cap \text{CBM}_{\text{split}}^k \subseteq L_{\text{cbm}}(\varphi) \) if and only if \( t \models \varphi^k \) for all trees \( t \) accepted by \( A_{\text{valid}}^k \cap A_{\text{valid}}^k \). Therefore, the model checking problem \( S \models \varphi \) restricted to \( \text{CBM}_{\text{split}}^k \) reduces to the emptiness problem for the tree automaton \( A_{\text{valid}}^k \cap A_{\text{valid}}^k \).

We have described above uniform decision procedures for an array of verification problems. We refer to [16, 15, 2] for more details and we summarise the computational complexities of these procedures in Table 2.
Table 2 Summary of the complexities for bounded split-width verification.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPDS emptiness</td>
<td>2ExpTime-Complete</td>
</tr>
<tr>
<td>CPDS inclusion or universality</td>
<td>ExpTime-Complete</td>
</tr>
<tr>
<td>LTL/CPDL satisfiability, model checking</td>
<td>ExpTime-Complete</td>
</tr>
<tr>
<td>ICPDL satisfiability or model checking</td>
<td>2ExpTime-Complete</td>
</tr>
<tr>
<td>MSO satisfiability or model checking</td>
<td>Non-elementary</td>
</tr>
</tbody>
</table>

Verification procedures for other under-approximation classes. Our approach is generic in yet another sense. Under-approximation classes which admit a bound on split-width also may benefit from the uniform decision procedures described above, provided these classes correspond to regular sets of split-terms.

More precisely, let $C_m$ be an under-approximation class with $C_m \subseteq \text{CBM}^k_{\text{split}}$. For instance, we have seen that existentially $m$-bounded CBMs have split-width at most $k = m + 1$ (Ex. 6) and $m$-bounded phase MNWs have split-width at most $k = 2^m$ (Ex. 7). Assume that we can construct a tree automaton $A^k_{C_m}$ which accepts a tree $t \in \text{DST}^k_{\text{valid}}$ if and only if $\text{cbm}(t) \in C_m$. Then, the decision procedures can be restricted to the class $C_m$ with a further intersection with the tree automaton $A^k_{C_m}$. For instance, the emptiness problem for $S$ restricted to $C_m$ reduces to the emptiness problem of $A^k_{\text{valid}} \cap A^k_{C_m} \cap A^k_{S^k}$. The model checking problem $S \models \varphi$ restricted to $C_m$ reduces to the emptiness problem of $A^k_{\text{valid}} \cap A^k_{C_m} \cap A^k_{S^k}\cap A^k_{\varphi}$.

Clearly, the bound $k$ on split-width in terms of $m$ as well as the size of $A^k_{C_m}$ will impact on the complexity of the decision procedures. We give below several examples.

First, nested words have split-width bounded by a constant 2, and the set of nested words can be recognised by a trivial 1-state CPDS. Hence the complexities of various problems follow the right-most column of Table 2. Notice that already for this simple case, the complexities match the corresponding lower bounds for all problems.

Next, suppose a class $C_m$ admits a bound on split-width $k = \text{poly}(m)$ and $A^k_{C_m}$ is of size $4^k$ bounded by $2^{\text{poly}(m)}$. Then the decision procedures for various problems with respect to the under-approximation class $C_m$ follow the complexities given in Table 2.

This can be extended as follows. Assume the bound $k$ on split-width of the under-approximation class $C_m$ is $n$-fold exponential in $m$ and that the size of the tree automaton $A^k_{C_m}$ is bounded by $(n + 1)$-fold exponential in $m$ (e.g., if we have a CPDS $S_m$ of size $2^{\text{poly}(k)}$), then the complexities given in Table 2 (left column) will be augmented by a $n$-fold exponentiation. For instance, the class $C_m$ of $m$-bounded phase MNWs has split-width bounded by $2^m$ (Ex. 7). Also, it is trivial to get a CPDS $S_m$ for $C_m$ of size $\text{poly}(m)$. Hence, the size of $A^k_{C_m} = A^k_{S_m}$ is $2^{\text{poly}(m)}$. We deduce that the complexities given in Table 2 (left column) are augmented by one exponentiation for $m$-bounded phase MNWs.

Thus the verification method via split-width is uniform not only for a wide range of

---

3 One way to obtain $A^k_{C_m}$ is to provide a CPDS $S_m$ which accepts the class $C_m$, then the automaton $A^k_{S_m}$ serves as $A^k_{C_m}$. Similarly, if there is a formula $\varphi_m$ in $\text{MSO}(\mathcal{A}, \Sigma)$ characterising the under-approximation then the automaton $A^k_{\varphi_m}$ serves as $A^k_{\varphi_m}$.

4 If $C_m$ is recognised by a CPDS $S_m$ of size $2^{\text{poly}(k)}$, then the automaton $A^k_{C_m} = A^k_{S_m}$ is of size $2^{\text{poly}(k)}$. 

---
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problems but also for a wide range of classes. The complexities stated in Table 2 match the lower-bounds for many known under-approximation classes, thus asserting the optimality of the uniform decision procedures. For details we refer to [15, Section 4.4].

**Word-like.** A split-decomposition is said to be word-like if for every binary node in the decomposition tree, one of its subtrees has depth bounded by a constant. In this case, we could employ word automata instead of tree automata. All behaviours of some under-approximation classes, like existentially \( m \)-bounded, admit a word-like split decomposition. For many problems, the complexity upper bounds fall to the maximal space-complexity classes contained in the time-complexity classes. For example, emptiness checking of a CPDS parametrised by (word-like) split-width \( k \) can be done in \( \text{PSPACE} \) instead of \( \text{ExpTime} \), and if \( k \) is fixed, in \( \text{NLogSpace} \) instead of \( \text{PTime} \).
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Abstract

Colour refinement is a simple algorithm that partitions the vertices of a graph according their “iterated degree sequence.” It has very efficient implementations, running in quasilinear time, and a surprisingly wide range of applications. The algorithm has been designed in the context of graph isomorphism testing, and it is used an important subroutine in almost all practical graph isomorphism tools. Somewhat surprisingly, other applications in machine learning, probabilistic inference, and linear programming have surfaced recently.

In the first part of my talk, I will introduce the basic algorithm as well as higher dimensional extensions known as the $k$-dimensional Weisfeiler-Lehman algorithm. I will also discuss an unexpected connection between colour refinement and a natural linear programming approach to graph isomorphism testing. In the second part of my talk, I will discuss various applications of colour refinement.
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Abstract

We study capacitated automata (CAs), where transitions correspond to resources and may have bounded capacities. Each transition in a CA is associated with a (possibly infinite) bound on the number of times it may be traversed. We study CAs from two points of view. The first is that of traditional automata theory, where we view CAs as recognizers of formal languages and examine their expressive power, succinctness, and determinization. The second is that of resource-allocation theory, where we view CAs as a rich description of a flow network and study their utilization.
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1 Introduction

Finite state automata are used in the modeling and design of finite-state systems and their behaviors, with applications in engineering, databases, linguistics, biology, and many more. The traditional definition of an automaton does not refer to its transitions as consumable resources. Indeed, a run of an automaton is a sequence of successive transitions, and there is no bound whatsoever on the number of times that a transition may be traversed. In practice, the use of a transition may correspond to the use of some resource. For example, it may be associated with the usage of some energy-consuming machine, application of some material, or consumption of bandwidth. We study capacitated automata (CAs). In this model, transitions correspond to resources and may have bounded capacities. Formally, each transition is associated with a (possibly infinite) integral bound on the number of times it may be traversed. A word w is accepted by a nondeterministic capacitated automaton (NCA) A if A has an accepting run on w; one that reaches an accepting state and respects the bounds on the transitions.

We examine CAs from two points of view. The first, more related to traditional automata theory, views CAs as recognizers of formal languages. The interesting questions that arise in this view are similar to classical questions about automata: their expressive power, succinctness, determinization, decision problems, etc. The second view, more related to
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traditional resource-allocation theory, views CAs as labeled flow networks. The interesting questions then have to do with optimal utilization of the system modeled by the CA.

Let us start with the first view. In terms of expressive power, we show that capacities can be removed. Thus, NCAs are not more expressive than nondeterministic finite automata (NFAs), and can recognize exactly all regular languages. The main questions that arise, then, refer to the succinctness of the capacitated model with respect to the standard one, as well as the blow-up involved in their determinization. Consider, for example, the language $L_{n,m}$ over the alphabet $\Sigma_n = \{1, \ldots, n\}$ that contains exactly all words in which each letter in $\Sigma_n$ appears at most $m$ times. It is not hard to see that a traditional, possibly nondeterministic, automaton for $L_{n,m}$ needs at least $m^n$ states. On the other hand, a deterministic capacitated automaton (DCA) for $L_n$ consists of a single state with $n$ self-loops, each labeled by a different letter from $\Sigma_n$ and has capacity $m$. Hence, both NCAs and DCAs may be exponentially more succinct than NFAs. The nondeterministic model, however, is much stronger, and determinization involves a blow-up that is not only exponential in the state space but also linear in the product of the capacities. Note that the latter is at least exponential in the number of transitions. This is surprising, as we do allow the obtained DCA to have capacities. As we show, there are languages, in particular strongly liveness languages [1], for which the power of capacities is significant in the nondeterministic model but is not realized in the deterministic one.

We then turn to solve decision problems about CAs. Two classical problems are the nonemptiness (does $A$ accept at least one word?) and the membership (does $A$ accept a given word $w$?) problem. In the traditional model, the problems are essentially the same: checking whether $A$ accepts $w$ can be reduced to checking the emptiness of the product of $A$ with $w$. Accordingly, both problems can be reduced to reachability. In the capacitated model, taking the product of a word with an automaton may require tracing the history of traversals, and indeed we prove that while the nonemptiness problem is not more difficult than in the traditional model, membership becomes NP-complete for NCAs. Moreover, if we augment the nonemptiness problem to consider words from a given language (that is, given a CA $A$ and a regular language $L$, decide whether $A$ accepts some word from $L$), it becomes NP-complete already for DCAs, even when $L$ is given by a DFA.

We continue to the second view, where CAs model labeled flow networks. In order to motivate this view, let us first demonstrate the different ways in which we consider CAs in the two views. Consider the containment problem for CAs, asking whether a given set $S$ of words is contained in the language of a CA $A$. We can think of two variants of the problem. In the first, which corresponds to our first view, we ask whether $A$ accepts $w$ for each word $w \in S$. In the second, which corresponds to our second view, we ask whether $A$ mutually accepts all words in $S$. That is, whether $A$ has enough capacity to process all the words in $S$ mutually. It is not surprising that a CA may contain $S$ in the first view but not in the second. Consider for example the NCA $A$ described in Figure 1. Let $S = \{ab, abc, ac, abb, abcb\}$. Clearly, all the words in $S$ are accepted by $A$, thus $A$ contains $S$ in the first view. On the other hand, there is no way for $A$ to mutually accept all the words in $S$. Indeed, it is not hard to see that $A$ can make only a single use of the edge $\langle q_1, c, q_2 \rangle$ even though its capacity is 2, whereas $S$ contains three words with the letter $c$. Note that $A$ can mutually accept the set $S' = \{ab, ac, abb, abcb\}$, but one has to carefully resolve nondeterminism in order to do it. For example, once $A$ processes $abb$ via $q_1$, it can no longer process both $ac$ and $abcb$. Thus, in the second view, the challenge is to find ways to mutually accept in a given NCA as many words as possible, as we formally define below.

A natural problem that arises when reasoning about systems that consist of resources
with limited capacities is to utilize these resources in the best way. In our model, the max-utilization problem is defined as follows. Given a CA $A$, return a multiset $W$ of words, such that $A$ mutually accepts all the words in $W$, and $|W|$ is maximal. The max-utilization problem can be viewed as a generalization of the max-flow problem in networks [11]. In the max-flow problem, the network is utilized by units of flow, each routed from the source to the target. The CA model enables a rich description of the feasible routes. The labels along a path correspond to a sequence of applications of resources. In particular, paths from an initial state to a final state correspond to feasible such sequences, and the goal is to mutually process as many of them as possible.

Sometimes, not all the sequences feasible in the NCA are desirable. Accordingly, we also consider the max restricted-utilization problem, where the input to the problem also includes a language specifying the desirable sequences. Then, the words in the multiset $W$ must belong to this language. For example, the language may restrict the length of the sequences, preventing long sequences from consuming the system (see [17] for an analogous restriction in flow networks), it may restrict the number of different resources applied in a sequence, it may require an application of specific resources, it may require a specific event to trigger another specific event, and so on. Thus, while in traditional flow problems the specification of desired routes is given by means of a source and a target, the max restricted utilization problem enables specifications that are much richer than reachability. A similar lifting of reachability was studied in [3], where network formation games were extended to automata formation games. We study the complexity of the max utilization problems and show that while the unrestricted variant can be solved in polynomial time by a simple reduction to a network maximum-flow problem, even simple restrictions on the desirable routes make the problem hard to approximate. Essentially, this follows from the fact that the basic idea of an augmenting path in a network cannot be adopted to NCAs. Indeed, in NCAs every path corresponds to a sequence of applications of resources, and the augmenting path need not correspond to a desired such sequence.

Related Work

Many extensions of automata in which transitions are augmented by numerical values have been studied. Most notable are probabilistic automata [19], where the values form a distribution on the successor state, and weighted automata [10], where weights are used in order to model costs, rewards, certainty, and many more. The semantics of these models is multi-valued: each traversal of a transition updates some accumulated value, and the language of the automaton maps words into some domain. In particular, the $B$ and $S$ automata of [8] count traversals on transitions. Our semantics, on the other hand, maintains...
the Boolean nature of regular languages, and only augments the way in which acceptance is defined.

More related to our work are extensions of automata that stay in the Boolean domain, in particular ones whose semantics involves counting. Parikh automata were introduced and studied by Klaedtke and Rueß in [16]. Their semantics involves counting of the number of occurrences of each letter in a word. Essentially, a Parikh automaton is a pair \( \langle A, C \rangle \), where \( A \) is an NFA over \( \Sigma \), and \( C \subseteq \mathbb{N}^2 \) is a set of “allowed occurrences”. A word \( w \) is accepted by \( \langle A, C \rangle \) if both \( A \) accepts \( w \) and the Parikh’s commutative image of \( w \), which maps each letter in \( \Sigma \) to its number of occurrences in \( w \), is in \( C \). It is easy to see that the expressive power of Parikh automata goes beyond regular language. For example, Parikh automata can recognize the language \( \{a^ib^i : i \geq 1\} \) by defining \( A \) to recognize \( a^*b^* \) and defining \( C \) to contain all pairs \( (i, i) \), for \( i \geq 1 \). In fact, by [15], Parikh automata are as expressive as reversal-bounded counter machines [13].

Several variants of Parikh automata have seen studied. In particular, [7] studied constrained automata, a variant that counts traversals of transitions and requires the vector of counters to belong to \( C \), now a semilinear set of allowed vectors. NCAs can be viewed as a special case of constrained automata in which \( C \) is downwards closed. This significantly restricts the expressive power of constrained automata, and indeed the types of questions we consider are different than these studied for Parikh automata and their variants.

Additional strictly more expressive models include multiple counters automata [9], where transitions can be taken only if guards referring to traversals so far are satisfied, and queue-content decision diagrams, which are used to represent queue content of FIFO-channel systems [5, 6]. Finally, a model with the same name – finite capacity automata is used in [18] in order to model the control of an automated manufacturing system. This model is different from our CAs and is more related to Petri nets.

The above works take the first view on automata, namely study them as recognizers of languages. As for the second view, a lot of research has been done on optimal utilization of limited resources. In particular, as discussed above, max-utilization of a CA corresponds to a maximum flow in a network [11]. By restricting the domain from which accepted words can be chosen, we get an intractable problem. This resemble the intractability of some variants of the max-flow problem, such as \( k \)-bounded flow [4], or max-flow with bounded-length paths [17].

## 2 Preliminaries

A nondeterministic finite automaton (NFA, for short) is a tuple \( A = \langle \Sigma, Q, Q_0, \Delta, F \rangle \), where \( \Sigma \) is a finite alphabet, \( Q \) is a finite set of states, \( Q_0 \subseteq Q \) is a set of initial states, \( \Delta \subseteq Q \times \Sigma \times Q \) is a transition relation, and \( F \subseteq Q \) is a set of final states. Given a word \( w = \sigma_1 \cdot \sigma_2 \cdot \ldots \cdot \sigma_l \), a run of \( A \) on \( w \) is a sequence \( r \) of successive transitions in \( \Delta \) that reads \( w \) and starts in a transition from the set of initial states. Thus, \( r = \langle q_0, \sigma_1, q_1 \rangle, \langle q_1, \sigma_2, q_2 \rangle, \ldots, \langle q_{l-1}, \sigma_l, q_l \rangle, \) for \( q_0 \in Q_0 \). The run is accepting if \( q_l \in F \). We sometimes refer to the transitions function \( \delta : Q \times \Sigma \rightarrow Q \) induced by \( \Delta \), thus \( q' \in \delta(q, \sigma) \) iff \( \Delta(q, \sigma, q') \). The NFA \( A \) accepts the word \( w \) iff it has an accepting run on it. Otherwise, \( A \) rejects \( w \). The language of \( A \), denoted \( L(A) \) is the set of words that \( A \) accepts. If \( |Q_0| = 1 \) and for all \( q \in Q \) and \( \sigma \in \Sigma \) there is at most one \( q' \in Q \) with \( \Delta(q, \sigma, q') \), then \( A \) is deterministic. Note that a deterministic finite automaton (DFA) has at most one run on each word.

A nondeterministic capacitated automaton (NCA, for short) is an NFA in which each transition has a capacity, bounding the number of times it may be traversed. A transition
may not be bounded, in which case its capacity is $\infty$. Let $\mathbb{N}^\infty = \mathbb{N} \cup \{\infty\}$ and $\mathbb{N}^+ = \mathbb{N} \setminus \{0\}$.
Formally, an NCA is a pair $\langle A, c \rangle$, where $A$ is an NFA and $c : \Delta \to \mathbb{N}^\infty$ is a capacity function that maps each transition in $\Delta$ to its capacity. A run of $\langle A, c \rangle$ is a run of $A$ in which the number of occurrences of each transition $e \in \Delta$ is at most $c(e)$. When $A$ is deterministic, then so is $\langle A, c \rangle$. For a CA $A$ and a set of words $S$, we say that $A$ mutually accepts $S$ if there are $|S|$ accepting runs, one for each word in $S$, such that for each transition $e \in \Delta$, the total number of occurrences of $e$ in all these runs is at most $c(e)$.

For a capacity function $c : \Delta \to \mathbb{N}^\infty$, let $c_\downarrow$ be the set of capacity functions obtained by closing $c$ downwards. Formally, a function $c' : \Delta \to \mathbb{N}^\infty$ is in $c_\downarrow$ if for all transitions $e \in \Delta$ with $c(e) = \infty$, we have $c'(e) = \infty$, and for all transitions $e \in \Delta$ with $c(e) \in \mathbb{N}$, we have $0 \leq c'(e) \leq c(e)$. It is easy to see that the size of $c_\downarrow$, denoted $|c_\downarrow|$, is $\Pi_{e \in \Delta} (c(e) + 1)$. Thus, $|c_\downarrow|$ is exponential in the number of transitions with bounded capacities.

### 3 Theoretical Properties of NCAs

In this section we study the expressive power and succinctness of NCAs with respect to NFAs, as well as their determinization.

#### 3.1 Capacities Removal

**Theorem 1.** NCAs accept regular languages: Every NCA $\langle A, c \rangle$ has an equivalent NFA $A'$. The size of $A'$ is linear in the size of $A$ and $|c_\downarrow|$.

**Proof.** Given an NCA $\langle A, c \rangle$ with $A = \langle \Sigma, Q, Q_0, \Delta, F \rangle$, we define an equivalent NFA $A' = \langle \Sigma, Q', Q'_0, \Delta', F' \rangle$ as follows.

- $Q' = Q \times c_\downarrow$ and $Q'_0 = Q_0 \times \{c_\downarrow\}$. That is, each state in $A'$ maintains both the corresponding state in $A$ and the capacities that are left to be consumed.
- For $q, q' \in Q$, $d, d' \in c_\downarrow$, and $\sigma \in \Sigma$, we have that $\Delta'(\langle q, d, \sigma, q' \rangle)$ iff $\Delta(q, \sigma, q')$, $d'(\langle q, \sigma, q' \rangle) > 0$, $d'(e) = d(e)$ for all $e \neq \langle q, \sigma, q' \rangle$, and $d'(\langle q, \sigma, q' \rangle) = d(\langle q, \sigma, q' \rangle) - 1$. That is, $d'$ is updated to take the traversal of $\langle q, \sigma, q' \rangle$ into an account by reducing its capacity by $1$.
- $F' = F \times c_\downarrow$.

Note that the construction preserves determinism, thus if $A$ is a DCA, the obtained $A'$ is a DFA. It is not hard to prove that each run $r$ of $A$ corresponds to a run of $A'$, obtained by pairing each state in $r$ by the capacity function that reflects the updates to $c$ according to the transitions traversed so far. Dually, each run $r'$ of $A'$ corresponds to a run of $A$, obtained by projecting $r'$ on the $Q$-elements of its states. By the definition of $A'$, the obtained run respects the bounds on the transitions.

We prove that the blow-up in $|c_\downarrow|$ cannot be avoided. We prove it already for single-state DCAs. Given two parameters $n, m \in \mathbb{N}$, consider the DCA $\langle A_{n,m}, c_{n,m} \rangle$, where $A_{n,m} = \langle \{1, \ldots, n\}, \{q\}, \{q\}, \Delta, \{q\} \rangle$ is such that each letter $i \in \{1, \ldots, n\}$ contributes to the transition $\langle q, i, q \rangle$. That is, $A_{n,m}$ consists of a single state with one self-loop transition for each of the $n$ letters. The capacity of all transitions is $m$. Thus, $c_{n,m}(\langle q, i, q \rangle) = m$ for all $i \in \{1, \ldots, n\}$. It is easy to see that the language $L_{n,m}$ of $\langle A_{n,m}, c_{n,m} \rangle$ is the set of all words in which each of the letters $\{1, \ldots, n\}$ appears at most $m$ times, and that every NFA that recognizes $L_{n,m}$ needs at least $n^m$ states.

Theorem 1 implies that, like regular languages, NCAs and DCAs are closed under union, intersection, and complementation, and that NCAs can be determinized. The question is
the blow-up involved in the corresponding constructions, in particular whether they need to involve removal of capacities.

3.2 Determinization

In this section we study the succinctness of NCAs with respect to DCAs. We show that NCAs are exponentially more succinct not only in the number of states but also in the number of transitions. More precisely, determination may involve a blow-up linear in $c_{\downarrow}$.

This is surprising, as we do allow the obtained deterministic automaton to be capacitated. We first prove that there are languages for which capacities are not useful in the deterministic setting. A language $L \subseteq \Sigma^*$ is strongly liveness if $L = \Sigma^* \cdot L$ [1]. Thus, in terms of temporal logic, strongly liveness languages correspond to properties if the form “eventually $\psi$” for some behavior $\psi$.

▶ Lemma 2. A DCA for a strongly liveness language $L$ is not smaller than a DFA for $L$.

Proof. Consider a DCA $(A, c)$ that recognizes $L$. We say that a word $w \in \Sigma^*$ consumes $(A, c)$ if, after reading $w$, a run of $A$ can proceed only along transitions with infinite capacity (or cannot proceed at all). It is easy to see that there exists at least one word $w$ that consumes $(A, c)$. Let $q$ be the state that $A$ reaches by reading $w$. Since $L = \Sigma^* \cdot L$, we have that $w \cdot L \subseteq L$. Hence, since $A$ is deterministic, the language of the DFA $A'$ obtained from $A$ by making $q$ its initial state and by removing all transitions that do not have infinite capacity is $L$. The size of $A'$ is at most the size of $A$, and we are done.

▶ Theorem 3. Determinization of NCAs involves a blow-up exponential in $Q$ and linear in $c_{\downarrow}$.

Proof. The exponential blow-up with respect to $Q$ follows from the known exponential blow-up in determinization of NFAs [20]. In order to prove the blow-up in $c_{\downarrow}$, we describe a family $L'_{n,m}$, for $n, m \geq 1$ of strongly liveness languages such that $L'_{n,m}$ is over the alphabet $\Sigma_n = \{0, \ldots, n\}$, it can be recognized by a two-state NCA with $n$ transitions with capacity $m$. By Lemma 2, the size of a DCA for $L'_{n,m}$ is equal to the size of a DFA for it, which is at least $m^n$.

Let $L_{n,m}$ be the language of all words $w$ over $\{1, \ldots, n\}$ such that each letter in $\{1, \ldots, n\}$ appears in $w$ at most $m$ times (the same language as in the proof of Theorem 1). We define $L'_{n,m} = \Sigma_n^* \cdot 0 \cdot L_{n,m}$. Clearly, $L'_{n,m}$ is a strongly liveness language, and it can be recognized by the two-state NCA described in Figure 2.
4 Decision Problems

In this section we study the following decision problems for NCAs and DCAs. Below we also state their known complexity in the traditional setting (see, for example [12]).

- The nonemptiness problem: given an automaton \( A \), decides whether \( L(A) \neq \emptyset \). For both NFA and DFA, the nonemptiness problem is NLOGSPACE-complete.
- The membership problem: given an automaton \( A \) and a finite word \( w \), decide whether \( w \in L(A) \). For NFA and DFA, the membership problem is NLOGSPACE-complete and LOGSPACE-complete, respectively.
- The relative nonemptiness problem: given an automaton \( A \) and a language \( L \), decide whether \( A \) accepts at least one word from \( L \). The relative nonemptiness problem for an NFA or a DFA \( A \) and a language \( L \) given by an NFA or a DFA is NLOGSPACE-complete.

▶ Theorem 4. The nonemptiness problem for NCAs and DCAs is NLOGSPACE-complete.

Proof. An NCA is nonempty iff there is a simple path from some initial state to some accepting state. Since the path is simple, capacities do not play a role (beyond exclusion of transitions with capacity \( 0 \)). Thus, nonemptiness can be reduced to reachability, implying membership in NLOGSPACE. The lower bound follows from NLOGSPACE hardness for DFA emptiness.

▶ Theorem 5. The membership problem can be solved in linear time for DCAs and is NP-complete for NCAs.

Proof. We start with the upper bounds. Given a DCA \( \langle A, c \rangle \) and a word \( w \), we can trace the single run of \( \langle A, c \rangle \) on \( w \) and check that it ends in an accepting state and respects \( c \). When \( \langle A, c \rangle \) is an NCA, a witness to the membership of \( w \) in \( \langle A, c \rangle \) is an accepting run of \( \langle A, c \rangle \) on \( w \). As above, it can be checked in linear time.

For NCAs, we prove hardness in NP already for the case \( |\Sigma| = 1 \). We describe a reduction from the problem of deciding whether a given directed graph has a Hamiltonian cycle – one that visits all vertices of the graph exactly once. Given a graph \( G = \langle V, E \rangle \), we construct the NCA \( \langle A, c \rangle \) as follows (see an example in Figure 3. The graph \( G \) is on the left, the NCA \( A \) is in the middle). Let \( v_1 \) be some vertex in \( V \). Then, \( A = \langle \{v_1\}, V \times \{\text{in, out}\}, \{\langle v_1, \text{out} \rangle \}, \Delta, \{\langle v_1, \text{out} \rangle \} \rangle, \Delta \rangle \) is such that each vertex \( v \in V \) contributes to \( \Delta \) the transition \( \langle \langle v, \text{in} \rangle, \sigma, \langle v, \text{out} \rangle \rangle \) with capacity \( 1 \), and each edge \( \langle u, v \rangle \) in \( E \) contributes to \( \Delta \) the transition \( \langle \langle u, \text{out} \rangle, \sigma, \langle v, \text{in} \rangle \rangle \), again with capacity \( 1 \). It is not hard to see that \( G \) has a Hamiltonian cycle iff \( \langle A, c \rangle \) accepts the word \( \sigma^{2|V|} \). Indeed, having capacity \( 1 \) on the transitions that correspond to vertices in \( V \) guarantees that each vertex is visited at most once, thus a word of length \( 2|V| \) must close a cycle and visits exactly all vertices in \( G \).

▶ Theorem 6. The relative nonemptiness problem for NCAs and DCAs relative to languages given by NCAs, DCAs, NFAs, or DFAs is NP-complete.

Proof. Consider a capacitated automaton \( \langle A, c \rangle \) and an automaton \( U \) such that we want to check the nonemptiness of \( A \) with respect to \( L(U) \). Note that we have eight cases to consider, reflecting whether \( A \) is an NCA or a DCA and whether \( U \) is an NCA, DCA, NFA, or DFA. We prove that all eight cases are NP-complete.

We start with membership in NP for the most general case, where both \( \langle A, c \rangle \) and \( U = \langle A', c' \rangle \) are NCAs. A witness to the relative nonemptiness is a word \( w \) and accepting runs of \( \langle A, c \rangle \) and \( \langle A', c' \rangle \) on it. The word \( w \) does not traverse cycles in the product of \( A \)
and $\mathcal{A}'$. It is thus of polynomial length in the product, which is of size $|\mathcal{A}| \cdot |\mathcal{A}'|$. Checking that the runs respect $c$ and $c'$ can also be done in polynomial time.

We prove hardness in NP for the most restricted case, where $\langle \mathcal{A}, c \rangle$ is a DCA and $\mathcal{U}$ is a DFA. We describe a reduction from the problem of deciding whether a given directed graph has a Hamiltonian cycle (see an example in Figure 3. The graph $G$ is on the left, the NCA $\mathcal{A}$ is on the right). Given $G = \langle V, E \rangle$ with $V = \{v_1, \ldots, v_n\}$, we construct $\mathcal{A} = \langle V, V \times \{\text{in}, \text{out}\}, \{\langle v_1, \text{out} \rangle\}, \Delta, \{\langle v_1, \text{out} \rangle\} \rangle$, where $v_1$ is an arbitrary vertex in $V$. Each vertex $v \in V$ contributes to $\Delta$ the transition $\langle \langle v, \text{in} \rangle, v, \langle v, \text{out} \rangle \rangle$ with capacity 1, and each edge $\langle u, v \rangle$ in $E$ contributes to $\Delta$ the transition $\langle \langle u, \text{out} \rangle, v, \langle v, \text{in} \rangle \rangle$ with capacity 1. It is easy to see that $\mathcal{A}$ is indeed a DCA and that $G$ has a Hamiltonian cycle iff $\mathcal{A}$ accepts a word in the language $[(v_1 \cdot v_1) + \cdots + (v_n \cdot v_n)]^n$, which can be recognized by a DFA with $O(n^2)$ states. In the example, the Hamiltonian cycle $ABDCA$ corresponds to the word $BBDDCCAA$.

5 The Maximum Utilization Problem

A natural problem that arises when reasoning about systems that consist of resources with limited capacities is to utilize these resources in the best way. In our model, the maximum utilization problem is defined as follows. Given a CA $\langle \mathcal{A}, c \rangle$, return a multiset $W$ of words, such that $\langle \mathcal{A}, c \rangle$ has enough capacity to mutually accept all the words in $W$, and $|W|$ is maximal. We refer to $W$ as an optimal utilization multiset for $\langle \mathcal{A}, c \rangle$.

As discussed in Section 1, the max-utilization problem can be viewed as a generalization of the max-flow problem in a network. The CA model enables a rich description of the feasible routes. Sometimes, not all the sequences allowed by the CA are desirable. Accordingly, we also consider the max restricted utilization problem, where the input to the problem also includes a language $L$, specifying the desirable sequences. Then, the words in the optimal utilization multiset must belong to $L$. In Section 5.1, we show that the unrestricted max-utilization problem can be solved in polynomial time by a reduction to the classical network-flow problem [11]. In section 5.2 we study the restricted case and show that adding restrictions makes the problem much more complex.

5.1 Maximum Unrestricted Utilization

We present an optimal algorithm for the max-utilization problem. The algorithm is based on a reduction to a max-flow problem in a network. Recall that a max-flow problem is defined over a flow-network given by a directed graph $G = \langle V, E \rangle$, two vertices $s, t \in V$ designated as the source and the target vertices, and a capacity function $c$ that maps each edge $e \in E$ to a
positive integral capacity \( c(e) \). For a vertex \( v \), let \( \text{in}(v) \) and \( \text{out}(v) \) denote the set of edges into and out of \( v \), respectively. A legal flow is a function \( f : E \to \mathbb{R} \) such that for every edge \( e \in E \), it holds that \( 0 \leq f(e) \leq c(e) \), and for every vertex \( v \in V \setminus \{s, t\} \), it holds that \( \sum_{e \in \text{in}(v)} f(e) = \sum_{e \in \text{out}(v)} f(e) \). A max-flow is a legal flow that maximizes the flow leaving the source, given by \( \sum_{e \in \text{out}(s)} f(e) - \sum_{e \in \text{in}(s)} f(e) \).

\( \blacktriangleright \) Theorem 7. The max-utilization problem for NCAs and DCAs can be solved in polynomial time.

Proof. Let \( \langle A, c \rangle \) be an NCA, with \( A = (\Sigma, Q, Q_0, \Delta, F) \). If \( A \) has a path from \( Q_0 \) to \( F \) all whose transitions have infinite capacity (in particular, if \( Q_0 \cap F \neq \emptyset \)), then, as the optimal utilization multiset is not restricted, so is the max-flow, and we return as a witness the (possibly empty) word along the above accepting run.

Otherwise, the optimal utilization multiset must be finite and we proceed as follows. Given \( \langle A, c \rangle \), we construct a flow-network \( G = (Q \cup \{s, t\}, E) \), where every transition \( (p, \sigma, q) \in \Delta \) induces an edge \( (p, q) \) in \( E \) with capacity \( c((p, \sigma, q)) \). The set \( E \) includes also the set of edges \( \{s\} \times Q_0 \) and \( F \times \{t\} \), all with an unbounded capacity. It is easy to see that a max-flow in \( G \) corresponds to a maximal multiset of words that can be mutually processed by \( \langle A, c \rangle \). The optimal utilization multiset \( W \) can be obtained by tracking the \( (s, t) \)-paths in the max-flow. Note that since there are no restriction on the words in \( W \), the alphabet in \( \langle A, c \rangle \) plays no role.

\( \blacktriangleright \) Theorem 8. When all the words in the restricting language are of length at most 2, the max restricted-utilization problem can be solved in polynomial time.

Proof. Let \( \langle A, c \rangle \) be an NCA and \( L \) a restricting language all of whose words are of length at most 2. First, if \( c \in L(\langle A, c \rangle) \cap L \), then the optimal utilization multiset is infinite, and we are done. Hence, we assume that all words in \( L \) are of length 1 or 2. We present an optimal algorithm that is based on reducing the problem to a maximum \( b \)-matching problem. An instance of \( b \)-matching consists of an undirected graph \( G = (V, E) \) and a budget function \( b : V \to \mathbb{N} \). A \( b \)-matching is an assignment of a non-negative integer weight \( x_e \) to every edge \( e \in E \), such that for every vertex \( v \in V \), the sum of weights on edges incident with \( v \) is at most \( b(v) \). The maximum \( b \)-matching problem is to find a matching of maximum profit; that is, \( \max \sum_e x_e \). The graph \( G \) need not be simple. That is, self-loops and parallel edges are allowed. By [2], the maximum \( b \)-matching problem can be solved in time polynomial in \( |V| \) and \( |E| \).

Let \( A = (\Sigma, Q, Q_0, \Delta, F) \), and let \( W_1(L) \) and \( W_2(L) \) denote the words of length 1 and 2 in \( L \), respectively. For every \( \sigma \in W_1(L) \), let \( A_{\sigma} \subseteq \Delta \) be the set of transitions that form an accepting run on \( \sigma \) in \( \langle A, c \rangle \). Formally, \( e \in A_{\sigma} \) iff \( e = (q_0, \sigma, p) \) for \( q_0 \in Q_0 \), \( p \in F \), and \( c(e) \geq 1 \). For every \( w = \sigma_1 \sigma_2 \in W_2(L) \), let \( A_w \subseteq \Delta \times \Delta \) be the set of pairs of transitions that
form an accepting run on \( w \) in \( \mathcal{A} \). Formally, \( (e_i, e_j) \in A_w \) iff \( e_1 = (q_1, \sigma_1, p_1), e_2 = (q_2, \sigma_2, p_2) \) for \( q_1 \in Q_0, p_1 = q_2, p_2 \in F, c(e_1) \geq 1, \) and \( c(e_2) \geq 1. \) If \( e_1 = e_2, \) then we also require \( c(e_1) \geq 2. \) Note that if \( w \not\in L(\mathcal{A}), \) then \( E_w \) is empty. Also, if \( w \) has several accepting runs in \( \mathcal{A}, \) then \( |E_w| > 1. \) It is possible to compute the above sets in time \( O(|Q|^2). \)

We construct an undirected graph \( G = (\Delta \cup \{v_0\}, E), \) where \( E \) consists of edges of two types, defined as follows.

1. \( (e_i, v_0) \in E \) iff there exists a word \( \sigma \in W_1(L) \) such that \( e_i \in A_\sigma. \)
2. \( (e_i, e_j) \in E \) iff there exists a word \( w \in W_2(L) \) such that \( (e_i, e_j) \in A_w. \)

Every edge of type \( (e_i, v_0) \) corresponds to a 1-letter word. Every edge of type \( (e_i, e_j) \) corresponds to at least one 2-letter word. Since \( Q_0 \) may include several initial states, it is possible that both \( (e_i, e_j) \) and \( (e_j, e_i) \) form accepting runs in \( (\mathcal{A}, c). \) It is also possible to have a self-loop in \( G \) if \( \mathcal{A} \) includes a self-loop from the initial state.

An example of the reduction is given in Figure 4. The CA \( (\mathcal{A}, c) \) is on the left and the \( b \)-matching instance constructed for \( L = \{a, aa, ab, ac, ba, bc, cc\} \) is on the right. Note that each of the words \( a, aa, \) and \( ab \) has two possible accepting runs in \( (\mathcal{A}, c). \) Thus, each of these words induces two edges in \( G. \) Words that belong to \( L \setminus L((\mathcal{A}, c)), \) like \( ba \) and \( cc, \) as well as words that belong to \( L((\mathcal{A}, c)) \setminus L, \) like \( b \) or \( bb, \) do not induce an edge in \( G. \)

To complete the definition of the \( b \)-matching instance, we set the vertex budgets as follows.

For every \( e_i \in \Delta, \) we set \( b(e_i) = c_i. \) For \( v_0, \) we set \( b(v_0) = \infty. \)

Consider a feasible \( b \)-matching in \( G. \) By the construction of \( G, \) every edge in \( E \) corresponds to a word in \( L((\mathcal{A}, c)) \cap L. \) The budget constraints on the vertices correspond to the edge-capacities. Thus, every set of words from \( L \) that can be mutually accepted by \( (\mathcal{A}, c) \) corresponds to a feasible \( b \)-matching in \( G \) and vice-versa. In particular, a maximum \( b \)-matching corresponds to an optimal utilization multiset that is contained in \( L. \)\n
Next, we show that the above is the most positive result we can achieve for the max restricted-utilization problem. That is, when \( L \) may include three-letter words, the max-utilization problem becomes APX-hard. That is, there exists a constant \( c \) such that it is NP-hard to find an approximation algorithm with approximation ratio better than \( c. \)

\textbf{Theorem 9.} The max restricted-utilization problem is APX-hard. This is valid already when the restricting language consists only of words of length 3 and a unit capacity DCA.

\textbf{Proof.} We show an approximation-preserving reduction from the maximum 3-bounded 3-dimensional matching problem (3DM-3). The input to the 3DM-3 problem is a set of triplets \( T \subseteq X \times Y \times Z, \) where \(|X| = |Y| = |Z| = n.\) The number of occurrences of every element of
X ∪ Y ∪ Z in T is at most 3. The number of triplets is |T| ≥ n. The desired output is a 3-dimensional matching in T of maximal cardinality; i.e., a subset T' ⊆ T, such that every element in X ∪ Y ∪ Z appears at most once in T', and |T'| is maximal. Kann showed in [14] that 3DM-3 is APX-hard.

Given an instance of 3DM-3, we construct a DCA (A, c), with A = (Σ, Q, Q₀, Δ, F), as follows. First, Σ = X ∪ Y ∪ Z, Q = {q₀, q₁, q₂, q₃}, Q₀ = {q₀}, F = {q₃}. The transition relation Δ consists of 3n transitions all having capacity 1. There are n parallel transitions ⟨q₀, xᵢ, q₁⟩ for all 1 ≤ i ≤ n, n parallel transitions ⟨q₁, yⱼ, q₂⟩ for all 1 ≤ j ≤ n, and n parallel transitions ⟨q₂, zₖ, q₃⟩ for all 1 ≤ k ≤ n. The capacity of all transitions is 1.

To complete the reduction, we define the restricting language L = {⟨xᵢ, yⱼ, zₖ : ⟨xᵢ, yⱼ, zₖ⟩ ∈ T⟩}. Note that the reduction is polynomial. Also, since the 3DM instance is 3-bounded, we have that |L| = O(n).

Let W ⊆ L be a set of words that can be mutually accepted by A. The unit capacities imply that every element in X ∪ Y ∪ Z appears in at most one word in W. Thus, every matching in T corresponds to a possible utilization multiset W. In particular, a maximum matching corresponds to an optimal utilization multiset for (A, c), contained in L.

Remark. In the weighted max (possibly restricted) utilization problem, there is a profit function p : Σ* → R that associates profit with each word. The profit function can be given, for example, by a weighted automaton. The optimal utilization set is now a set W ⊆ Σ* that can be mutually accepted by (A, c) and for which \( \sum_{w \in W} p(w) \) is maximal. In the restricted variant, we require W ⊆ L.

Clearly, the lower bounds we prove apply also to the weighted version. As we now show, the polynomial upper bound for the case of a restricting language that consists only of words of length at most 2 can be extended to the weighted setting. For that, we also need a weighted version of the b-matching problem. There, every edge e ∈ E is associated with a profit p(e), and the maximum b-matching problem is to find a matching that maximizes \( \sum_{e} p(e)x_e \). The algorithm in [2] applies also to the weighted variant.

Now, in the algorithm described in the proof of Theorem 8, we define the profits as follows. For every edge e ∈ E, we set p(e) to be the profit p(w) of the corresponding word. If e corresponds to two words, w₁, w₂, then set p(w) = max{p(w₁), p(w₂)}.
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Algorithms, Games, and Evolution*

Erick Chastain¹, Adi Livnat², Christos H. Papadimitriou³, and Umesh V. Vazirani⁴

Abstract

Even the most seasoned students of evolution, starting with Darwin himself [1], have occasionally expressed amazement at the fact that the mechanism of natural selection has produced the whole of Life as we see it around us. From a computational perspective, it is natural to marvel at evolution’s solution to the problems of robotics, vision and theorem proving! What, then, is the complexity of evolution, viewed as an algorithm? One answer to this question is $10^{12}$, roughly the number of sequential steps or generations from the earliest single celled creatures to today’s Homo Sapiens. To put this into perspective, the processor of a modern cell phone can perform $10^{12}$ steps in less than an hour. Another answer is $10^{30}$, the degree of parallelism, roughly the maximum number of organisms living on the Earth at any time. Perhaps the answer should be the product of the two numbers, roughly $10^{42}$, to reflect the total work done by evolution, viewed as a parallel algorithm.

Here we argue, interpreting our recently published paper [2], that none of the above answers is really correct. Viewing evolution as an algorithm poses an additional challenge: recombination. Even if evolution succeeds in producing a particularly good solution (a highly fit individual), its offspring would only inherit half its genes, and therefore appear unlikely to be a good solution. This is the core of the problem of explaining the role of sex in evolution, known as the “queen of problems in evolutionary biology” [3].

The starting point of [2] is the diffusion-equation-based approach of theoretical population geneticists [4], who analyze the changing allele frequencies (over the generations) in the gene pool, consisting of the aggregate of the genetic variants (or “alleles”) over all genes (or “loci”) and over all individuals in a species. Taking this viewpoint to its logical conclusion, rather than acting on individuals or species or genes, evolution acts on this gene pool, or genetic soup, by making it more “potent”, in the sense that it increases the expected fitness of genotype drawn randomly from this soup. Moreover, for much genetic variation [5], this soup may be assumed to be in the regime of weak selection, a regime where the probability of occurrence of a certain genotype involving various alleles at different loci is simply the product of the probabilities of the occurrence of each of its alleles. In this regime, we show in [2] that evolution in the regime of weak selection can be formulated as a game, where the recombining loci are the players, the alleles in those loci are possible moves or actions of each player, and the expected payoff of each player-locus is

* This work was partially supported by National Science Foundation Grant CCF-1064785, National Science Foundation Grant CCF-0964033, Templeton Foundation Grant 39966, and National Science Foundation Grant CCR-0905626.
precisely the organism’s expected fitness across the genotypes that are present in the population. Moreover, the dynamics specified by the diffusion equations of theoretical population geneticists is closely approximated by the dynamics of multiplicative weight updates (MWUA) [6].

The algorithmic connection to MWUA brings with it new insights for evolutionary biology, specifically, into the question of how genetic diversity is maintained in the presence of natural selection. For this it is useful to consider a dual view of MWUA [7], which expresses “what each gene is optimizing” as it plays the game. Remarkably this turns out to be a particular convex combination of the entropy of its distribution over alleles and cumulative expected fitness. This sheds new light on the maintenance of diversity in evolution.

All of this suggests that the complexity of evolution should indeed be viewed as $10^{12}$, but for a subtle reason. It is the number of steps of multiplicative weight updates carried out on allele frequencies in the genetic soup. A closer examination of this reveals further that the accurate tracking of allele frequencies over the generations requires the simulation of a quadratic dynamical system (two parents for each offspring). Moreover the simulation of even simple quadratic dynamical systems is known to be PSPACE-hard [8]. This suggests that the tracking of allele frequencies might require large population sizes for each species, putting into perspective the number $10^{30}$. Finally, it is worth noting that in this view there is a primacy to recombination or sex, which serve to provide robustness to the mechanism of evolution, as well as the framework within which MWUA operates.
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The Polynomial Method in Circuit Complexity
Applied to Algorithm Design

Richard Ryan Williams

Abstract

In circuit complexity, the polynomial method is a general approach to proving circuit lower bounds in restricted settings. One shows that functions computed by sufficiently restricted circuits are “correlated” in some way with a low-complexity polynomial, where complexity may be measured by the degree of the polynomial or the number of monomials. Then, results limiting the capabilities of low-complexity polynomials are extended to the restricted circuits.

Old theorems proved by this method have recently found interesting applications to the design of algorithms for basic problems in the theory of computing. This paper surveys some of these applications, and gives a few new ones.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases algorithm design, circuit complexity, polynomial method

1 Introduction

The polynomial method was developed for proving impossibility results on the capabilities of “low-complexity” circuits. (The usual measures of “low-complexity” for circuits are either low size, or low depth, or both.) The idea of the polynomial method, at a high level, is to show that functions computable by low-complexity circuits can be also be computed (approximately or exactly) by a “low-complexity” polynomial over some algebraic structure. Typically, the complexity of a polynomial is measured by its degree, but the complexity could also be the number of monomials. The survey by Beigel [8] contains many references to papers in which low-complexity circuits are represented via low-complexity polynomials, resulting in lower bounds against those circuits.

While the method was initially conceived to show the limitations of computational devices, the intermediate theorems proved via the method turn out to also be rather useful in the design of algorithms for certain problems – positive results about computational devices. Over the last few years, we have found some unexpected applications of the polynomial method to developing more efficient algorithms for several fundamental computational problems. Sometimes it is natural to see how the polynomial method might help; in other cases, it is not at all obvious, and some ingenuity is required. An intuitive outline of the approach is:

1. Find a “hard part” of one’s computational problem that can be modeled by low-complexity circuits.
2. Apply the polynomial method to convert the low-complexity circuits into an algebraic, polynomial form.
3. Use other algebraic algorithms to efficiently manipulate or evaluate these polynomials, thereby solving the original “hard part” more efficiently.

This article outlines several instances of this approach. Some of the algorithms in this paper are new to the literature; they are included to illustrate the versatility of the polynomial method in algorithm design. Many proofs of the known results are omitted from this article; however, some results stated here are new, and we shall describe their proofs in detail.

1.1 What This Survey is NOT

We make no claims to be the “first” to apply the polynomial method in positive algorithmic ways. There are many theorems in mathematics and theoretical computer science regarding the modeling of efficient functions with polynomials; discussing all of them is neither wise nor possible in this space. Nevertheless, it’s important to note that there are more interesting theorems related to the polynomial method, in the hopes that future work will make use of them. To give three examples from different angles:

1. Many theorems from approximation theory (which is effectively the study of point-wise approximating functions via “simple” expressions, such as polynomials over the reals) have seen applications in areas such as communication complexity and quantum computing [31, 7, 1]. We haven’t yet personally found algorithmic applications of these polynomials for our problems of interest, but that is probably our own failing, and not that of the polynomials.
2. Another example is the collection of lemmas in the literature informally known as the Schwartz-Zippel-DeMillo-Lipton Lemma [35, 50, 16] concerning the (low) number of zeroes in low-degree polynomials that are not identically zero. These lemmas are already a staple of randomized algorithms [30].
3. The polynomial method has found a large number of applications in computational learning theory, such as in algorithms for learning DNFs and low-depth circuits (e.g., [26, 27, 24, 19]) and learning functions with a small number of relevant variables (a.k.a. juntas) [29].

2 The Circuits

We assume the reader is familiar with the usual notion of Boolean circuits as directed acyclic graphs, where $n$ input gates are represented by $2n$ source nodes (the $n$ input bits and their negations), the output gate is represented by a single sink node, and each node (or “gate”) is labeled with a boolean function. We shall consider two well-studied restrictions of this general notion. Let $d, m \in \mathbb{N}$.

- An $\mathsf{AC}$ circuit of depth $d$ is such that the longest path from any source to sink is at most $d$, and each gate computes either the \textit{OR} (of its inputs) or the \textit{AND} (of its inputs).
- An $\mathsf{ACC}$ circuit of depth $d$ and modulus $m$ is such that the longest path from any source to sink is at most $d$, and each gate computes one of \textit{OR}, \textit{AND}, or \textit{MOD}$_m$, where $\text{MOD}_m(y_1, \ldots, y_t) = 1$ if and only if $\sum_i y_i$ is divisible by $m$.

More background can be found in the textbooks [5, 42].

3 The Tools

In this survey, we shall focus on just a few polynomial constructions from the literature which have recently been helpful. Again, we have made no attempt to be comprehensive.
Three notions of representation by polynomials will be considered in this article: exact representations, probabilistic representations over finite fields and the integers.

In the following, let \( f : \{0,1\}^n \rightarrow \{0,1\} \) be a Boolean function with 0 representing \textit{false} and 1 representing \textit{true}, and let \( R \) be a ring containing 0 and 1. We shall always be evaluating polynomials over the values 0, 1, or \(-1\). Since \( x^a \in \{x,-x\} \) for all \( a \in \mathbb{N}^+ \) and all \( x \in \{0,1,-1\} \), it suffices for us to consider \textit{multilinear} polynomials, of the form

\[
p(x_1, \ldots, x_n) = \sum_{S \subseteq [n]} c_S \prod_{i \in S} x_i,
\]

where \( c_S \in R \) for all \( S \). The \textit{degree} of \( p \) is therefore the maximum cardinality of a subset \( S \) such that \( c_S \neq 0 \), and the \textit{sparsity} of a polynomial is the number of \( S \) such that \( c_S \neq 0 \).

### 3.1 Exact Representations

**Definition 1.** An \( n \)-variate polynomial \( p(x_1, \ldots, x_n) \) over \( R \) exactly represents \( f \) if for all \( (a_1, \ldots, a_n) \in \{0,1\}^n \), \( p(a_1, \ldots, a_n) = f(a_1, \ldots, a_n) \).

When \( R \) is a field, every Boolean function \( f \) has a \textit{unique} exact representation as a (multilinear) polynomial \( p \). To give two simple examples, the function AND : \( \{0,1\}^2 \rightarrow \{0,1\} \) is exactly represented by the polynomial \( p(x_1, x_2) = x_1 x_2 \), and OR : \( \{0,1\}^2 \rightarrow \{0,1\} \) is represented by \( p(x_1, x_2) = x_1 + x_2 - x_1 x_2 \), over any field.

Exact representations are often implicitly used in algorithms, but their influence can be somewhat hidden. For example, the inclusion-exclusion principle from combinatorics can be applied to solve several hard problems more efficiently, e.g., counting the number of Hamiltonian Paths in \( n \)-node graphs in \( 2^n \cdot n^{O(1)} \) time and \( n^{O(1)} \) space [23]. This principle is a consequence of the fact that the OR function on \( n \) variables can be exactly represented as:

\[
\text{OR}(x_1, \ldots, x_n) = 1 - \prod_{i=1}^n (1 - x_i) = \sum_{S \subseteq [n], |S| > 0} (-1)^{|S|+1} \prod_{i \in S} x_i.
\]

In many situations, it is preferable to think of the Boolean function \( f \) with domain \( \{-1,1\} \) and codomain \( \{-1,1\} \) instead, where \(-1\) corresponds to \textit{true} and 1 corresponds to \textit{false}. Then, a monomial \( x_1 x_2 \cdots x_n \) represents the \textit{PARITY} of \( n \) bits rather than the \textit{AND} of \( n \) bits. Studying Boolean functions via this representation is often called the \textit{Fourier analysis} of Boolean functions and is a world unto itself; we recommend O’Donnell’s comprehensive textbook on the subject [32].

### 3.2 Probabilistic Representations

The next representation we consider is a “randomized” notion of polynomial, which is surprisingly powerful.

**Definition 2.** Let \( \mathcal{D} \) be a finite distribution of polynomials on \( n \) variables over \( R \). The distribution \( \mathcal{D} \) is a \textit{probabilistic polynomial} over \( R \) representing \( f \) with error \( \delta \) if for all \( (a_1, \ldots, a_n) \in \{0,1\}^n \), \( \mathbb{P}_{p \sim \mathcal{D}}[p(a_1, \ldots, a_n) = f(a_1, \ldots, a_n)] > 1 - \delta \).

The \textit{degree} of \( \mathcal{D} \) is the maximum degree over all polynomials in \( \mathcal{D} \).

One may also define a probabilistic polynomial as a \textit{single} polynomial with \( n \) “input” variables and \( r \) “random” variables over a finite domain. Then, the distribution \( \mathcal{D} \) in the above definition is obtained by assigning the \( r \) variables to uniform random values. However,
it’s not hard to see that, for every finite distribution \(D\) of \(s\) polynomials of maximum degree \(d\) and maximum sparsity \(m\), one can recover a single probabilistic polynomial of degree \(d\) (in the input variables) with only \(O(\log s)\) random variables and sparsity \(O(m \cdot s)\), by simple interpolation (see also Tarui [40]).

Another important fact is that, (essentially) without loss of generality, the distribution \(D\) contains only \(O(n)\) polynomials. Given any \(D\) for a function \(f\) and a parameter \(\varepsilon > 0\), uniformly sample \(t = O(n/\varepsilon^2)\) polynomials \(p_1, \ldots, p_t \sim D\), and form the distribution \(D'\) over \(\{p_1, \ldots, p_t\}\) (as a multiset). By a standard Chernoff bound and union bound argument, the distribution \(D'\) is also a probabilistic polynomial for \(f\), with essentially the same error (to within \(\pm \varepsilon\)).

Probabilistic polynomials were first utilized by Razborov [33] and Smolensky [36] in their proofs that the MAJORITY function and MOD3 functions cannot be computed efficiently with ACC circuits of constant depth and modulus 2, respectively. In particular, they showed that every low-depth circuit with modulus 2 has a low-degree probabilistic representation over the field \(F_2\). Here, we cite a strengthened version by Kopparty and Srinivasan:

**Theorem 3 ([36, 25]).** For every ACC circuit \(C\) of depth \(d\), size \(s\), modulus 2, and \(n\) inputs, and \(\varepsilon > 0\), there is a probabilistic polynomial \(D_C\) over \(F_2\) representing \(C\) with error \(\varepsilon\), and degree at most \((4 \log s)^{d-1} \cdot (\log 1/\varepsilon)\), such that a polynomial \(p\) can be sampled from \(D_C\) in \(n \cdot O((\log s)^{d-1} \cdot (\log 1/\varepsilon))\) time.

The basic idea of the proof is to randomly replace each gate in the circuit with very low-degree polynomials over \(F_2\), such that their composition leads to a low-degree polynomial for the entire circuit \(C\). (The proof of Theorem 3 gives a clever way of composing these polynomials so as to keep the degree low, as a function of \(\varepsilon\).) How do we construct these very low-degree polynomials? Gates which are MOD2 functions are simply additions over \(F_2\). A gate \(g\) which is a NOT of a gate \(h\) can be written as \(g = 1 + h\) over \(F_2\). Gates which are ANDs can be expressed with NOTs and ORs by DeMorgan’s law. Finally, gates which are ORs can be simulated probabilistically by multiplying a few sums of random subsets of the inputs, modulo 2. For example, if the OR of \(x_1, \ldots, x_n\) is 1, then

\[
\Pr_{r_1, \ldots, r_n \in \{0,1\}} \left[ \sum_{i=1}^{n} r_i x_i \equiv 1 \mod 2 \right] = \frac{1}{2}.
\]

On the other hand, if \(x_1 = \cdots = x_n = 0\), then no random sum of the \(x_i\)’s will evaluate to 1. In this way, a MOD2 can simulate an OR; multiplying several copies of such a probabilistic polynomial (carefully) will allow us to reduce the probability of error.

The above ideas can be extended to any finite field; however, the degrees of the probabilistic polynomials obtained may increase as a function of the field characteristic. (In particular, sums of variables will need to be raised to their \((p-1)\)th powers, to keep the output Boolean.) It is natural to then ask how probabilistic polynomials over \(\mathbb{Z}\) fare in computing AC circuits.

Beigel, Reingold, and Spielman [9] addressed this question, finding an \(O(\log^2 n)\)-degree probabilistic polynomial for OR. The following improvement is due to Aspnes, Beigel, Furst, and Rudich [6]:

**Theorem 4.** For all \(\varepsilon > 0\), there is a probabilistic polynomial over \(\mathbb{Z}\) for the OR of \(n\) variables with error \(\varepsilon\), and degree \(O(\log n \cdot \log 1/\varepsilon)\). Furthermore, for every AC circuit \(C\) of depth \(d\) and size \(s\), there is a probabilistic polynomial for \(C\) with error \(\varepsilon\) having degree \(O(\log^d s \cdot \log^d 1/\varepsilon)\).

Let us sketch the proof. To compute the OR of \(x_1, \ldots, x_n\), choose progressively smaller random subsets \(S_0, \ldots, S_{\log n + 1} \subseteq \{1, \ldots, n\}\), where \(S_0 = [n]\), and \(S_i\) is a uniform random
subset of $S_{i-1}$. The key claim is that, if the OR of $x_1, \ldots, x_n$ is 1, then with probability at least $1/3$, some $S_i$ contains exactly one $j$ such that $x_j = 1$. In that case, the polynomial
\[
p(x_1, \ldots, x_n) = \prod_{i=0}^{\log n + 1} \left( 1 - \sum_{j \in S_i} x_j \right)
\]
correctly computes the negation of OR (so, $1 - p$ computes OR). To reduce the error to arbitrarily small $\varepsilon$, one can take $O(\log 1/\varepsilon)$ products of independent copies of $p$.

To get probabilistic polynomials for $\mathsf{AC}$ circuits of depth $d$ and size $s$ with error $\varepsilon$, apply this randomized construction of $p$ (and an analogous construction for AND) independently to every gate in the $\mathsf{AC}$ circuit, with error parameter set to $\varepsilon/s$. Then, a union bound over all $s$ gates guarantees the result.

### 3.3 Symmetric Representation

Finally, we consider a polynomial representation of functions which may look somewhat unusual: we try to represent functions by low-complexity polynomials $h$ whose outputs are "filtered" through another function $g$ which gives $\{0, 1\}$ output.

**Definition 5.** Let $h(x_1, \ldots, x_n)$ be a polynomial over $R$, construed as a function $h : \{0, 1\}^n \to R$. Let $g : \text{Im}(h) \to \{0, 1\}$ be arbitrary. We say that $(g, h)$ is a symmetric representation of $f$ if for all $(a_1, \ldots, a_n) \in \{0, 1\}^n$, $g(h(a_1, \ldots, a_n)) = f(a_1, \ldots, a_n)$.

Why do we call this a “symmetric” representation? Suppose $R = \mathbb{Z}$. If all coefficients of $h$ are in $\{0, 1\}$ and $h$ has $s$ monomials, we have $\text{Im}(h) \subseteq \{0, 1, \ldots, s\}$, and the “filter function” $g$ may then be viewed as a function on $s$ variables which only depends on the number of inputs which are true. That is, we may think of $g$ as a symmetric Boolean function. To put it another way, in this situation we can represent $g \circ h$ as a depth-two Boolean circuit with $s + 1$ gates, where the output gate computes a symmetric function and the layer of gates nearest the inputs compute ANDs. (The function $h$ counts up the number of ANDs which output true, and the function $g$ determines the output of the symmetric function.)

Symmetric representations are not as unusual as one might think. The class of polynomial threshold functions refer to a particular type of symmetric representation, where the symmetric function is a threshold function (checking whether the sum of all inputs exceeds a fixed value $T$). Polynomial threshold functions have been studied for a rather long time, especially in the context of neural networks ([28]).

We will use a particularly strong result on symmetric representations of functions computable with $\mathsf{ACC}$ circuits, first proved by Beigel and Tarui, building on work of Yao:

**Theorem 6** ([Yao [49], Beigel and Tarui [10]].) There is a function $\alpha : \mathbb{N} \times \mathbb{N} \to \mathbb{N}$ such that every Boolean function computable by an $\mathsf{ACC}$ circuit with size $s$, depth $d$, and modulus $m$ has a symmetric representation $(g, h)$ with $\deg(h) \leq (\log s)^{\alpha(d, m)}$.

That is, every constant-depth and constant-modulus circuit can be symmetrically represented with a polynomial of degree that is polylogarithmic in the circuit size. It is widely believed that this sort of representation should severely restrict the kinds of functions computable with constant depth and modulus. It is believed that the MAJORITY of $n$ bits cannot be computed with polynomial-size $\mathsf{ACC}$ circuits of any constant depth or constant modulus.
4 The Applications

Now we discuss how these tools have been recently applied in algorithm design.

4.1 All-Pairs Shortest Paths (APSP)

We first study the dense case of the All-Pairs Shortest Paths problem (APSP) on general weighted graphs.

Definition 7 (All-Pairs Shortest Paths (APSP)). In APSP, the input is a weighted adjacency matrix, and the goal is to output a data structure $S$ encoding all shortest paths between any pair of nodes: when a pair of nodes $(s,t)$ are fed to $S$, it must reply with the shortest distance from $s$ to $t$ in $O(1)$ time, and an actual shortest path from $s$ to $t$ in $O(\ell)$ time, where $\ell$ is the number of edges on the path.

The $O(n^3)$ time algorithms for APSP on $n$-node graphs [17, 43] are in the canon of undergraduate computer science. But these algorithms could be suboptimal, as the input graph can be encoded in $\Theta(n^2 \cdot \log m)$ bits, where $m \in \mathbb{N}$ upper bounds the edge weights. Indeed, in the real RAM model of computation (where additions and comparisons on “real-valued” registers are allowed, and arbitrary bit operations on “word registers” of $O(\log n)$ bits), Fredman [18] showed in 1975 that APSP is solvable in $o(n^3)$ time.

Since then, many papers on the dense case of APSP have been published, steadily decreasing the running time of $O(n^3)$ [37, 38, 51, 20, 39, 21, 13, 14]. All of them obtained only $O(n^3/\log^c n)$ time algorithms for constants $c \leq 2$. A major open problem is whether APSP is solvable in truly subcubic time, i.e., $O(n^{3-\varepsilon})$ time for some fixed $\varepsilon > 0$. A recently developed hardness theory for APSP shows that such an algorithm would have many consequences [34, 41, 3, 2].

Recently, the author gave new algorithms for APSP that run faster than $O(n^3/\log^c n)$ time, for every constant $c$ [45]. In fact, the randomized version runs in $n^3/2^{\Omega(\sqrt{\log n})}$ time and the deterministic version runs in $n^3/2^{\Omega((\log n)^\delta)}$ time for some $\delta > 0$; these are asymptotically much better bounds. The algorithms crucially rely on the tools of the previous section: the problem of efficiently computing APSP is reduced to efficiently computing a particular circuit evaluation problem, and it is shown how to evaluate such circuits more efficiently than the obvious approach.

Let us jump directly to the kind of circuit that arises from the proof. Implicit in the APSP paper [45] is the following theorem, which we isolate for the reader’s convenience. For $d, n \in \mathbb{N}$, define the Boolean function OR-AND-COMP on $2d^2 \log n$ inputs as follows:

$$\text{OR-AND-COMP}(a_{1,1}, a_{1,2}, \ldots, a_{d,d}, b_{1,1}, b_{1,2}, \ldots, b_{d,d}) := \bigvee_{i=1}^{d} \bigwedge_{j=1}^{d} \left[a_{i,j} \leq b_{i,j}\right],$$

where the $a_{i,j}, b_{i,j}$ are construed as $\log n$-bit numbers and $[A \leq B]$ is true if and only if $A \leq B$.

Theorem 8 (Implicit in [45]). Let $A, B$ be two sets of $n$ vectors, where each vector is of length $d^2$ and each vector component has $\log n$ bits. Suppose the function OR-AND-COMP$(a_1, \ldots, a_{d^2}, b_1, \ldots, b_{d^2})$ is computable in $O(n^2)$ time, for all $n^2$ pairs $(a_1, \ldots, a_{d^2}) \in A$ and $(b_1, \ldots, b_{d^2}) \in B$ simultaneously. Then APSP is solvable in $O(n^3/d)$ time.

Why is this theorem true? Here’s a little intuition. APSP involves comparing the sums of weights on different paths, and determining which sums of weights are minimal among a
collection of sums. The OR-AND-COMP circuit is effectively finding a minimum sum among a particular set of paths of length two. The ability to compute this minimum sum for all \( n^2 \) pairs of vectors roughly corresponds to computing APSP in a tripartite graph with \( n \) nodes in the first part, \( d \) nodes in a middle part, and \( n \) nodes in the third part, with first and third part disconnected. Of course this is extremely handwavy, and the reader should consult the paper for more details.

As the circuit OR-AND-COMP has \( 2d^2 \log n \) inputs, such an evaluation would naively take \( O(n^2 d^2 \log n) \) time. Presumably, it is easier to get an \( \tilde{O}(n^2) \) time algorithm when \( d \) is small. The APSP paper [45] shows that for \( d = 2^{c\sqrt{\log n}} \) where \( c > 0 \) is some constant, the \( \tilde{O}(n^2) \) time evaluation required by Theorem 8 is actually possible. Here’s a high-level outline of the algorithm.

1. First, computing \([a \leq b]\) for \((\log n)\)-bit strings \( a \) and \( b \) can be done with constant-depth \( O((\log n)^2)\)-size circuits over AND and OR; that is, OR-AND-COMP is computable with AC circuits of constant depth and polynomial size. So the first idea is to apply Razborov and Smolensky (Theorem 3) (or Beigel-Tarui, Theorem 6) to the AC circuit for OR-AND-COMP, reducing this circuit to a probabilistic polynomial (or a symmetric representation, respectively). Given that this AC circuit has size \( O(d^2 \log n) \) on \( O(d^2 \log n) \) variables, we find that OR-AND-COMP has a probabilistic polynomial over \( \mathbb{F}_2 \) with \( 2^{\text{poly}(\log d, \log \log n)} \) monomials and \(< 1/n^3 \) error, and there is a symmetric representation of OR-AND-COMP with a similar monomial upper bound.

2. Second, given two sets \( A, B \) of \( n \) vectors as in the theorem statement, we show how to efficiently evaluate polynomials with at most \( n^{-1} \) monomials on all pairs of vectors (one from \( A \) and one from \( B \)). This step uses a special rectangular matrix multiplication algorithm of Coppersmith [15], and runs in \( \tilde{O}(n^2) \) time.

3. Thirdly, we combine 1 and 2. We use part 1 to generate a polynomial representation for OR-AND-COMP with \( m = 2^{\text{poly}(\log d, \log \log n)} \) monomials. Choose \( d = 2^{(\log n)^d} \), so that \( \delta > 0 \) is small enough to make \( m \leq n^{-1} \). Now we can apply part 2 and compute this OR-AND-COMP (with some probability of error) in \( \tilde{O}(n^2) \) time. If our polynomials are probabilistic, each evaluation may have some errors. However, if we take \( O(\log n) \) independent constructions and evaluations of these probabilistic polynomials for OR-AND-COMP, the MAJORITY values of these \( O(\log n) \) evaluations will yield the correct values for OR-AND-COMP on all \( n^2 \) pairs of points, with high probability. Finally, applying Theorem 8, we thereby compute APSP in \( n^3/2^{\Omega((\log n)^d)} \) time.

With a few pages of technical work, the \( \delta > 0 \) in the algorithm can be tuned down to 1/2 in the randomized case. The big question is whether we can set \( \delta = 1 \), and yield a truly-subcubic APSP algorithm. This looks difficult, and not just because it is a thorny circuit evaluation problem.

If we try to use Theorem 8 to get truly-subcubic APSP, we would need a fast algorithm for evaluating OR-AND-COMP with \( d \geq n^\delta \) for some \( \delta < 1 \). However, such an algorithm would also resolve another major open problem: we’d be able to solve CNF-SAT in \( 2^{\text{exp}(n)} \) time for some \( \delta < 1 \), contradicting the so-called Strong Exponential Time Hypothesis (SETH) [22, 12]. In the following section, we shall explain why.

### 4.2 Orthogonal Vectors (OV)

We consider a slightly simpler function than the one needed for solving APSP. Define

\[
\text{OR-AND-OR}_{d_1, d_2}(x_1, 1, x_1, 2, \ldots, x_{d_1, 1}, 2, \ldots, y_{d_1, 2}, \ldots, y_{d_1, d_2}) = \bigvee_{i=1}^{d_1} \bigwedge_{j=1}^{d_2} (x_{i,j} \lor y_{i,j}).
\]
That is, OR-AND-OR2\(_{d_1,d_2}\) takes \(2d_1d_2\) bits of input. Note that we can easily simulate OR-AND-OR2\(_{d_1,d_2}\) with a call to OR-AND-COMP: \((x_{i,j} \lor y_{i,j}) = 1\) if and only if \([\neg x_{i,j} \leq y_{i,j}]\). Therefore, evaluating OR-AND-COMP for \(\{\text{OR-AND-OR2}_{d_1,d_2}\}\) is only easier than evaluating OR-AND-COMP.

However, quick evaluation of OR-AND-OR2 would yield faster algorithms for other problems than just APSP. Here is the canonical example of such a problem:

**Definition 9 (Orthogonal Vectors (OV)).** In OV, the input is a set \(S \subseteq \{0,1\}^d\), and the goal is to output whether there are vectors \(a, b \in S\) such that \(\langle a, b \rangle = 0\).

That is, we wish to know if \(S\) contains an orthogonal pair of vectors. There are two obvious algorithms: one takes \(O(|S|^2d)\) time, and one takes \(O(2^d|S|)\) time. So the interesting case is when we have “high dimensionality”, and \(d \geq \log n\). It is an open question whether \(O(|S|^{2-\varepsilon}2^{o(d)})\) time is possible for some fixed \(\varepsilon > 0\). By adding two more dimensions to the vectors, the following version of OV is equivalent to the above:

**Definition 10 (Orthogonal Vectors’ (OV’)).** In OV’, the input is two sets \(A, B \subseteq \{0,1\}^d\), and the goal is to output whether there are vectors \(a \in A, b \in B\) such that \(\langle a, b \rangle = 0\).

OV captures the difficulty of several problems. Consider the partial match problem from string searching:

**Definition 11 (Batch Partial Match (BPM)).** In BPM, the input is a database \(D \subseteq \{0,1\}^d\), and queries \(Q \subseteq \{0,1,\ast\}^d\), where \(|D| = |Q|\). The goal is to output, for every \(q \in Q\), whether or not there is an \(x \in D\) such that for all \(i = 1,\ldots,d\), \(q[i] \neq \ast\) implies \(q[i] = x[i]\).

That is, we wish to know which queries have a “partial match” in the given database. Recent work with Abboud and Yu [4] proved that BPM is sub-quadratic equivalent to OV: roughly speaking, an \(|S|^{2-\varepsilon}f(d)\) time algorithm for OV implies an \(|Q|^{2-\delta}f(d)\) time algorithm for the BPM, and the converse also holds.

Another string problem related to OV is a generalization of the longest common substring problem to handle wildcard symbols:

**Definition 12 (Longest Common Substring With Don’t Cares (LCS*)).** In LCS*, the input is two strings \(S, T \in \Sigma^n\) of length \(n\), and the goal is to output the length of the longest string that appears in both \(S\) and \(T\) as a contiguous substring.

In the same paper with Abboud and Yu, it is proven that LCS* has a faster-than-quadratic time algorithm, given that OV has one. The importance of solving OV in sub-quadratic time is further reinforced by the following connection with exponential-time algorithms for satisfiability.

**Conjecture 4.1 (Strong Exponential Time Hypothesis (SETH) [22, 12]).** For every \(\delta < 1\), there is a \(k \geq 3\) such that satisfiability of \(k\)-CNF formulas on \(n\) variables requires more than \(2^{kn}\) time.

**Theorem 13 ([44, 48]).** Suppose there is an \(\varepsilon > 0\) such that for all \(c \geq 1\), OV can be solved in \(O(|S|^{2-\varepsilon})\) time on instances with \(c\log |S|\) dimensions. Then SETH is false.

**Proof.** We prove the contrapositive. Calabro, Impagliazzo, and Paturi [11] show that refuting SETH is equivalent to giving a \(\delta < 1\) such that, for all \(c \geq 1\), CNF-SAT on instances with \(n\) variables and \(cn\) clauses can be solved in \(O(2^{3n})\) time.

We reduce this variant of CNF-SAT to OV. Given a formula \(F\) on \(n\) variables and \(cn\) clauses \(C_1,\ldots,C_{cn}\), divide the variables into two sets \(V_1\) and \(V_2\) with at most \(n/2 + 1\)
variables each. Enumerate all $O(2^{n/2})$ partial assignments to the variables in $V_1$ and all partial assignments to the variables in $V_2$. For each such partial assignment $A$, define a vector $v_A$ with $cn + 2$ dimensions as follows. For $i = 1, \ldots, cn$, set $v_A[i] = 0$ iff the clause $C_i$ is satisfied by $A$. Then, set $v_A[cn + 1] = 1$ iff the partial assignment $A$ is on the variables of set $V_1$, and set $v_A[cn + 2] = 1$ iff $A$ is from set $V_2$. Put all $v_A$’s in the OV instance $S$.

Suppose $F$ is satisfiable; let $A$ be a satisfying assignment. For $i = 1, 2$, let the partial assignment $A_i$ be the assignment $A$ restricted to variables from $V_i$. By construction, $v_A[cn + 1] \cdot v_{A_1}[cn + 1] = v_{A_1}[cn + 2] \cdot v_{A_2}[cn + 2] = 0$, and for every clause $C_i$, at least one of $A_1$ or $A_2$ satisfies $C_i$, so $v_{A_1}[i] \cdot v_{A_2}[i] = 0$. It follows that $\langle v_{A_1}, v_{A_2} \rangle = 0$. Similarly, $\langle v_A, v_{A'} \rangle = 0$ implies that $A$ and $A'$ come from different sets and jointly satisfy $F$.

Finally, if $OV$ is in $O(|S|^{2+\frac{1}{c}})$ time for $c \log |S|$ dimensional vectors, then we can determine satisfiability of $F$ in $O(2^{n(1-\epsilon/2)})$ time.

Now we can formally illustrate the importance of evaluating OR-AND-OR2 efficiently:

**Theorem 14** (Implicit in [4]). Let $A, B$ be two sets of $n$ bit vectors, where each vector has $t = d_1 \cdot d_2$ bits. Suppose OR-AND-OR2$_{d_1,d_2}(a_1, \ldots, a_t, b_1, \ldots, b_t)$ is computable in $\tilde{O}(n^2)$ time, for all $n^2$ pairs $(a_1, \ldots, a_t) \in A$ and $(b_1, \ldots, b_t) \in B$ simultaneously. Then $OV$ with $n$ vectors in $d_2$ dimensions can be solved in $\tilde{O}(n^2/d_1)$ time.

**Proof.** For convenience, we work with $OV'$ (Definition 10) in which we get two sets of vectors $A, B$ and wish to find $a \in A$ and $b \in B$ that are orthogonal.

Partition both $A$ and $B$ into $\sqrt{t}$-size subsets $A_1, \ldots, A_{O(n/\sqrt{t})}$ and $B_1, \ldots, B_{O(n/\sqrt{t})}$, respectively. The idea is that with a single OR-AND-OR2$_{d_1,d_2}$ computation on $2d_1d_2$ bits, we can check whether the sub-instance $(A_i, B_j)$ contains an orthogonal pair of vectors, for all $i, j = 1, \ldots, \sqrt{t}$.

The function OR-AND-OR2$_{d_1,d_2}$ takes the OR over $d_1$ pairs of vectors of the complement of the Boolean inner product of $d_2$-dimensional vectors. That is, the AND-OR2 parts of the function output 1 if the two relevant $d_2$-dimensional vectors are orthogonal, and 0 otherwise. By arranging the $\sqrt{t}$ vectors of $A_i$ into one $d_1d_2$-dimensional vector, and doing the same for $B_j$, we can check whether the $\sqrt{t}$-size set $A_i$ and the $\sqrt{t}$-size set $B_j$ contain an orthogonal pair with one call to OR-AND-OR2$_{d_1,d_2}$. There are several ways to do this. For example, if the vectors of $A_i$ are $a_1, \ldots, a_{\sqrt{t}}$ and the vectors of $B_j$ are $b_1, \ldots, b_{\sqrt{t}}$, then we may define the $(d_1d_2)$-dimensional vectors

$\begin{align*}
\langle v_{A_i} \rangle &:= (a_1, \ldots, a_1, a_2, \ldots, a_2, \ldots, a_{\sqrt{t}}, \ldots, a_{\sqrt{t}}), \\
\langle v_{B_j} \rangle &:= (b_1, b_2, \ldots, b_{\sqrt{t}}, b_1, b_2, \ldots, b_{\sqrt{t}}, \ldots, b_1, b_2, \ldots, b_{\sqrt{t}}),
\end{align*}$

where the ‘…” in the $\langle v_{A_i} \rangle$ denote $\sqrt{d_1}$ repetitions of the same vector. Then,

$$\text{OR-AND-OR2}_{d_1,d_2}(\langle v_{A_i}, v_{B_j} \rangle) = 0 \iff \text{there is no orthogonal pair in } (A_i, B_j).$$

Constructing the sets of vectors $A' = \{v_{A_1} \ldots, v_{A_{O(n/\sqrt{t})}}\}$ and $B' = \{v_{B_1}, \ldots, v_{B_{O(n/\sqrt{t})}}\}$, we conclude that computing OR-AND-OR2$_{d_1,d_2}$ on all pairs of vectors in $A'$ and $B'$ will determine whether $A, B$ has an orthogonal vector. By assumption, this computation can be done in $\tilde{O}(n/\sqrt{t})^2 \leq \tilde{O}(n^2/d_1)$ time, which finishes the proof.

**Corollary 15.** If there is an $\varepsilon > 0$ such that for all $c \geq 1$ the hypothesis of Theorem 14 is true with $d_1 \geq n^c$ and $d_2 \geq c \log n$, then SETH is false.

**Proof.** Follows from combining Theorem 13 and Theorem 14.
The above relations between OV and other problems show that finding orthogonal pairs of vectors is of importance. Recently, fast evaluation algorithms for OR-AND-OR2 have been developed, tailored to run faster than what’s known for OR-AND-COMP (used to solve APSP in the previous section):

\[ s^2 \cdot \left( \frac{d + 1}{3 \log s} \right)^2 \leq n^{0.1}. \]

Theorem 16 (Implicit in Abboud, Williams, Yu [4]). The function $\text{OR-AND-OR2}_{s,d}$ can be evaluated on two sets of $n$ vectors in $\tilde{O}(n^2)$ time, provided that

\[ s^2 \cdot \left( d + 1 \cdot 3 \log s \right)^2 \leq n^0.1. \]

The algorithm of Theorem 16 is obtained by converting OR-AND-OR2 into a probabilistic polynomial over $\mathbb{F}_2$ (via Theorem 3) and carefully counting the monomials that arise in the construction of the polynomial. In particular, each AND is converted into a $3 \log s$-degree probabilistic polynomial with error less than $1/s^3$, and the topmost OR on $s$ variables is converted into a product of two random MOD2s. After $O(\log n)$ evaluations of these probabilistic polynomials for OR-AND-OR2, we settle on the correct values for OR-AND-OR2 on all $n^2$ pairs of points. The fast $\tilde{O}(n^2)$ time evaluation is again done using Coppersmith’s fast rectangular matrix multiplication [15].

The inequality of Theorem 16 holds for $s \leq n^{\varepsilon/\log(\log(n)/\log d)}$ where $\varepsilon > 0$ is sufficiently small. From this and the above theorems, we derive:

\[ \text{OV on } n \text{ vectors in } d \text{ dimensions is in } n^{2-1/O(\log(d/\log n))} \text{ time.} \]
\[ \text{BPM on } n \text{ strings of length } d \text{ each is in } n^{2-1/O(\log(d/\log n))} \text{ time.} \]
\[ \text{LCS}^* \text{ on two strings of length } n \text{ is in } n^2/2^{O(\sqrt{\log n})} \text{ time.} \]
\[ \text{CNF-SAT on } n \text{ variables and } m \text{ clauses is solvable in } 2^{n(1-1/O(\log(m/n)))} \text{ time.} \]

For the first three problems, these running times significantly improve upon prior work. The running time stated for CNF-SAT is not new, but it does match (up to constant factors in the big-$O$) the best known CNF-SAT algorithms, which is fairly surprising given the generality of this approach.

### 4.3 Counting Solutions to OV and CNF-SAT

Applying probabilistic polynomials over $\mathbb{Z}$ instead of $\mathbb{F}_2$, we can count the number of solutions to an OV instance or a CNF formula. Let us remark that these results have not appeared in print before; while they are not significant extensions of the previous section, they should still give the reader a sense of what else is possible.

Define the function $\text{SUM-AND-OR2}_{d_1,d_2} : \{0,1\}^{d_1 \cdot d_2} \to \mathbb{N}$ as:

\[ \text{SUM-AND-OR2}_{d_1,d_2}(x_1,1,x_1,2,\ldots,x_{d_1,d_2},y_1,1,y_1,2,\ldots,y_{d_1,d_2}) = \bigwedge_{i=1}^{d_1} \bigvee_{j=1}^{d_2} (x_{i,j} \lor y_{i,j}). \]

That is, this function outputs the total sum (over the integers) of the true AND-OR2s.

Theorem 18. There is a probabilistic polynomial for $\text{SUM-AND-OR2}_{d_1,d_2}$ over $\mathbb{Z}$ with error at most $1/3$ and at most $(d_1)^{O(\log^2 d_2)}$ monomials.

Proof. Think of the SUM-AND-OR2$_{d_1,d_2}$ as a circuit. Replace each of the $d_1$ ANDs of fan-in $d_2$ in this circuit with a probabilistic polynomial over $\mathbb{Z}$ with error set to $\varepsilon = 1/(3d_1)$. By Theorem 4, these polynomials have degree $O(\log d_2 \cdot \log d_1)$, and therefore they have at
most \((d_2)^{O(\log d_2 \log d_1)}\) monomials, assuming the output of each OR2 gate is a variable in the polynomial. Now, each OR2 can be represented exactly as a sum of three monomials in the original variables, which means we obtain a polynomial with at most \((3d_2)^{O(\log d_2 \log d_1)} \leq (d_1)^{O(\log^2 d_2)}\) monomials in the original variables. Since each AND had error at most \(1/(3d_1)\), their total sum is correct with probability at least 2/3, by the union bound.

Now, provided that \(d_1\) and \(d_2\) satisfy
\[
(d_1)^{O(\log^2 d_2)} \leq n^{0.1},
\]
the number of monomials is low, and we can apply the same strategy used in Theorem 14 to solve OV. Since we are taking a SUM instead of an OR, we can now compute the number of all orthogonal pairs in a set of \(d_2\)-vectors of size \(O(\sqrt{d_1})\), in \(\tilde{O}(n^2)\) time. The above inequality is certainly achieved when \(d_1 \leq n^{1/\log^2 d_2}\). Following the proof of Theorem 14 and computing the number of orthogonal pairs for all \(O(n^2/d_1)\) pairs of sets, we obtain:

\[\textbf{Theorem 19.}\] The number of orthogonal pairs among \(n\) vectors in \(d\) dimensions is computable in \(n^{2 - 1/\log^2 d}\) time, with high probability. Consequently, one can count the number of matches in the database on a set of \(n\) BPM queries of length \(d\) in the same running time, and we can count the number of satisfying assignments to a CNF on \(n\) variables and \(m\) clauses in \(2^{n(1-1/\log^2 m)}\) time.

For counting OV pairs, the above running time is still much faster than \(O(n^2 / \text{poly}(\log n))\) when \(d = \text{poly}(\log n)\). Indeed, it follows that counting the satisfying assignments of a CNF with \(n\) variables and \(n^{\log n}\) clauses can be done in \(2^{n-n/\text{poly}(\log n)}\) time.

### 5 Conclusion

We have seen several ways in which polynomial tools originally developed in circuit complexity have recently led to many new algorithms. We have not discussed all recent applications of the polynomial method: we’ve mostly ignored the (more obvious) application of the polynomial method for circuit lower bounds to solving circuit satisfiability. For example, the polynomial method tools discussed here also can be used to give faster algorithms for satisfiability of ACC circuits [47], as well as 0-1 linear programming [46] and satisfiability of symmetric Boolean CSPs [4].

We cannot help but point out a discrepancy between the usage of polynomials in circuit complexity and our algorithmic applications thus far. The majority of circuit lower bound results using polynomials focus on minimizing the degree of the polynomial representing the low-complexity function. However, for our applications, the number of monomials, or the sparsity, is the most important measure for our algorithmic applications. Certainly, a degree-\(d\) polynomial in \(n\) variables has \(n^{O(d)}\) monomials, but this may be an undesirable representation for super-constant \(d\). This survey shows that finding sparse polynomial representations for low-complexity functions like OR-AND-OR2 would entail significant algorithmic consequences.
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Abstract
Given a graph $G$ and a function $f : V(G) \rightarrow [|V(G)|]$, an $f$-factor is a subgraph $H$ of $G$ such that $deg_H(v) = f(v)$ for every vertex $v \in V(G)$; we say that $H$ is a connected $f$-factor if, in addition, the subgraph $H$ is connected. Tutte (1954) showed that one can check whether a given graph has a specified $f$-factor in polynomial time. However, detecting a connected $f$-factor is NP-complete, even when $f$ is a constant function – a foremost example is the problem of checking whether a graph has a Hamiltonian cycle; here $f$ is a function which maps every vertex to 2. The current best algorithm for this latter problem is due to Björklund (FOCS 2010), and runs in randomized $O^*(1.657^n)$ time (The $O^*(\cdot)$ notation hides polynomial factors). This was the first superpolynomial improvement, in nearly fifty years, over the previous best algorithm of Bellman, Held and Karp (1962) which checks for a Hamiltonian cycle in deterministic $O(2^n n^2)$ time.

In this paper we present the first vertex-exponential algorithms for the more general problem of finding a connected $f$-factor. Our first result is a randomized algorithm which, given a graph $G$ on $n$ vertices and a function $f : V(G) \rightarrow [n]$, checks whether $G$ has a connected $f$-factor in $O^*(2^n)$ time. We then extend our result to the case when $f$ is a mapping from $V(G)$ to $\{0, 1\}$ and the degree of every vertex $v$ in the subgraph $H$ is required to be $f(v) \mod 2$. This generalizes the problem of checking whether a graph has an Eulerian subgraph; this is a connected subgraph whose degrees are all even ($f(v) \equiv 0$). Furthermore, we show that the min-cost editing and edge-weighted versions of these problems can be solved in randomized $O^*(2^n)$ time as long as the costs/weights are bounded polynomially in $n$.
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1 Introduction

The problem of testing whether an input graph has a Hamiltonian cycle – a simple cycle which passes through all vertices of the graph – is one of Karp’s original list of 21 NP-complete problems [13], and is one of the most fundamental and well-studied problems in computational complexity. The current best algorithm for this problem is due to Björklund (FOCS 2010), and runs in randomized $O^*(1.657^n)$ time(The $O^*(\cdot)$ notation hides polynomial factors.) [2]. This was the first superpolynomial improvement in nearly fifty years, over the previous best algorithm of Bellman [1], and Held and Karp [12] which checks for a Hamiltonian cycle in deterministic $O(2^n n^2)$ time.

Another fundamental graph problem is that of deciding whether a given graph contains a regular subgraph. This problem was first stated by Garey and Johnson [9] who asked if
testing the presence of a 3-regular subgraph in a given graph is NP-complete. This was shown to be NP-complete in a proof attributed to Chvátal [9]. However, testing if a graph has a spanning $r$-regular subgraph is known to be polynomial time solvable by an application of Tutte’s $f$-factor theorem [20], although testing for a connected spanning $r$-regular subgraph clearly generalizes Hamiltonicity.

Given a graph $G$ and a function $f : V(G) \to |V(G)|$, an $f$-factor of $G$ is a subgraph $H$ of $G$ such that $deg_H(v) = f(v)$ for every vertex $v \in V(G)$; we say that $H$ is a connected $f$-factor if, in addition, the subgraph $H$ is connected. Tutte [20] showed that one can check whether a given graph has a specified $f$-factor in polynomial time. Lovász [14, 15] extended this result to general $f$-factors, where the function $f$ maps each vertex to a list of numbers. Lovász and Couronné [4] gave a complete characterization of the complexity of the general $f$-factor problem.

In this paper we study the problem of finding connected $f$-factors in a given graph. Our main motivation in investigating this problem is the fact that it generalizes the problem of testing for a Hamiltonian cycle in a graph, and also the more general problem of testing for regular connected spanning subgraphs.

Our results and techniques. Although the existence of a connected $f$-factor in a graph with $m$ edges can trivially be tested in time $O^*(2^m)$, it was not known whether it is possible to solve this problem in time which is single-exponential in the number of vertices (a vertex-exponential algorithm) of the graph. In this paper we present the first vertex-exponential algorithms to find a connected $f$-factor in a given graph. In fact, we give a vertex-exponential algorithm for the editing version of this problem, which is much more general than the problem of simply finding a connected $f$-factor. More formally, in this problem, which we call **Min-Cost Edge Editing to $f$-factor** (**Min-Cost EFF**), the input consists of a graph $G$, a function $f : V(G) \to [n]$, a cost function $c$ on the edges and non-edges of $G$, and a target cost $c^*$. The objective is to check if there is a sequence of non-edge additions and edge deletions with a total cost at most $c^*$ such that the resulting graph is a connected $f$-factor. This problem generalizes the problem of finding a connected $f$-factor in a graph, even with the additional restriction that the edge costs are bounded polynomially in the size of $V(G)$.

Our main result is a randomized algorithm which, given an instance $(G, f, c, c^*)$ of **Min-Cost EFF** where $c\{v,w\}$ is bounded by a polynomial in $|V(G)|$ for every $v, w \in E(G)$, solves it in time $O^*(2^n)$.

▶ **Theorem 1.** There is a randomized algorithm that, given an instance $(G, c, c^*)$ of **Min-Cost Edge Editing to $f$-factor** with the cost function $c$ being bounded by a polynomial in $|V(G)|$, runs in time $O^*(2^{|V(G)|})$ and either returns a solution or correctly (with high probability) concludes that one does not exist.

We then extend this result to a “parity version” **Connected parity $f$-factor** of the problem where, given a graph $G$ and a function $f$ where $f$ is a mapping from $V(G)$ to $\{0, 1\}$, the objective is to check if $G$ has a connected spanning subgraph $H$ where the degree of every vertex $v$ in the subgraph $H$ is $f(v)$ (mod 2).

▶ **Theorem 2.** There is a randomized algorithm that, given an instance $(G, f)$ of **Connected parity $f$-factor** where $|V(G)| = n$, runs in time $O^*(2^n)$ and either returns a solution or correctly (with high probability) concludes that one does not exist.

This generalizes the problem of checking whether a graph has an Eulerian subgraph; this is a connected subgraph whose degrees are all even ($f(v) \equiv 0$). As our third major result
we show that the edge-weighted versions of finding connected (parity) f-factors can also be solved in randomized $O^*(2^n)$ time as long as the weights are bounded polynomially in $n$.

The main technical ingredients in our solutions for each of these problems have the same flavour: For each problem, we transform the input graph into an auxiliary graph in such a way that the connected solutions which we seek correspond, in a certain sense, to the set of perfect matchings of the auxiliary graph. Our algorithms rely on the notion of Tutte matrices of graphs and related algebraic techniques – introduced by Lovász [16] and recently used in [2, 6, 21, 11] – to phrase our problems in terms of looking for “non-zero” monomials of certain polynomials. To solve these latter problems we test whether the polynomials are identically zero over certain fields. The randomization in our algorithm arises from this final step of polynomial identity testing.

Related work. Moser and Thilikos [18] and Mathieson and Szeider [17] initiated the study of the parameterized complexity of editing a given graph to obtain a graph that satisfies certain specified degree constraints. Mathieson and Szeider in particular described an auxiliary graph where perfect matchings captured the editing solutions in the same flavor of Tutte’s auxiliary graph capturing f-factors via perfect matchings. More recently Golovach has studied the parameterized complexity of editing to connected graphs under degree constraints [10]. Cai and Yang [3], Cygan et al. [5] and Fomin and Golovach [8] have all studied the parameterized complexity of deleting edges to obtain subgraphs with parity constraints on the degrees.

Organization of the rest of the paper. In Section 2 we describe our notation and some preliminary results. In Section 3 we take up the edge-editing version of our problem, Min-Cost Edge Editing to $f$-factor, and prove Theorem 1. In Section 4 we take up the parity version Connected Parity $f$-factor and prove Theorem 2. We conclude in Section 5.

2 Preliminaries

We follow the graph notation and terminology of Diestel [7]. For a positive integer $n$ we use $\{1, 2, \ldots, n\}$. We use $A_{ij}$ to denote the element in the $i$th row and $j$th column of a matrix $A$. A subgraph $H$ of a graph $G$ is a spanning subgraph of $G$ if $V(G) = V(H)$. We use $\deg_G(v)$ to denote the degree of a vertex $v$ in graph $G$ and $N_G(v)$ to denote the neighbourhood of $v$ in $G$; we omit the subscript when there is no scope for ambiguity. For a subset $S \subseteq V(G)$ of the vertex set of a graph $G$ we use $G[S]$ to denote the subgraph induced by the set $S$ and $G - S$ to denote the subgraph $G[V(G) \setminus S]$. For a subset $S$ of vertices, we denote by $E(G)[S,V(G) \setminus S]$ the edges of $G$ with an end point each in $S$ and $V(G) \setminus S$. If $F$ is a set of edges in a graph $G$, then we use $V(F)$ to denote the set of all vertices which form end-points of the edges in $F$. A matching in a graph $G$ is any set $M$ of edges in $G$ such that no two edges of $M$ have an end-point in common, and a matching $M$ of $G$ is a perfect matching if $V(M) = V(G)$. Let $w : E(G) \to \mathbb{Z}$ be function which assigns integer weights to the edges of a graph $G$. The weight of a subgraph $H$ of $G$ is then the sum $\sum_{e \in E(H)} w(e)$.

When we refer to expanded forms of succinct representations (such as summations and determinants) of polynomials, we use the term naïve expansion (or summation) to denote that expanded form of the polynomial which is obtained by merely writing out the operations indicated by the succinct representation. We use the term simplified expansion to denote the expanded form of the polynomial which results after we apply all possible simplifications (such as cancellations) to a naïve expansion. We call a monomial $m$ which has a non-zero
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coefficient in a simplified expansion of a polynomial $P$, a surviving monomial of $P$ in the
simplified expansion.

**Definition 3.** (Tutte matrix) The Tutte matrix of a graph $G$ with $n$ vertices is an $n \times n$
skew-symmetric matrix $T$ over the set $\{x_{ij} | 1 \leq i < j \leq |V(G)|\}$ of indeterminates whose
$(i, j)^{th}$ element is defined to be

$$T(i, j) = \begin{cases} x_{ij} & \text{if } \{i, j\} \in E(G) \text{ and } i < j \\ -x_{ji} & \text{if } \{i, j\} \in E(G) \text{ and } i > j \\ 0 & \text{otherwise} \end{cases}$$

We use $T(G)$ to denote the Tutte matrix of graph $G$. We say that the variable $x_{ij}$ is the
label of edge $\{i, j\} \in E(G)$.

The following basic facts about the Tutte matrix $T(G)$ of a graph $G$ are well-known.
When evaluated over any field of characteristic two, the determinant and the permanent of
the matrix $T(G)$ (indeed, of any matrix) coincide:

$$\det T(G) = \perm(T(G)) = \sum_{\sigma \in S_n} \prod_{i=1}^{n} T(G)(i, \sigma(i)), \quad (1)$$

where $S_n$ is the set of all permutations of $[n]$. Moreover, there is a one-to-one correspond-
ence between the set of all perfect matchings of the graph $G$ and the surviving monomials in
the above expression for $\det T(G)$ when its simplified expansion is computed over any field
of characteristic two:

**Proposition 1.** [16] If $M = \{(i_1, j_1), (i_2, j_2), \ldots, (i_k, j_k)\}$ is a perfect matching of a graph
$G$, then the product $\prod_{(i_k, j_k) \in M} x_{i_k j_k}$ appears as a surviving monomial in the sum on the
right-hand side of Equation 1 when this sum is expanded and simplified over any field of
characteristic two. Conversely, each surviving monomial in a simplified expansion of
this sum over a field of characteristic two is of the form $\prod_{(i_k, j_k) \in M} x_{i_k j_k}$ where $M = \{(i_1, j_1), (i_2, j_2), \ldots, (i_k, j_k)\}$ is a perfect matching of $G$. In particular, $\det T(G)$ is identically
zero when expanded and simplified over a field of characteristic two if and only if graph $G$
does not have a perfect matching.

**Lemma 4.** (Schwartz-Zippel) [19, 22] Let $P(x_1, \ldots, x_n)$ be a multivariate polynomial of
degree at most $d$ over a field $F$ such that $P$ is not identically zero. Furthermore, let $r_1, \ldots, r_n$
be chosen uniformly at random from $F$. Then, $\text{Prob}[P(r_1, \ldots, r_n) = 0] \leq \frac{d}{|F|}$.

We also require the following well-known interpolation lemma.

**Lemma 5.** Let $P(x)$ be a univariate polynomial of degree $r$ over a field of size at least
$r + 1$. Then, given $r + 1$ evaluations of $P(x)$, the polynomial can be determined in time
polynomial in $r$.

### 3 Editing to $f$-factors

The problem we study in this section is **Edge Editing to $f$-factor**. The formal definition
of this problem is as follows.

**Edge Editing to $f$-factor**

**Input:** Graph $G = (V, E)$, function $f : V \rightarrow \mathbb{N}$, $k$.

**Question:** Can $G$ be converted to a connected $f$-factor with at most $k$ edge deletions
and additions?
A set of $k$ edge additions and deletions is referred to as a $k$-editing. For a given graph $G$, if $G - S_1 + S_2$ is an $f$-factor where $S_1$ is a set of edges of $G$ and $S_2$ is a set of non-edges, then we refer to $(S_1, S_2)$ as an $f$-editing of $G$ to an $f$-factor, where $f = |S_1 \cup S_2|$. It is easy to show that editing to connected $f$-factor where $f = 2$ is a generalization of Hamiltonicity (see for example [10]).

We begin with the following observation which relates local editing of subgraphs of $G$ to $f$-factors on the one hand and the global editing of $G$ to an $f$-factor on the other. We then subsequently define an auxiliary graph where perfect matchings capture editings to $f$-factors (see [17]).

**Observation 1.** Let $G$ be a graph, let $f : V \to \mathbb{N}$, and let $S \subseteq V(G)$. Suppose the subgraphs $G[S]$ and $G - S$ have $\ell_1$ and $\ell_2$-editing to $f$-factors $(S, F_1)$ and $((V(G) \setminus S), F_2)$ respectively and let $\ell_3$ be the number of edges in the set $E(G)[S, V(G) \setminus S]$. Then, the union of the two editings along with the deletion of the edges in $E(G)[S, V(G) \setminus S]$ is an $(\ell_1 + \ell_2 + \ell_3)$-editing to the disconnected $f$-factor $(V(G), F_1 \sqcup F_2)$. Similarly, let $(S_1, S_2)$ be an editing of $G$ to an $f$-factor $H = (V(G), F)$ and $C$ be the union of some connected components of $H$. Let $S'_1 = S_1 \cap (V(C) / 2)$ and $S'_2 = S_2 \cap (V(C) / 2)$. Then, $(S'_1, S'_2)$ is an editing to the $f$-factor $C$ of the induced subgraph $G[V(C)]$.

**Definition 6** (Editing $f$-blowup). Let $G$ be a graph and let $f : V(G) \to \mathbb{N}$ be such that $f(v) \leq \deg(v)$ for each $v \in V(G)$. Let $H$ be a graph and $w$ be a weight function on the edges of $H$ defined as follows

1. For each vertex $v$ of $G$, we add a vertex set $A(v)$ of size $f(v)$ to $H$.
2. For each edge $e = \{v, w\}$ of $G$ we add to $H$ vertices $v_e$ and $w_e$ and edges $(u, v_e)$ and $(w_e, u)$ for every $u \in A(v)$ and $(w_e, u)$ for every $u \in A(w)$. We assign weight 0 to all these edges. Finally, we add the edge $(v_e, w_e)$ and set $w(v_e, w_e) = 2$.
3. For each non-edge $\bar{e} = \{v, w\}$ of $G$ we add to $H$ vertices $v_{\bar{e}}$ and $w_{\bar{e}}$ and edges $(u, v_{\bar{e}})$ and $(w_{\bar{e}}, u)$ for every $u \in A(v)$ and $(w_{\bar{e}}, u)$ for every $u \in A(w)$. We assign weight 1 to each of these edges. Finally, we add the edge $(v_{\bar{e}}, w_{\bar{e}})$ and set $w(v_{\bar{e}}, w_{\bar{e}}) = 0$.

This completes the construction. The graph $H$ along with the weight function $w : E(H) \to \{0, 1, 2\}$ is called the editing $f$-blowup of graph $G$. We use $E_f(G)$ to denote the editing $f$-blowup of $G$. We omit the subscript when there is no scope for ambiguity.

**Definition 7** (Induced Editing $f$-blowup). For a subset $S \subseteq V(G)$, we define the editing $f$-blowup of $G$ induced by $S$ as follows. Let the editing $f$-blowup of $G$ be $(H, w)$. Begin with the graph $H$ and for every edge $e = \{v, w\} \in E(G)$ such that $v \in S$ and $w \notin S$, delete the vertices $v_e$ and $w_e$. Similarly, for every non-edge $\bar{e} = \{v, w\} \notin E(G)$ such that $v \in S$ and $w \notin S$, delete the vertices $v_{\bar{e}}$ and $w_{\bar{e}}$. Let the graph $H'$ be the union of those connected components of the resulting graph which contain the vertex sets $A(v)$ for vertices $v \in S$. Then, the pair $(H', w)$ is called the editing $f$-blowup of $G$ induced by the set $S$ and is denoted by $E_f(G)[S]$.

The construction of the editing $f$-blowup of $G$ can be informally described as taking the complete graph on $V(G)$, making $f(v)$ “equivalent copies” of every vertex $v \in V(G)$, replacing every edge and non-edge of $G$ by a path of length 3, and assigning weight 2 to the “middle” edge of the paths corresponding to an edge of $G$, assigning weight 1 to the “end” edges of the path corresponding to a non-edge of $G$ and weight 0 to all other edges. Similarly, the construction of the editing $f$-blowup of $G$ induced by a subset $S \subseteq V(G)$ can be described analogously starting with the graph $G[S]$.

We now prove a lemma (see also [17]) which gives an equivalence between editings to $f$-factors and perfect matchings in the editing $f$-blowup.
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I Lemma 8. A graph G has an `-editing to an f -factor with ` ≤ k if and only if the editing
f -blowup of G, (H, w), has a perfect matching of weight at most 2k.
Proof. Let (Sx , Sy ) be an editing to an f -factor (V (G), F ) of G such that |Sx ∪ Sy | ≤ k,
where F = (E(G)
 \ Sx ) ∪ Sy . We now define the following matching M in H. For every
V
pair (v, w) ∈ 2 \ F , if e = (v, w) ∈ E(G) then we add the edge (ve , we ) to M and if
ē = (v, w) ∈
/ E(G) then we add the edge (vē , wē ) to M . For every edge (v, w) ∈ F , if
e = (v, w) ∈ E(G) then we add the edges (u, ve ) and (u0 , we ) to M where u and u0 are two
vertices in A(v) and A(w) respectively such that they are as yet unsaturated by M . Similarly,
for every edge (v, w) ∈ F , if ē = (v, w) ∈
/ E(G) then we add the edges (u, vē ) and (u0 , wē )
0
to M where u and u are two vertices in A(v) and A(w) respectively such that they are as
yet unsaturated by M . Since |A(v)| = f (v) for every v ∈ V (G), M indeed saturates the
sets A(v) for every v ∈ V (G) and therefore is a perfect matching. We now consider the
weight of M . Clearly, E(G) \ F = Sx and the weight contributed to M by the edges of H
corresponding these edges is 2|Sx |. Similarly, the weight contributed to M by the edges of H
corresponding to those in Sy = F \ E(G) is 2|Sy |. Therefore, w(M ) ≤ 2k. This completes
the proof of the forward direction.
Conversely, suppose that H has a perfect matching M of weight at most 2k. Let Sx = {e =
(v, w)|(v, w) ∈ E(G) ∧ (ve , we ) ∈ M } and Sy = {ē = (v, w)|(v, w) ∈
/ E(G) ∧ (vē , wē ) ∈
/ M }.
Observe that for every ē = (v, w) ∈ Sy , there is a vertex u ∈ A(v) and u0 ∈ A(w) such that
(u, vē ),(u0 , wē ) ∈ M . This is because the vertex vē (wē ) has exactly one neighbor disjoint
from A(v) (respectively A(w)) and by assumption, (vē , wē ) ∈
/ M . Since each edge of the
form (u, vē ) (where u ∈ A(v)) has weight 1 and occurs in M along with an edge (u0 , wē )
of weight 1 (with ē = (v, w)), we conclude that 2|Sx ∪ Sy | = w(M ) ≤ 2k. We now claim
that (V (G), F ) is an f -factor, where F = (E(G) \ Sx ) ∪ Sy . Let MA be all those edges of M
S
incident on v∈V (G) A(v). Starting from H, we define a subgraph H 0 of G as follows. For
each v ∈ V (G), we identify all vertices A(v) in H. We then contract every edge in MA . It is
easy to see that the resulting graph is indeed an f -factor of G. Furthermore, by definition,
the edges in MA are precisely those corresponding to the edges in F . This completes the
proof of the lemma.
J
Having established the relation between perfect matchings in the f -blowup and editings
to f -factors, we now recall the definition of a “weighted” Tutte matrix (see for example [11])
which allows us to handle edge weights as this will be crucially required to encode the size of
the editings.
I Definition 9. (Weighted Tutte matrix) The Weighted Tutte matrix of a graph G with n
vertices and a weight function w : E(G) → Z is an n × n skew-symmetric matrix T over the
set {xij |1 ≤ i < j ≤ |V (G)|} ∪ {z} of indeterminates whose (i, j)th element is defined to be

w(i,j)
 xij z
T (i, j) =
−xji z w(i,j)

0

if (i, j) ∈ E(G) and i < j
if (i, j) ∈ E(G) and i > j
otherwise

We use Tz (G) to denote the Weighted Tutte matrix of graph G.
The following proposition is analogous to Proposition 1 and the proof is identical.
I Proposition 2. If M = {(i1 , j1 ), (i2 , j2 ), . . . , (i` , j` )} is a perfect matching of a graph G
Q
with a weight function w on its edges, then the product ( (ik ,jk )∈M xik jk ) · z Σ(ik ,jk )∈M w(ik ,jk )
appears as a surviving monomial in the sum on the right-hand side of Equation 1 when


applied to $T_z(G)$ (instead of $T(G)$) and the sum is expanded and simplified over any field of characteristic two. Conversely, each surviving monomial in a simplified expansion of this sum over a field of characteristic two is of the form $\prod_{(i_k,j_k) \in M} x_{i_k,j_k} \cdot z^{\sum_{(i_k,j_k) \in M} w(i_k,j_k)}$ where $M = \{(i_1,j_1),(i_2,j_2), \ldots,(i_e,j_e)\}$ is a perfect matching of $G$. In particular, $\det T_z(G)$ is identically zero when expanded and simplified over a field of characteristic two if and only if graph $G$ does not have a perfect matching.

**Definition 10.** With every set $S \subseteq V(G)$, we associate a specific monomial $m_S$ which is defined to be the product taken over all $e = (v,w) \in E(G)[S,V(G) \setminus S]$ of the terms $x_{i,j} z^{w(i,j)}$ where $\{i,j\} = \{v_e, w_e\}$ and over all $\bar{e} = (v,w) \in E(G)[S,V(G) \setminus S]$ of the terms $x_{i,j} z^{w(i,j)}$ where $\{i,j\} = \{v_{\bar{e}}, w_{\bar{e}}\}$, where the terms $v_e, w_e, v_{\bar{e}}, w_{\bar{e}}$ are as in Definition 6 of the editing $f$-blowup $\Delta(E(G))$ of $G$. If $S = V(G)$, then we set $m_S = 1$.

In the spirit of [6], we now fix an arbitrary vertex $v^*$ of $G$ and define a polynomial $P(\bar{x},z)$ over the indeterminates from the weighted Tutte matrix $T_z(E(G))$ of the $f$-blowup of $G$, as follows:

$$P(\bar{x},z) = \sum_{S \subseteq V(G)} (\det T_z(E(G)[S])) \cdot (\det T_z(E(G)[V(G) \setminus S])) \cdot m_S,$$

where if a graph $H$ has no vertices or edges then we set $\det T(H) = 1$. In the sequel we use $F$ to denote an arbitrary field of characteristic two. Observe that $P(\bar{x},z)$ can be rewritten as $\sum_{i=0}^r Q_i(\bar{x}) \cdot z^i$ where $r$ is an upper bound on the degree of $z$ in any term of the polynomial $P(\bar{x},z)$. We refer to the polynomial $Q_i(\bar{x})$ as the coefficient of $z^i$ in $P(\bar{x},z)$. Furthermore, every monomial $m$ in the naive expansion of $Q_i(\bar{x})$ is also referred to as a coefficient of $z^i$.

**Definition 11.** We say that an editing $(S_1, S_2)$ of $G$ to an $f$-factor $(V(G), F)$ contributes a monomial $x_{i_1,j_1}\cdots x_{i_e,j_e}$ to the naive expansion of the right-hand side of Equation 2 if and only if the following conditions hold.

- For every $e = (v,w) \in F \cap E(G)$ ($\bar{e} = (v,w) \in F \setminus E(G)$), there is a $u \in A(v), u' \in A(w)$ and $1 \leq p,q \leq r$ such that $\{u,v_e\} = \{i_p,j_p\}$ and $\{u',w_e\} = \{i_q,j_q\}$ (respectively $\{v_e,v_{\bar{e}}\} = \{i_p,j_p\}$) and $\{u',w_{\bar{e}}\} = \{i_q,j_q\}$.
- For every $e = (v,w) \in E(G) \cap F$ ($\bar{e} = (v,w) \notin E(G) \cap F$), there is a $1 \leq p \leq r$ such that $\{v_e,v_{\bar{e}}\} = \{i_p,j_p\}$ (respectively $\{v_e,w_{\bar{e}}\} = \{i_p,j_p\}$).
- For every $1 \leq p,q \leq r$, if $\{u,v_e\} = \{i_p,j_p\}$ and $\{u',w_e\} = \{i_q,j_q\}$ for some $e \in F \cap E(G)$ (respectively $\{u,v_{\bar{e}}\} = \{i_p,j_p\}$ and $\{u',w_{\bar{e}}\} = \{i_q,j_q\}$) for some $\bar{e} \notin E(G)$, then $e$ (respectively $\bar{e}$) is in $F$.
- For every $1 \leq p \leq r$, if $\{i_p,j_p\} = \{v_e,w_{\bar{e}}\}$ for some $e \in E(G)$ ($\{i_p,j_p\} = \{v_{\bar{e}},w_e\}$) for some $\bar{e} \notin E(G)$, then $e$ (respectively $\bar{e}$) is not in $F$.
- For every $S \subseteq V(G)$ containing $v^*$, such that $S$ is a union of the vertex sets of (some) connected components of $(V(G), F)$, there is a pair of monomials $m_1$ and $m_2$ such that $m_1$ is a surviving monomial in the simplified expansion of $\det T(E(G)[S])$, $m_2$ is a surviving monomial in the simplified expansion of $\det T(E(G)[V(G) \setminus S])$, and $m_1 \cdot m_2 \cdot m_S = x_{i_1,j_1}\cdots x_{i_e,j_e} \cdot z^{\sum_{(i_k,j_k) \in M} w(i_k,j_k)}$.

Having set up the required notation, we now state the main lemma which allows us to show that monomials contributed by “undesirable editings” do not survive in the simplified expansion of the right hand side of Equation 2.

**Lemma 12.** Let $G$ be a graph and $(S_1, S_2)$ be an $f$-editing of $G$ to an $f$-factor $(V(G), F)$. Then,
1. All monomials contributed by \( (S_1, S_2) \) are coefficients of \( z^{2\ell} \) in the naive expansion of the right-hand side of Equation 2.

2. If \( (V(G), F) \) is a disconnected \( f \)-factor of \( G \) then every monomial contributed by \( (S_1, S_2) \) occurs an even number of times in the polynomial \( Q_{2\ell}(\bar{x}) \) in the naive expansion of the right-hand side of Equation 2.

3. If \( (V(G), F) \) is a connected \( f \)-factor of \( G \), then every monomial contributed by \( (S_1, S_2) \) occurs exactly once in the polynomial \( Q_{2\ell}(\bar{x}) \) in the naive expansion of the right-hand side of Equation 2.

As a consequence of the above lemma, we prove the following.

Lemma 13. The coefficient of \( z^{2\ell} \) in the naive expansion of \( P(\bar{x}, z) \) is not identically zero over \( \mathcal{F} \) if and only if \( G \) has an \( \ell \)-editing to a connected \( f \)-factor.

Proof. Observe that as a consequence of Proposition 2 combined with the proof of Lemma 8, we have that each surviving monomial in the naive expansion of the right-hand side of Equation 2 is contributed by some editing to an \( f \)-factor of the graph \( G \).

By this observation, every monomial which is a coefficient of \( z^{2\ell} \) is contributed by an \( \ell \)-editing to an \( f \)-factor and by Lemma 12, we have that every monomial contributed by this editing occurs an even number of times if and only if the resulting \( f \)-factor is disconnected. This completes the proof of the lemma.

We now prove the main result of this section by giving an algorithm for editing to connected \( f \)-factors.

Theorem 14. There is a randomized algorithm that, given an instance \( (G, k) \) of Editing to \( f \)-Factor, runs in time \( O^*(2^{V(G)}) \) and either returns a solution or correctly (with high probability) concludes that one does not exist.

Proof. Observe that the total degree of the polynomial \( P(\bar{x}, z) \) is bounded by \( n^2 + 2\binom{n}{2} + 2\binom{n}{1} \leq 3n^2 \), where the sum of the first two terms is an upper bound on the number of vertices in the editing \( f \)-blowup which gives a bound on the degree of a monomial in \( P(\bar{x}, z) \) due to \( \bar{x} \) and the third term is a bound on the degree of a monomial due to \( z \). We select values for the variables in \( \bar{x} \) uniformly at random from a field \( \mathcal{F} \) of characteristic 2 and size at least \( 3n^d \) for some fixed \( d \geq 5 \). Having fixed this instantiation of the variables in \( \bar{x} \), we select \( r = 2\binom{n}{1} + 1 \) values for \( z \) from the field \( \mathcal{F} \) and evaluate the polynomial \( P(\bar{x}, z) \) for each of these \( r \) instantiations and return Yes if and only if for some \( \ell \leq 2k \), the coefficient of \( z^\ell \) is non-zero in the univariate polynomial \( R(z) \) obtained by evaluating \( P(\bar{x}, z) \) at the randomly selected points for \( \bar{x} \). The \( r \) evaluations of the polynomial can be done in time \( O^*(2^n) \) by determinant computation and testing for a \( z^\ell \) with non-zero coefficient in \( R(z) \) can be done in polynomial time by interpolation (Lemma 5). This proves the stated bound on the running time of the algorithm. Therefore, it only remains to prove the correctness of the algorithm.

Suppose that \( (S_1, S_2) \) is a \( p \)-editing to a connected \( f \)-factor for some \( p \leq k \). Then, by Lemma 13, we have that the coefficient of \( z^{2p} \), \( Q_{2p}(\bar{x}) \), is not identically zero over \( \mathcal{F} \). By the Schwartz-Zippel Lemma, we have that since \( Q_{2p}(\bar{x}) \) is not identically zero, then with probability at least \( 1 - \frac{1}{n^p} \) the evaluation of \( Q_{2p}(\bar{x}) \) at the randomly chosen points results in a non-zero value, implying that the coefficient of \( z^{2p} \) is non-zero in the polynomial \( R(z) \). By the union bound, the probability that the coefficient of \( z^\ell \) is “erroneously” zero in \( R(z) \) for every \( 1 \leq \ell \leq 2k \) is at most \( \frac{2k}{n^p} \leq \frac{1}{n} \). Therefore, if \( G \) has a \( p \)-editing to a connected \( f \)-factor with \( p \leq k \), then with probability at least \( 1 - \frac{1}{n} \), we will detect the presence of such an editing. This completes the proof of the theorem.
Finally, we note that if we are also given costs on the edges of the graph that are bounded polynomially in \( n \), then we can also solve the version of the problem where costs are placed on the editing operations, in the same asymptotic running time with the only change appearing in the choice of the field from which \( \bar{x} \) is instantiated at random. More precisely, we have the following theorem.

**Theorem 1.** There is a randomized algorithm that, given an instance \((G, c, e^*)\) of **Min-Cost Edge Editing to \( f\)-factor** with the cost function \( c \) being bounded by a polynomial in \( V(G) \), runs in time \( O^*(2^{|V(G)|}) \) and either returns a solution or correctly (with high probability) concludes that one does not exist.

The problem of finding a connected \( f\)-factor in a given graph is special case of **Min-Cost Edge Editing to \( f\)-factor** and hence we have the following corollary.

**Corollary 15.** There is a randomized algorithm that, given an instance \((G, f)\) of **Connected \( f\)-factor** where \(|V(G)| = n\), runs in time \( O^*(2^n) \) and either returns a solution or correctly (with high probability) concludes that one does not exist.

## 4 Parity \( f\)-factors

In this section we extend our approach to handle the parity version. Most of the proof is identical to the arguments in the previous section, and so we focus on defining the new kind of \( f\)-blowup which we need, and a description of the corresponding matching characterization.

**Definition 16.** Given a graph \( G \) and a function \( f : V(G) \to \{0, 1\} \), a parity \( f\)-factor of graph \( G \) is a spanning subgraph \( H \) of \( G \) in which every vertex \( v \) has degree exactly \( f(v) \) (mod 2). A connected parity \( f\)-factor of \( G \) is such a connected subgraph \( H \) of \( G \).

**Definition 17 (Parity \( f\)-Blowup).** Let \( G \) be a graph and let \( f : V(G) \to \{0, 1\} \). Let \( H \) be a graph defined as follows

1. For each vertex \( v \) of \( G \), we add a vertex set \( A(v) \) which has size \( \deg(v) \) if \( \deg(v) \equiv f(v) \) (mod 2) and size \( \deg(v) - 1 \) otherwise.
2. For each edge \( e = \{v, w\} \) of \( G \) we add vertices \( v_e \) and \( w_e \) and edges \( (v, v_e) \) for every \( u \in A(v) \) and \( (w, w_e) \) for every \( u \in A(w) \). Finally, we add the edge \( (v_e, w_e) \).
3. For each \( v \) such that \( f(v) = 0 \), we choose an arbitrary pair of vertices \( a_v \) and \( a'_v \) in \( A(v) \) and make a clique on the rest of the vertices of \( A(v) \). For each \( v \) such that \( f(v) = 1 \), we choose an arbitrary vertex \( a_v \) in \( A(v) \) and make a clique on the rest of the vertices of \( A(v) \).

This completes the construction. The graph \( H \) is called the parity \( f\)-blowup of graph \( G \). We use \( \mathcal{P}_f(G) \) to denote the parity \( f\)-blowup of \( G \). We omit the subscript when there is no scope for ambiguity.

**Definition 18 (Induced Parity \( f\)-blowup).** For a subset \( S \subseteq V(G) \), we define the parity \( f\)-blowup of \( G \) induced by \( S \) as follows. Let the parity \( f\)-blowup of \( G \) be \( H \). Begin with the graph \( H \) and for every edge \( e = \{v, w\} \in E(G) \) such that \( v \in S \) and \( w \notin S \), delete the vertices \( v_e \) and \( w_e \). Let the union of connected components of the resulting graph containing the vertices of the set \( S \) be the graph \( H' \). Then, the graph \( H' \) is called the parity \( f\)-blowup of \( G \) induced by the set \( S \) and is denoted by \( \mathcal{P}_f(G)[S] \).

**Lemma 19.** A graph \( G \) has a parity \( f\)-factor if and only if the parity \( f\)-blowup of \( G \) has a perfect matching.
Proof. Suppose that $G$ has a parity $f$-factor $(V(G), F)$. We now define a matching $M$ in the parity $f$-blowup of $G$ as follows. For every $e \in E(G) \setminus F$, we add the edge $(v_e, w_e)$ to $M$. For every edge $(v, w) \in F$, we add the edges $(u, v_e)$ and $(u', w_e)$ to $M$ where $u$ and $u'$ are two vertices in $A(v)$ and $A(w)$ respectively such that they are as yet unsaturated by $M$. However, if either of $a_v$ or $a'_w$ is unsaturated at this point, we chose to saturate one of these and similarly for $a_w$ and $a'_w$.

Since $|A(v)| \equiv f(v) \pmod{2}$ and $|A(v)| \geq \deg(v) - 1$ for every $v \in V(G)$, we conclude that $M$ saturates $B(v)$ vertices from the set $A(v)$ for every $v \in V(G)$, where $B(v) \equiv f(v) \pmod{2}$. Furthermore, since $(V(G), F)$ is a parity $f$-factor, $\{a_v, a'_v\} \subseteq B(v)$ for every $v$. The only unsaturated vertices in $H$ at this point are the vertices in $A(v) \setminus B(v)$ for every $v \in V(G)$. However, since $B(v) \equiv f(v) \pmod{2}$, we have that $B(v) \equiv |A(v)| \pmod{2}$, implying that $|A(v) \setminus B(v)| \equiv 0 \pmod{2}$. Since $\{a_v, a'_v\} \subseteq B(v)$ for every $v$, the subgraph $H[A(v) \setminus B(v)]$ is an even-sized clique and therefore we pick an arbitrary perfect matching in this clique and add it to $M$ to get a perfect matching.

Conversely, suppose that $M$ is a perfect matching of $H$. We define the set $F$ as follows. For every $e = (v, w) \in E(G)$ such that $(v_e, w_e) \notin M$, we add the edge $(v, w)$ to $F$. It can be argued along similar lines as before that $(V(G), F)$ is indeed a parity $f$-factor of $G$. This completes the proof of the lemma.

Given the above definition of $f$-blowups and the structural lemma “equating” parity $f$-factors to perfect matchings in the $f$-blowup, the proof of the following theorem is identical to the proof of Theorem 14.

**Theorem 2.** There is a randomized algorithm that, given an instance $(G, f)$ of CONNECTED PARITY $f$-FACTOR where $|V(G)| = n$, runs in time $O^*(2^n)$ and either returns a solution or correctly (with high probability) concludes that one does not exist.

**Corollary 20.** There is a randomized algorithm that, given a graph $G$, $|V(G)| = n$, runs in time $O^*(2^n)$ and either returns a connected Eulerian subgraph of $G$ with the maximum (or minimum) number of edges, or correctly (with high probability) concludes that one does not exist.

## 5 Conclusion

In this paper we studied certain generalizations of the well-studied NP-hard problems Hamiltonicity and Max/Min-Eulerian Subgraph. We gave $O^*(2^n)$ time randomized algorithms for the problems of finding connected $f$-factors in a graph, minimum editing to obtain a connected $f$-factor and finding a connected parity $f$-factor. The most natural direction forward in this line of research would be towards obtaining a deterministic vertex exponential algorithm as well as algorithms that handle super-polynomial weights.
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Abstract

We study the parameterized complexity of the following connectivity problem. For a vertex subset \( U \) of a graph \( G \), trees \( T_1, \ldots, T_s \) of \( G \) are completely independent spanning trees of \( U \) if each of them contains \( U \), and for every two distinct vertices \( u, v \in U \), the paths from \( u \) to \( v \) in \( T_1, \ldots, T_s \) are pairwise vertex disjoint except for end-vertices \( u \) and \( v \). Then for a given \( s \geq 2 \) and a parameter \( k \), the task is to decide if a given \( n \)-vertex graph \( G \) contains a set \( U \) of size at least \( k \) such that there are \( s \) completely independent spanning trees of \( U \). The problem is known to be NP-complete already for \( s = 2 \). We prove the following results:

- For \( s = 2 \) the problem is solvable in time \( 2^{O(k)} n^{O(1)} \).
- For \( s = 2 \) the problem does not admit a polynomial kernel unless \( \text{NP} \subseteq \text{coNP} / \text{poly} \).
- For arbitrary \( s \), we show that the problem is solvable in time \( f(s, k) n^{O(1)} \) for some function \( f \) of \( s \) and \( k \) only.
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1 Introduction

Two spanning trees \( T_1 \) and \( T_2 \) of a graph \( G \) are independent if they are rooted in the same vertex \( r \) and for every vertex \( v \neq r \) of \( G \), the two \((v, r)\)-paths, one in \( T_1 \) and one in \( T_2 \), are internally disjoint, i.e. having no edge and no internal vertex in common. Independent spanning trees have applications to fault-tolerant protocols in distributed processor networks [3, 11]. In 2001, Hasunuma in [7, 8] introduced the notion of completely independent spanning trees, an interesting variant of the classical notion of connectivity. Formally, spanning trees \( T_1, \ldots, T_s \) of a graph \( G \) are completely independent if for every two distinct vertices \( u, v \in V(G) \), the \((u, v)\)-paths in \( T_1, \ldots, T_s \), are pairwise vertex disjoint except for end-vertices \( u \) and \( v \).

The problem of deciding whether a graph \( G \) has two completely independent spanning trees is NP-complete [8]. Since not every graph has even two completely independent spanning trees, the following optimization version of the problem is meaningful. For a given
$s \geq 2$, can one find a maximum set of vertices spanned by $s$ completely independent trees? More precisely, for a set of vertices $U$ of a graph $G$, we say that a subgraph $T$ of $G$ is a spanning tree of $U$ if $T$ is an inclusion-minimal tree in $G$ containing all vertices of $U$. Spanning trees $T_1, \ldots, T_s$ of $U$ are completely independent if for any two distinct vertices $u, v \in U$, the $(u,v)$-paths in $T_1, \ldots, T_s$, are pairwise vertex disjoint except for end-vertices $u$ and $v$. Then the task is to find a set of vertices $U$ of maximum size (we call the vertices of $U$ terminals) such that there are $s$ completely independent spanning trees of $U$.

In this paper, we initiate the study of the following parameterized problem.

<table>
<thead>
<tr>
<th>Indefinitely $s$-Connected $k$-Set</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> A graph $G$ and positive integers $s \geq 2$ and $k$.</td>
</tr>
<tr>
<td><strong>Parameter 1:</strong> $s$.</td>
</tr>
<tr>
<td><strong>Parameter 2:</strong> $k$.</td>
</tr>
<tr>
<td><strong>Question:</strong> Does $G$ contain a set of terminals $U$ of size at least $k$ such that there are $s$ completely independent spanning trees of $U$?</td>
</tr>
</tbody>
</table>

**Previous results.** Hasunama [8] has shown that it is NP-complete to decide whether a graph $G$ has two completely independent spanning trees. He also obtained a number of results about existence of completely independent spanning trees for some special graph classes. Other, mostly combinatorial, studies of the problem were carried out by Hasunuma and Morisaka [9] and Péterfalvi [12].

**Our contribution.** Our main result is stated in the following theorem.

**Theorem 1.** Indefinitely 2-Connected $k$-Set can be solved in time $2^{O(k)} n^{O(1)}$ for $n$-vertex graphs.

We prove the theorem by applying a WIN/WIN approach. We start with a combinatorial result, which is interesting on its own. In Section 3 we show that every 2-connected graph of pathwidth at least $k$, contains as a minor a graph $H$, which is a tree on $k$ vertices plus one vertex adjacent to all other vertices. We also give a polynomial time algorithm which either provide us $H$, or a path decomposition of width $k - 1$. As it is sufficient to solve Indefinitely 2-Connected $k$-Set for the blocks of the input graph, we either obtain two completely independent spanning trees for $k$ terminals, or construct a path decomposition of width at most $k - 1$. The next step is an algorithm given in Section 5 that solves Indefinitely 2-Connected $k$-Set in time single exponential in the treewidth of the input graph. This step is based on the recent techniques of computing representative sets of graphic matroids [4]. Combining together both cases, we obtain the proof of Theorem 1.

Let us remark, that the NP-hardness reduction in [8] from Not-All-Equal-3SAT reduces to a graph of size linear in the number of variables and clauses of the formula. Thus, unless the Exponential Time Hypothesis of Impagliazzo, Paturi, and Zane [10] fails, there is no $2^{o(k)} n^{O(1)}$ algorithm for Indefinitely 2-Connected $k$-Set and thus our upper bound is asymptotically tight up to ETH.

We complement our algorithm with a complexity result on kernelization for Indefinitely 2-Connected $k$-Set, namely that the problem does not admit a polynomial kernel unless $\text{NP} \subseteq \text{coNP}/\text{poly}$.

We also show that Indefinitely $s$-Connected $k$-Set is FPT when parameterized by $s+k$. It is not hard to reduce Indefinitely $s$-Connected $k$-Set to the problem of finding a topological minor of constant size in a graph. Then the result follows from a deep Theorem of Grohe, Kawarabayashi, Marx and Wollan [6] on the parameterized testing of topological minors.
2 Preliminaries

Graphs. We consider finite undirected graphs without loops or multiple edges. The vertex set of a graph $G$ is denoted by $V(G)$ and the edge set is denoted by $E(G)$. For a set of vertices $S \subseteq V(G)$, the subgraph of $G$ induced by $S$, and by $G - S$ we denote the graph obtained from $G$ by the removal of all the vertices of $S$, i.e., the subgraph of $G$ induced by $V(G) \setminus S$. For a single element set $\{v\}$, we write $G - v$ instead of $G - \{v\}$. For a vertex $v$, we denote by $N_G(v)$ its (open) neighborhood in $G$, that is, the set of vertices which are adjacent to $v$. The degree of a vertex $v$ is denoted by $d_G(v) = |N_G(v)|$, and $\Delta(G)$ is the maximum degree of $G$. A vertex $v$ is a cut-vertex of $G$ if $G - v$ has more connected components than $G$. A connected graph with at least two vertices is 2-connected if it does not contain a cut-vertex. A maximal 2-connected subgraph of $G$ is called a 2-connected component or block of $G$. Let $T$ be a tree. For a vertex $v \in V(T)$, we say that $v$ is a leaf if $d_T(v) = 1$ or $d_T(v) = 0$ (if $|V(T)| = 1$), and we say that $v$ is an internal vertex otherwise.

Minors. The edge contraction of $e = uv$ removes $u$ and $v$ from $G$, and replaces them by a new vertex adjacent to precisely those vertices to which $u$ or $v$ were adjacent. If $u$ is a vertex of degree two such that its neighbors $x$, $y$ are not adjacent, then the vertex dissolution of $u$ removes $u$ and adds a new edge $xy$. A graph $H$ is a minor of $G$ if $H$ can be obtained from a subgraph of $G$ by a sequence of vertex deletions, edge deletions and edge contractions. Alternatively, we can define minors as follows. For two non-empty vertex disjoint subsets $X_1, X_2 \subseteq V(G)$, $X_1$ and $X_2$ are adjacent if there is $uv \in E(G)$ such that $u \in X_1$ and $v \in X_2$. An $H$-witness structure $W$ is a collection of $|V(H)|$ non-empty vertex disjoint subsets $W(x) \subseteq V(G)$, one for each $x \in V(H)$, called $H$-witness sets, such that each $W(x)$ induces a connected subgraph of $G$, and for all $x, y \in V(H)$ with $x \neq y$, if $x$ and $y$ are adjacent in $H$, then $W(x)$ and $W(y)$ are adjacent in $G$. It is straightforward to see that $H$ is a minor of $G$ if and only if $G$ has an $H$-witness structure. A graph $H$ is a topological minor of $G$ if $H$ can be obtained from a subgraph of $G$ by a sequence of vertex deletions, edge deletions and vertex dissolution. Notice that if $H$ is a topological minor of $G$, then by subdividing edges of $H$ we can obtain a graph that is isomorphic to a subgraph of $G$.

Treewidth and pathwidth. A tree decomposition of a graph $G$ is a pair $(X, T)$ where $T$ is a tree and $X = \{X_i \mid i \in V(T)\}$ is a collection of subsets (called bags) of $V(G)$ such that:

1. $\bigcup_{i \in V(T)} X_i = V(G)$,
2. for each edge $xy \in E(G)$, $x, y \in X_i$ for some $i \in V(T)$, and
3. for each $x \in V(G)$, the set $\{i \mid x \in X_i\}$ induces a connected subtree of $T$.

The width of a tree decomposition $\{(X_i \mid i \in V(T)), T\}$ is $\max_{i \in V(T)} |X_i| - 1$. The treewidth of a graph $G$ (denoted as $\text{tw}(G)$) is the minimum width over all tree decompositions of $G$.

If $T$ is restricted to be a path, then $(X, T)$ is said to be a path decomposition. Respectively, the pathwidth of a graph $G$ (denoted as $\text{pw}(G)$) is the minimum width over all path decompositions of $G$. Whenever we consider a path decomposition $(X, P)$, we assume that the bags are enumerated in the path order with respect to $P$. In other words, a path decomposition of $G$ is a sequence of bags $(X_1, \ldots, X_r)$.

3 Algorithm for Independently 2-Connected $k$-Set

In this section we design an algorithm for Independently 2-Connected $k$-Set. We start by a simple characterization of completely independent spanning trees that we use in our
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arguments. This is followed by a a structural result that shows that if the pathwidth of the input graph is large then the given instance is a yes instance. We use this to design a algorithm mentioned in Theorem 1.

3.1 Characterization of completely independent spanning trees

Hasunuma proved in [7] that if \( T_1, \ldots, T_s \) are spanning trees of a graph \( G \), then \( T_1, \ldots, T_s \) are completely independent if and only if \( T_1, \ldots, T_s \) are edge-disjoint and for any vertex \( v \in V(G) \), there is at most one spanning tree \( T_i \) such that \( d_{T_i}(v) > 1 \). We need a similar claim for completely independent spanning trees of a set of terminals.

**Lemma 2.** Let \( G \) be a graph, and let \( U \subseteq V(G) \) with \( |U| = k \). Let also \( T_1, \ldots, T_s \) be spanning trees of \( U \). Then \( T_1, \ldots, T_s \) are completely independent spanning trees of \( U \) if and only if

1. \( T_1, \ldots, T_s \) are edge disjoint,
2. for all \( i, j \in \{1, \ldots, s\}, i \neq j \), if \( v \in V(T_i) \cap V(T_j) \), then \( v \in U \),
3. for each \( v \in U \), there is at most one \( i \in \{1, \ldots, s\} \) such that \( d_{T_i}(v) > 1 \).

**Proof.** We assume that \( k, s \geq 2 \), as the claim is trivial otherwise. We first show the forward direction. Suppose that \( T_1, \ldots, T_s \) are completely independent spanning trees of \( U \).

We show that for any \( i, j \in \{1, \ldots, s\}, i \neq j \), \( T_i \) and \( T_j \) have no common vertex that is an internal vertex of both the trees. To obtain a contradiction, assume that \( u \in V(T_i) \cap V(T_j) \) is an internal vertex of both \( T_i \) and \( T_j \). The vertex \( u \) is a cut-vertex of \( T_i \). Because \( T_i \) is an inclusion-minimal tree that contains \( U \), there are two terminals \( x, y \in U \) that are in two distinct components \( T_i' \) and \( T_i'' \) of \( T_i - u \) respectively. The tree \( T_j \) has the unique \((x, y)\)-path \( P \) and \( u \notin V(P) \). Since \( u \) is an internal vertex of \( T_j \), \( T_j - u \) has at least two components, and \( P \) lies completely in one component \( T_j' \) of \( T_j - u \). By minimality, there is \( z \in U \) such that \( z \) is in another component of \( T_j - u \). Notice that \( z \notin V(T_i') \) or \( z \notin V(T_i'') \). Assume without loss of generality that \( z \notin V(T_i') \). Because \( x \in V(P) \) and \( z \) are in distinct components of \( T_j - u \), \( u \) is an internal vertex of the \((x, z)\)-path in \( T_j \). Because \( z \notin V(T_i') \) and \( x \in V(T_i') \), \( u \) is an internal vertex of the \((x, z)\)-path in \( T_i \) as well, but it contradicts the assumption that \( T_1, \ldots, T_s \) are completely independent spanning trees of \( U \).

The proved claim immediately implies (3). To show (1), assume that two distinct trees \( T_i, T_j \) have a common edge \( uv \). Because neither \( u \) nor \( v \) can be an internal vertex of the both trees, we can assume without loss of generality that \( u \) is a leaf of \( T_i \) and \( v \) is a leaf of \( T_j \). Because \( T_i, T_j \) are inclusion-minimal trees that contains \( U \), any leaf of \( T_i \) or \( T_j \) is a terminal, and \( u, v \in U \). Then we have that the \((u, v)\)-paths in \( T_i \) and \( T_j \) have a common edge; a contradiction. To prove (2), it is sufficient to observe that if \( v \in V(T_i) \cap V(T_j) \) and \( v \notin U \), then by minimality of \( T_i, T_j \), \( v \) is an internal vertex of both these trees, a contradiction.

Assume now that \( T_1, \ldots, T_s \) are spanning trees of \( U \) that satisfy (1)--(3). Consider any distinct \( u, v \in U \) and \( i, j \in \{1, \ldots, s\} \). Let \( P_i, P_j \) be the \((u, v)\)-paths in \( T_i \) and \( T_j \) respectively. By (1), \( P_i \) and \( P_j \) are edge disjoint. If \( P_i \) and \( P_j \) have a common vertex \( x \neq u, v \), then by (2), \( x \in U \), and then \( d_{T_i}(x), d_{T_j}(x) \geq 2 \) contradicting (3). Hence, \( P_i \) and \( P_j \) are internally vertex disjoint.

Clearly, if \( G \) is a disconnected subgraph, then \( G \) has a set of terminals \( U \) of size at least \( k \) such that there are \( s \) completely independent spanning trees of \( U \) if and only if there is such a set of terminals in one of the components of \( G \), i.e., we can consider only connected graphs. Lemma 2 implies that we can restrict ourself by 2-connected graphs. To see it, it is sufficient to observe that if a set of terminals \( U \) has two vertices that does not belong to
the same block, then there is a cut-vertex of $G$ that is an internal vertex of any spanning tree of $U$ contradicting Lemma 2.

Lemma 3. Let $G$ be a connected graph. For positive integers $s$ and $k$, $G$ has a set of terminals $U$ of size at least $k$ such that there are $s$ completely independent spanning trees of $U$ in $G$ if and only if there is a block $H$ of $G$ with the same property.

3.2 Independent trees and pathwidth

In this section we show that if a 2-connected graph $G$ has pathwidth at least $k$, then $G$ has a set of terminals $U$ of size at least $k$ such that there are two completely independent spanning trees of $U$. We need some additional notations. Let $G$ be a graph. For $Z \subseteq V(G)$, \text{att}(Z)$ is the set of all $v \in Z$ with a neighbor in $V(G) \setminus Z$, and $\alpha(Z) = |\text{att}(Z)|$.

Theorem 4. Let $G$ be a 2-connected graph with $n$ vertices and $m$ edges. Let also $k$ be a positive integer. If $\text{pw}(G) \geq k$, then $G$ has a minor $H$ with the property that there is a vertex $w \in V(H)$ such that $d_H(w) \geq k$ and $H - w$ is a tree. Moreover, there is an algorithm that in time $O(nm)$ either produces a witness structure of such a minor $H$, or constructs a path decomposition of $G$ of width at most $k - 1$.

Proof. Suppose that $Z$ is a non-empty proper subset of $V(G)$ that satisfies the following conditions:

(i) $1 \leq \alpha(Z) \leq k$
(ii) there are vertex disjoint connected subgraph $C_0, \ldots, C_t$ of $G[Z]$ where $t = \alpha(Z) - 1$ such that
- for each $i \in \{0, \ldots, t\}$, $V(C_i) \cap \text{att}(Z) \neq \emptyset$,
- $G$ has an edge with one end-vertex in $C_0$ and another in $C_i$ for all $i \in \{1, \ldots, t\}$, and
- $V(C_1) \cup \ldots \cup V(C_t)$ are in the same component of $G - V(C_0)$.
(iii) $G[Z]$ has a path decomposition $(X_1, \ldots, X_r)$ of width at most $k - 1$ such that $\text{att}(Z) \subseteq X_r$.

Notice that $\text{att}(Z) \subseteq V(C_0) \cup \ldots \cup V(C_t)$ and each $C_i$ has the unique vertex in $\text{att}(Z)$.

We prove the following claim.

Claim A. Either $\alpha(Z) = k$ and $G$ has a minor $H$ with the property that there is a vertex $w \in V(H)$ such that $d_H(w) \geq k$ and $H - w$ is a tree, or $|V(G) \setminus Z| = 1$ and $\text{pw}(G) \leq k - 1$, or there is $Z'$ such that $Z \subset Z' \subset V(G)$ and $Z'$ satisfies (i)–(iii).

Proof of Claim A. Suppose that $\alpha(Z) = k = t + 1$. Consider $u \in \text{att}(Z) \cap V(C_0)$. There is a neighbor $v$ of $u$ in $V(G) \setminus Z$. Let $C_{t+1}$ be the subgraph of $G$ with the unique vertex $v$. The graph $G$ is 2-connected. Then $G - u$ is connected, and $G$ has a path that joins $v$ with at least one of $C_1, \ldots, C_t$ that avoids $C_0$. Because $V(C_1) \cup \ldots \cup V(C_t)$ are in the same component of $G - V(C_0)$, we have that $V(C_1) \cup \ldots \cup V(C_{t+1})$ also are in the same component of $G - V(C_0)$. Now we construct the minor $H$ of $G$ as follows. We contract the edges of $C_0$ and denote the obtained vertex $w$. Then we contract the edges of the subgraphs $C_1, \ldots, C_k$ and denote the obtained vertices by $u_1, \ldots, u_k$ respectively. Let $G'$ be the obtained graph. The vertices $u_1, \ldots, u_k$ are in the same component of $G' - w$. Hence, $G' - w$ has a tree $T$ that contains $u_1, \ldots, u_k$. We remove the vertices of $V(G') \setminus (V(T) \cup \{w\})$. Finally, we remove all the edges of the obtained graph except the edges of $T$ and the edges that join $w$ and $T$. Because $u_1, \ldots, u_k \in V(T)$ are adjacent to $w$, we have a required minor.
Let now \( \alpha(Z) < k \) and let \(|V(G) \setminus Z| = 1\). By (iii), \( G[Z] \) has a path decomposition \((X_1, \ldots, X_r)\) of width at most \( k - 1 \) such that \( \text{att}(Z) \subseteq X_r \). Let \( X_{r+1} = \text{att}(Z) \cup (V(G) \setminus Z) \).

It is straightforward to see that \((X_1, \ldots, X_{r+1})\) is a path decomposition of \( G \) of width at most \( k - 1 \).

From now on we assume that \( \alpha(Z) < k \) and \(|V(G) \setminus Z| > 1\). We show that the set \( Z \) can be extended by one vertex in such a way that the obtained set satisfies (i)–(iii). Let \( u \in \text{att}(Z) \cap V(C_0) \) and let \( v \) be an arbitrary neighbor of \( u \) in \( V(G) \setminus Z \). We set \( Z' = Z \cup \{v\} \) and let \( X_{r+1} = \text{att}(Z) \cup \{v\} \).

Because \( V(G) \setminus Z' \neq \emptyset \) and \( G \) is connected, \( \alpha(Z') \geq 1 \). Clearly, \( \alpha(Z') \leq \alpha(Z) + 1 \leq k \).

Hence, (i) holds.

It is straightforward to verify that \((X_1, \ldots, X_{r+1})\) is a path decomposition of \( G[Z'] \) and \( \text{att}(Z') \subseteq \text{att}(Z) \cup \{v\} \subseteq X_{r+1} \). The width of this decomposition is \( \max\{w, t + 1\} \) where \( w \) is the width of \((X_1, \ldots, X_r)\). Recall that \( w \leq k - 1 \) and \( t + 1 = \alpha(Z) < k \). It means that (iii) is fulfilled.

It remains to show (ii). Let \( C_{t+1} \) be the subgraph of \( G \) with the unique vertex \( v \). Clearly, \( \text{att}(Z') \subseteq V(C_0) \cup \ldots \cup V(C_{t+1}) \) and \( G \) has an edge with one end-vertex in \( C_0 \) and another in \( C_i \) for all \( i \in \{1, \ldots, t+1\} \). Since \( G \) is 2-connected, \( G - u \) is connected, and \( G \) has a path that joins \( v \) with at least one of \( C_1, \ldots, C_t \) that avoids \( C_0 \). Because \( V(C_1) \cup \ldots \cup V(C_t) \) are in the same component of \( G - V(C_0) \), we have that \( V(C_1) \cup \ldots \cup V(C_{t+1}) \) also are in the same component of \( G - V(C_0) \). Notice that it can happen that not all \( C_i \) have vertices in \( \text{att}(Z) \). Let \( \{C'_0, \ldots, C'_{t'}\} = \{C_i \cap \text{att}(Z') \neq \emptyset, 0 \leq i \leq t+1\} \). Because \( V(C_1) \cup \ldots \cup V(C_{t+1}) \) are in the same component of \( G - V(C_0) \), \( V(C'_{t'}) \cup \ldots \cup V(C'_{t'}) \) are also in the same component of \( G - V(C_0) \) too. Observe that since \( |V(C_i) \cap \text{att}(Z)| = 1 \) for \( i \in \{0, 1, \ldots, t\} \), we have \( |V(C'_i) \cap \text{att}(Z')| = 1 \) for \( i \in \{1, \ldots, t'\} \). \( |V(C_0) \cap \text{att}(Z')| \leq 1 \), and \( \text{att}(Z') \subseteq V(C_0) \cup V(C'_{t'}) \). We consider two cases.

**Case 1.** The vertex \( u \) has at least two neighbors in \( V(G) \setminus Z \). Then \( C_0 \) has the unique vertex \( u \) in \( \text{att}(Z') \), and we have that \( \alpha(Z') = t' + 1 \) and (ii) holds for \( C_0, C'_1, \ldots, C'_{t'} \).

**Case 2.** The vertex \( v \) is the unique neighbor of \( u \) in \( V(G) \setminus Z \). Observe that since \( G \) is 2-connected, \( t' \geq 2 \) in this case. Consider the graph \( G' \) obtained from \( G \) by contracting edges of \( C'_0, \ldots, C'_{t'} \) and denote by \( x_1, \ldots, x_{t'} \) the vertices obtained from these graphs respectively. We have that \( x_1, \ldots, x_{t'} \) are in the same component of \( G' - V(C_0) \). We construct a spanning tree \( T \) for \( \{x_1, \ldots, x_{t'}\} \) in \( G' - V(C_0) \). Because \( t' \geq 2 \), \( T \) has at least two leaves. Without loss of generality, we assume that \( x_1 \) is a leaf of \( T \). Then \( x_2, \ldots, x_{t'} \) and, consequently, \( V(C'_2), \ldots, V(C'_{t'}) \) are in the same component of \( G' - (V(C_0) \cup \{x_1\}) \) and \( G - (V(C_0) \cup V(C'_1)) \) respectively. We construct \( C_0' \) by taking \( C_0 \cup C'_1 \) and adding an edge that joins \( C_0 \) and \( C'_1 \). Then \( \text{att}(Z') \subseteq V(C_0') \cup V(C'_2) \cup \ldots \cup V(C'_{t'}) \) and \( G \) has an edge with one end-vertex in \( C_0' \) and another in \( C'_i \) for all \( i \in \{2, \ldots, t'\} \). Also \( V(C'_2) \cup \ldots \cup V(C'_{t'}) \) are in the same component of \( G - V(C_0) \). Because \( V(C'_i) \cap \text{att}(Z') \neq \emptyset \), \( |V(C'_0) \cap \text{att}(Z')| = 1 \). Then \( \alpha(Z') = t' \) and (ii) is fulfilled for \( C_0', C'_2, \ldots, C'_{t'} \). ▶

Observe that a non-empty proper subset \( Z \) of \( V(G) \) that satisfies (i)–(iii) always exists, because for any vertex \( z \in V(G) \), \( Z = \{z\} \) satisfies (i)–(iii). Suppose that \( \text{pw}(G) \geq k \), and let \( Z \subseteq V(G) \) be an inclusion-maximal non-empty proper subset of \( V(G) \) that satisfies (i)–(iii). Then by Claim A, \( G \) has a minor \( H \) with the property that there is a vertex \( w \in V(H) \) such that \( d_H(w) \geq k \) and \( H - w \) is a tree.

To complete the proof, it remains to observe that the proof of Claim A can be transformed to an algorithm that either constructs \( H \), or produces a tree decomposition of \( G \) of width at
Corollary 5. and that in time \( t \) there are almost tight. If \( G \) and \( H \) are independent spanning trees of \( G \), an arbitrary vertex \( z \) and set \( Z = \{ z \} \), \( t = 0 \) and \( C_0 \) has the unique vertex \( z \). Since each iteration can be done in time \( O(m) \) and we have at most \( n \) iterations, we conclude that the algorithm runs in time \( O(nm) \).

This combinatorial result is tight in the following sense. If \( G = K_k \), then \( pw(G) = k - 1 \), and \( G \) has a minor \( H \) with the property that there is a vertex \( w \in V(H) \) such that \( dw(w) \geq k \) and \( H - w \) is a tree. But clearly \( G \) has no minors with a vertex of degree at least \( k \). Theorem 4 gives us the following corollary.

Corollary 5. Let \( G \) be a 2-connected graph with \( n \) vertices and \( m \) edges. Let also \( k \) be a positive integer. If \( pw(G) \geq k \), then \( G \) has a set of terminals \( U \) of size at least \( k \) such that there are 2 completely independent spanning trees of \( U \). Moreover, there is an algorithm that in time \( O(nm) \) either produces \( U \) and completely independent spanning trees \( T_1, T_2 \) of \( U \), or constructs a path decomposition of \( G \) of width at most \( k - 1 \).

We conclude this section by the observation that the bounds obtained in Corollary 5 is almost tight. If \( G = K_k \) with \( k \geq 4 \), we have \( pw(G) = k - 1 \), and there are two completely independent spanning trees of \( V(G) \) where \( |V(G)| = k + 1 \) and the number of terminals cannot be increased.

3.3 Proof of Theorem 1

In this section we give a proof of Theorem 1 by combining Lemma 3 and Corollary 5. However, we also need the following lemma which gives an algorithm for Independently 2-Connected \( k \)-Set on graphs of bounded treewidth.

Lemma 6. Let \( G \) be an \( n \)-vertex graph given together with its tree decomposition of width \( tw \). Then Independently 2-Connected \( k \)-Set on \( G \) can be solved in time \( 2^{O(tw)} n^{O(1)} \).

A naive algorithm for Independently 2-Connected \( k \)-Set would run in time \( tw^{O(tw)} n^{O(1)} \). To obtain the desired running time, we use the idea of representative families introduced in [4] in our dynamic programming algorithm. By Lemma 2, we know that for Independently 2-Connected \( k \)-Set we need to find two edge disjoint trees \( (F_1, F_2) \) satisfying certain properties. Thus, if we take the intersection of the solution to some subgraph of the input graph we get two forests \( (F_1', F_2') \). Let \( G \) be the input graph and \( H \) be an induced subgraph of \( G \) such that \( |\partial(H)| \leq t \) where \( \partial(H) = N(V(G) \setminus V(H)) \). We call \( H \), a \( t \)-boundaried graph. At every node of the tree decomposition one can associate a \( t + 1 \) boundaried graph \( H \) of \( G \). For \( H \), we keep a family of partial solutions \( \mathcal{P} \) that satisfies a following property. Given a solution \( (L_1, L_2) \) to Independently 2-Connected \( k \)-Set, there is a partial solution \( (Q_1, Q_2) \in \mathcal{P} \) such that \( (Q_1 \cup L_1', Q_2 \cup L_2') \) is also a solution. Here, \( L_1' = L_1 \setminus E(H) \) and \( L_2' = L_2 \setminus E(H) \). We use the ideas of matroids and representative families in order to bound the size of \( \mathcal{P} \). One views each of the partial solution, \( (Q_1, Q_2) \), as a pair of forests in a graphic matroid of a clique on the vertex set \( \partial(H) \). Thus these forests correspond to a pair of independent sets in graphic matroid. Furthermore, for every solution \( (L_1, L_2) \) to Independently 2-Connected \( k \)-Set, we view \( (L_1', L_2') \) as another pair of independent sets in graphic matroid of a clique on the vertex set \( \partial(H) \). Now one observes that \( (Q_1 \cup L_1', Q_2 \cup L_2') \) forms a pair of spanning tree of some induced subgraph of the clique. Once we have identified partial solutions as pairs of independent sets in a matroid one can show that the size of \( \mathcal{P} \) is upper bounded by \( 2^{O(t)} \). We finally give the proof of our main result.
Connecting Vertices by Independent Trees

Proof of Theorem 1. Let \((G, k)\) be an input to \textsc{Independently 2-Connected \(k\)-Set}. Also assume that \(G\) has \(n\) vertices and \(m\) edges. We first compute all the blocks of \(G\), say \(B_1, \ldots, B_t\), in \(\mathcal{O}(m + n)\) time. Now, by Lemma 3 we know that \(G\) is a \(\text{YES}\)-instance if and only if there exists an \(i \in \{1, \ldots, t\}\) such that \((B_i, k)\) is a \(\text{YES}\)-instance. Now on each \(B_i\), we first apply Corollary 5 and in \(\mathcal{O}(nm)\) time either produce a terminal set \(U\) and completely independent spanning trees \(T_1, T_2\) of \(U\), or construct a path decomposition of \(B_i\) of width at most \(k - 1\). In the former case we return \(U\) and completely independent spanning trees \(T_1, T_2\) of \(U\). In the later case we apply Lemma 6 and check whether \((G, k)\) is a \(\text{YES}\)-instance to \textsc{Independently 2-Connected \(k\)-Set}. This completes the proof. ▶

4 Lower Bound on Kernelization

We proved that \textsc{Independently 2-Connected \(k\)-Set} is FPT. Hence, it is natural to ask whether this problem has a polynomial kernel. A parameterized problem \(\Pi\) is said to admit a kernel of size \(f: \mathbb{N} \to \mathbb{N}\) if every instance \((x, k)\) can be reduced in polynomial time to an equivalent instance with both size and parameter value bounded by \(f(k)\). When \(f(k) = k^{O(1)}\) then we say that \(\Pi\) admits a polynomial kernel. The study of kernelization has recently been one of the main areas of research in parameterized complexity, yielding many important new contributions to the theory. The development of a framework for ruling out polynomial kernels under certain complexity-theoretic assumptions \([1, 2, 5]\) has added a new dimension to the field and strengthened its connections to classical complexity.

Using the results by Bodlaender et al. \([1]\), we show that it is unlikely even if we restrict ourselves to 2-connected graph. We first give a few definitions required for our proof. A \textit{composition algorithm} for a parameterized problem \(\Pi\) is an algorithm that receives as an input a sequence of instances \((I_1, k), \ldots, (I_t, k)\) of \(\Pi\) where each \(I_i\) is an input and \(k\) is a parameter, and in time polynomial in \(\sum_{i=1}^t |I_i| + k\) produces an instance \((I', k')\) of \(\Pi\) such that i) \((I', k')\) is a \(\text{YES}\)-instance of \(\Pi\) if and only if \((I_i, k)\) is a \(\text{YES}\)-instance for some \(i \in \{1, \ldots, t\}\), and ii) \(k'\) is polynomial in \(k\). If \(\Pi\) has a composition algorithm, then it is said that \(\Pi\) is \textit{compositional}. Bodlaender et al. \([1]\) proved the following theorem.

▶\textbf{Theorem 7 (}[\([1]\)]\textit{). If} \(\Pi\) \textit{is a compositional parameterized problem such that the unparameterized version of} \(\Pi\) \textit{is \text{NP}}\text{-complete, then} \(\Pi\) \textit{has no polynomial kernel unless \text{NP} \subseteq \text{coNP/}\text{poly}.}

It is easy to see that \textsc{Independently 2-Connected \(k\)-Set} is compositional for general (or connected) graphs. But by Lemma 3, it is sufficient to consider the problem for 2-connected graphs. Hence, we prove the following theorem.

▶\textbf{Theorem 8.} \textsc{Independently 2-Connected \(k\)-Set} \textit{has no polynomial kernel even for 2-connected graphs unless \text{NP} \subseteq \text{coNP/}\text{poly}.}

\textbf{Proof.} As the unparameterized version of \textsc{Independently 2-Connected \(k\)-Set} is \text{NP}\text{-complete for 2-connected graphs by the results of Hasunuma in [8]}, it is sufficient to show that \textsc{Independently 2-Connected \(k\)-Set} is compositional for 2-connected graphs.

Let \((G_1, k), \ldots, (G_t, k)\) be a sequence of instances of \textsc{Independently 2-Connected \(k\)-Set} where \(G_1, \ldots, G_t\) are 2-connected, and we assume without loss of generality that \(k \geq 3\). Let also \(n_i = |V(G_i)| \geq 3\) for \(i \in \{1, \ldots, t\}\), and denote by \(v_1^i, \ldots, v_{n_i}^i\) the vertices of \(G_i\) for \(i \in \{1, \ldots, t\}\). We construct \(G'\) as follows (see Fig. 1).

- For each \(h \in \{1, \ldots, t\}\) and for each ordered pair \((i, j)\) of distinct \(i, j \in \{1, \ldots, n_h\}\), construct a copy \(G_h^{(i,j)}\) of \(G_h\); denote by \(x_h^{(i,j)}\) and \(y_h^{(i,j)}\) the vertices \(v_h^i\) and \(v_h^j\) of the copy \(G_h^{(i,j)}\) of \(G_h\) respectively.
We let \( k' = 2k \). Notice that for all \( x^{(i,j)} \) and \( y^{(i,j)} \), \( G' \) has the unique edges that join these vertices with the vertices outside \( G^{(i,j)} \). We call these edges by \( x^{(i,j)}\)-edges and \( y^{(i,j)}\)-edges respectively. Observe also that for all \( h, k' \) and \( (i, j), (r, s), \) the graph \( G' \) has a \((y^{(i,j)}_h, x^{(r,s)}_h)\)-path that contains \( y^{(i,j)}_h \) and \( x^{(r,s)}_h \)-edges.

It is straightforward to see that \( G' \) is 2-connected. We show that \((G', k')\) is a YES-instance of INDEPENDENTLY 2-CONNECTED \( k' \)-SET if and only if \((G_h, k)\) is a YES-instance for some \( h \in \{1, \ldots, t\} \).

Suppose that there is \( h \in \{1, \ldots, t\} \) such that \( G_h \) has a set of terminals \( U \) of size at least \( k \) such that there are two completely independent spanning trees \( F, T \) of \( U \). Because \( k \geq 3 \), \( F \) and \( T \) have internal vertices. We choose such vertices denoted by \( v^i_h \) and \( v^j_h \) respectively. By Lemma 2, \( i \neq j \). Denote by \( F^{(i,j)}_h, T^{(i,j)}_h \) and \( F^{(j,i)}_h, T^{(j,i)}_h \) the copies of \( F, T \) in \( G^{(i,j)}_h \) and \( G^{(j,i)}_h \) respectively. Let \( P \) be a \((y^{(i,j)}_h, x^{(i,j)}_h)\)-path in \( G' \) that contains \( y^{(i,j)}_h \) and \( x^{(i,j)}_h \)-edges, and let \( Q \) be a \((y^{(j,i)}_h, x^{(j,i)}_h)\)-path in \( G' \) that contains \( y^{(j,i)}_h \) and \( x^{(j,i)}_h \)-edges. Let \( T' \) be the tree obtained by taking the union of \( T^{(i,j)}_h, T^{(j,i)}_h \) and \( P \), and let \( F' \) be the tree obtained by taking the union of \( F^{(i,j)}_h, F^{(j,i)}_h \) and \( Q \). It remains to observe that \( F', T' \) are completely independent spanning trees of \( U' \) where \( U' \) is the union of the copies of \( U \) in \( G^{(i,j)}_h \) and \( G^{(j,i)}_h \). Since \(|U'| = 2|U| \geq 2k \), we have that \( G \) a set of terminals \( U' \) of size at least \( k' \) such that there are two completely independent spanning trees \( F', T' \) of \( U' \).

Suppose now that \( G \) a set of terminals \( U' \) of size at least \( k' \) such that there are two completely independent spanning trees \( F', T' \) of \( U' \).

We claim that there are at most two \( G^{(i,j)}_h \) that contain vertices of \( U' \). To obtain a contradiction, assume that three distinct \( G^{(i,j)}_h, G^{(j,i)}_h, G^{(i,j)}_j \) have vertices of \( U' \). Then by the construction of \( G' \), there is \( s \in \{1, 2, 3\} \) such that \( F' \) contains the \( x^{(i,j)}_{h_s} \) and \( y^{(i,j)}_{h_s} \)-edges. Because \( F', T' \) are edge disjoint by Lemma 2, \( T' \) cannot contain any vertex of \( G^{(i,j)}_{h_s} \), a contradiction. We consider two cases.

**Case 1.** The set \( U' \) contains vertices of the unique \( G^{(i,j)}_h \). If \( F', T' \) do not include the \( x^{(i,j)}_h \) and \( y^{(i,j)}_h \)-edges, then \( F', T' \) are subtrees of \( G^{(i,j)}_h \). By taking the copies of \( F', T' \) in \( G_h \), we have that \( G_h \) has a set of terminals of size at least \( k' > k \) such that there are two completely independent spanning trees of the set. Suppose that one of the trees, say \( F' \), contains at least one of the \( x^{(i,j)}_h \) and \( y^{(i,j)}_h \)-edges. Because \( F' \) is a minimal spanning tree of \( U' \), \( F' \) contains both the \( x^{(i,j)}_h \) and \( y^{(i,j)}_h \)-edges. Then \( F' \) has the unique \((y^{(i,j)}_h, x^{(i,j)}_h)\)-path \( P \) with these edges, and the internal vertices of \( P \) have degree two in \( F' \). Then the forest obtained from \( F' \) by the deletion of the edges and the inner vertices of \( P \) have two components \( F_1 \) and \( F_2 \). Because \( V(F') \cap U = (V(F_1) \cap U) \cup (V(F_2) \cap U) \) and \( U_1 = (V(F_1) \cap U), U_2 = (V(F_2) \cap U) \)
are disjoint, we can assume without loss of generality that \(|U_1| \geq k\). Let \(F\) be the unique minimal spanning subtree of \(U_1\) in \(F_1\). Because \(F'\) contains the \(x_{h(i,j)}\) and \(y_{h(i,j)}\)-edges, \(T'\) is a subgraph of \(G_{h(i,j)}\) by Lemma 2. Let \(T\) be be the unique minimal spanning subtree of \(U_1\) in \(T'\). We have that \(G_{h(i,j)}\) has the set of terminals \(U_1\) of size at least \(k\) such that there are two completely independent spanning trees \(F, T\) of \(U_1\). By taking the copies of \(F, T\) in \(G_h\), we obtain that \(G_h\) has a set of terminals of size at least \(k\) such that there are two completely independent spanning trees of the set.

**Case 2.** The set \(U'\) contains vertices of two distinct \(e_{l(i,j)} G_{h(i,s)}\). Let \(U_1 = V(G_{h(i,j)}') \cap U'\) and \(U_2 = V(G_{h(i,s)}') \cap U'\). Because \(U_1, U_2\) is a partition of \(U'\), we can assume without loss of generality that \(|U_1| \geq k\). Notice that \(F', T'\) contain the \(x_{h(i,j)}, y_{h(i,j)}, x_{h(i,s)}, y_{h(i,s)}\)-edges, and the \(x_{h(l(i,j))}, y_{h(l(i,s))}\)-edges (the \(y_{h(i,j)}, x_{h(i,s)}\)-edges respectively) are in the same tree. We assume that \(F'\) contains the \(x_{h(i,j)}, y_{h(i,s)}\)-edges and \(T'\) has the \(y_{h(i,j)}, x_{h(i,s)}\)-edges. Then \(F'\) has the unique \((x_{h(i,j)}, y_{h(i,s)})\)-path \(Q\) and and \(T'\) has the unique \((y_{h(i,j)}, x_{h(i,s)})\)-path \(R\), and the internal vertices of \(Q\) and \(R\) have degree two in \(F'\) and \(T'\) respectively. Then the forest obtained from \(F'\) by the deletion of the edges and the inner vertices of \(Q\) has exactly two components \(F_1, F_2\), and it can be assumed that \(F_1\) is a subgraph of \(G_{h(i,j)}\) and \(F_2\) is a subgraph of \(G_{h(i,s)}\). Notice that \(U_1 \subseteq V(F_1)\), and let \(F\) be the unique spanning tree of \(U_1\) in \(F_1\). By the same arguments, the forest obtained from \(T'\) by the deletion of the edges and the inner vertices of \(R\) has exactly two components \(T_1, T_2\), and it can be assumed that \(T_1\) is a subgraph of \(G_{h(i,j)}\) and \(T_2\) is a subgraph of \(G_{h(i,s)}\). Again, \(U_1 \subseteq V(F_1)\), and we consider the unique spanning tree \(T\) of \(U_1\) in \(T_1\). We have that \(G_{h(i,j)}\) has the set of terminals \(U_1\) of size at least \(k\) such that there are two completely independent spanning trees \(F, T\) of \(U_1\). By taking the copies of \(F, T\) in \(G_h\), we obtain that \(G_h\) has a set of terminals of size at least \(k\) such that there are two completely independent spanning trees of the set.

In the both cases we have that there is \(h \in \{1, \ldots, t\}\) such that \((G_h, k)\) is a YES-instance of **Independently 2-Connected k-Set**, and it competes the proof.

### 5 FPT algorithm for Independently s-Connected k-Set and a generalization

In this section we design an algorithm for **Independently s-Connected k-Set**. In fact, what we show is that this problem is is FPT when parameterized by \(k + s\). We show that this problem can be reduced to checking existence of the bounded number of topological minors of bounded size. As the checking of existence of topological minors can be done in FPT-time by the recent results of Grohe et al. [6], we obtain the following theorem.

**Theorem 9.** **Independently s-Connected k-Set** is FPT when parameterized by \(s + k\).

**Proof.** If \(k = 1\) or \(s = 1\), then **Independently s-Connected k-Set** is trivial. If \(k = 2\), then the problem can be solved in polynomial time by checking the existence of two vertices that can be joined by at least \(s\) internally vertex disjoint paths. Also if \(s = 2\), then **Independently s-Connected k-Set** is FPT when parameterized by \(k\) by Theorem 1. Hence, we can assume that \(s, k \geq 3\).

We prove the following two claims.

**Claim B.** If \(H\) is a topological minor of \(G\) such that \((H, s, k)\) is a YES-instance of **Independently s-Connected k-Set**, then \((G, s, k)\) is a YES-instance of **Independently s-Connected k-Set**.
Proof of Claim B. Suppose that \((H,s,k)\) is a YES-instance of Independently s-Connected \(k\)-Set for a topological minor \(H\) of \(G\). Then there is a set of terminals \(U \subseteq V(H)\) of size at least \(k\) and there are \(s\) completely independent spanning trees \(T_1, \ldots, T_s\) of \(U\) in \(H\). Since \(H\) is a topological minor of \(G\), \(G\) has a subgraph \(H'\) such that \(H'\) can be obtained from \(H\) by a sequence of edge subdivisions. Let \(T'_1, \ldots, T'_s\) be the trees obtained from \(T_1, \ldots, T_s\) by applying these edge subdivisions to the edges of these trees. Denote by \(U'\) the set of vertices of \(G\) that correspond to the vertices of \(U\) in \(H'\). It remains to observe that \(T'_1, \ldots, T'_s\) are completely independent spanning trees of \(U'\) in \(G\) by Lemma 2, i.e., \((G,s,k)\) is a YES-instance of Independently s-Connected \(k\)-Set.

\[\blacktriangleleft\]

\textbf{Claim C.} If \((G,s,k)\) is a YES-instance of Independently s-Connected \(k\)-Set, then \(G\) has a topological minor \(H\) with at most \(sk + k - 2s\) vertices such that \((H,s,k)\) is a YES-instance of Independently s-Connected \(k\)-Set.

Proof of Claim C. Suppose that \((G,s,k)\) is a YES-instance of Independently s-Connected \(k\)-Set. Then there is a set of terminals \(U \subseteq V(G)\) of size exactly \(k\) and there are \(s\) completely independent spanning trees \(T_1, \ldots, T_s\) of \(U\) in \(G\). Let \(H\) be a subgraph of \(G\) that is the union of \(T_1, \ldots, T_s\). Denote by \(H'\) the graph obtained from \(H\) by the recursive dissolutions of degree two vertices that have non-adjacent neighbors. Clearly, \(H'\) is a topological minor of \(G\). Notice that because \(s \geq 3\), the vertices of \(U\) are not dissolved, and we can dissolve only internal vertices of \(T_1, \ldots, T_s\). Let \(T'_1, \ldots, T'_s\) be the trees obtained from \(T_1, \ldots, T_s\) respectively by these dissolutions. Then \(T'_1, \ldots, T'_s\) are completely independent spanning trees of \(U\) in \(H'\) by Lemma 2, i.e., \((H',s,k)\) is a YES-instance of Independently s-Connected \(k\)-Set.

To obtain the bound on the number of vertices of \(H'\), we show that for each \(T_i\), all non-terminal internal vertices of degree two of \(T_i\) are dissolved. To obtain a contradiction, assume that at some step, we could not dissolve a vertex \(u\) of degree two. It can happen only if \(u\) has the neighbors \(x\) and \(y\) that are adjacent. Because \(T_i\) is a tree and the terminals are not dissolved, \(x\) and \(y\) are joined in some other tree \(T_j\), i.e., \(x, y \in V(T_i) \cap V(T_j)\). Moreover, \(x\) and \(y\) are joined in \(T_i, T_j\) by the unique \((x,y)\)-paths \(P_i, P_j\) respectively such that the internal vertices of \(P_i, P_j\) have degree two in \(T_i, T_j\) respectively. By Lemma 2, \(x, y \in U\). Because \(k \geq 3\), each of \(x, y\) is an internal vertex of one of the trees \(T_1, \ldots, T_s\) by Lemma 2. Since \(s \geq 3\), either \(x\) or \(y\) is an internal vertex of at least two trees; a contradiction.

Thus, each \(T'_i\) has no non-terminal vertices of degree one or two. Therefore, because \(|U| = k\), \(T'_i\) has at most \(k - 2\) internal vertices. Then the total number of internal vertices of \(T'_1, \ldots, T'_s\) is at most \(s(k-2)\), and the total number of vertices of \(H'\) is at most \(s(k-2)+k\). \[\blacktriangleleft\]

Now we can solve Independently s-Connected \(k\)-Set as follows. We consider all \(2^{O(sk^2)}\) graphs \(H\) with at most \(sk + k - 2s\) vertices. For each \(H\), we solve Independently s-Connected \(k\)-Set using, e.g., brute force. If we obtain a YES-answer, then we check whether \(H\) is a topological minor of \(G\) by the algorithm of Grohe et al. [6]. If \(H\) is a topological minor of \(G\), then \((G,s,k)\) is a YES-instance of Independently s-Connected \(k\)-Set by Claim B. If we have a NO-answer for all \(H\), then Independently s-Connected \(k\)-Set for \((G,s,k)\) has a NO-answer by Claim C.

\[\blacktriangleleft\]

A similar result can be obtained for the variant of the problem where a set of terminals is fixed. Formally, Independent Trees for a Set of Terminals ask for a graph \(G\), positive integer \(s\) and a set \(U\), whether there are \(s\) completely independent spanning trees of \(U\) in \(G\). Using the same arguments as in the proof of Theorem 9, we can show the following.
Theorem 10. Independent Trees for a Set of Terminals is FPT when parameterized by $s + |U|$.

6 Conclusions

In this paper we initiated parameterized complexity of a natural connectivity problem and designed several FPT algorithms for it. We conclude with several open questions.

- Is it possible to solve Independently $s$-Connected $k$-Set in time $2^{O(k)}n^{O(1)}$ for a fixed $s \geq 3$?
- What can be said about the approximability of Independently $s$-Connected $k$-Set? Is there a constant factor approximation algorithm for the problem for $s = 2$?
- We have shown that Independent Trees for a Set of Terminals is FPT when parameterized by $s + |U|$. Is it possible to obtain a more efficient algorithm for this problem? In particular, is it possible to solve the problem in single-exponential in $|U|$ for $s = 2$?
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In the Tree Deletion Set problem the input is a graph $G$ together with an integer $k$. The objective is to determine whether there exists a set $S$ of at most $k$ vertices such that $G \setminus S$ is a tree. The problem is NP-complete and even NP-hard to approximate within any factor of OPT$^c$ for any constant $c$. In this paper we give an $O(k^5)$ size kernel for the Tree Deletion Set problem. An appealing feature of our kernelization algorithm is a new reduction rule, based on system of linear equations, that we use to handle the instances on which Tree Deletion Set is hard to approximate.
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1 Introduction

In the Tree Deletion Set problem we are given as input an undirected graph $G$ and integer $k$, and the task is to determine whether there exists a set $S \subseteq V(G)$ of size at most $k$ such that $G \setminus S$ is a tree, that is, a connected acyclic graph. This problem was first mentioned by Yannakakis [25] and is related to the classical Feedback Vertex Set problem. Here input is a graph $G$ and integer $k$ and the goal is to decide whether there exists a set $S$ on at most $k$ vertices such that $G \setminus S$ is acyclic. The only difference between the two problems is that in Tree Deletion Set $G \setminus S$ is required to be connected, while in Feedback Vertex Set it is not. Both problems are known to be NP-complete [10, 25].
Tree Deletion Set Has a Polynomial Kernel (but no $OPT^{O(1)}$ Approximation)

Despite the apparent similarity between the two problems their computational complexities differ quite dramatically. Feedback Vertex Set admits a factor 2-approximation algorithm, while Tree Deletion Set is known to not admit any approximation algorithm with ratio $O(n^{1-\epsilon})$ for any $\epsilon > 0$, unless $P = \mathbb{NP}$ [1, 25]. With respect to parameterized algorithms, the two problems exhibit more similar behavior. Indeed, some of the techniques that yield fixed parameter tractable algorithms for Feedback Vertex Set [4, 5] can be adapted to also work for Tree Deletion Set [21].

It is also interesting to compare the behavior of the two problems with respect to polynomial time preprocessing procedures. Specifically, we consider the two problems in the realm of kernelization. We say that a parameterized graph problem admits a kernel of size $f(k)$ if there exists a polynomial time algorithm, called a kernelization algorithm, that given as input an instance $(G, k)$ to the problem outputs an equivalent instance $(G', k')$ with $k' \leq f(k)$ and $|V(G')| + |E(G')| \leq f(k)$. If the function $f$ is a polynomial, we say that the problem admits a polynomial kernel. We refer to the surveys [11, 18] for an introduction to kernelization. For the Feedback Vertex Set problem, Burrage et al. [3] gave a kernel of size $O(k^{11})$. Subsequently, Bodlaender [2] gave an improved kernel of size $O(k^3)$ and finally Thomassé [22] gave a kernel of size $O(k^2)$. On the other hand the existence of a polynomial kernel for Tree Deletion Set was open until this work. It seems difficult to directly adapt any of the known kernelization algorithms for Feedback Vertex Set to Tree Deletion Set. Indeed, Raman et al. [21] conjectured that Tree Deletion Set does not admit a polynomial kernel.

The main reason to conjecture that Tree Deletion Set does not admit a polynomial kernel stems from an apparent relation between kernelization and approximation algorithms (cf. [19, page 15]). Most problems that admit a polynomial kernel, also have approximation algorithms with approximation ratio polynomial in $OPT$ (cf. [14, page 2]). Here $OPT$ is the value of the optimum solution to the input instance. In fact many kernelization algorithms are already approximation algorithms with approximation ratio polynomial in $OPT$.

This relation between approximation and kernelization led to a conjecture [20, 8] that Vertex Cover does not admit a kernel with $(2 - \epsilon)k$ vertices for $\epsilon > 0$, as this probably would yield a factor $(2 - \epsilon)$ approximation for the problem thus violating the Unique Games Conjecture [13].

It is easy to show that an approximation algorithm for Tree Deletion Set with ratio $OPT^{O(1)}$ would yield an approximation algorithm for the problem with ratio $O(n^{1-\epsilon})$ thereby proving $P = \mathbb{NP}$. In particular, suppose Tree Deletion Set had an $OPT^{c}$ algorithm for some constant $c$. Since the algorithm will never output a set of size more than $n$, the approximation ratio of the algorithm is upper bounded by $\min(OPT^c, \frac{n}{OPT}) \leq n^{1-\frac{c}{OPT}}$. This rules out approximation algorithms for Tree Deletion Set with ratio $OPT^{O(1)}$, and makes it very tempting to conjecture that Tree Deletion Set does not admit a polynomial kernel.

In this paper we show that Tree Deletion Set admits a kernel of size $O(k^3)$. To the best of our knowledge this is among the few examples of problems that do admit a polynomial kernel, but do not admit any approximation algorithm with ratio $OPT^{O(1)}$ under plausible complexity assumptions. The only other example we are aware of is a special case of the CSP studied by Kratsch and Wahlström [15].

Our Methods. The starting point of our kernel are known reduction rules for Feedback Vertex Set adapted to our setting. We also adapt the strategy to model some “pendant parts” of the graph by weight on vertices during the kernelization process to simplify the
structure of the graph. By applying these graph theoretical reduction rules we can show that there is a polynomial time algorithm that given an instance \((G, k)\) of Tree Deletion Set outputs an equivalent instance \((G', k')\) and a partition of \(V(G')\) into sets \(B, T, I\) such that
1. \(|B| = \mathcal{O}(k^2)\),
2. \(|T| = \mathcal{O}(k^4)\),
3. \(I\) is an independent set, and
4. for every \(v \in I\), \(N_{G'}(v) \subseteq B\), and \(N_{G'}(v)\) is a double clique.

Here a “double clique” means that for every pair \(x, y\) of vertices in \(N_{G'}(v)\), there are two edges between them. Thus we will allow \(G'\) to be a multigraph, and consider a double edge between two vertices as a cycle. In order to obtain a polynomial kernel for Tree Deletion Set it is sufficient to reduce the set \(I\) to size polynomial in \(k\).

For every vertex \(v \in I\) and tree deletion set \(S\) we know that \(|N_{G'}(v) \setminus S| \leq 1\), since otherwise \(G' \setminus S\) would contain a double edge. Further, if \(v \notin S\) then \(v\) has to be connected to the rest of \(G' \setminus S\) and hence \(|N_{G'}(v) \setminus S| = 1\), implying that \(v\) is a leaf in \(G' \setminus S\). Therefore \(G' \setminus (S \cup I)\) must be a tree. We can now reformulate the problem as follows.

For each vertex \(u\) in \(G' \setminus I\) we have a variable \(x_u\) which is set to 0 if \(u \in S\) and \(x_u = 1\) if \(u \notin S\). For each vertex \(v \in I\) we have a linear equation \(\sum_{u \in N(v)} x_u = 1\). The task is to determine whether it is possible to set the variables to 0 or 1 such that (a) the subgraph of \(G'\) induced by the vertices with variables set to 1 is a tree and (b) the number of variables set to 0 plus the number of unsatisfied linear equations is at most \(k\).

At this point it looks difficult to reduce \(I\) by graph theoretic means, as performing operations on these vertices correspond to making changes in a system of linear equations. In order to reduce \(I\) we prove that there exists an algorithm that given a set \(S\) of linear equations on \(n\) variables and an integer \(k\) in time \(\mathcal{O}(|S|n^{\omega-1}k)\) outputs a set \(S' \subseteq S\) of at most \((n + 1)(k + 1)\) linear equations such that any assignment of the variables that violates at most \(k\) linear equations of \(S'\) satisfies all the linear equations of \(S \setminus S'\). To reduce \(I\) we simply apply this result and keep only the vertices of \(I\) that correspond to linear equations in \(S'\). We believe that our reduction rule for linear equations will find more applications in the future and, while not as involved, adds a little to the toolbox of algebraic reduction rules for kernelization (see, for example, [7, 6, 17, 16, 23]).

Due to space constraints, the proofs of lemmata marked with \(\star\) are deferred to the full version of the paper.

2 Basic Notions

For every positive integer \(n\) we denote by \([n]\) the set \(\{1, 2, \ldots, n\}\), \(\mathbb{N}\) denotes the set of positive integers, and \(\mathbb{R}\) denotes the real numbers.

For a graph \(G = (V, E)\), we use \(V(G)\) to denote its vertex set \(V\) and \(E(G)\) to denote its edge set \(E\). If \(S \subseteq V(G)\) we denote by \(G \setminus S\) the graph obtained from \(G\) after removing the vertices of \(S\). In the case where \(S = \{u\}\), we abuse notation and write \(G \setminus u\) instead of \(G \setminus \{u\}\). For \(S \subseteq V(G)\), the neighborhood of \(S\) in \(G\), \(N_G(S)\), is the set \(\{u \in V(G) \setminus S \mid \exists v \in S : (u, v) \in E(G)\}\). Again, in the case where \(S = \{v\}\) we abuse notation and write \(N_G(v)\) instead of \(N_G(\{v\})\). The degree of vertex \(v\) denoted \(\deg(v)\) is the number of edges incident to it, loops being counted twice. A graph is connected if there is a path between any pair of its vertices. A connected component in a graph \(G\) is a set of vertices \(H\) such that \(G[H]\) is connected and \(H\) is maximal with this property. We use \(C(G)\) to denote the set of the connected components of \(G\). Given a graph \(G\) and a set \(S \subseteq G\), we say that \(S\) is a feedback
vertex set of $G$ if the graph $G \setminus S$ does not contain any cycles. In the case where $G \setminus S$ is connected we call $S$ tree deletion set of $G$. Moreover, given a set $S \subseteq V(G)$, we say that $S$ is a double clique of $G$ if every pair of vertices in $S$ is joined by a double edge.

Given two vectors $x$ and $y$ we denote by $d_H(x, y)$ the Hamming distance of $x$ and $y$, that is, $d_H(x, y)$ is equal to the number of positions where the vectors differ. For every $k \in \mathbb{N}$ we denote by $0^k$ the $k$-component vector $(0, 0, \ldots, 0)$. When $k$ is implied from the context we abuse notation and denote $0^k$ as $0$.

For a rooted tree $T$ and vertex set $M$ in $V(T)$ the least common ancestor-closure (LCA-closure) $\text{LCA-closure}(M)$ is obtained by the following process. Initially, set $M' = M$. Then, as long as there are vertices $x$ and $y$ in $M'$ whose least common ancestor $w$ is not in $M'$, add $w$ to $M'$. Finally, output $M'$ as the LCA-closure of $M$.

- **Lemma 1** (Fomin et al. [9]). Let $T$ be a tree, $M \subseteq V(T)$, and $M' = \text{LCA-closure}(M)$. Then, $|M'| \leq 2|M|$ and for every connected component $C$ of $T \setminus M'$, $|N_T(C)| \leq 2$.

### 3 A polynomial kernel for Tree Deletion Set

In this section we prove a polynomial size kernel for a weighted variant of the Tree Deletion Set problem. More precisely the problem we will study is following.

**Weighted Tree Deletion Set (wTDS)**

**Instance:** A graph $G$, a function $w : V(G) \to \mathbb{N}$, and a non-negative integer $k$.

**Parameter:** $k$.

**Question:** Does there exist a set $S \subseteq V(G)$ such that $\sum_{v \in S} w(v) \leq k$ and $G \setminus S$ is a tree?

#### 3.1 Known Reduction Rules for wTDS

In this subsection we state some already known reduction rules for wTDS that are going to be needed during our proofs.

- **Reduction Rule 1** (Raman et al. [21]). If the input graph is disconnected, then delete all vertices in connected components of weight less than $(\sum_{v \in V} w(v)) - k$ and decrease $k$ by the weight of the deleted vertices.

- **Observation 2** (Raman et al. [21]). If $(\sum_{v \in V} w(v)) > 2k$, then after the exhaustive application of Reduction Rule 1 the graph has at most one connected component.

- **Reduction Rule 2** (Raman et al. [21]). If $v$ is of degree 1 and $u$ is its only neighbor, then delete $v$ and increase the weight of $u$ by the weight of $v$.

- **Reduction Rule 3** (Raman et al. [21]). If $v_0, v_1, \ldots, v_l, v_{l+1}$ is a path in the input graph, such that $l \geq 3$ and $\deg(v_i) = 2$ for every $i \in [l]$, then replace the vertices $v_1, \ldots, v_l$ by two vertices $u_1$ and $u_2$ with edges $\{v_0, u_1\}$, $\{u_1, u_2\}$, and $\{u_2, v_{l+1}\}$ and with $w(u_1) = \min \{w(v_i) \mid i \in [l]\}$ and $w(u_2) = (\sum_{i=1}^l w(v_i)) - w(u_1)$.

Given a vertex $x$ of $G$, an $x$-flower of order $k$ is a set of $k$ cycles pairwise intersecting exactly in $x$. If $G$ has an $x$-flower of order $k + 1$, then $x$ should be in every tree deletion set of weight at most $k$ as otherwise we would need at least $k + 1$ vertices to hit all cycles passing through $x$. Thus the following reduction rule is safe.
\textbf{Reduction Rule 4.} Let \((G,w,k)\) be an instance of \textsc{wTDS}. If \(G\) has an \(x\)-flower of order at least \(k+1\), then remove \(x\) and decrease the parameter \(k\) by the weight of \(x\). The resulting instance is \((G\setminus\{x\},w_{|V(G)\setminus\{x\}},k-w(x))\).

The following theorem allows us to apply Reduction Rule 4 exhaustively in polynomial time. A version of the theorem appears also in \cite{2}, but the version given in \cite{22} is significantly more powerful.

\textbf{Theorem 3 (Thomassé \cite{22}).} Let \(G\) be a multigraph and \(x\) be a vertex of \(G\) without a self loop. Then in polynomial time we can find an \(x\)-flower of order \(k+1\) or, if such an \(x\)-flower does not exist, a set of vertices \(Z \subseteq V(G) \setminus \{x\}\) of size at most \(2k\) intersecting every cycle containing \(x\).

\textbf{Reduction Rule 5.} Let \((G,w,k)\) be an instance of \textsc{wTDS}. If \(v\) is a vertex such that \(w(v) > k + 1\), then let \(w(v) = k + 1\).

An instance \((G,w,k)\) of \textsc{wTDS}\ is called \textit{semi-reduced} if none of the Reduction Rules 1–5 can be applied. By Observation 2 such an instance is either connected or the total weight of all vertices is at most \(2k\) and hence we have a kernel. Therefore, for the rest of the paper we assume that the instance is connected.

\textbf{Lemma 4 (⋆).} If \((G,w,k)\) is an instance of \textsc{wTDS} reduced with respect to Reduction Rule 5, then there is an equivalent instance \((G',k)\) of \textsc{Tree Deletion Set} such that \(|V(G')| \leq (k+1)|V(G)|\) and \(|E(G')| \leq |E(G)| + |V(G')|\).

\textbf{Theorem 5 (Bafna et al. \cite{1}).} There is an \(O(\min\{|E(G)|\log|V(G)|,|V(G)|^2\})\) time algorithm that given a graph \(G\) that admits a feedback vertex set of size at most \(k\) outputs a feedback vertex set of \(G\) of size at most \(2k\).

### 3.2 A structural decomposition

In this subsection we decompose an instance \((G,w,k)\) of \textsc{wTDS} to an equivalent instance \((G',w',k')\) where \(V(G')\) is partitioned into three sets \(B, T, I\), such that the size of \(B\) and \(T\) is polynomial in \(k\) and \(I\) is an independent set. In particular we obtain the following result.

\textbf{Lemma 6.} There is a polynomial time algorithm that given a semi-reduced instance \((G,w,k)\) of \textsc{wTDS} either correctly decides that \((G,w,k)\) is a no-instance or outputs an equivalent instance \((G',w',k')\) and a partition of \(V(G')\) into sets \(B, T, I\) such that

\begin{itemize}
  \item[(i)] \(|B| \leq 8k^2 + 2k|V(G)|
  \item[(ii)] \(|T| \leq 240k^4 + 272k^3 + 65k^2 - 19k - 7|
  \item[(iii)] \(I\) is an independent set, and
  \item[(iv)] for every \(v \in I\), \(N_{G'}(v) \subseteq B\), \(|N_{G'}(v)| \leq 2k + 1\), and \(N_{G'}(v)\) is a double clique.
\end{itemize}

For an example of the structure of the graph \(G'\) obtained from Lemma 6, see Figure 1. We split the proof of this lemma into several auxiliary lemmata. We start by identifying the set \(B\).

\textbf{Lemma 7.} There is a polynomial time algorithm that given a semi-reduced instance \((G,w,k)\) of \textsc{wTDS} either correctly decides that \((G,w,k)\) is a no-instance or finds two sets \(F\) and \(\hat{Q}\) such that, denoting \(B = F \cup \hat{Q}\), the following holds.

\begin{itemize}
  \item[(i)] \(F\) is a feedback vertex set of \(G\).
  \item[(ii)] Each connected component of \(G \setminus B\) has at most 2 neighbors in \(\hat{Q}\).
\end{itemize}
The vertex set of the graph $G'$ is partitioned into a set $B$, a set $T$ where every connected component $H$ of $T$ is a tree, and a set $I$. The set $I$ induces an independent set and for every vertex $v \in I$, $N_{G'}(v) \subseteq B$ and $N_{G'}(v)$ induces a double clique.

(iii) For every connected component $H \in \mathcal{C}(G \setminus B)$ and every vertex $y \in B$, $|N_G(y) \cap H| \leq 1$, that is, every vertex $y$ of $F$ and every vertex $y$ of $\hat{Q}$ have at most one neighbor in every connected component $H$ of $G \setminus B$.

(iv) $|B| \leq 8k^2 + 2k$.

**Proof.** First notice that every tree deletion set of $G$ of weight at most $k$ is also a feedback vertex set of $G$ of size at most $k$ in the underlying non-weighted graph. Thus, by applying Theorem 5 we may find in polynomial time a feedback vertex set $F$ of $G$. If $|F| > 2k$, then output NO. Otherwise, $|F| \leq 2k$.

As the instance $(G, w, k)$ is semi-reduced, Reduction Rule 4 is not applicable, and $G$ does not contain an $x$-flower of order $k + 1$ for any $x \in F$. Therefore, from Theorem 3, we get that for every $x \in F$ we can find in polynomial time a set $Q^x \subseteq V(G) \setminus \{x\}$ intersecting every cycle that goes through $x$ in $G$ and such that $|Q^x| \leq 2k$. Let $Q = \bigcup_{x \in F} Q^x$.

Let $\mathcal{C}(G \setminus F) = \{H_1, H_2, \ldots, H_t\}$ and note that, as $F$ is a feedback vertex set of $G$, each $G[H_i]$ is a tree. From now on, without loss of generality we will assume that each $G[H_i]$, $i \in [t]$, is rooted at some vertex $v_i \in H_i$.

Let $Q_i = H_i \cap Q$, $i \in [t]$. In other words, $Q_i$ denotes the set of vertices of $H_i$ that are also vertices of $Q$, $i \in [t]$. Let also $\hat{Q}_i = \text{LCA-closure}(Q_i)$, that is, let $\hat{Q}_i$ denote the least common ancestor-closure of the set $Q_i$ in the tree $G[H_i]$. Finally, let $\hat{Q} = \bigcup_{i \in [t]} \hat{Q}_i$ and note that $\hat{Q} \cap F = \emptyset$.

Let us now prove that $F$ and $\hat{Q}$ have the claimed properties. First of all, $F$ is a feedback vertex set by construction, proving (i). Second, since for each $x \in F$ we have $|Q^x| \leq 2k$, we have $|Q| \leq 4k^2$, and from Lemma 1 we get that $|\hat{Q}| = \left| \bigcup_{i \in [t]} \hat{Q}_i \right| = \sum_{i \in [t]} |\hat{Q}_i| \leq 2 \sum_{i \in [t]} |Q_i| \leq 2|Q| \leq 8k^2$. Together with $|F| \leq 2k$ this proves (iv). Third, from the construction of $\hat{Q}$ and from Lemma 1 we get the property (ii).

Let us now prove (iii). Let $y \in B$ and $H \in \mathcal{C}(G \setminus B)$ and assume to the contrary that $|N_G(y) \cap H| \geq 2$. Then, as $G[H]$ is connected, the graph $G[H \cup \{y\}]$ contains a cycle that goes through $y$. If $y \in F$, we get a contradiction to the facts that $G[H \cup \{y\}]$ is a subgraph
of $G \setminus Q^y$ and the set $Q^y$ intersects every cycle that goes through $y$. If $y \in \hat{Q}$, we get a contradiction, since $G[H \cup \{y]\}$ is a subgraph of $G \setminus F$ (recall that $\hat{Q} \cap F = \emptyset$) and $G \setminus F$ is acyclic.

The next lemma shows that if $B$ is as in the previous lemma, then the size of connected components in the rest of the graph is bounded.

Lemma 8. If $(G, w, k)$ and $B$ are as in Lemma 7 and $H$ is a connected component of $G \setminus B$, then $|H| \leq 12k + 7$.

Proof. Let $x, y$ be two vertices of $B$. We say that the pair $\{x, y\}$ is in $P^{\geq k+2}$ if there are at most $k+1$ connected components $H$ of $G \setminus B$ with $\{x, y\} \subseteq N_G(H)$ and that $\{x, y\}$ is in $P^{\geq k+2}$ otherwise. Now we add to $G$ a double edge between every pair in $P^{\geq k+2}$ to obtain the graph $\hat{G}$. The next lemma shows that the resulting instance is equivalent to the original one.

Lemma 9. The instance $(\hat{G}, w, k)$, where $\hat{G}$ is as defined above, is equivalent to $(G, w, k)$.

Proof. Let $\{x, y\} \in P^{\geq k+2}$. Notice that each connected component $H$ of $G \setminus B$ with $\{x, y\} \subseteq N_G(H)$ provides a separate path between $x$ and $y$. Observe then that if neither $x$ nor $y$ belong to a tree deletion set $D$ of $G$ we need at least $k + 1$ vertices to hit all the cycles, since otherwise there are at least two components $H_1, H_2 \in G \setminus B$ with $\{x, y\} \subseteq (N_G(H_1) \cap N_G(H_2))$ and $(H_1 \cup H_2) \cap D = \emptyset$ and thus the graph induced by $H_1 \cup H_2 \cup \{x, y\}$ contains a cycle. This implies that $(G, w, k)$ is a yes-instance if and only if at least one of the vertices $x$ and $y$ is contained in every tree deletion set of $G$ of weight $k$.

The following lemma shows that there are only few connected components of $G \setminus B$ having a neighborhood that is not a double clique in $\hat{G}$.

Lemma 10. If $(G, w, k)$ and $B$ are as in Lemma 7 and $\hat{G}$ as defined above, then there is a set $C_T \subseteq C(G \setminus B)$ such that

(i) $|C_T| \leq 20k^3 + 11k^2 - k - 1$,

(ii) for every $H \in C(G \setminus B) \setminus C_T$, we have $N_G(H)$ is a double clique in $\hat{G}$ and $|N_G(H) \cap Q| \leq 1$.

Proof. For $x, y \in B$ we denote $S(x, y) = \{H \in C(G \setminus B) \mid \{x, y\} \subseteq N_G(H)\}$. Let us set $C_T = \bigcup_{\{x, y\} \in P^{\geq k+1}} S(x, y)$. Let us now assume that there is $H \in C(G \setminus B) \setminus C_T$, and two vertices $x$ and $y$ in $N_G(H)$ that are not joined by a double edge. By construction of the graph $\hat{G}$, this implies that $\{x, y\} \in P^{\geq k+1}$. But this implies that $H$ is in $C_T$, a contradiction. Furthermore, for every $x, y \in \hat{Q}$ we have $|S(x, y)| \leq 1$ as otherwise we would have a cycle in $G \setminus F$ and $F$ is a feedback vertex set. Hence $C_T$ satisfies (ii). It remains to prove (i).

Let us first mention that it is easy to see that $C_T$ is of polynomial size. Indeed, we have $|C_T| = |\bigcup_{\{x, y\} \in P^{\leq k+1}} S(x, y)| \leq |B|^2(k + 1) = O(k^5)$. For the purpose of the more precise size bound let us distinguish three subsets of $C_T$:

$$T^{FF} = \bigcup_{\{x, y\} \subseteq F \land (x, y) \in P^{\leq k+1}} S(x, y)$$

$$T^{QQ} = \bigcup_{\{x, y\} \subseteq \hat{Q} \land (x, y) \in P^{\leq k+1}} S(x, y)$$

$$T^{FQ} = \left( \bigcup_{x \in P \land y \in \hat{Q} \land (x, y) \in P^{\leq k+1}} S(x, y) \right) \setminus T^{QQ}$$

Obviously, $C_T \subseteq \left( T^{FF} \cup T^{QQ} \cup T^{FQ} \right)$. Hence, to bound the size of $C_T$ it is enough to bound the sizes of $T^{FF}$, $T^{QQ}$, and $T^{FQ}$. Note that for every $\{x, y\} \in P^{\leq k+1}$ we have $|S(x, y)| \leq k + 1$. It follows that $|T^{FF}| \leq \binom{|F|}{2}(k + 1) \leq \binom{k}{2}(k + 1) = 2k^3 + k^2 - k$. 
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Next we claim that $|T^{Q^*(Q)}| \leq |\hat{Q}| - 1 \leq 8k^2 - 1$. For every $x, y \in \hat{Q}$ we have $|S(x, y)| \leq 1$ as otherwise we would have a cycle in $G \setminus F$ and $F$ is a feedback vertex set. Let $A_Q$ be the graph with vertex set $\hat{Q}$ where two vertices in $\hat{Q}$ are connected by an edge if and only if they are the neighbors of a component $H \in T^{Q(Q)}$ in $\hat{Q}$. Hence, the number of edges of $A_Q$ equals $|T^{Q(Q)}|$. We now work towards showing that $A_Q$ is a forest. Indeed, assume to the contrary that there exists a cycle in $A_Q$. Then it is easy to see that we may find a cycle in the graph $\hat{H}$ induced by the components in $T^{Q(Q)}$ which correspond to the edges of the cycle in $A_Q$ and their neighborhood in $\hat{Q}$. Recall that $\hat{Q} \cap F = \emptyset$ and therefore $\hat{H}$ is a subgraph of $G \setminus F$. This contradicts the fact that $F$ is a feedback vertex set of $G$. Hence, $A_Q$ is a forest and the claim follows.

For the upper bound on $T^{FQ}$, for every $x \in F$ we partition the set $\hat{Q}$ into two sets $R^\leq_2$ and $R^\geq_2$ in the following way.

\[
R^\leq_2 = \{ y \in \hat{Q} \mid \text{there is at most 1 component } H \in T^{FQ} \text{ such that } \{x, y\} \subseteq N_G(H)\}
\]

\[
R^\geq_2 = \{ y \in \hat{Q} \mid \{x, y\} \in \mathcal{P}^{\leq k+1} \text{ and there exist at least two distinct components } H_1, H_2 \in T^{FQ} \text{ such that } \{x, y\} \subseteq N_G(H_1) \cap N_G(H_2)\}\]

Observe that $|T^{FQ}| \leq \sum_{x \in F} (|R^\leq_2| + |R^\geq_2|(k + 1))$ and for every $x \in F$, it trivially holds that $|R^\leq_2| \leq |\hat{Q}| \leq 8k^2$. Moreover, we claim that for every $x \in F$, $|R^\geq_2| \leq k$. Indeed, assume to the contrary that $|R^\geq_2| \geq k + 1$ for some $x \in F$. Then there exist $k + 1$ vertices $y_i \in \hat{Q}$, $i \in [k + 1]$, such that for every $i$ there exist two connected components $H_{i1}$ and $H_{i2}$ in $T^{FQ} \subseteq C(G \setminus B) \setminus T^{QQ}$ such that $\{x, y_i\} \subseteq N_G(H_{i1}) \cap N_G(H_{i2})$. This implies that the graph induced by the vertex $x$, the vertices $y_i$, $i \in [k + 1]$, and the components $H_{i1}$ and $H_{i2}$, $i \in [k + 1]$, contains an $x$-flower of order $k + 1$ (notice that, as none of the graphs belong to $T^{QQ}$, they are pairwise disjoint). This is a contradiction to the fact that $G$ is semi-reduced. Therefore, for every $x \in F$ we have $|R^\geq_2| \leq k$.

All together, we have $|T^{FQ}| \leq \sum_{x \in F} (8k^2 + k(k + 1)) \leq 18k^3 + 2k^2$ and $|C_T| \leq |T^{FF}| + |T^{QQ}| + |T^{FQ}| \leq (2k^3 + k^2 - k) + (8k^2 - 1) + (18k^3 + 2k^2) = 20k^3 + 11k^2 - k - 1$ proving (i).

Let us denote $T = \bigcup_{H \in C_T} H$. Note that by the properties of $C_T$ we have $C(\hat{G} \setminus (B \cup T)) = C(G \setminus B) \setminus C_T$. Further, by Lemma 8 we have $|T| \leq |C_T|(12k + 7)$ and, hence, by Lemma 10, $|T| \leq (20k^3 + 31k^2 - k - 1)(12k + 7) = 240k^4 + 272k^3 + 65k^2 - 19k - 7$.

We now prove that the components of $C(G \setminus B)$ that are not in $C_T$ behave as single vertices with respect to tree deletion sets.

**Lemma 11 (•).** If there exists a tree deletion set $S$ of $\hat{G}$ of weight at most $k$ then there exists a tree deletion set $\hat{S}$ of $\hat{G}$ of weight at most $k$ such that for every $H \in C(\hat{G} \setminus (B \cup T))$, either $H \subseteq \hat{S}$ or $H \cap \hat{S} = \emptyset$.

Now, let $G'$ be the graph obtained from $\hat{G}$ after contracting every connected component $H$ of $\hat{G} \setminus (B \cup T)$ into a single vertex $v_H$ and setting $w'(v_H) = \sum_{v \in H} w(v)$ and $w'(v) = w(v)$ for every $v \in (B \cup T)$. We also define $I$ to be the set $V(G') \setminus (B \cup T)$. We now prove that such a contraction does not affect the instance.

**Lemma 12 (•).** If $\hat{G}$, $G'$, and $w'$ are as defined above, then the instances $\hat{G}, w, k$ and $G', w', k$ are equivalent.

Lemma 6 now follows directly from Lemmata 7–12.
Lemma 14. Let $\mathbb{F}$ be a field. There exists an algorithm that given a set $S$ of linear equations over $\mathbb{F}$ on $n$ variables and an integer $k$ outputs a set $S' \subseteq S$ of at most $(n+1)(k+1)$ linear equations over $\mathbb{F}$ such that any assignment of the variables that violates at most $k$ linear equations of $S'$ satisfies all the linear equations of $S \setminus S'$. Moreover, the running time of the algorithm is $O(|S|n^{\omega-1}k)$, assuming that the field operations take a constant time.

Proof. In order to identify $M'$ we identify $j_0 + 1 \leq k + 1$ (non-empty) submatrices $B_0, B_1, \ldots, B_{j_0}$ of $M$, each having at most $n$ rows, in the following way: First, let $B_0$ be a minimal submatrix of $M$ whose rows span all the rows of $M$, that is, let $B_0$ be a base of the vector space generated by the rows of $M$, and let also $M_0$ be the submatrix obtained from $M$ after removing the rows of $B_0$. We identify the rest of the matrices inductively as follows: For every $i \in [k]$, if $M_{i-1}$ is not the empty matrix we let $B_i$ be a minimal submatrix of $M_{i-1}$ whose rows span all the rows of $M_{i-1}$ and finally we let $M_i$ be the matrix occurring from $M_{i-1}$ after removing the rows of $B_i$.

We now define the submatrix $M'$ of $M$. Let $j_0 \leq k$ be the greatest integer for which $M_{j_0-1}$ is not the empty matrix. Let $M'$ be the matrix consisting of the union of the rows of the (non-empty) matrices $B_0$ and $B_i$, $i \in [j_0]$. As the rank of the matrices $M, M_i, i \in [j_0]$, is upper bounded by $n$, the matrices $B_0, B_i, i \in [j_0]$, have at most $n$ rows each, and therefore $M'$ has at most $n(j_0 + 1) \leq n(k + 1)$ rows. Observe that if $j_0 < k$ then the union of the rows of the non-empty matrices $B_0, B_i, i \in [j_0]$, contains all the rows of $M$ and thus we may assume that $M' = M$ and the lemma trivially holds. Hence, it remains to prove the lemma for the case where $j_0 = k$, and therefore $M'$ consists of the union of the matrices $B_0, B_i, i \in [k]$. As it always holds that $d_H(M \cdot x^T, 0) \geq d_H(M' \cdot x^T, 0)$ it is enough to prove that for every $x \in \mathbb{F}^n$ for which $d_H(M' \cdot x^T, 0) \leq k$, the matrix $M'$ is spanned by the rows of $M$ after removing the rows of $M'$, it holds that $d_H(x \cdot x^T, 0) = 0$. Towards this goal let $x \in \mathbb{F}^n$ be a vector such that $d_H(M' \cdot x^T, 0) \leq k$. From the Pigeonhole Principle there exists an $i_0$ such that $d_H(M_{i_0} \cdot x^T, 0) = 0$, that is, if $r_1, r_2, \ldots, r_{|B_{i_0}|}$ are the rows of $B_{i_0}$ then $r_j \cdot x^T = 0$, for every $j \in [|B_{i_0}|]$. Recall however that the row $r$ of $M'$ is spanned by the rows $r_1, r_2, \ldots, r_{|B_{i_0}|}$ of $B_{i_0}$. Therefore, there exist $\lambda_j \in \mathbb{F}$, $j \in [|B_{i_0}|]$, such that $r = \sum_{j=1}^{r_{|B_{i_0}|}} \lambda_j r_j$. It follows that $r \cdot x^T = \sum_{j=1}^{r_{|B_{i_0}|}} \lambda_j r_j \cdot x^T = 0$ and therefore $d_H(r \cdot x^T, 0) = 0$. This implies that $d_H(M \cdot x^T, 0) \leq d_H(M' \cdot x^T, 0)$. Finally, for a rectangular matrix of size $d \times r, d \leq r$, Ibarra et al. [12] give an algorithm that computes a maximal independent set of rows (a row basis) in $O(d^{0.5}r)$ time. By running this algorithm $k+1$ times we can find the matrix $M'$ in $O(mn^{\omega-1}k)$ time and this completes the proof of the lemma. ▶

Remark. While it might be tempting to say that among a pair of vertices in $\mathcal{P}^{\geq k+2}$ a solution must remove exactly one, this is not the case. Though, clearly, some of the common neighbors of the pair remain untouched, they might be connected to the rest of the graph through other vertices of $B$. Hence it might be the case that both vertices of the pair are removed.

3.3 Results on Linear Equations

Lemma 13. Let $\mathbb{F}$ be a field. For every matrix $M \in \mathbb{F}^{m \times n}$ and positive integer $k$, there exists a submatrix $M' \in \mathbb{F}^{m' \times n}$ of $M$, where $m' \leq n(k + 1)$, such that for every $x \in \mathbb{F}^n$ with $d_H(M' \cdot x^T, 0^m) \leq k$, $d_H(M \cdot x^T, 0^m) = d_H(M' \cdot x^T, 0^m)$. Furthermore, the matrix $M'$ can be computed in time $O(m \cdot n^{\omega-1}k)$, where $\omega$ is the matrix multiplication exponent ($\omega < 2.373$ [24]), assuming that the field operations take a constant time.

Proof. In order to identify $M'$ we identify $j_0 + 1 \leq k + 1$ (non-empty) submatrices $B_0, B_1, \ldots, B_{j_0}$ of $M$, each having at most $n$ rows, in the following way: First, let $B_0$ be a minimal submatrix of $M$ whose rows span all the rows of $M$, that is, let $B_0$ be a base of the vector space generated by the rows of $M$, and let also $M_0$ be the submatrix obtained from $M$ after removing the rows of $B_0$. We identify the rest of the matrices inductively as follows: For every $i \in [k]$, if $M_{i-1}$ is not the empty matrix we let $B_i$ be a minimal submatrix of $M_{i-1}$ whose rows span all the rows of $M_{i-1}$ and finally we let $M_i$ be the matrix occurring from $M_{i-1}$ after removing the rows of $B_i$.
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\textbf{Proof.} Let $x_1, x_2, \ldots, x_n$ denote the $n$ variables and $\alpha_{ij}$ denote the coefficient of $x_j$ in the $i$-th linear equation of $S$, $i \in [|S|]$, $j \in [n]$. Let also $\alpha_{i(n+1)}$ denote the constant term of the $i$-th linear equation of $S$. In other words, the $i$-th equation of $S$ is denoted as $\alpha_{1j}x_1 + \alpha_{2j}x_2 + \cdots + \alpha_{nj}x_n + \alpha_{i(n+1)} = 0$. Finally, let $M$ be the matrix where the $j$-element of the $i$-th row is $\alpha_{ij}$, $i \in [|S|]$, $j \in [n+1]$. From Lemma 13, it follows that for every positive integer $k$ there exists a submatrix $M'$ of $M$ with at most $(n+1)(k+1)$ rows and $n+1$ columns such that for every $x \in \mathbb{F}^{n+1}$ for which $d_H(M' \cdot x^T, \mathbf{0}) \leq k$, $d_H(M \cdot x^T, \mathbf{0}) = d_H(M' \cdot x^T, \mathbf{0})$ and $M'$ can be computed in time $O(|S|n^{w-1}k)$. Let $S'$ be the set of linear equations that correspond to the rows of $M'$. Let then $x_i = \beta_i$, $\beta_i \in \mathbb{F}$, $i \in [n]$, be an assignment that does not satisfy at most $k$ of the equations of $S'$. This implies that $d_H(M' \cdot z, \mathbf{0}) \leq k$, where $z = (\beta_1, \beta_2, \ldots, \beta_n)^T$. Again, from Lemma 13, we get that $d_H(M \cdot z, \mathbf{0}) = d_H(M' \cdot z, \mathbf{0})$. Thus, the above assignment satisfies all the linear equations of $S \setminus S'$. \hfill \square

3.4 \textbf{The Main Theorem}

In this subsection by combining the structural decomposition of Subsection 3.2 and Lemma 14 from Subsection 3.3 we obtain a kernel for wTDS of size $O(k^4)$.

\textbf{Theorem 15.} wTDS admits a kernel of size $O(k^4)$ and $O(k^4 \log k)$ bits.

\textbf{Proof.} Let $(G, w, k)$ be an instance of wTDS. Without loss of generality we may assume that it is semi-reduced, $G$ is connected, and that, from Lemma 6, $V(G)$ can be partitioned into three sets $B$, $T$, and $I$ satisfying the conditions of Lemma 6. Note that, as $G$ is connected, every vertex of $I$ has at least one neighbor in $B$. We construct an instance $(G', w', k)$ of wTDS in the following way. Let $p$ be a prime number such that $|B| < p < 2|B|$. Such a prime number exists by a Bertrand’s postulate (proved by Chebyshev in 1850). Let $F = \mathbb{GF}(p)$, that is, the Galois field of order $p$. It takes at most $O(|B|^2) = O(k^4)$ time to find $p$ and the multiplicative inverses in $F$.

Let $I = \{v_i \mid i \in [|I|]\}$ and $B = \{u_j \mid j \in [|B|]\}$. We assign an $F$-variable $x_j$ to $u_j$, $j \in [|B|]$, and a linear equation $l_i$ over $F$ to $v_i$, $i \in [|I|]$, where $l_i$ is the equation $\sum_{j \in [|B|]} \alpha_{ij}x_j - 1 = 0$ and $\alpha_{ij} = 1$ if $u_j \in N_G(v_i)$ and $0$ otherwise. Let $L = \{l_i \mid i \in [|I|]\}$ and $L'$ be the subset of $L$ obtained from Lemma 14. Let also $I' = \{v_p \in I \mid l_p \in L'\}$ and $G' = G[B \cup T \cup I']$. Finally, let $w' = w|_{B \cup T \cup I'}$. We now prove that $(G', w', k)$ is equivalent to $(G, w, k)$.

We first prove that if $(G, w, k)$ is a yes-instance then so is $(G', w', k)$. Let $S$ be a tree deletion set of $G$ of weight at most $k$. Then $G \setminus S$ is a tree and, as for every vertex $v \in I \setminus S$, $N_G(v)$ is a double clique, $v$ has degree exactly $1$ in $G \setminus S$. Therefore, the graph obtained from $G \setminus S$ after removing $(I \setminus I')$ is still a tree. This implies that $S \setminus (I \setminus I')$ is a tree deletion set of $G'$ of weight at most $k$ and $(G', w', k)$ is a yes-instance.

Let now $(G', w', k)$ be a yes-instance and $S$ be a tree deletion set of $G'$ of weight at most $k$. We claim that there exist at most $k$ vertices in $I'$ whose neighborhood lies entirely in $S$. Indeed, assume to the contrary that there exist at least $k + 1$ vertices of $I'$ whose neighborhood lies entirely in $S$. Let $J$ be the set of those vertices. Notice that for every vertex $v \in I'$, if $N_G(v) \subseteq S$, then either $v \in S$ or $I' \setminus \{v\} \subseteq S$. Notice that if $J \subseteq S$, then $S$ has weight at least $k + 1$, a contradiction. Therefore, there exists a vertex $u \in J$ that is not contained in $S$. Then $I' \setminus \{u\} \subseteq S$. Moreover, recall that $u$ has at least one neighbor $z$ in $B$ and from the hypothesis $z$ is contained in $S$. Therefore $(I' \setminus \{u\}) \cup \{z\} \subseteq S$. As $|I'| \geq |J| = k + 1$, it follows that $|I' \setminus \{u\}| \geq k$. Furthermore, recall that $B \cap I' = \emptyset$. Thus, $|S| \geq k + 1$, a contradiction to the fact that $S$ has weight at most $k$. Therefore, there exist at most $k$ vertices of $I'$ whose neighborhood is contained entirely in $S$. For every $j \in [|B|]$, let $x_j = \beta_j$, where $\beta_j = 0$ if $u_j \in S$ and $1$ otherwise. Then there exist at most $k$ linear equations...
in $L'$ which are not satisfied by the above assignment. However, from the choice of $L'$ all the linear equations in $L \setminus L'$ are satisfied and therefore, for every vertex $u$ in $I \setminus I'$ we have $|N_{G}(u) \setminus S| \equiv 1 \pmod{p}$. Since $p > |B|$ this implies that $u$ has exactly one neighbor in $G \setminus S$. Thus $G \setminus S$ is a tree and hence, $S$ is a tree deletion set of $G$ as well.

Notice that $V(G') = B \cup T \cup I'$, where $|I'| \leq 8k^3 + 10k^2 + 3k + 1$ (Lemma 14) and therefore $|V(G')| = O(k^4)$. It is also easy to see that $|E(G')| = O(k^4)$. Indeed, notice first that as the set $I'$ is an independent set there are no edges between its vertices. Moreover, from Lemma 6 there are no edges between the vertices of the set $I'$ and the set $T$. Observe that, from the construction of $I$ and subsequently of $I'$, Lemma 6 implies that every vertex of $I'$ has at most $2k + 2$ neighbors in $B$. As $|I'| \leq 8k^3 + 10k^2 + 3k + 1$ there exist $O(k^4)$ edges between the vertices of $I'$ and the vertices of $B$. Notice that from (2) of Lemma 6, $T$ induces a forest and thus there exist at most $O(k^4)$ edges between its vertices. Moreover, from (1) of Lemma 6, again there exist $O(k^4)$ edges between the vertices of $B$. It remains to show that there exist $O(k^4)$ edges with one endpoint in $B$ and one endpoint in $T$. Recall first that every connected component has at most 2 neighbors in $Q$. Therefore, there exist at most $2k + 2$ edges between every connected component of $C_T$ and $B$. Moreover, from Lemma 10 we obtain that $C_T$ contains $O(k^3)$ connected components. Therefore, there exist $O(k^4)$ edges with one endpoint in $B$ and one endpoint in $T$. Thus, wTDS has a kernel of $O(k^4)$ vertices and edges. Finally, from Reduction Rule 5, the weight of every vertex is upper bounded by $k + 1$ and thus, it can be encoded using $\log(k + 1)$ bits resulting to a kernel of wTDS with $O(k^4 \log k)$ bits. ▶

From Lemma 4 we immediately get the following corollary.

▶ **Corollary 16.** Tree Deletion Set has a kernel with $O(k^5)$ vertices and edges.

---
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Abstract
We investigate the problem of modifying a graph into a connected graph in which the degree of each vertex satisfies a prescribed parity constraint. Let $ea$, $ed$, and $vd$ denote the operations edge addition, edge deletion and vertex deletion respectively. For any $S \subseteq \{ea, ed, vd\}$, we define\textit{Connected Degree Parity Editing}($S$) (CDPE($S$)) to be the problem that takes as input a graph $G$, an integer $k$ and a function $\delta: V(G) \rightarrow \{0, 1\}$, and asks whether $G$ can be modified into a connected graph $H$ with $d_H(v) \equiv \delta(v) \pmod{2}$ for each $v \in V(H)$, using at most $k$ operations from $S$. We prove that

- if $S = \{ea\}$ or $S = \{ea, ed\}$, then CDPE($S$) can be solved in polynomial time;
- if $\{vd\} \subseteq S \subseteq \{ea, ed, vd\}$, then CDPE($S$) is \textsf{NP}-complete and \textsf{W[1]}-hard when parameterized by $k$, even if $\delta \equiv 0$.

Together with known results by Cai and Yang and by Cygan, Marx, Pilipczuk, Pilipczuk and Schlotter, our results completely classify the classical and parameterized complexity of the CDPE($S$) problem for all $S \subseteq \{ea, ed, vd\}$. We obtain the same classification for a natural variant of the CDPE($S$) problem on directed graphs, where the target is a weakly connected digraph in which the difference between the in- and out-degree of every vertex equals a prescribed value.

As an important implication of our results, we obtain polynomial-time algorithms for \textit{Eulerian Editing} problem and its directed variant. To the best of our knowledge, the only other natural non-trivial graph class $H$ for which the $H$-\textit{Editing} problem is known to be polynomial-time solvable is the class of split graphs.
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Introduction

Graph modification problems play a central role in algorithmic graph theory, partly due to the fact that they naturally arise in numerous practical applications. A graph modification problem takes as input a graph $G$ and an integer $k$, and asks whether $G$ can be modified

* The research leading to these results has received funding from the European Research Council under the European Union’s Seventh Framework Programme (FP/2007-2013)/ERC Grant Agreement n. 267959 and from EPSRC Grant EP/K025090/1.
into a graph belonging to a prescribed graph class $\mathcal{H}$, using at most $k$ operations of a certain type. The most common operations that are considered in this context are edge additions ($\mathcal{H}$-Completion), edge deletions ($\mathcal{H}$-Edge Deletion), vertex deletions ($\mathcal{H}$-Vertex Deletion), and a combination of edge additions and edge deletions ($\mathcal{H}$-Editing).

The intensive study of graph modification problems has produced a plethora of classical and parameterized complexity results (see e.g. \cite{1, 2, 3, 4, 5, 6, 7, 8, 11, 12, 14, 15, 16, 17, 19, 20}).

An undirected graph is Eulerian if it is connected and every vertex has even degree, while a directed graph is Eulerian if it is strongly connected\footnote{Replacing “strongly connected” by “weakly connected” yields an equivalent definition of Eulerian digraphs, as it is well-known that a balanced digraph is strongly connected if and only if it is weakly connected (see e.g. \cite{7}).} and balanced, i.e. the in-degree of every vertex equals its out-degree. Eulerian graphs form a well-known graph class both within algorithmic and structural graph theory. Several groups of authors have investigated the problem of deciding whether a given graph can be made Eulerian using a small number of operations. Boesch et al. \cite{1} presented a polynomial-time algorithm for Eulerian Completion, and Cai and Yang \cite{4} showed that the problems Eulerian Vertex Deletion and Eulerian Edge Deletion are $\text{NP}$-complete \cite{4}. When parameterized by $k$, it is known that Eulerian Vertex Deletion is $\text{W}[1]$-hard \cite{4}, while Eulerian Edge Deletion is fixed-parameter tractable \cite{7}. Cygan et al. \cite{7} showed that the classical and parameterized complexity results for Eulerian Vertex Deletion and Eulerian Edge Deletion also hold for the directed variants of these problems.

\textbf{Our Contribution.} We generalize, extend and complement known results on graph modification problems dealing with Eulerian graphs and digraphs. The main contribution of this paper consists of two non-trivial polynomial-time algorithms: one for solving the Eulerian Editing problem, and one for solving the directed variant of this problem. Given the aforementioned $\text{NP}$-completeness result for Eulerian Edge Deletion and the fact that $\mathcal{H}$-Editing is $\text{NP}$-complete for almost all natural graph classes $\mathcal{H}$ \cite{2, 20}, we find it particularly interesting that Eulerian Editing turns out to be polynomial-time solvable. To the best of our knowledge, the only other natural non-trivial graph class $\mathcal{H}$ for which $\mathcal{H}$-Editing is known to be polynomial-time solvable is the class of split graphs \cite{13}.

In fact, our polynomial-time algorithms are implications of two more general results. In order to formally state these results, we need to introduce some terminology. Let $\text{ea}$, $\text{ed}$ and $\text{vd}$ denote the operations edge addition, edge deletion and vertex deletion, respectively. For any set $S \subseteq \{\text{ea, ed, vd}\}$ and non-negative integer $k$, we say that a graph $G$ can be $(S,k)$-modified into a graph $H$ if $H$ can be obtained from $G$ by using at most $k$ operations from $S$. We define the following problem for every $S \subseteq \{\text{ea, ed, vd}\}$:

\begin{tabular}{|l|}
\hline
\text{CDPE}(S): & \text{CONNECTED DEGREE PARITY EDITING}(S) \\
\text{Instance:} & A graph $G$, an integer $k$ and a function $\delta: V(G) \to \{0, 1\}$. \\
\text{Question:} & Can $G$ be $(S,k)$-modified into a connected graph $H$ with $d_H(v) \equiv \delta(v) \pmod{2}$ for each $v \in V(H)$? \\
\hline
\end{tabular}

Inspired by the work of Cygan et al. \cite{7} on directed Eulerian graphs, we also study a natural directed variant of the CDPE(S) problem. Denoting the in- and out-degree of a vertex $v$ in a digraph $G$ by $d^+_G(v)$ and $d^-_G(v)$, respectively, we define the following problem for every $S \subseteq \{\text{ea, ed, vd}\}$:

\begin{tabular}{|l|}
\hline
\text{CDPE(S):} & \text{CONNECTED DEGREE PARITY EDITING}(S) \\
\text{Instance:} & A graph $G$, an integer $k$ and a function $\delta: V(G) \to \{0, 1\}$. \\
\text{Question:} & Can $G$ be $(S,k)$-modified into a digraph $H$ with $d_H^+(v) \equiv \delta(v) \pmod{2}$ and $d_H^-(v) \equiv \delta(v) \pmod{2}$ for each $v \in V(H)$? \\
\hline
\end{tabular}
Table 1: A summary of the results for CDPE($S$) and CDBE($S$). All results are new except those for which a reference is given. The number of allowed operations $k$ is the parameter in the parameterized results, and if a parameterized result is stated, then the corresponding problem is NP-complete.

<table>
<thead>
<tr>
<th>$S$</th>
<th>CDPE($S$)</th>
<th>CDBE($S$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ea, ed</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>ea</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>ea, vd</td>
<td>W[1]-hard</td>
<td>W[1]-hard</td>
</tr>
<tr>
<td>ed, vd</td>
<td>W[1]-hard</td>
<td>W[1]-hard</td>
</tr>
<tr>
<td>ea, ed, vd</td>
<td>W[1]-hard</td>
<td>W[1]-hard</td>
</tr>
</tbody>
</table>

CDBE($S$): **Connected Degree Balance Editing($S$)**

*Instance:* A digraph $G$, an integer $k$ and a function $\delta: V(G) \to \mathbb{Z}$.

*Question:* Can $G$ be $(S, k)$-modified into a weakly connected digraph $H$ with $d^+(v) - d^-(v) = \delta(v)$ for each $v \in V(H)$?

In Section 3, we prove that CDPE($S$) can be solved in polynomial time when $S = \{ea\}$ and when $S = \{ea, ed\}$. The first of these two results extends the aforementioned polynomial-time result by Boesch et al. [1] on EULERIAN COMPLETION and the second yields the first polynomial-time algorithm for EULERIAN EDITING, as these problems are equivalent to CDPE($\{ea\}$) and CDPE($\{ea, ed\}$), respectively, when we set $\delta \equiv 0$. The complexity of the problem drastically changes when vertex deletion is allowed: we prove that for every subset $S \subseteq \{ea, ed, vd\}$ with $vd \in S$, the CDPE($S$) problem is NP-complete and W[1]-hard with parameter $k$, even when $\delta \equiv 0$. This complements results by Cai and Yang [4] stating that CDPE($S$) is NP-complete and W[1]-hard with parameter $k$ when $S = \{vd\}$ and $\delta \equiv 0$ or $\delta \equiv 1$. Our results, together with the aforementioned results due to Cygan et al. [7] and Cai and Yang [4], yield a complete classification of both the classical and the parameterized complexity of CDPE($S$) for all $S \subseteq \{ea, ed, vd\}$; see the middle column of Table 1.

In Section 4, we use different and more involved arguments to classify the classical and parameterized complexity of the CDBE($S$) problem for all $S \subseteq \{ea, ed, vd\}$. Interestingly, the classification we obtain for CDBE($S$) turns out to be identical to the one we obtained for CDPE($S$). In particular, our proof of the fact that CDBE($S$) is polynomial-time solvable when $S = \{ea\}$ and $S = \{ea, ed\}$ implies that the directed variants of EULERIAN COMPLETION and EULERIAN EDITING are not significantly harder than their undirected counterparts. All results on CDBE($S$) are summarized in the right column of Table 1.

We would like to emphasize that there are no obvious hardness reductions between the different problem variants. The parameter $k$ in the problem definitions represents the budget for all operations in total; adding a new operation to $S$ may completely change the problem, as there is no way of forbidding its use. Hence, our polynomial-time algorithms for CDPE($\{ea, ed\}$) and CDBE($\{ea, ed\}$) do not generalize the polynomial-time algorithms for CDPE($\{ea\}$) and CDBE($\{ea\}$), and as such require significantly different arguments. In

---

2 The FPT-results by Cygan et al. [7] only cover CDPE($\{ed\}$) and CDBE($\{ed\}$) when $\delta \equiv 0$, but it can easily be seen that their results carry over to CDPE($\{ed\}$) and CDBE($\{ed\}$) for any function $\delta$. 
particular, our main result, stating that Eulerian Editing is polynomial-time solvable, is not a generalization of the fact that Eulerian Completion is polynomial-time solvable and stands in no relation to the FPT-result by Cygan et al. [7] for Eulerian Edge Deletion.

We end this section by mentioning two similar graph modification frameworks in the literature that formed a direct motivation for the framework defined in this paper. Mathieson and Szeider [17] considered the Degree Constraint Editing \((S)\) problem, which is that of testing whether a graph \(G\) can be \(k\)-modified into a graph \(H\) in which the degree of every vertex belongs to some list associated with that vertex. They classified the parameterized complexity of this problem for all \(S \subseteq \{ea, ed, vd\}\). Golovach [11] performed a similar study where the resulting graph must in addition be connected.

2 Preliminaries

We consider finite graphs \(G = (V, E)\) that may be undirected or directed; in the latter case we will always call them digraphs. All our undirected graphs will be without loops or multiple edges; in particular, this is the case for both the input and the output graph in every undirected problem we consider. Similarly, for every directed problem that we consider, we do not allow the input or output digraph to contain multiple arcs. In our proofs we will also make use of directed multigraphs, which are digraphs that are permitted to have multiple arcs.

We denote an edge between two vertices \(u\) and \(v\) in a graph by \(uv\). We denote an arc between two vertices \(u\) and \(v\) by \((u, v)\), where \(u\) is the tail of \((u, v)\) and \(v\) is the head. The disjoint union of two graphs \(G_1\) and \(G_2\) is denoted \(G_1 + G_2\). The complete graph on \(n\) vertices is denoted \(K_n\) and the complete bipartite graph with classes of size \(s\) and \(t\) is denoted \(K_{s,t}\).

Let \(G = (V, E)\) be a graph or a digraph. Throughout the paper we assume that \(n = |V|\) and \(m = |E|\). For \(U \subseteq V\), we let \(G[U]\) be the graph (digraph) with vertex set \(U\) and an edge (arc) between two vertices \(u\) and \(v\) if and only if this is the case in \(G\); we say that \(G[U]\) is induced by \(U\). We write \(G - U = G[V \setminus U]\). For \(E' \subseteq E\), we let \(G(E')\) be the graph (digraph) with edge (arc) set \(E'\) whose vertex set consists of the end-vertices of the edges in \(E'\); we say that \(G(E')\) is edge-induced by \(E'\). Let \(S\) be a set of (ordered) pairs of vertices of \(G\). We let \(G - S\) be the graph (digraph) obtained by deleting all edges (arcs) of \(S \cap E\) from \(G\), and we let \(G + S\) be the graph (digraph) obtained by adding all edges (arcs) of \(S \setminus E\) to \(G\). We may write \(G - e\) or \(G + e\) if \(S = \{e\}\).

Let \(G = (V, E)\) be a graph. A component of \(G\) is a maximal connected subgraph of \(G\). The complement of \(G\) is the graph \(\overline{G} = (V, \overline{E})\) with vertex set \(V\) and an edge between two distinct vertices \(u\) and \(v\) if and only if \(uv \notin E\). A matching \(M\) in \(G\) is a set of edges, in which no edge has a common end-vertex with some other edge. For a vertex \(v \in V\), we let \(N_G(v) = \{u \mid uv \in E\}\) denote its (open) neighbourhood. The degree of \(v\) is denoted \(d_G(v) = |N_G(v)|\). The graph \(G\) is even if all its vertices have even degree, and it is Eulerian if it is even and connected. We say that a set \(D \subseteq E\) is an edge cut in \(G\) if \(G\) is connected but \(G - D\) is not. An edge cut of size 1 is called a bridge in \(G\).

Let \(G = (V, E)\) be a digraph. If \((u, v)\) is an arc, then \((v, u)\) is the reverse of this arc. For a subset \(F \subseteq E\), we let \(F^R = \{(u, v) \mid (v, u) \in F\}\) denote the set of arcs whose reverse is in \(F\). The underlying graph of \(G\) is the undirected graph with vertex set \(V\) where two vertices \(u, v \in V\) are adjacent if and only if \((u, v)\) or \((v, u)\) is an arc in \(G\). We say that \(G\) is (weakly) connected if its underlying graph is connected. A component of \(G\) is a connected component of its underlying graph. An arc \(a \in E\) is a bridge in \(G\) if it is a bridge in the underlying graph of \(G\). A vertex \(u\) is an in-neighbour or out-neighbour of a vertex \(v\) if \((u, v) \in E\) or
We say that \( G, \delta, k \) is a \( (\delta, k) \)-join (if one exists) can be found in \( \mathcal{O}(n^3) \) time.

Lemma 1 was used by Cygan et al. [7] to solve \( \mathcal{H} \)-Edge Deletion in polynomial time when \( \mathcal{H} \) is the class of even graphs. It would immediately yield a polynomial-time algorithm for \( \text{CDP}E(\{\text{ed}\}) \) if we dropped the connectivity condition.

We need a variant of Lemma 1 for digraphs in Section 4. Let \( G = (V,E) \) be a directed multigraph and let \( f : T \to \mathbb{Z} \) be a function for some \( T \subseteq V \). A multiset \( E' \subseteq E \) with \( T \subseteq V(G(E')) \) is a directed \( f \)-join in \( G \) if the following two conditions hold:

\[
d^+_G(v) - d^-_G(v) = f(v) \quad \text{for every } v \in T \quad \text{and} \quad d^+_G(v) - d^-_G(v) = 0 \quad \text{for every } v \in V(G(E')) \setminus T.
\]

A directed \( f \)-join is minimal if it has minimum size. The next lemma was used by Cygan et al. [7] to solve \( \mathcal{H} \)-Edge Deletion in polynomial time when \( \mathcal{H} \) is the class of balanced digraphs; it would also yield a polynomial-time algorithm for \( \text{CD}B \mathcal{E}(\{\text{ed}\}) \) if we dropped the connectivity condition.

\section{Connected Degree Parity Editing}

We will show that \( \text{CDP}E(S) \) is polynomial-time solvable if \( S = \{\text{ea}\} \) or \( S = \{\text{ea, ed}\} \) and that it is \( \text{NP} \)-complete and \( \text{W}[1] \)-hard with parameter \( k \) if \( \text{vd} \in S \).

First, let \( \{\text{ea}\} \subseteq S \subseteq \{\text{ea, ed}\} \). Let \( (G, \delta, k) \) be an instance of \( \text{CDP}E(S) \) with \( G = (V,E) \). Let \( A \) be a set of edges not in \( G \), and let \( D \) be a set of edges in \( G \), with \( D = \emptyset \) if \( S = \{\text{ea}\} \). We say that \((A, D)\) is a \textit{solution} for \((G, \delta, k)\) if its size \(|A| + |D| \leq k\), the congruence \( d_H(u) \equiv \delta(u) \pmod{2} \) holds for every vertex \( u \) and the graph \( H = G + A - D \) is connected; if \( H \) is not connected then \((A, D)\) is a \textit{semi-solution} for \((G, \delta, k)\). If \( S = \{\text{ea}\} \) we may denote the solution by \( A \) rather than \((A, D)\) (since \( D = \emptyset \)). We consider the optimization version for \( \text{CDP}E(S) \). The input is a pair \((G, \delta)\), and we aim to find the minimum \( k \) such that \((G, \delta, k)\) has a solution (if one exists). We call such a solution \textit{optimal} and denote its size by \( \text{opt}_{S}(G, \delta) \). We say that a (semi)-solution for \((G, \delta, k)\) is also a (semi)-solution for \((G, \delta)\). If \((G, \delta, k)\) has no solution for any value of \( k \), then \((G, \delta)\) is a \textit{no-instance} of \( \text{CDP}E(S) \) and \( \text{opt}_{S}(G, \delta) = +\infty \).

Let \( T = \{v \in V \mid d_G(v) \equiv \delta(v) \pmod{2}\} \). Define \( G_S = K_{n} \) if \( S = \{\text{ea, ed}\} \) and \( G_S = \overline{G} \) if \( S = \{\text{ea}\} \). Note that if \( S = \{\text{ea}\} \) then \( G_S \) contains no edges of \( G \), so in this case any \( T \)-join in \( G_S \) can only contain edges in \( E(G) \). The following key lemma is an easy observation.

\begin{lemma}
Let \( \{\text{ea}\} \subseteq S \subseteq \{\text{ea, ed}\} \). Let \((G, \delta)\) be an instance of \( \text{CDP}E(S) \) and \( A \subseteq E(G) \), \( D \subseteq E(H) \). Then \((A, D)\) is a semi-solution of \( \text{CDP}E(S) \) if and only if \( A \cup D \) is a \( T \)-join in \( G_S \).
\end{lemma}
We extend the result of Boesch et al. [1] for $\delta \equiv 0$ to arbitrary $\delta$. Our proof is based around similar ideas but we also had to do some further analysis. The main difference in the two proofs is the following. If $\delta \equiv 0$ then none of the added edges in a solution will be a bridge in the modified graph (as the number of vertices of odd degree in a graph is always even). However this is no longer true for arbitrary $\delta$ and extra arguments are needed. We omit the proof of our result.

**Theorem 4.** Let $S = \{ea\}$. Then CDPE($S$) can be solved in $O(n^3)$ time.

We are now ready to present the main result of this section. Recall that proving this result requires significantly different arguments than the ones used in the proof of Theorem 4. Let $S = \{ea, ed\}$ and let $(G, \delta)$ be an instance of CDPE($S$). If $F$ is a $T$-join in $G \cup V(G)$, then $S$ is a semi-solution. Note that if $F$ is a minimum $T$-join in $G \cup V(G)$ then it is a matching in which every vertex of $T$ is incident to precisely one edge of $F$, so $|F| = \frac{1}{2}|T|$. We will show how this allows us to calculate $opt_S(G, \delta)$ directly from the structure of $G$, without having to find a $T$-join. We will also show that there are only trivial no-instances for this problem.

**Theorem 5.** Let $S = \{ea, ed\}$. Then CDPE($S$) can be solved in $O(n + m)$ time and an optimal solution (if one exists) can be found in $O(n^3)$ time.

**Proof.** Let $S = \{ea, ed\}$ and let $(G, \delta)$ be an instance of CDPE($S$). By Lemma 3, we may assume that $|T|$ is even, otherwise $(G, \delta)$ is a no-instance. If $G = K_2$ and $T = V(G)$, or $G = K_1 + K_1$ and $T = \emptyset$, then $(G, \delta)$ is a no-instance. If $G = K_2$ and $T = \emptyset$ then, trivially, $opt_G(G, \delta) = 0$, and if $G = K_1 + K_1$ and $T = V(G)$ then $opt_S(G, \delta) = 1$. To avoid these trivial instances, we therefore assume that $G$ contains at least three vertices. Under these assumptions we will show that $opt_S(G, \delta)$ is always finite and give exact formulas for the value of $opt_S(G, \delta)$. Let $p$ be the number of components of $G$ that do not contain any vertex of $T$ and let $q$ be the number of components of $G$ that contain at least one vertex of $T$. We prove the following series of statements:

- $opt_S(G, \delta) = 0$ if $p = 1, q = 0$,
- $opt_S(G, \delta) = \max\{3, p\}$ if $p \geq 2, q = 0$,
- $opt_S(G, \delta) = \frac{1}{2}|T| + 1$ if $p = 0, q = 1, G[T] = K_{1,r}$, for some $r \geq 1$, and each edge of $G[T]$ is a bridge of $G$,
- $opt_S(G, \delta) = \max\{p + q - 1, p + \frac{1}{2}|T|\}$ in all other cases.

Note that if $p = 1, q = 0$, then the first statement applies and the trivial solution $(A, D) = (\emptyset, \emptyset)$ is optimal. We now consider the remaining three cases separately.

**Case 1:** $p \geq 2$ and $q = 0$.

Then $T = \emptyset$, so by Lemma 3 for any semi-solution $(A, D)$, every vertex in $G_s(A \cup D)$ must have even degree in $G_s(A \cup D)$. In other words, every vertex of $G$ must be incident to an even number of edges in $A \cup D$. Since $p \geq 2$, the graph $G$ is disconnected, so any solution $(A, D)$ is non-empty. This means that $G_s(A \cup D)$ must contain a cycle, so $opt_s(G, \delta) \geq 2$ if a solution exists. Suppose $p = 2$. As $G$ has at least three vertices, it contains a component containing an edge $xy$. Let $z$ be a vertex in its other component. We set $A = \{xz, yz\}$ and $D = \{xy\}$ to obtain a solution for $(G, \delta)$. Since $|A| + |D| = 3$, this solution is optimal. Suppose $p \geq 3$. Since $G + A - D$ must be connected for any solution $(A, D)$, every component in $G$ must contain at least one vertex incident to an edge of $A$. By Lemma 3, this vertex must be incident to an even number of edges of $A \cup D$, meaning that it must be incident to at least two such edges. Therefore $opt_s(G, \delta) \geq p$. Indeed, if we choose vertices $v_1, \ldots, v_p$, ...
Then setting $A = \{v_1v_2, v_2v_3, \ldots, v_pv_{p+1}, v_pv_1\}$ and $D = \emptyset$ gives a solution of size $p$, which is therefore optimal. This concludes Case 1.

**Case 2:** $p = 0, q = 1$, $G[T] = K_{1,r}$ for some $r \geq 1$ and each edge of $G[T]$ is a bridge in $G$. Then $G$ is connected. Let $v_0$ be the central vertex of the star and let $v_1, \ldots, v_r$ be the leaves. By Lemma 3, in any semi-solution $(A, D)$, every vertex of $T$ must be incident to an odd number of edges in $A \cup D$, so $\text{opt}_{G}(G, \delta) \geq \frac{1}{2}|T|$. Suppose $(A, D)$ is a semi-solution of size $|A| + |D| = \frac{1}{2}|T|$. Then $A \cup D$ must be a matching with each edge joining a pair of vertices of $T$. However, then $v_0v_i \in A \cup D$ for some $i$. Since $v_0v_i \in E(G)$, we must have $v_0v_i \in D$. However, since $v_0v_i$ is a bridge of $G$, $v_0$ and $v_i$ must then be in different components of $G + A - D$, so $G + A - D$ is not connected and $(A, D)$ is not a solution. Therefore $\text{opt}_{G}(G, \delta) \geq \frac{1}{2}|T| + 1$.

Next we show how to find a solution of size $\frac{1}{2}|T| + 1$. Since $|T|$ is even, $r$ must be odd. First suppose that $r = 1$. Since $G$ is connected and $v_0v_1$ is a bridge, $G \setminus \{v_0v_1\}$ has exactly two components. Since $G$ contains at least three vertices, one of these components contains another vertex $x$. Without loss of generality assume $xx_0 \in E(G)$, in which case $xx_1 \notin E(G)$. Then setting $A = \{xx_1\}$ and $D = \{xx_0\}$ gives a solution of size $|A| + |D| = 2 = \frac{1}{2}|T| + 1$, so this solution is optimal. Now suppose $r \geq 3$. Let $A = \{v_1v_2, v_2v_3 \cup \{v_2v_{2i+1} \mid 2 \leq i \leq \frac{1}{2}(r-1)\}\}$ and $D = \{v_0v_2\}$. Then $(A, D)$ is a semi-solution and since $v_0, v_1, \ldots, v_r$ are all in the same component of $G + A - D$, we find that $(A, D)$ is a solution. Since $|A| + |D| = 2 + \frac{1}{2}(r-1) - 1 + 1 = \frac{1}{2}|T| + 1$, this solution is optimal. This concludes Case 2.

**Case 3:** $q \geq 1$ and Case 2 does not hold.

Then $T \neq \emptyset$. Let $G_1, \ldots, G_p$ be the components of $G$ without vertices of $T$ and let $G' = G - V(G_1) \cup \cdots \cup V(G_p)$. Note that $G' = G$ if $p = 0$ and that $G'$ is not the empty graph, as $q > 0$. Choose $v_i \in V(G_i)$ for $i \in \{1, \ldots, p\}$.

We first show that $\text{opt}_{G}(G, \delta) \geq \max\{p + q - 1, p + \frac{1}{2}|T|\}$. Since $G$ has $p + q$ components, any solution $(A, D)$ must contain at least $p + q - 1$ edges in $A$ to ensure that $G + A - D$ is connected, so $\text{opt}_{G}(G, \delta) \geq p + q - 1$. If $(A, D)$ is a solution then every component $G_i$ must contain a vertex incident to some edge in $A$. By Lemma 3, this vertex must be incident to an even number of edges of $A \cup D$, meaning that it must be incident to at least two such edges. By Lemma 3, every vertex of $T$ must be incident to some edge in $A \cup D$. Therefore $A \cup D$ must contain at least $p + \frac{1}{2}|T|$ edges, so $\text{opt}_{G}(G, \delta) \geq p + \frac{1}{2}|T|$.

We now show how to find a solution of size $\max\{p + q - 1, p + \frac{1}{2}|T|\}$. We start by finding a maximum matching $M$ in $G[T]$. Let $U$ be the set of vertices in $T$ that are not incident to any edge in $M$. We divide the argument into two cases, depending on the size of $U$.

**Case 3a:** $U = \emptyset$.

In this case, by Lemma 3, setting $A = M$ and $D = \emptyset$ gives a semi-solution. Now suppose that $uv, u'v' \in M$, such that $uv$ is not a bridge in $G + M$ and the vertices $u$ and $u'$ are in different components of $G + M$. Let $M' = M \setminus \{uv, u'v'\} \cup \{u'v', uv\}$. Then $M'$ is also a maximum matching in $G[T]$. However, $G + M'$ has one component less than $G + M$. Indeed, since $uv$ is not a bridge in $G + M$, the vertices $u, u', v, v'$ must all be in the same component of $G + M'$. Therefore, if such edges $uv, u'v' \in M$ exist, we replace $M$ by $M'$. We do this exhaustively until no further such pairs of edges exist. At this point either every edge in $M$ is a bridge in $G + M$ or every edge in $M$ is in the same component of $G + M$. We consider these possibilities separately.

First suppose that every edge in $M$ is a bridge in $G + M$. Choose $uv \in M$ and let $Q_1, \ldots, Q_k$ be the components of $G + M$, with $u, v \in V(Q_1)$. Note that since every edge in $M$ is a bridge, $k = p + q - |M|$. Now let $x_i \in V(Q_i)$ for $i \in \{2, \ldots, k\}$. Let $D = \emptyset$
and let $A = M$ if $k = 1$ and $A = M \setminus \{uv\} \cup \{ux_2, x_2x_3, \ldots, x_{k-1}x_k, x_kv\}$ otherwise. Now every vertex in $G + A - D$ has the same degree parity as in $G + M$, so $(A, D)$ is a semi-solution by Lemma 3. The graph $G + A - D$ is connected, so $(A, D)$ is a solution. As $|A| + |D| = |M| - 1 + p + q - |M| + 0 = p + q - 1$, we find that $(A, D)$ is an optimal solution.

Now suppose that every edge in $M$ is in the same component of $G + M$. Note that $G_1, \ldots, G_p$ are the remaining components of $G + M$. Choose $uv \in M$. Let $D = \emptyset$ and let $A = M$ if $p = 0$ and $A = M \setminus \{uv\} \cup \{w_1v_2, \ldots, w_{p-1}v_p, v_pv\}$ otherwise. Then every vertex in $G + A - D$ has the same parity as in $G + M$ and $G + A - D$ is connected, so by Lemma 3 $(A, D)$ is a solution. Since $|A| + |D| = \frac{1}{2}|T| - 1 + p + 1 = p + \frac{1}{2}|T|$, this solution is optimal. This concludes Case 3a.

Case 3b: $U \neq \emptyset$.

Note that $z = |U|$ must be even since $|T|$ is even. Every pair of vertices in $U$ must be non-adjacent in $G$, as otherwise $M$ would not be maximum. Therefore $G[U]$ is a clique. Let $U = \{u_1, \ldots, u_z\}$.

We claim that $Q = G' + M$ is connected. Clearly every vertex of the clique $U$ must be in the same component of $Q = G' + M$. Suppose for contradiction that $Q_1$ is a component of $Q$ that does not contain $U$. Then $Q_1$ must contain some edge $u_1u_2 \in M$. However, in this case $M' = M' \setminus \{u_1u_2\} \cup \{u_1,u_2,u_2w_2\}$ is a larger matching in $G[T]$ than $M$, which contradicts the maximality of $M$. Therefore $Q$ is connected.

Let $M' = \{u_1u_2, u_3u_4, \ldots, u_{z-1}u_z\}$. If $z \geq 4$ then since $U$ is a clique, $G' + M - M'$ is connected. If $p = 0$ set $A = M$ and $D = M'$. If $p > 0$ set $A = M \cup \{v_1v_2, \ldots, v_{p-1}v_p, v_pv\}$ and $D = M' \setminus \{u_1u_2\}$. Then $G + A - D$ is connected, so $(A, D)$ is a solution by Lemma 3. This solution has size $|A| + |D| = p + \frac{1}{2}|T|$, so it is optimal.

Now suppose that $z \leq 3$. Then $z = 2$. If $p > 0$, let $A = M \cup \{v_1v_2, \ldots, v_{p-1}v_p, v_pv\}$ and $D = \emptyset$. Then $G + A - D$ is connected, so $(A, D)$ is a solution by Lemma 3. This solution has size $|A| + |D| = p + \frac{1}{2}|T|$, so it is optimal. Assume that $p = 0$, so $G + M$ contains only one component. If $u_1u_2$ is not a bridge in $G + M$, let $A = M$ and $D = \{u_1u_2\}$. Then $G + M$ is connected, so $(A, D)$ is a solution. This solution has size $|A| + |D| = p + \frac{1}{2}|T|$, so it is optimal.

Now assume that $u_1u_2$ is a bridge in $Q = G + M$. Let $Q_1$ and $Q_2$ denote the components of $Q - \{u_1u_2\}$ with $u_1 \in V(Q_1)$ and $u_2 \in V(Q_2)$. Note that $u_1u_2$ is also a bridge in $G$. We claim that the edges of $M$ are either all in $Q_1$ or all in $Q_2$. Suppose for contradiction that $y_1z_1 \in E(Q_1) \cap M$ and $y_2z_2 \in E(Q_2) \cap M$. Then $M' = M \setminus \{y_1z_1,y_2z_2\} \cup \{u_1u_2,u_2y_2,y_1z_2\}$ would be a larger matching in $G[T]$ than $M$, contradicting the maximality of $M$. Without loss of generality, we may therefore assume that all edges of $M$ are in $Q_1$.

Let $M = \{x_{11}, \ldots, x_{r,r}\}$, where $r = \frac{1}{2}|T| - 1$. We claim that $u_1$ must be adjacent in $G$ to all vertices of $T \setminus \{u_1\}$. Suppose for contradiction that $u_1$ is non-adjacent in $G$ to some vertex of $T \setminus \{u_1\}$. Since $u_1u_2 \in E(G)$, this vertex would have to be incident to some edge in $M$. Without loss of generality, assume $u_1x_1 \notin E(G)$. Then $M' = M \setminus \{x_{11}\} \cup \{u_1x_1, u_2y_2\}$ would be a larger matching in $G[T]$ than $M$, contradicting the maximality of $M$. Therefore $u_1$ is adjacent to every vertex of $T \setminus \{u_1\}$. In particular, since $p = 0$, it follows that $q = 1$ and $G$ is connected.

Suppose that every edge between $u_1$ and $T \setminus \{u_1\}$ is a bridge in $G$. Then no two vertices of $T \setminus \{u_1\}$ can be adjacent, and $G[T] = K_{1,r}$. However, then Case 2 applies, which we assumed was not the case. Without loss of generality, we may therefore assume that $u_1x_1$ is not a bridge in $G$. Let $A = M \setminus \{x_1y_1\} \cup \{y_1u_2\}$ and $D = \{u_1x_1\}$. Then $G + A - D$ is connected, so $(A, D)$ is a solution. Since $|A| + |D| = \frac{1}{2}|T| - 1 - 1 + 1 = p + \frac{1}{2}|T|$, this solution is optimal. This concludes Case 3b and therefore also concludes Case 3.
It is clear that $\text{opt}_S(G, \delta)$ can be computed in $O(n+m)$ time. We also observe that the above proof is constructive, that is, we not only solve the decision variant of CDPE(ae, ed) but we can also find an optimal solution. To do so, we must find a maximum matching in $G[T]$. This takes $O(n^{3/2})$ time [18]. However, the bottleneck is in Case 3a, where we are glueing components by replacing two matching edges by two other matching edges, which takes $O(n^2)$ time. As the total number of times we may need to do this is $O(n)$, this procedure may take $O(n^3)$ time in total. Hence, we can obtain an optimal solution in $O(n^3)$ time. ▶

The proof of the next result has been omitted.

▶**Theorem 6.** Let $\{vd\} \subseteq S \subseteq \{vd, ed, ea\}$. Then CDPE(S) is NP-complete and W[1]-hard when parameterized by $k$, even if $\delta \equiv 0$.

## 4 Connected Degree Balance Editing

We will show that CDBE(S) is polynomial-time solvable if $\{ea\} \subseteq S \subseteq \{ea, ed\}$ and that it is NP-complete and W[1]-hard with parameter $k$ if $vd \in S$.

Let $\{ea\} \subseteq S \subseteq \{ea, ed\}$. Let $(G, \delta, k)$ be an instance of CDBE(S) with $G = (V, E)$. Let $A$ be a set of arcs not in $G$, and let $D$ be a set of arcs in $G$, with $D = \emptyset$ if $S = \{ea\}$. We say that $(A, D)$ is a solution for $(G, \delta, k)$ if its size $|A| + |D| \leq k$, the equation $d_G^+(u) - d_G^-(u) = \delta(u)$ holds for every vertex $u$ and the graph $H = G + A - D$ is connected; if $H$ is not connected then $(A, D)$ is a semi-solution for $(G, \delta, k)$. Just as in Section 3 we consider the optimization version for CDBE(S) and we use the same terminology.

Let $(G, \delta)$ be an instance of (the optimization version) of CDBE(S) where $G = (V, E)$. Let $T = T_{(G, \delta)}$ be the set of vertices $v$ such that $d_G^+(v) - d_G^-(v) \neq \delta(v)$. Define a function $f_T: T \to \mathbb{Z}$ by $f(v) = \delta(v) - d_G^+(v) + d_G^-(v)$ for every $v \in T$.

We construct a directed multigraph $G_S$ with vertex set $V$ and arc set determined as follows. If $\{ea\} \subseteq S \subseteq \{ea, ed\}$, for each pair of distinct vertices $u$ and $v$ in $G$, if $(u, v) \notin E$, add the arc $(u, v)$ to $G_S$ (these arcs are precisely those that can be added to $G$). If $S = \{ea, ed\}$, for each pair of distinct vertices $u$ and $v$, if $(u, v) \in E$, add the arc $(v, u)$ to $G_S$ (these arcs are precisely those whose reverse can be deleted from $G$). Note that adding a (missing) arc has the same effect on the degree balance of the vertices in a digraph as deleting the reverse of the arc (if it exists). Also observe that $G_S$ becomes a directed multigraph rather than a digraph only if $S = \{ea, ed\}$ and there are distinct vertices $u$ and $v$ such that $(u, v) \in E$ and $(v, u) \notin E$ applies. Moreover, $G_S$ contains at most two copies of any arc, and if there are two copies of $(u, v)$ then $(v, u)$ is not in $G_S$.

Let $F$ be a minimum directed $f$-join in $G_S$ (if one exists). Note that $F$ may contain two copies of the same arc if $G_S$ is a directed multigraph. Also note that for any pair of vertices $u, v$, either $(u, v) \notin F$ or $(v, u) \notin F$, otherwise $F' = F \setminus \{(u, v), (v, u)\}$ would be a smaller $f$-join in $G_S$, contradicting the minimality of $F$. We define two sets $A_F$ and $D_F$ which, as we will show, correspond to a semi-solution $(A_F, D_F)$ of $(G, \delta)$. Initially set $A_F = D_F = \emptyset$. Consider the arcs in $F$. If $F$ contains $(u, v)$ exactly once then add $(u, v)$ to $A_F$ if $(u, v) \notin E$ and add $(v, u)$ to $D_F$ if $(u, v) \in E$ (in this case $(v, u) \in E$ holds). If $F$ contains two copies of $(u, v)$ then add $(u, v)$ to $A_F$ and $(v, u)$ to $D_F$; note that by definition of $F$ and $G_S$, in this case $S = \{ea, ed\}$, $(u, v) \notin E$ and $(v, u) \in E$. Observe that the sets $A_F$ and $D_F$ are not multisets.

If $X$ and $Y$ are sets, then $X \uplus Y$ is the multiset that consists of one copy of each element that occurs in exactly one of $X$ and $Y$ and two copies of each element that occurs in both. The next lemma provides the starting point for our algorithm. Its proof has been omitted.
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Lemma 7. Let \( \{ea\} \subseteq S \subseteq \{ea, ed\} \). Let \( (G, \delta) \) be an instance of \( \text{CDBE}(S) \) where \( G = (V, E) \). The following holds:

(i) If \( F \) is a minimum directed \( f \)-join in \( G_S \), then \( (A_F, D_F) \) is a semi-solution for \( (G, \delta) \) of size \( |F| \).

(ii) If \( (A, D) \) is a semi-solution for \( (G, \delta) \), then \( A \uplus D^R \) is a directed \( f \)-join in \( G_S \) of size \( |A| + |D| \).

Let \( (G, \delta) \) be an instance of \( \text{CDBE}(S) \). Let \( p = p(G, \delta) \) be the number of components of \( G \) that contain no vertex of \( T \). Let \( q = q(G, \delta) \) be the number of components of \( G \) that contain at least one vertex of \( T \). Let \( t = t(G, \delta) = \sum_{u \in T} |f(u)| \).

We now state the following lemma. Its proof (based on Lemmas 2 and 7) has been omitted.

Lemma 8. Let \( \{ea\} \subseteq S \subseteq \{ea, ed\} \). Let \( (G, \delta) \) be an instance of \( \text{CDBE}(S) \) with \( q \geq 1 \). If \( F \) is a (given) minimum directed \( f \)-join in \( G_S \), then \( (G, \delta) \) has a solution that has size at most \( \max\{|F|, p + q - 1, p + \frac{1}{2}t| \} \), which can be found in \( O(nm) \) time.

The next result is our first main result of this section. We prove it by showing that the upper bound in Lemma 8 is also a lower bound for (almost) any instance of \( \text{CDBE}(S) \) with \( \{ea\} \subseteq S \subseteq \{ea, ed\} \) that has a semi-solution.

Theorem 9. For \( \{ea\} \subseteq S \subseteq \{ea, ed\} \), \( \text{CDBE}(S) \) can be solved in time \( O(n^3 \log n \log \log n) \).

Proof. Let \( \{ea\} \subseteq S \subseteq \{ea, ed\} \), and let \( (G, \delta) \) be an instance of \( \text{CDBE}(S) \). We first use Lemma 2 to check whether \( G_S \) has a directed \( f \)-join. Because \( G_S \) has at most \( 2n^2 \) arcs, this takes \( O(n^3 \log n \log \log n) \) time. If \( G_S \) has no directed \( f \)-join then \( (G, \delta) \) has no semi-solution by Lemma 7, and thus no solution either. Assume that \( G_S \) has a directed \( f \)-join, and let \( F \) be a minimum directed \( f \)-join that can be found in time \( O(n^3 \log n \log \log n) \) by Lemma 2. As before, \( p \) denotes the number of components of \( G \) that do not contain any vertex of \( T \), while \( q \) is the number of components of \( G \) that contain at least one vertex of \( T \), and \( t = \sum_{u \in T} |f(u)| \).

We will prove the following series of statements:

- \( \text{opt}_S(G, \delta) = 0 \) if \( p \leq 1 \), \( q = 0 \),
- \( \text{opt}_S(G, \delta) = p \) if \( p \geq 2 \), \( q = 0 \),
- \( \text{opt}_S(G, \delta) = \max\{|F|, p + q - 1, p + \frac{1}{2}t| \} \) if \( q > 0 \).

If \( p \leq 1 \) and \( q = 0 \) then \( A = D = \emptyset \) is an optimal solution. If \( p \geq 2 \) and \( q = 0 \), to ensure connectivity and preserve degree balance, for every component of \( G \) there must be at least one arc whose head is in this component and at least one arc whose tail is in this component, thus any solution must contain at least \( p \) arcs. Let \( G_1, \ldots, G_p \) be the components of \( G \) and arbitrarily choose vertices \( v_i \in V(G_i) \) for \( i \in \{1, \ldots, p\} \). Let \( A = \{(v_1, v_2), (v_2, v_3), \ldots, (v_{p-1}, v_p), (v_p, v_1)\} \) and \( D = \emptyset \). Then \( (A, D) \) is a solution which has size \( p \) and is therefore optimal.

Suppose \( q \geq 1 \). By Lemma 8 we find a solution \( (A, D) \) for \( (G, \delta) \) of size at most \( \max\{|F|, p + q - 1, p + \frac{1}{2}t| \} \) in \( O(nm) \) time. Hence, the total running time is \( O(n^3 \log n \log \log n) \), and it remains to show that any solution has size at least \( \max\{|F|, p + q - 1, p + \frac{1}{2}t| \} \).

Let \( (A, D) \) be an arbitrary solution. Then \( (A, D) \) is also semi-solution. Every semi-solution has size at least \( |F| \) by Lemma 7.2. Therefore \( (A, D) \) has size at least \( |F| \).

Since there are \( p + q \) components in \( G \), we must add at least \( p + q - 1 \) arcs to ensure \( G + A - D \) is connected. Therefore \( (A, D) \) has size at least \( p + q - 1 \).

Finally, for every vertex \( u \) with \( f(u) > 0 \) (resp. \( f(u) < 0 \)) we find that \( (A, D) \) must be such that at least \( |f(u)| \) arcs are either in \( A \) and have \( u \) as a tail (resp. head) or else are
in $D$ and have $u$ as a head (resp. tail). For every component containing only vertices $v$ with $f(v) = 0$, there must be at least one arc in $A$ whose head is in this component and at least one arc in $A$ whose tail is in this component (to ensure connectivity and to ensure that the degree balance is not changed for any vertex in this component). Therefore we have that $(A, D)$ has size at least $p + \frac{1}{2}t$. This completes the proof of Theorem 9.

The proof of our second main result of this section has been omitted.

\textbf{Theorem 10.} Let $\{vd\} \subseteq S \subseteq \{vd, ed, ea\}$. Then CDBE$(S)$ is NP-complete and $W[1]$-hard when parameterized by $k$, even if $\delta \equiv 0$.

\section{Conclusions}

By extending previous work [1, 4, 7] we completely classified both the classical and parameterized complexity of CDPE$(S)$ and CDBE$(S)$, as summarized in Table 1. Our work followed the framework used [11, 17] for (Connected) Degree Constraint Editing$(S)$.

Our study was motivated by Eulerian graphs. As such, the variants DPE$(S)$ and DBE$(S)$ of CDPE$(S)$ and CDBE$(S)$, respectively, in which the graph $H$ is no longer required to be connected, were beyond the scope of this paper. It follows from results of Cai and Yang [4] and Cygan [7], respectively, that for $S = \{vd\}$, DPE$(S)$ and DBE$(S)$ are NP-complete and, when parameterized by $k$, $W[1]$-hard, whereas they are polynomial-time solvable for $S = \{ed\}$ as a result of Lemmas 1 and 2, respectively. The problems DPE$(S)$ and DBE$(S)$ are also polynomial-time solvable if $\{ea\} \subseteq S \subseteq \{ea, ed\}$; this is in fact proven by combining Lemmas 1 and 3 for the undirected case, and Lemmas 2 and 7 for the directed case. We expect the remaining (hardness) results of Table 1 to carry over as well.

Let $\ell$ be an integer. Here is a natural generalization of CDPE$(S)$.

\textbf{\ell-CDME$(S)$:} \hspace{1cm} \text{CONNECTED DEGREE MODULO-}\ell\text{-EDITING$(S)$}

\textbf{Instance:} A graph $G$, integer $k$ and a function $\delta: V(G) \to \{0, \ldots, \ell - 1\}$.

\textbf{Question:} Can $G$ be $(S, k)$-modified into a connected graph $H$ with $d_H(v) \equiv \delta(v) \pmod{\ell}$ for each $v \in V(H)$?

Note that 2-CDME$(S)$ is CDPE$(S)$. The following theorem shows that the complexity of 3-CDME$(S)$ may differ from 2-CDME$(S)$.

\textbf{Theorem 11.} 3-CDME$(\{ea, ed\})$ is NP-complete even if $\delta \equiv 2$.

\textbf{Proof.} Reduce from the Hamiltonicity problem, which is NP-complete for connected cubic graphs [16]. Let $G$ be a connected cubic graph. Let $\delta(v) = 2$ for every $v \in V(G)$, and take $k = |E(G)| - |V(G)|$. Then $G$ has a Hamiltonian cycle if and only if $G$ can be $(S, k)$-modified into a connected graph $H$ with $d_H(v) \equiv 2 \pmod{3}$ for all $v \in V(H)$.

It is natural to ask whether 3-CDME$(\{ea, ed\})$ is fixed-parameter tractable with parameter $k$.

Finally, another direction for future research is to investigate how the complexity of CDPE$(S)$ and CDBE$(S)$ changes if we permit other graph operations, such as edge contraction, to be in the set $S$.
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Abstract
We study the complexity of model checking formulas in first-order logic parameterized by the number of distinct variables in the formula. This problem, which is not known to be fixed-parameter tractable, resisted to be properly classified in the context of parameterized complexity. We show that it is complete for a newly-defined complexity class that we propose as an analog of the classical class PSPACE in parameterized complexity. We support this intuition by the following findings: First, the proposed class admits a definition in terms of alternating Turing machines in a similar way as PSPACE can be defined in terms of polynomial-time alternating machines. Second, we show that parameterized versions of other PSPACE-complete problems, like winning certain pebble games and finding restricted resolution refutations, are complete for this class.
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1 Introduction

The main goal of computational complexity theory is to distinguish between tractable and intractable problems. In classical complexity theory tractable problems are those that can be solved in polynomial time, whereas intractable problems require exponential time (most notably NP-complete problems, but also problems complete for higher levels of the polynomial hierarchy, PSPACE, and EXPTIME). In parameterized complexity theory, tractable problems are in FPT and can be solved in time $f(k) \cdot n^{O(1)}$, whereas intractable problems require a running time of $n^{f(k)}$.

Beside distinguishing between just tractable and intractable problems, looking at different levels of intractability for NP-hard problems (by comparing them with respect to polynomial-time reductions) led to understanding the importance of the polynomial hierarchy as well as polynomial-space, and exponential-time computations. Already during the incubation of parameterized complexity theory different levels of parameterized intractability were observed based on comparing problems with respect to fixed-parameter tractable reduction (fpt-reductions). This turned into a flourishing research area where classes that were initially defined in an adhoc way by considering yet unclassified problems and their closures under fpt-reductions turned out to be definable using descriptive characterizations in terms of first-order logic.
Paper’s Issue. The class \( XP \) of parameterized problems that can be solved in time \( n^{f(k)} \) is the analog of \( \text{EXPTIME} \) in parameterized complexity as both classes contain all problems of intractable running time. Indeed, it turned out that parameterizations of \( \text{EXPTIME} \)-complete problems tend to be complete for \( XP \) \[2, 3, 4\]. Several classes are proposed as parameterized analogs of \( \text{PSPACE} \). This includes the classes \( \text{AW}[\text{SAT}] \) and \( \text{AW}[*] \), which both admit alternative characterizations in terms of model checking first-order formulas, as well as \( \text{AW}[\text{P}] \), which can be defined based on deterministic Turing machines that access a certificate containing blocks of existential (nondeterministic) bits and blocks of universal (nondeterministic) bits. For all of these \( \text{PSPACE} \)-analog class, the alternation used to solve problems is bounded in function of the parameter. On the one side, the classes defined in this way helped to classify parameterized versions of \( \text{PSPACE} \)-complete problems where the parameter is used to bound the use of alternation. On the other side, problems that result from more general parameterizations of \( \text{PSPACE} \)-complete problems resisted to be classified using these classes. A prominent example is the problem of evaluating first-order formulas. It is \( \text{PSPACE} \)-complete \[18\] in the classical setting, and known to be in \( XP \) when parameterized by the number of distinct variables in the formula, but not known to be hard for this class. The importance of the fixed variable fragments of first-order logic stems from the fact that \( k \)-variable formulas can be evaluated in time \( n^{O(k)} \). In addition, by reusing the variables one has access to an unlimited number of quantifier alternations, which makes this fragment much more expressive than fragments with bound quantifier depth. A similar observation can be made for determining the winner in a classical acyclic pebble game and finding linear depth resolution refutations of bounded width; their unparameterized versions are shown to be complete for \( \text{PSPACE} \) in \[14\] and \[3\], respectively, but they are not complete for known parameterized analogs of \( \text{PSPACE} \) as they require unbounded alternation.

Paper’s Contributions. We properly classify the parameterized complexity of these problems by presenting the following contributions during the course of the present paper: (1) We consider the closure under \( fpt \)-reductions of model checking first-order formulas parameterized by the number of distinct variables in the formula and sort this class into the hierarchy of known levels of parameterized intractability. (2) We prove that the newly defined class \( \text{SXP} \), which stands for shallow \( \text{XP} \), has a natural characterization in terms of alternating Turing machines (with unbounded alternation) in a similar way as \( \text{PSPACE} \) can be characterized in terms of alternating polynomial time. For this result, we apply techniques from descriptive complexity theory \[13\] to simulate the behavior of alternating machines using first-order formulas. (3) We show that other \( \text{PSPACE} \)-complete problems are complete for this class under \( fpt \)-reductions when parameterized in a natural and very general way. We first simulate the model checking game for \( k \)-variable logic within the acyclic \( k + 2 \)-pebble game of Kasai, Adachi and Iwata, which was introduced to simulate \( \text{PSPACE} \) machines, to show that the pebble game is complete for our new class when parameterized by the number of pebbles. Afterwards, we use a known reduction from the acyclic pebble game to regular resolution of bounded width to show that finding resolution refutations of linear depth and width \( k \) is another \( \text{PSPACE} \)-complete problem that fits in our parameterized analog of \( \text{PSPACE} \) when parameterized by the width. Interestingly, the pebble game and bounded width resolution have more general versions that are \( \text{EXPTIME} \)-complete, classically, and \( \text{XP} \)-complete, parameterized.

Paper’s Organization. The next section defines concepts and terminology related to parameterized complexity and first-order logic. The subsequent Sections 3, 4, 5 present, respectively,
the definition of our newly proposed parameterized analog of PSPACE, a machine characterization for the class, and complete problems.

2 Background

The present section provides background from parameterized complexity and first-order logic as well as establishes notation related to parameterized versions of model checking first-order formulas. The used definitions and notations closely follow the book of Flum and Grohe [12]; see also this book for standard results in parameterized complexity mentioned below.

Parameterized complexity. A parameterized problem is a pair $(P, \kappa)$ consisting of a (classical) problem $P \subseteq \{0, 1\}^*$ and a parameterization $\kappa: \{0, 1\}^* \to \{1\}^*$ that is polynomial-time computable; we commonly denote it by $p\kappa P$. Given an instance $x \in \{0, 1\}^*$, we use the shorthands $n := |x|$, its size, and $k := |\kappa(x)|$, its parameter. We denote by FPT the class of parameterized problems $(P, \kappa)$ that are solvable by a deterministic Turing machine (DTM) whose runtime is at most $f(k) \cdot n^{O(1)}$ for a computable function $f: \mathbb{N} \to \mathbb{N}$; (parameterized) problems in FPT are fixed-parameter tractable. The class XP is defined like FPT, but using time bounds $n^{O(k)}$. The deterministic time hierarchy theorem implies that FPT is a proper subclass of XP.

An fpt-reduction from a parameterized problem $(P, \kappa)$ to a parameterized problem $(P', \kappa')$ is a mapping $r: \{0, 1\}^* \to \{0, 1\}^*$ that is computable by a DTM in time $f(k) \cdot n^{O(1)}$ for a computable function $f: \mathbb{N} \to \mathbb{N}$, such that for every $x \in \{0, 1\}^*$, we have (1) $x \in P$ if and only if, $r(x) \in P'$, and (2) $|\kappa'(r(x))| \leq |g(\kappa(x))|$ for some reduction-dependent function $g: \{1\}^* \to \{1\}^*$. Given a parameterized problem $(P', \kappa')$, the closure of $(P', \kappa')$ under fpt-reductions, denoted by $([P', \kappa'])^\text{fpt}$, is the class of all problems $(P, \kappa)$ with an fpt-reduction from $(P, \kappa)$ to $(P', \kappa')$. Later we study problems that are complete for XP or other complexity classes of parameterized problems between FPT and XP. In all of these cases, completeness is defined with respect to fpt-reductions.

First-order logic. We start to define the syntax and semantics of first-order logic: A vocabulary $\tau$ is a nonempty and finite set of relation symbols $R_i$ with arities $\text{arity}(R_i) \in \mathbb{N}$. A structure $A$ over $\tau$ consists of a finite set $A$, its universe, and a relation $R_i^A \subseteq A^{\text{arity}(R_i)}$ for every relation symbol $R_i$ of $\tau$. Based on (element) variables $x_i, i \in \mathbb{N}$, first-order formulas (FO-formulas) over a vocabulary $\tau$ are (1) atomic formulas $x_i = x_j$ and $(x_1, \ldots, x_r) \in R_i$, and (2) composed formulas $\neg \varphi, \varphi \land \psi$ and $\varphi \lor \psi$, which are based on connectives, and $\exists x_i \varphi$ and $\forall x_i \varphi$, which are based on quantifiers. Given a structure $A$ and a formula $\varphi$ over the same vocabulary $\tau$, $A$ satisfies $\varphi$ if the usual model relation $A \models \varphi$ holds. Two formulas $\varphi$ and $\psi$ are equivalent if they are satisfied by exactly the same structures.

In order to define parameterized problems and complexity classes that are based on first-order formulas, we define classes of formulas and parameters of formulas: First of all, we only consider FO-formulas in negation normal form, whose $\neg$-connectives are immediately in front of atomic formulas. This does not restrict the set of FO-formulas in the sense that every FO-formula can be turned into an equivalent formula in negation normal form by recursively applying the rules of De Morgan. We denote this set of formulas by FO. The quantifier alternation depth of a formula $\varphi$, denoted by $\text{qad}(\varphi)$, is the number of alternations from $\exists$-to $\forall$-quantifiers on any root-to-leaf path in $\varphi$’s syntax tree plus 1; and plus 2 if the first quantifier is $\forall$. For every $t \in \mathbb{N}$, the class of formulas $\varphi \in \text{FO}$ with $\text{qad}(\varphi) = t$ is $\text{ALT}_t$. A formula $\varphi$ is in prenex normal form if $\varphi = Q_1x_1 \ldots Q_kx_k \psi$ where the $Q_i$ are quantifiers and
\( \psi \) does not contain quantifiers. The class of all these formulas is \textsc{prenex} and, for every \( t \in \mathbb{N} \), we set \( \Sigma_t := \textsc{prenex} \cap \text{alt}_t \). Let \( \varphi \in \text{fo} \). We denote the number of distinct variables of \( \varphi \) by \( \text{var}(\varphi) \). The size of \( \varphi \), denoted by \( \text{size}(\varphi) \), is the total number of symbols used to write down \( \varphi \).

**Model checking formulas.** In order to consider vocabularies, structures, and formulas as part of instances to computational problems, we encode them using binary strings in a standard way as done in [12]. We write \( \text{enc}(\tau) \) for the binary string encoding of a vocabulary \( \tau \); \( \text{enc}(A) \) and \( \text{enc}(\varphi) \) are used for the encoding of a structure \( A \) and a formula \( \varphi \), respectively. Given a class of first-order formulas \( C \subseteq \text{fo} \), we denote by \( \text{mc}(C) \) the \textit{model checking problem} for formulas from \( C \). A positive instance of \( \text{mc}(C) \) consists of an encoded vocabulary \( \text{enc}(\tau) \) as well as an encoded structure \( \text{enc}(A) \) and an encoded formula \( \text{enc}(\varphi) \) with (1) \( \varphi \in C \), (2) \( A \) and \( \varphi \) are both over \( \tau \), and (3) \( A \models \varphi \). We consider parameterized versions of model checking problems with respect to several classes of formulas in the following section, and their closure under fpt-reductions.

3 Parameterized complexity of first-order logic

Previous studies (mainly subsumed by the book [12]) observed that the parameterized complexity of model checking first-order formulas with respect to several classes of formulas and parameterizations is not only interesting from the perspective of solving the problem, but as a central concept to study parameterized intractability, itself. That means, model checking formulas in \( \text{fo} \)-logic is commonly used to define levels of parameterized intractability, which make up a candidate hierarchy of complexity classes between the, provably distinct, classes \( \text{fpt} \) and \( \text{xp} \).

A first family of classes are defined as \textit{analogs of NP} in the parameterized setting: This spans the \( \text{w} \)-hierarchy, with its frequently used first level \( \text{w}[1] := [\text{p-size-}\text{mc}(\Sigma_1)]^{\text{fpt}} \) [7, 9, 11], as well as \( \text{w}[\text{sat}] := [\text{p-var-}\text{mc}(\Sigma_1)]^{\text{fpt}} \) [7, 16] and the class \( \text{w}[\text{p}] \), whose definition equals the one of \( \text{fpt} \) except that the used deterministic Turing machines have access to a nondeterministic certificate of \( f(k) \cdot \log n \) nondeterministic bits [7, 6]. These classes are considered to be analogs of NP in the parameterized world since it is possible to nondeterministically guess candidate solutions to, say, graph problems of a parameter-bounded size, and verify the guessed solution. The computational power we have for the verifying step depends on the particular class. Since we consider FPT as the lowest level, of tractable problems, the classes are defined by taking the closure of these problems under fpt-reductions.

In a similar fashion, parameterized \textit{analogs of the polynomial-time hierarchy (PH)} are defined based on formulas with constant alternations with the most prominent suggestion being the \( \text{a} \)-hierarchy with levels \( \text{a}[t] := [\text{p-size-}\text{mc}(\Sigma_t)]^{\text{fpt}} \) for \( t \in \mathbb{N} \) [10, 11].

A third kind of classes are designed to be \textit{analogs of \text{pspace}} in the parameterized setting: In this case, not only existential, but also universal, nondeterminism is permitted; still nondeterminism is bounded in terms of the parameter. The most powerful of these classes is \( \text{aw}[\text{p}] \), which is defined as \( \text{w}[\text{p}] \), but this time the acceptance behavior of the \( \text{dtm} \) depends on \( f(k) \cdot \log n \) certificate containing both existential and universal nondeterministic bits where the number of alternations is bounded by \( f(k) \). Classes that are defined via a less powerful solution verification phase are \( \text{aw}[\text{sat}] := [\text{p-var-}\text{mc}(\text{prenex})]^{\text{fpt}} \) and \( \text{aw}[*] := [\text{p-size-}\text{mc}(\text{prenex})]^{\text{fpt}} \). All of the mentioned \text{pspace}-analogs are originally defined in terms of Boolean circuits and propositional logic [1]; the definitions based on machines and model checking first-order formulas are taken from [12, Chapter 8].
While the parameterized approaches towards mirroring the behavior of PSPACE have proven to be useful to classify a large number of problems, some problems remained unclassified and, hence, not well understood. These are parameterized problems whose solutions are based on existential and universally nondeterministic guesses, but where it seems not possible to bound the nondeterministic guesses in terms of the parameter. Thus, the parameter seems to play a different role for these problems. A prominent example of such a problem is model checking first-order formulas that only use a fixed (parameter-bounded) number of distinct variables. As the variables can be reused, the quantifier alternation does not depend on the parameter. This observation leads us to defining the following parameterized analog of PSPACE with unbounded alternations. In Section 4 we realize that the defined complexity class has a characterization in terms of alternating Turing machines that is similar to XP, but using shallow parallel computations; hence, we choose the name SXP with S standing for “shallow”.

**Definition 1.** SXP := \([p\text{-var-MC(FO)}]^{fpt}\)

The class SXP is contained in XP and contains AW[P]. Figure 1 shows the relations between these and other classes from parameterized complexity mentioned above.

**Fact 2.** SXP ⊆ XP

**Lemma 3.** AW[P] ⊆ SXP

**Proof Sketch.** Let \((P, κ) ∈ AW[P]\) via a DT M running in time \(f(k)·n^c\) for some computable function \(f\) and constant \(c\), and using nondeterministic certificates of length \(f(k)·\log n\) of existential and universal bits; with \(f(k)\) alternations. The first phase of our fpt-reduction to p-var-MC(FO) reduces the problem of simulating the computation of \(M\) on length-\(n\) and parameter-\(k\) instances to the circuit evaluation problem as described in [15] for the classical class P. The second step replaces the task of evaluating the circuit by model checking a constant-variable first-order formula that defines the evaluation problem for circuits (the same approach is commonly used to show that model checking first-order formulas with just 2 variables is complete for P). To also take the alternating certificate into account, which is given to the DT M, our formula is enriched by existential quantifiers, which guess existential bits, and universal quantifiers, which guess universal bits; this construction uses a single quantifier to handle a length-(\(\log n\)) substring of the certificate by first applying the “\(k·\log n\)”-trick (see [12, Corollary 3.13] for details) to the circuit. Both the circuit and the formula can be constructed using an fpt-reduction. The number of variables used by the formula is bounded by a function in the original parameter.

### 4 Alternative Characterizations

The classes that are defined via model checking first-order formulas in the previous section are all defined by first taking a prototypical model checking problem for first-order formulas of a restricted syntax along with a parameter, which is the formulas size or number of distinct variables. Then the closures of these problems under fpt-reductions are considered, which captures certain kinds of parameterized intractable problems. The prototypical problems are chosen in order to mirror the behavior of a classical class in the parameterized setting. In this section we present an alternative characterization of SXP in terms of alternating Turing machines. It shows how the behavior of the class SXP (of parameterized problems) parallels the behavior of the class PSPACE (of classical problems).
An alternating Turing machine (atm) $M$ consists of a set of states $Q$ that is partitioned into a set of existential states $Q_\exists$ and a set of universal states $Q_\forall$. Its (nondeterministic) transitions are encoded by a relation $\Delta \subseteq Q \times \Sigma^k \times Q \times \Sigma^k \times \{\text{LEFT}, \text{RIGHT}\}^k$ where $(q, \sigma_1, \ldots, \sigma_k, q', \sigma'_1, \ldots, \sigma'_k, d_1, \ldots, d_k) \in \Delta$ means that if $M$ is in state $q$ and reads the symbol $\sigma_i$ on tape $i$, for $i \in \{1, \ldots, k\}$, then it can write the symbol $\sigma'_i$ on tape $i$, for $i \in \{1, \ldots, k\}$, and moves its heads as defined by the $d_i$. We consider only machines $M$ that halt on every computation path. The acceptance behavior of an atm is defined recursively (without using accepting and rejecting states explicitly) as follows: A universal configuration accepts if every immediate successor configuration accepts, an existential configuration accepts if there exists an immediate successor configuration that accepts. $M$ accepts an input if the starting configuration accepts.

From the proof of the well known characterization from Chandra et al. [5] of polynomial deterministic time in terms of alternating logarithmic space, we get the following alternative definition of XP. This parallels the definition of EXPTIME in terms of atms using polynomial space.
Fact 4. XP is the class of parameterized problems \((P, \kappa)\) that are accepted by ATMs using space at most \(f(k) \cdot \log n\).

While for \(\text{EXPTIME}\) problems we do not hope to lower the run-time substantially by using alternation, alternation speeds-up the solution of problems in \(\text{PSPACE}\) since it equals the class of problems accepted by ATMs in polynomial time [5]. The following lemma states that our proposed parameterized version of \(\text{PSPACE}\) has a similar behavior. Its problems can be solved by ATMs using \(f(k) \cdot \log n\) space, but only running in \(f(k) \cdot n^{O(1)}\) time. The proof of the lemma is based on a refined view on the \(\text{PSPACE}\)-completeness of model checking first-order formulas [17, 18] as well as ideas from descriptive complexity theory [13].

Theorem 5. SXP is the class of parameterized problems \((P, \kappa)\) that are accepted by ATMs using space at most \(f(k) \cdot \log n\) and running in time at most \(f(k) \cdot n^{O(1)}\).

Proof. We start to show how problems in SXP, which are fpt-reducible to \(\text{p-var-MC}(\text{FO})\), can be solved by \((f(k) \cdot \log n)\)-space- and \(f(k) \cdot n^{O(1)}\)-time-bounded ATMs. Classical results from Chandra et al. [5] imply that FPT is the class of parameterized problems \((P, \kappa)\) accepted by ATMs using space at most \(f(k) + O(\log n)\). A similar fact holds for \((f(k) \cdot n^{O(1)})\)-time-bounded DTMs that compute reductions; in this case we consider the problem of deciding whether a certain position in the output of the DTM contains a certain symbol. If the reduction is computed in time \(f(k) \cdot n^{O(1)}\), then this problem can be decided by an ATM using space \(f(k) + O(\log n)\). To finish the proof of the above claim, we (1) consider an ATM that model checks first-order formulas in space at most \(f(k) \cdot \log n\) and time at most \(f(k) \cdot n^{O(1)}\) with respect to the number of distinct variables as the parameter, and (2) modify it to run the above machine for the reduction whenever it wants to access an input symbol.

For the other direction, let \((P, \kappa)\) be solvable by an ATM \(M\) using time \(f(\kappa) \cdot n^c\) and space \(f(\kappa) \cdot \log n\) for a computable function \(f: \mathbb{N} \to \mathbb{N}\) and constant \(c\) on length-\(n\) inputs. In order to describe the reduction’s construction we consider an input \(x \in \Sigma^*\). We assume, without loss of generality, that \(M\) alternates between existential and universal states in each transition. That means, if we consider the start configuration as having time stamp 0, configurations with an even time stamp are always existential and configurations with an odd time stamp are always universal. Recall that a configuration \(C\) of \(M\) on input \(x\) consists of the current state, the head positions on the input tape and on the working tape, and the content of the working tape. Commonly a configuration is encoded as a (binary) string of length at most \(c_M + f(\kappa) \cdot \log n\) where \(c_M\) is a constant depending on \(M\).

We present an fpt-reduction from \((P, \kappa)\) to \(\text{p-var-MC}(\text{FO})\). A first attempt for the reduction is to construct the (acyclic) configuration graph \(G_M(x) = (\text{VERT}, \text{EDG})\) that contains all possible configurations of \(M\) as vertices and (directed) edges representing transitions between them. Moreover, the initial configuration is colored using a unary predicate \(I\), and the existential and universal configurations are colored using unary predicates \(\text{EXIST}\) and \(\text{UNIV}\), respectively. Then we state a formula \(\varphi_M\) that defines the acceptance behavior of ATMs, which is an alternating reachability query, that run in time at most \(f(\kappa) \cdot n^c\) based on the graph. While we only need a constant number of variables for the formula, the graph considered in this reduction is too large to be constructible using an fpt-reduction since we consider all possible \(2^{c_M + f(\kappa) \cdot \log n}\) configurations.

To get an fpt-reduction, we trade number of variables of the formula for the size of the constructed structure: Instead of constructing the graph explicitly, we modify the formula \(\varphi_M\) to a formula \(\varphi_M'\) that not only defines the acceptance behavior of \(M\), but also implicitly the configuration graph. How to modify the formula as well as how to construct a structure for this approach is described below.
Instead of constructing a configuration graph, the second version of our reduction produces a logical structure $\mathcal{A}$ with universe $U := \{1, \ldots, f(\kappa) \cdot n^c\}$. The only relation on these elements is the bit predicate $\text{bit} = \{(i, j) \mid \text{position } i \text{ in bit-string } \text{enc}(j) \text{ is } 1\}$.

The formula $\varphi_M$ uses variables to store pointers to whole configurations. In order to avoid this, we encode configurations of $M$ using substrings for a configuration’s state, head position, and working tape content. To encode a configuration with the help of a formula’s element variables, we replace each element variable $x$ in $\varphi_M$ by a group of variables consisting of a single variable $x_{\text{state}}$ to contain the index of the state (assuming that the input size is large enough), a variable $x_{\text{in-head}}$ to encode the head position on the input tape, a variable $x_{\text{work-head}}$ to encode the head position on the work tape, and $f(\kappa)$ variables $x_{\text{content-i}}$ to encode the content of the $i$th length-$\log n$ block on the working tape. Finally, we replace the predicate symbols that are used to access the edges and vertex colorings of the graph by subformulas that define these predicates based on the predicate $\text{bit}$. The details of this well-known approach from descriptive complexity are described in the book of Immerman [13].

Both the formula $\varphi_M$ and the used structure can be constructed in time $f(k) \cdot n^{O(1)}$, and the number of variables used in $\varphi_M$ is bounded in terms of the machine $M$ and the parameter of the input instance $k$.

Based on translating the alternating Turing machines from Lemma 5 into circuits, it is possible to get a characterization of SXP in terms of families of Boolean circuits that are uniform (the building blocks of the circuits can be recognized, for example, by using a parameterized version of the classical class $\text{ALOGTIME}$ where the parameter is given in an appropriate way to the uniformity machine). These circuits have size $n^{f(k)}$ and depth $f(k) \cdot n^{O(1)}$. Thus, their shape also supports our intuition that SXP is the right analog of PSPACE in the parameterized setting.

## 5 Parameterized polynomial-space-complete problems

Kasai, Adachi and Iwata [14] introduced a simple pebble game to provide a combinatorial characterization of different complexity classes by playing several variants of that game. An instance of the pebble game consists of a set of nodes $X$, a set of start positions $S \subseteq X$ for $k = |S|$ pebbles, a goal node $\gamma \in X$ and a set $R \subseteq X^3$ of rules which are triples of pairwise distinct nodes. There are two players in the game, which alternately move a pebble on the board according to some rule $(u, v, w) \in R$: if there are pebbles on $u$ and $v$ but not on $w$, then the corresponding player can move the pebble from $u$ to $w$. One player wins the game if he puts a pebble on the goal node or reaches a position where the other player is unable to move. The game board is acyclic if the underlying dag with vertex set $X$ and arcs $(u, w)$, $(v, w)$ for all $(u, v, w) \in R$ is acyclic. In the acyclic pebble game the game board is required to be acyclic. It turns out that determining the winner in the pebble game is complete for $\text{EXPTIME}$ and determining the winner in the acyclic variant is $\text{PSPACE}$-complete [14]. If one fixes the number of pebbles $k$, it is possible to determine the winner (in both variants) in time $n^{O(k)}$. This can easily be verified as the game can be simulated by an alternating Turing machine that uses $O(k \log n)$ space to store the current position of the pebbles. Adachi, Iwata and Kasai [2] proved a corresponding lower bound in the non-acyclic case. They simulated single-tape Turing machines of running time $O(n^k)$ within the $(2k + 1)$-pebble game and used the time hierarchy theorem to obtain a lower bound of $n^{\Omega(k)}$. As remarked by Downey and Fellows [8] it follows that, parameterized by the number of pebbles, this problem is $\text{XP}$-complete. Thus, the pebble game supports the intuition that natural parameterizations of
EXPTIME-complete problems tend to be XP-complete. We show that the PSPACE-complete acyclic variant is complete for SXP under the same parameterization.

**Theorem 6.** Playing the pebble game on acyclic boards parameterized by the number of pebbles is complete for SXP under fpt-reductions.

**Proof.** As the acyclic k-pebble game ends after a linear number of rounds, it can be simulated by an alternating Turing machine in space $O(k \log n)$ and time $O(n)$. Hence, this problem is in SXP. For the other direction we reduce from p-var-MC(FO). Let $\varphi$ be a k-variable first-order formula and $\mathcal{A}$ be a structure with universe $[n]$. First, by allowing negation everywhere in the formula, we eliminate conjunction and universal quantification. We reduce the model checking problem to the acyclic $(k+2)$-pebble game such that $\mathcal{A} \models \varphi$ if, and only if, Player 1 wins the pebble game. We introduce a special node _ to be used as middle vertex in the rules $(u, _, w)$. At the beginning of the game there is a pebble on this node, which cannot be moved during the game. The acyclic game board resembles the structure of the formula. We use $k$ pebbles to store the current assignment of the $k$ variables and an additional pebble to control which subformula is evaluated. For every subformula $\psi$ of $\varphi$ we introduce a control node $X[\psi]$ and in addition nodes $X[\psi, x, v]$, for all variables $x \in \text{var}(\varphi)$ and elements $v \in [n]$, to store assignments of the variables. These nodes serve as the basic data structure on the game board. We define the rules and additional nodes by induction on the structure of the formula to satisfy the following invariant.

For every subformula $\psi(x_1, \ldots, x_k)$, Player 1 wins from the pebble position $(X[\psi], X[\psi, x_1, v_1], \ldots, X[\psi, x_k, v_k])$ iff $\mathcal{A} \models \psi[v_1, \ldots, v_k]$.

As the pebble game is symmetric with respect to the players it follows that if the current pebble position is $(X[\psi], X[\psi, x_1, v_1], \ldots, X[\psi, x_k, v_k])$ and it is Player 2’s turn, then Player 1 wins iff $\mathcal{A} \not\models \psi[v_1, \ldots, v_k]$. Initially, the $k$ value pebbles are on the nodes $X[\varphi, x_1, v], \ldots, X[\varphi, x_k, v]$ for an arbitrary element $v$ and the control pebble is on $X[\varphi]$. Thus, by the invariant above, Player 1 wins iff $\mathcal{A} \models \varphi$.

**Atoms:** For the base case let $\psi = R(x_1, \ldots, x_r)$ be an atom. We introduce additional nodes $Y[\psi, a_1, \ldots, a_r]$ and $Y_p[\psi, x_{i_1}, a_1, \ldots, a_r]$ for every tuple $(a_1, \ldots, a_r) \in R^d$, every variable $x_{ij}$, $j \in [r]$ and $p \in \{1, 2\}$. There are rules $(X[\psi], \_ Y[\psi, a_1, \ldots, a_r])$ that enable Player 1 to choose a tuple $(a_1, \ldots, a_r)$ from the relation $R^d$ that is consistent with the assignment specified by the pebbles on the nodes $X[\psi, x_{i_1}]$. To check this consistency both players are forced to use the following set of rules in the predefined order. First Player 2 moves the pebble from $Y[\psi, a_1, \ldots, a_r]$ to $Y_1[\psi, x_{i_1}, a_1, \ldots, a_r]$ using $(Y[\psi, a_1, \ldots, a_r], \_ Y_1[\psi, x_{i_1}, a_1, \ldots, a_r])$. Then it is Player 1’s turn and both players alternately move the pebble using the rules $(Y_1[\psi, x_{i_1}, a_1, \ldots, a_r], X[\psi, x_{i_2}, a_1, \ldots, a_r], Y_2[\psi, x_{i_{j+1}}, a_1, \ldots, a_r])$ and $(Y_2[\psi, x_{i_{j+1}}, a_1, \ldots, a_r], \_ Y_1[\psi, x_{i_{j+1}}, a_1, \ldots, a_r])$ for $j = 1, \ldots, r - 1$. Finally, there is a rule $(Y[\psi, x_{i_r}, a_1, \ldots, a_r], \_ \gamma)$ that allows Player 1 to pebble the goal. By definition, this sequence of rules can be applied (and thus Player 1 wins the game as the goal node $\gamma$ is pebbled) if $\mathcal{A} \models \psi[v_1, \ldots, v_k]$. On the other hand, if $\mathcal{A} \not\models \psi[v_1, \ldots, v_k]$, then Player 1 gets stuck and Player 2 wins.

**Disjunction:** If $\psi = \psi_1 \lor \psi_2$, then we have to ensure that from the pebble position $(X[\psi], X[\psi, x_1, v_1], \ldots, X[\psi, x_k, v_k])$ Player 1 can move to either $(X[\psi_1], X[\psi_1, x_1, v_1], \ldots, X[\psi_1, x_k, v_k])$ or $(X[\psi_2], X[\psi_2, x_1, v_1], \ldots, X[\psi_2, x_k, v_k])$. To make this decision, we introduce nodes $X_p[\psi_j]$ for $p, j \in \{1, 2\}$, and rules $(X[\psi], \_ X_1[\psi_j])$ and $(X_1[\psi_j], \_ X_2[\psi_j])$ for $j \in \{1, 2\}$. Thus, Player 1 can choose an $j$ and move to $X_1[\psi_j]$. Afterwards, Player 2 is forced to move to $X_2[\psi_j]$. It remains to copy the current assignment to the subformula, that
is, the players have to move the pebbles from $X[\psi, x, v]$ to $X[\psi, x, v]$. We use nodes $X[\psi_j, i]$ for $i \in [k+1]$ to control this process. The first rule is $(X[\psi_j], \ldots, X[\psi_j], 1)$. For all $v \in [n]$ and $i \leq k$ there are rules $(X[\psi_j, x_1, x_i], X[\psi_j, i], X[\psi_j, v_i])$ for copying the value of $x_i$ and $(X[\psi_j, i], X[\psi_j, v_i])$. At the end of this process the pebble position is $(X[\psi_j, k+1], X[\psi_j, x_1, v_i], \ldots, X[\psi_j, x_k, v_k])$ and it is Player 2’s turn. He is forced to use the final rule $(X[\psi_j, k+1], \ldots, X[\psi_j])$. This finishes the description of the $\lor$-case.

Negation: Let $\psi = \neg \psi'$. We simulate negation by changing the role of both players. That is, from the configuration $(X[\psi], X[\psi, x_1, v_1], \ldots, X[\psi, x_k, v_k])$ where it is Player 1’s turn we want to force both players to reach the configuration $(X[\psi'], X[\psi', x_1, v_1], \ldots, X[\psi', x_k, v_k])$ where it is Player 2’s turn. Changing is role of the players is rather easy as we just have to introduce a dummy rule $(X[\psi], \ldots, X[\psi'])$ to force a move of the control pebble. Afterwards the players have to move the assignment pebbles from $X[\psi, x, v]$ to $X[\psi', x, v]$. This copy process can be done in the same deterministic way as described in the $\lor$-case.

Existential quantification: Let $\psi = \exists x_j \psi'$. To model the existential quantifier we have to ensure that from a pebble position $(X[\psi], X[\psi, x_1, v_1], \ldots, X[\psi, x_k, v_k])$ Player 1 can choose an element $w \in [n]$ and reach the new position $(X[\psi'], X[\psi', x_1, v_1], \ldots, X[\psi', x_k, v_k])$. Copying the values of $x_i$ for $i \neq j$ (moving the pebbles from $X[\psi, x_i, v_i]$ to $X[\psi', x_i, v_i]$) can be done in the same way as in the previous cases. Hence, we end up with a configuration where it is Player 1’s turn and the pebbles are on $X[\psi', x_i, v_i]$ ($i \neq j$), $X[\psi, x_j, v_j]$, and the control pebble is on an additional node $X_0[\psi]$. To change the value of $x_j$ we use the following construction. Let $X_1[\psi]$ and $X_2[\psi]$ be two additional nodes. There is a rule $(X_0[\psi], X_1[\psi])$ and for every $v \in [n]$ we add the following three rules: $(X[\psi', x_j, v], X_1[\psi]), \ (X_1[\psi], X_2[\psi]), \ X[\psi', x_j, v], \ (X_2[\psi], X[\psi', x_j, v], X[\psi'])$. First, Player 1 moves the pebble from $X_0[\psi]$ to $X_1[\psi]$. Afterwards, Player 2 is forced to move the pebble from $X[\psi, x_j, v_j]$ to $X_2[\psi]$. Now Player 1 can choose some $w \in [n]$ and move the pebble from $X_1[\psi]$ to $X[\psi', x_j, w]$. The last move is done by Player 2, who is forced to move the pebble from $X_2[\psi]$ to $X[\psi']$.

Another example that shifts the correspondence between EXPTIME and PSPACE in the classical world to XP and XP in the parameterized setting is resolution. Resolution is a well-known and intensively studied proof system to detect the unsatisfiability of a given formula in conjunctive normal form. Starting with the clauses from the CNF formula one iteratively derives new clauses using only one simple rule: The resolution rule for a variable $X$ takes two clauses $\gamma \cup \{X\}, \delta \cup \{-X\}$ and resolves $\gamma \cup \delta$. The given CNF formula is unsatisfiable if, and only if, the empty clause can be derived. The width of a refutation is the maximal number of literals in every clause of the derivation. A resolution derivation can naturally be viewed as a directed acyclic graph (dag) where the nodes are labeled with clauses and arcs pointing from the resolvent to its parents. The depth of a refutation is the length of the longest path in the corresponding dag. If on every path in this derivation dag no variable has been used twice by the resolution rule, then the derivation is regular. Note that the depth of every regular resolution refutation is at most linear in the number of variables, thus linear depth resolution generalizes regular resolution.

A resolution refutation of width $k$ can be found be an alternating $O(k \log n)$-space Turing machine as follows: In each step, the machine stores one clause (using $k \log n$ bits) and tries to justify that this clause can be derived. Starting from the empty clause, the machine existentially guesses its parents and then universally chooses a parent to justify that it can be derived. The machine accepts the input, if the current clause is from the CNF formula.
To compare the correspondence between tractable and intractable in classical and parameterized complexity we denote by poly and exp polynomial and exponential growth, and by fpt and xp growth of the form \( f(k) \cdot n^{O(1)} \) and \( n^{f(k)} \), respectively.

<table>
<thead>
<tr>
<th>Alternating Turing machines</th>
<th>EXPTIME</th>
<th>Alternating PSPACE machines of ( \exp ) running time.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSPACE</td>
<td>Alternating PSPACE machines of ( \poly ) running time.</td>
</tr>
<tr>
<td></td>
<td>XP</td>
<td>Alternating ( \SPACE(f(k) \log n) ) machines of ( \xp ) running time.</td>
</tr>
<tr>
<td></td>
<td>SXP</td>
<td>Alternating ( \SPACE(f(k) \log n) ) machines of ( \fpt ) running time.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pebble games</th>
<th>EXPTIME</th>
<th>Pebble game.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSPACE</td>
<td>Acyclic pebble game.</td>
</tr>
<tr>
<td></td>
<td>XP</td>
<td>Pebble game, parameter: the number of pebbles.</td>
</tr>
<tr>
<td></td>
<td>SXP</td>
<td>Acyclic pebble game, parameter: the number of pebbles.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Resolution</th>
<th>EXPTIME</th>
<th>Bounded width resolution.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSPACE</td>
<td>Bounded width linear depth resolution.</td>
</tr>
<tr>
<td></td>
<td>XP</td>
<td>Bounded width resolution, parameter: the width.</td>
</tr>
<tr>
<td></td>
<td>SXP</td>
<td>Bounded width linear depth resolution, parameter: the width.</td>
</tr>
</tbody>
</table>

and rejects after \((2n)^k\) steps (which upper bounds the depth of width-k refutations). If we additionally require the depth to be linear, the alternating machine is able to find a refutation of width \( k \) in linear time. It follows that finding resolution refutations of width \( k \) is in EXPTIME, if \( k \) is part of the input, and in XP, if \( k \) is the parameter. Furthermore, finding linear depth refutations of width \( k \) is in PSPACE, if \( k \) is part of the input, and in SXP, if \( k \) is the parameter. By reducing the pebble game to bounded width resolution \([3]\) it was shown that the corresponding problems are complete for EXPTIME, XP and PSPACE. We now show that the same reduction, stated in Fact 7, can be used to show that finding linear depth resolution refutations of bounded width is SXP-complete.

**Fact 7 \([3]\).** There is an fpt-reduction that takes an instance of the \( k \)-pebble game and produces a 3-CNF formula \( \Gamma \) such that Player 1 wins the \( k \)-pebble game iff \( \Gamma \) has a resolution refutation of width \( k + 1 \). If in addition the game board is acyclic, then \( \Gamma \) has a regular resolution refutation of width \( k + 1 \).

**Lemma 8.** Finding linear depth resolution refutations of width \( k \) is complete for SXP.

**Proof.** We already have observed that this problem is contained in SXP. Note that the reduction stated in Fact 7 reduces the parametrized acyclic pebble game to parameterized linear depth resolution, as every regular refutation has always linear depth. By Theorem 6 it follows that finding linear depth refutations is complete for SXP when parameterized by the width.

### 6 Conclusion

We placed the model checking problem for fixed variable first-order logic within the hierarchy of intractable problems in parameterized complexity. As a consequence we exhibited a new parameterized complexity class, SXP, that corresponds to PSPACE in the same way as XP corresponds to EXPTIME. To support this intuition we gave characterizations in terms of alternating Turing machines, pebble games, and resolution refutations. The results are summarized in Table 1.
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Abstract

The problem of synchronizing automata is concerned with the existence of a word that sends all states of the automaton to one and the same state. This problem has classically been studied for complete deterministic finite automata, with the existence problem being NLOGSPACE-complete.

In this paper we consider synchronizing-word problems for weighted and timed automata. We consider the synchronization problem in several variants and combinations of these, including deterministic and non-deterministic timed and weighted automata, synchronization to unique location with possibly different clock valuations or accumulated weights, as well as synchronization with a safety condition forbidding the automaton to visit states outside a safety-set during synchronization (e.g. energy constraints). For deterministic weighted automata, the synchronization problem is proven PSPACE-complete under energy constraints, and in 3-EXPSPACE under general safety constraints. For timed automata the synchronization problems are shown to be PSPACE-complete in the deterministic case, and undecidable in the non-deterministic case.
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Introduction

The notion of synchronizing automata is concerned with the following natural problem: how can we regain control over a device if we do not know its current state? Since losing the control over a device may happen due to missing the observation on the outputs produced by the system, static strategies, which are finite sequences (or words) of input letters are considered while synchronizing systems. As an example think of remote systems connected to a wireless controller that emits the command via wireless waves but expects the observations via physical connectors (it might be excessively expensive to mount wireless senders on the remote systems), and consider that the physical connection to the controller is lost because of some technical failure. The wireless controller can therefore not observe the current states of distributed subsystems. In this setting, emitting a synchronizing word as the command leaves the remote system (as a whole) in one particular state, no matter which state each distributed subsystem started at; thus the controller can regain control. For synchronizing automata, there are also applications e.g. in planning, control of discrete event systems, bio-computing, and robotics [2, 8, 4].
Synchronizing automata have classically been studied in the setting of complete deterministic finite-state automata, with polynomial bounds on the length of the shortest synchronizing word [3] and the existence problem being NLOGSPACE-complete. In this paper, we consider synchronization in systems whose behavior depends on quantitative constraints. We study two classes of such systems, weighted automata (WAs) and timed automata (TAs), and introduce variants of synchronization to include the quantitative aspects as well as some safety condition while synchronizing. The main challenge is that we are now facing automata with infinite state-spaces and infinite branching (e.g. delays in a TA).

For WAs, states are composed of locations and quantitative weights. As weights are merely accumulated in this setting, it is impossible to synchronize to a single state. Instead we search for a location-synchronizing word, i.e., a word after which all states will agree on the location. In addition, we add a safety condition insisting that during synchronization the accumulated weight (energy) is safe, e.g. a non-negative safety condition that requires the system to never run out of power while synchronizing. Considering the safety condition is what distinguishes our setting from the one presented in [6]; moreover, in that work WAs are restricted to have only non-negative weights on transitions. Figure 1 illustrates a WA with four locations and four letters. We have infinitely many states to synchronize using the letter $a$, which always leads to the state $\ell_3$, whatever the initial state. A possible synchronizing word for this TA is $a^{10} \cdot b \cdot (c \cdot b)^2 \cdot d$ under non-negative safety condition.

**Figure 1** A complete deterministic WA with location-synchronizing word $a^{10} \cdot b \cdot (c \cdot b)^2 \cdot d$ under non-negative safety condition.

For TAs, synchronizing the classical region abstraction is not sound. Figure 2 displays a 1-letter TA with four locations. We have infinitely many states to synchronize using the letter $a$ and quantitative delays $d(t)$ ($t \in \mathbb{R}_{\geq 0}$). We propose an algorithm which first reduces the (uncountably) infinite set of configurations into a finite set (with at most the number of locations in the TA), and then pairwise synchronizes the obtained finite set of states. The word $d(3) \cdot a \cdot a$ is a finitely synchronizing word that synchronizes the infinite set of states into a finite set: whatever the initial state, inputting the word $d(3) \cdot a \cdot a$ the TA ends up in one of the states $(\ell_0, 0), (\ell_1, 0)$ or $(\ell_3, 0)$. Moreover, since $\ell_3$ cannot be escaped, any synchronizing word in this automaton lead to a state involving $\ell_3$. It then suffices to play $a \cdot d(1) \cdot a \cdot a \cdot a$ to end up in $(\ell_3, 0)$, whatever the initial state. A possible synchronizing word for this TA is then $d(3) \cdot a^3 \cdot d(1) \cdot a^3$, which always leads to the state $(\ell_3, 0)$.
In this paper we consider the synchronization problem for TAs and WAs in several variants: including deterministic and non-deterministic TAs and WAs, synchronization to unique location with possibly different clock valuations or accumulated weights, as well as synchronization with a safety condition forbidding the automaton to visit states outside a safety-set during synchronization (e.g. energy constraints). Our results can be seen in Table 1. For TAs the synchronization problems are shown to be PSPACE-complete in the deterministic case, and undecidable in the non-deterministic case. For deterministic WAs, the synchronization problem is proven PSPACE-complete under energy constraints, and in 3-EXPSPACE under general safety constraints.

The detailed proofs of these results can be found in a full version of this paper [5].

2 Definitions

A labeled transition system over a (possibly infinite) alphabet $\Gamma$ is a pair $(Q, R)$ where $Q$ is a set of states and $R \subseteq Q \times \Gamma \times Q$ is a transition relation. The labeled transition systems we consider have state space $Q = L \times X$ consisting of a finite set $L$ of locations and a possibly infinite set $X$ of quantitative values. Given a state $q = (\ell, x)$, let $\text{loc}(q) = \ell$ be the location of $q$, and for $a \in \Gamma$, let $\text{post}(q, a) = \{ q' \mid (q, a, q') \in R \}$. For $P \subseteq Q$, let $\text{loc}(P) = \{ \text{loc}(q) \mid q \in P \}$ and $\text{post}(P, a) = \bigcup_{q \in P} \text{post}(q, a)$. For nonempty words $w \in \Gamma^+$, define inductively $\text{post}(q, aw) = \text{post}(\text{post}(q, a), w)$. A run (or path) in a labeled transition system $(Q, R)$ over $\Gamma$ is a finite sequence $q_0 q_1 \cdots q_n$ such that there exists a word $a_0 a_1 \cdots a_{n-1} \in \Gamma^+$ for which $(q_i, a_i, q_{i+1}) \in R$ for all $0 \leq i < n$.

Synchronizing words

A word $w \in \Gamma^+$ is synchronizing in the labeled transition system $(Q, R)$ if $\text{post}(Q, w)$ is a singleton, and it is location-synchronizing if $\text{loc}(\text{post}(Q, w))$ is a singleton. Given $U \subseteq Q$, a word $w$ is synchronizing (resp., location-synchronizing) in $(Q, R)$ with safety condition $U$ if $\text{post}(U, w)$ is a singleton (resp., $\text{loc}(\text{post}(U, w))$ is a singleton) and $\text{post}(U, v) \subseteq U$ for all prefixes $v$ of $w$. Thus a synchronizing word can be read from every state and bring the system to a single state, and a location-synchronizing word brings the system to a single location, possibly with different quantitative values. The safety condition $U$ requires that the states in $Q \setminus U$ are never visited while reading the word. In this paper, we specify the safety condition $U$ by a function $\text{Safe} \colon L \to X$, then $U = \{ (\ell, x) \in Q \mid x \in \text{Safe}(\ell) \}$. We say that a system is (location-)synchronizing if it has a (location-)synchronizing word. The (location-)synchronizing problem (under a safety condition) asks, given a system (and a safety condition), whether the system is (location-)synchronizing.

A finite state automaton is a special kind of labeled transition systems where the alphabet and the state space are finite. Synchronizing words of finite-state automata have already been extensively studied. The synchronizing problem in a finite-state automaton $A$ is easily reduced to a reachability problem in the power-set automaton of $A$. This provides a PSPACE algorithm for this problem, and the problem is proved PSPACE-complete [7]. When $A$ is
### Table 1 Summary of obtained results.

<table>
<thead>
<tr>
<th></th>
<th>Deterministic</th>
<th>Non-deterministic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Safety</td>
<td>Safety</td>
</tr>
<tr>
<td></td>
<td>condition</td>
<td>condition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timed Automata (TAs)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Synchronization</td>
<td>PSPACE-complete</td>
<td>Undecidable</td>
</tr>
<tr>
<td>Loc.-synchronization</td>
<td>PSPACE-complete</td>
<td>PSPACE-complete</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighted Automata (WAs)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Synchronization</td>
<td>Trivial (always false)</td>
<td>PSPACE-complete</td>
</tr>
<tr>
<td>Loc.-synchronization</td>
<td>NLOGSPACE-complete</td>
<td>3-EXPSPACE</td>
</tr>
</tbody>
</table>

Deterministic and complete, that means \(|\text{post}(q,a)| = 1\) for all states \(q\) and letters \(a\), a better algorithm is obtained by iteratively synchronizing pairs of states [3, 8]: the existence of a synchronizing word in \(\mathcal{A}\) is indeed equivalent to the existence of synchronizing words for each pair of states of \(\mathcal{A}\), which is reduced to polynomially-many reachability problems in the product of two copies of \(\mathcal{A}\). The problem can then be proven NLOGSPACE-complete.

We consider labeled transition systems induced by WAs and TAs. We are interested in (location-)synchronizing problem (with or without safety condition) in the labeled transition systems induced by TAs and WAs, defined below.

#### Weighted automata (WAs)

A weighted automaton (WA) over a finite alphabet \(\Sigma\) is a tuple \(\mathcal{A} = \langle L, E \rangle\) consisting of a finite set \(L\) of locations, and a set \(E \subseteq L \times \Sigma \times \mathbb{Z} \times L\) of edges. When \(E\) is clear from the context, we denote by \(\ell \xrightarrow{a,z} \ell'\) the edge \((\ell, a, z, \ell') \in E\), which represents a transition on letter \(a\) from location \(\ell\) to \(\ell'\) with weight \(z\). We view the weights as the resource (or energy) consumption of the system. The semantics of a WA \(\mathcal{A} = \langle L, E \rangle\) is the labeled transition system \(J_{\mathcal{A}} = \langle Q, R \rangle\) on the alphabet \(\Gamma = \Sigma\) where \(Q \subseteq L \times \mathbb{Z}\) and \(\{(\ell, e, a, (\ell', e')) \in R \text{ if } (\ell, a, e' - e, \ell') \in E\}\). In a state \((\ell, e)\), we call \(e\) the energy level. The WA \(\mathcal{A}\) is deterministic if for all edges \((\ell, a, z_1, \ell_1), (\ell, b, z_2, \ell_2) \in E\), if \(a = b\), then \(z_1 = z_2\) and \(\ell_1 = \ell_2\); it is complete if for all \(\ell \in L\) and all \(a \in \Sigma\), there exists an edge \((\ell, a, z, \ell') \in E\).

Let \(I\) be the set of intervals with integer or infinite endpoints. For WAs, we consider safety conditions of the form \(\text{Safe} : L \rightarrow I\), and we denote an interval \([y, z]\) by \(y \leq e \leq z\), an interval \([z, +\infty)\) by \(e \geq z\), etc. where \(e\) is an energy variable.

#### Timed automata (TAs)

Let \(C = \{x_1, \ldots, x_{|C|}\}\) be a finite set of clocks. A (clock) valuation is a mapping \(v : C \rightarrow \mathbb{R}_{\geq 0}\) that assigns to each clock a non-negative real number. We denote by \(0_C\) (or \(0\) when the set of clocks is clear from the context) the valuation that assigns 0 to every clock.

A guard \(g = (I_1, \ldots, I_{|C|})\) over \(C\) is a tuple of \(|C|\) intervals \(I_i \in I\). A valuation \(v\) satisfies \(g\),
denoted \( v \models g \), if \( v(x_i) \in I_i \) for all \( 1 \leq i \leq |C| \). For \( t \in \mathbb{R}_{\geq 0} \), we denote by \( v + t \) the valuation defined by \( (v + t)(x) = v(x) + t \) for all \( x \in C \), and for a set \( r \subseteq C \) of clocks, we denote by \( v|r \) the valuation such that \( v|r(x) = 0 \) for all \( x \in r \), and \( v|r(x) = v(x) \) otherwise.

A timed automaton (TA) over a finite alphabet \( \Sigma \) is a tuple \((L, C, E)\) consisting of a finite set \( L \) of locations, a finite set \( C \) of clocks, and a set \( E \subseteq L \times \mathbb{R}_{\geq 0} \times \Sigma \times 2^C \times L \) of edges. When \( E \) is clear from the context, we denote by \( \ell \xrightarrow{g,a,r} \ell' \) the edge \((\ell, g, a, r, \ell') \in E\), which represents a transition on letter \( a \) from location \( \ell \) to \( \ell' \) with guard \( g \) and set \( r \) of clocks to reset. The semantics of a TA \( A = (L, C, E) \) is the labeled transition system \([A] = (Q, R)\) over the alphabet \( \Gamma = \mathbb{R}_{\geq 0} \cup \Sigma \) (assuming \( \Sigma \cap \mathbb{R}_{\geq 0} = \emptyset \)) where \( Q = L \times (C \to \mathbb{R}_{\geq 0}) \), and \((\ell, v, \gamma, (\ell', v')) \in R\) if

- either \( \gamma \in \mathbb{R}_{\geq 0} \), and \( \ell = \ell' \) and \( v' = v + \gamma \);
- or \( \gamma \in \Sigma \), and there is an edge \((\ell, g, \gamma, r, \ell') \in E\) such that \( v \models g \) and \( v' = v|r \).

The TA \( A \) is deterministic if for all states \((\ell, v) \in Q\), for all edges \((\ell, g_1, a, r_1, \ell_1)\) and \((\ell, g_2, b, r_2, \ell_2)\) in \( E \), if \( a = b \), and \( v \models g_1 \) and \( v \models g_2 \), then \( r_1 = r_2 \) and \( \ell_1 = \ell_2 \); it is complete if for all \((\ell, v) \in Q\) and all \( a \in \Sigma \), there exists an edge \((\ell, g, a, r, \ell') \in E\) such that \( v \models g \).

### 3 Synchronization in deterministic WAs

In this section, we prove that location-synchronizing problem for deterministic WAs is decidable. In the absence of safety conditions, two states involving the same location but different initial energy can never be synchronized (synchronizing problem is trivial); however in that setting, location-synchronization is equivalent to synchronization of deterministic finite-state automata (i.e. weights play no role). In the presence of safety conditions, synchronization is also most-often impossible, for the same reason as above. The only exception is when safety condition is punctual (at most one safe energy level for each location), in which case the problem becomes equivalent to synchronizing partial (not-complete) finite-state automata, which is PSPACE-complete [7]. We thus focus on location-synchronization with safety conditions. We fix a complete deterministic WA \( A = (L, E) \) over the alphabet \( \Sigma \), where the maximum absolute value appearing as weight in transitions is \( Z \).

#### 3.1 Location-synchronization under lower-bounded safety condition

In this subsection we assume that all the locations have safety conditions of the form \( e \geq n \), with \( n \in \mathbb{Z} \). This is equivalent to having only safety conditions of the form \( e \geq 0 \); it suffices to add \(-n\) to the weight of all incoming transitions and to add \(+n\) to the weight of outgoing transitions. In the sequel, we consider safety conditions of the form \( e \geq 0 \), which we call non-negative safety conditions or energy condition.

**Theorem 1.** The existence of a location-synchronizing word in \( A \) under non-negative safety condition Safe is PSPACE-complete.

**Proof.** Runs starting from two states with same location but two different energy levels \( e_2 > e_1 \), always go through the states involving the same locations and the energy levels preserving the difference \( e_2 - e_1 \). Therefore, to decide whether \( A \) is location-synchronizing under non-negative safety condition, it suffices to check if there is a word that synchronizes all locations with the initial energy \( 0 \), into a single location. We show that deciding whether such word \( w \) exists is in PSPACE by providing an upper bound for the length of \( w \).

Below, we assume that \( A \) has a location-synchronizing word. For all subsets \( S \subseteq L \) with cardinality \( m > 2 \), there is a word that synchronizes \( S \) into some strictly smaller
set. To characterize the properties of such words, we consider the weighted digraph \( G_m \)
induced by the product between \( m \) copies of \( A \), where all vertices in \( \{ (\ell, \ldots, \ell) \mid \ell \in L \} \),
which are vertices with \( m \) identical locations, are replaced with a new vertex \( \text{synch} \).
All ingoing transitions to some location in \( \{ (\ell, \ldots, \ell) \mid \ell \in L \} \) are redirected to \( \text{synch} \).
There is only a self-loop transition in \( \text{synch} \). An edge with weight \((z_1, \ldots, z_m)\) is non-negative (resp.,
zero-effect) if \( z_i \geq 0 \) for all dimensions \( 1 \leq i < m \) (resp., \( z_i = 0 \)); and it is negative otherwise.
A non-negative edge is positive if \( z_i \) is positive for some dimension \( i \). There is a one-to-one

The following lemma is a key to compute an upper bound for the length of location-
synchronizing words. Roughly speaking, it states that for all subsets \( S \) of locations, either
there is a short word \( w \) that synchronizes \( S \) into a strictly smaller set, or there exists a family
of words \( w_0 \cdot (w_1)^i \) (\( i \in \mathbb{N} \)) such that inputting the word \( w_0 \cdot (w_1)^i \) accumulates energy \( i \) for
the run starting in some location \( \ell \in S \), while having non-negative effects along the runs
starting from the other locations in \( S \). Consider the WA depicted in Fig. 1. Since in the
digraph \( G_2 \), there is no safe path from \((\ell_0, \ell_2)\) to \( \text{synch} \), there is a family of words \((b \cdot c)^i\)
such that each iteration of \( b \cdot c \) increases the energy level in \( \ell_2 \) by \( 1 \).

\textbf{Lemma 2.} For all \( 1 < m \leq |L| \), for all vertices \( x \) of the digraph \( G_m \), there is either a
safe simple path from \( x \) to \( \text{synch} \), or a simple cycle where all edges are non-negative and
at least one is positive, which is reachable from \( x \) via a safe path.

The next lemma states that \( A \) has a location-synchronizing word if it has a short one,
of length at most \( \mathbb{Z}^{|L|} \times [L]^{3|L|^2} \). Since this value can be stored in polynomial space,
an \((N)\)PSPACE algorithm can decide whether the given WA is location-synchronizing.

\textbf{Lemma 3.} For the synchronizing WA \( A \), there exists a short location-synchronizing word.

To show PSPACE-hardness, we use a reduction from synchronizing word problem for
deterministic finite automata with partially defined transition function that is PSPACE-

We generalize the synchronizing word problem to \textit{location-synchronization from a subset},
where the aim is to synchronize a given subset of locations. This variant is used to decide
location-synchronization under general safety condition. Given a subset \( S \subseteq L \) of locations,
we prove Lemma 4 using reductions from and to coverability in vector-addition systems.

\textbf{Lemma 4.} Deciding the existence of a location-synchronizing word from \( S \) in \( A \) under
lower-bounded safety condition \textsf{Safe} is decidable in 2-EXPSPACE, and it is EXPSPACE-hard.

\subsection{Location-synchronization under general safety condition}

We now discuss location-synchronization under the \textit{general safety condition} where the energy
constraint for each location can be a bounded interval, lower or upper-bounded, or trivial
(always \textsf{true}). We proceed in two steps: first, we prove that the PSPACE-completeness
results in case of energy safety condition is preserved in location-synchronization under safety
Location-synchronization under lower-bounded or trivial safety conditions

Let the safety condition $\text{Safe}$ assign to each location of $L$ either an interval of the form $[n, +\infty)$ or $\text{true}$, and let us partition $L$ into two classes $L_{\rightarrow}$ and $L_{\leftrightarrow}$ accordingly. A back-edge is a transition that goes from a location in $L_{\leftrightarrow}$ to a location in $L_{\rightarrow}$. Consider the WA drawn in Fig. 3 with four locations and two letters. The safety condition is non-negative in $\ell_0$ and $\ell_2$, and is trivial in $\ell_1$ and $\ell_3$: $L_{\rightarrow} = \{\ell_0, \ell_2\}$ and $L_{\leftrightarrow} = \{\ell_1, \ell_3\}$. Thus, the transition $\ell_1 \xrightarrow{b,0} \ell_2$ is a back-edge. The word $abb$ is a location-synchronizing word that takes the back-edge $\ell_1 \xrightarrow{b,0} \ell_2$ in $\ell_1$ (with non-negative energy levels). In this example, there exists an alternative word $aab$ that takes no back-edges and still location-synchronizes the automaton. We prove, by Lemma 5, that such words always exist implying that taking back-edge transitions while synchronizing is avoidable in deterministic WAs.

Lemma 5. There is a location-synchronizing word in $A$ under lower-bounded or trivial safety condition $\text{Safe}$ if, and only if, there is one in the automaton obtained from $A$ by removing all back-edge transitions.

Lemma 5 does not hold when synchronizing from a subset $S$ of the locations. Indeed, consider the one-letter automaton of Fig. 4: the locations $\ell_0$ and $\ell_2$ have non-negative safety condition, while the location $\ell_1$ has trivial safety condition. Obviously, it is possible to location-synchronize from the set $S = \{\ell_0, \ell_2\}$, and this would not be possible without taking the back-edge $\ell_1 \xrightarrow{b} \ell_2$. The result also fails for non-deterministic WAs. Consider the WA depicted in Fig. 5, where $L_{\rightarrow} = \{1, 2\}$ and $L_{\leftrightarrow} = \{3, 4\}$. We claim that the back-edge $\ell_3 \xrightarrow{b,+1} \ell_2$ is needed to location-synchronize. Initially, only letter $a$ is available, because $b$ corresponds to a back-edge from $3$ to $2$ and would violate the safety condition there, while the $c$-transition from $2$ to $1$ violates the condition in the location $1$. After this step, inputting more $a$’s is possible, but would not modify the set of states that have been reached, and in particular would not help synchronizing. inputting $c$ is still not an option (the same reason as previously), so that only $b$ is interesting, resulting in a back-edge. It remains to ensure that there is indeed a way of synchronizing into the location $4$, which is inputting $c$ twice.

In the absence of back-edges and with non-empty $L_{\leftrightarrow}$, location-synchronization can be achieved in two steps: first location-synchronize all the states of $L_{\rightarrow}$ to some location in $L_{\leftrightarrow}$ using Theorem 1; then location-synchronize the states in $L_{\leftrightarrow}$ where the weights play no role.

Lemma 6. The existence of a location-synchronizing word in $A$ under lower-bounded or trivial safety condition $\text{Safe}$ is PSPACE-complete.

The proof of Lemma 6 carries on for synchronizing from a subset of locations, except using Lemma 4 instead of Theorem 1, and requiring that the automaton has no back-edge.
Lemma 7. Assume that $A$ has no back-edge, and pick a set $S$ of locations such that $L_{>\to} \subseteq S$. The existence of a location-synchronizing word in $A$ from $S$ under lower-bounded or trivial safety condition Safe is decidable in 2-EXPSPACE, and it is EXPSPACE-hard.

Location-synchronization under general safety conditions

Let us relax the constraints on the safety condition Safe: some locations may have bounded intervals to indicate the safe range of energy. The set $L$ of locations is partitioned into $L_{\to\to}$, $L_{\to\leq}$ and $L_{\to\geq}$, where locations in $L_{\to\to}$ have safety conditions such as $e \in [n_1, n_2]$ where $n_1, n_2 \in \mathbb{Z}$. In this setting, transitions from locations in $L_{\to\leq}$ or $L_{\to\geq}$ to locations in $L_{\to\to}$ are considered as back-edge too. Since taking back-edge transitions while synchronizing from a subset $S$ of locations is not avoidable, we can use bounded safety conditions to establish a reduction from halting problem in Minsky machines to provide the following undecidability result.

Lemma 8. The existence of a location-synchronizing word from a set $S$ of locations in $A$ under general safety condition Safe is undecidable.

In the absence of back-edges, we get rid of bounded safety conditions, by explicitly encoding the energy values in locations at the expense of an exponential blowup. We thus assign non-negative safety condition to the encoded location and reduce to Lemma 6.

Lemma 9. Assume that $A$ has no back-edge. The existence of a location-synchronizing word from $S \subseteq L_{>\to}$ in $A$ under general safety condition Safe is decidable in 3-EXPSPACE, and it is EXPSPACE-hard.

Theorem 10. The existence of a location-synchronizing word in a WA $A$ with general safety condition Safe is decidable in 3-EXPSPACE, and it is PSPACE-hard.

Synchronization in TAs

This section focuses on deciding the existence of a synchronizing and location-synchronizing word for TAs, proving PSPACE-completeness of the problems for deterministic TAs (without safety conditions, i.e., no invariants), and proving undecidability for non-deterministic TAs.

4 Synchronization in TAs

We consider synchronizing words in TAs to be timed words that are sequences $w = a_0a_1 \cdots a_n$ with $a_i \in \Sigma \cup \mathbb{R}_{\geq 0}$ for all $0 \leq i \leq n$. For a timed word, the length is the number of letters

Figure 4 Unavoidable back-edges to synchronize from a subset.

Figure 5 Unavoidable back-edges to synchronize non-deterministic WA.
in $\Sigma$ it contains, and the granularity is infinite if the word involves non-rational delays, and it is the largest denominator if the timed word only involves rational delays.

We assume that the reader is familiar with the classical notion of region equivalence: this equivalence partitions the set of clock valuations into finitely many classes (called regions), and two states in the same location and region are time-abstract bisimilar. The region automaton is then a finite-state automaton obtained by quotienting the original TA with the region equivalence. We refer to [1] for a detailed presentation of this concept. The TA depicted in Fig. 6 exemplifies the fact that the region equivalence is not sound to find a synchronizing word. This is because region equivalence abstracts away the exact value of the clocks, while synchronizing needs to keep track of them.

To establish a \textsc{PSPACE} algorithm for deciding the existence of a synchronizing word for deterministic TAs, we first prove the existence of a short witness (in the sequel, a timed word is short when its length and granularity are $O(2^{|C|} \times |L| \times |R|)$). The built short witness starts with a finitely-synchronizing word, a word that brings the infinite set of states of the automaton to a finite set, and continues by synchronizing the states of this finite set pairwise.

\begin{figure}[h]
\centering
\includegraphics{figure6}
\caption{A TA and its region automaton ($d$ is a special letter indicating delay transitions). The region automaton is synchronized by the word $a \cdot a \cdot d \cdot d \cdot d$, but the TA cannot be synchronized (because there is no way to reset the clock when starting from location $q$).
}
\end{figure}

\begin{lemma}
All synchronizing deterministic TAs have a short finitely-synchronizing word.
\end{lemma}

\begin{proof}
We fix a complete deterministic TA $\mathcal{A} = (L, C, E)$ with the maximal constant $M$. We begin with two folklore remarks on TAs. For all locations $\ell$, we denote by $L_{\ell} = \{ (\ell, v) \mid v(x) > M \text{ for all clocks } x \in C \}$ the set of states with location $\ell$ and where all clocks are unbounded; $L_{\ell}$ is one of the states in the region automata of $\mathcal{A}$.

\begin{remark}
For all locations $\ell$ and all region $r'$ such that $(\ell', r')$ is reachable from $L_{\ell}$ in the region automaton of $\mathcal{A}$, there exists a short timed word $w$ of length at most $|L| \times |R|$ (where $R$ is the set of regions, whose size is exponential in the size of the automaton [1]) and two valuations $v \in r$ and $v' \in r'$ such that $\text{post}((\ell, v), w) = \{ (\ell', v') \}$.
\end{remark}

Now, assuming that $\mathcal{A}$ has a synchronizing word, we build a short finitely-synchronizing $w_f$ word with a key property: for all clocks $x \in C$, irrespective of the starting state, the run over $w_f$ takes some transition resetting $x$. We first argue that for all clocks $x \in C$, from all
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states where \(v(x) \neq 0\), there exists a reachable \(x\)-resetting transition. Towards contradiction, assume that there exist some state \((\ell, v)\) and clock \(x\) such that \(x\) will never be reset along any run from \((\ell, v)\). Runs starting from states with the same location \(\ell\) but different clock valuations, say \((\ell, v')\) with \(v'(x) \neq v(x)\), over a synchronizing word \(w\), may either (1) reset \(x\), and thus the final values of \(x\) on two runs from \((\ell, v)\) and \((\ell, v')\) are different, or (2) not reset \(x\), so that the difference between \(v(x)\) and \(v'(x)\) is preserved along the runs over \(w\). Both cases give contradiction, and thus for all clocks \(x \in C\), from all states with \(v(x) \neq 0\), there exists a reachable \(x\)-resetting transition.

Pick a valuation \(\ell\) and a clock \(x\). Applying the argument above to an arbitrary state of \(L_\ell\) and clock \(x\), we get a timed word \(w_{\ell,x}\). By first Remark, inputting the same timed word from any state of \(L_\ell\) always leads to the same transition resetting \(x\). Moreover, all such runs end up in the same region. Note that by second Remark, \(w_{\ell,x}\) can be chosen to have length and granularity at most \(|L| \times |R|\).

Below, we construct the short finitely synchronizing word \(w_f\) for \(A\) where \(S\) is the infinite set of states to be (finitely) synchronized (i.e., \(\text{post}(S, w_f)\) must be a finite set). Repeat the following procedure: pick a location \(\ell\) such that there is an infinite set \(S_\ell \subseteq S\) of states with the location \(\ell\) in \(S\). For each clock \(x\), iteratively, input a word that consists of a \((M + 1)\)-time-unit delay and the word \(w_{\ell,x}\). The timed word of \(M + 1\) delay brings the infinite set \(S_\ell\) to the unbounded region \(L_\ell\). Next, following \(w_{\ell,x}\) make the runs starting from \(S_\ell\) end up in a single region where clock \(x\) has the same value for all runs (since it has been reset). The word \(w_\ell = (d(M + 1) \cdot w_{\ell,x})_{x \in C}\) synchronizes the infinite set \(S_\ell\) to a single state by resetting all clocks, one-by-one, and it also shrinks \(S\). We repeat the procedure for next location \(\ell' \in \text{loc}(\text{post}(S, w_\ell))\) until \(S\) is synchronized to a finite set. Note that for all locations \(\ell\), the word \(w_\ell\) has length at most \(|C| \times |L| \times (|R| + 1)\) and granularity at most \(|L| \times |R|\). Thus the word \(w_f\), obtained by concatenating the successive words \(w_\ell\), has length bounded by \(|C| \times |L|^2 \times (|R| + 1)\) and granularity at most \(|L| \times |R|\), so that it is short. By construction, it finitely-synchronizes \(A\), which concludes our proof.

From the proof of Lemma 11, we see that for all synchronizing TAs, there exists a finitely-synchronizing word which, in a sense, synchronizes the clock valuations. Precisely:

**Corollary 12.** For all synchronizing deterministic TAs, there exists a short finitely-synchronizing word \(w_f\) such that for all locations \(\ell\), \(w_f\) synchronizes the set \(\{\ell\} \times (C \to R_{\geq 0})\) into a single state.

Lemma 13 uses Corollary 12 to construct a short synchronizing word for a synchronizing TA. A short synchronizing word consists of a finitely-synchronizing word followed by a pairwise synchronizing word (i.e., a word that iteratively synchronizes pairs of states).

**Lemma 13.** All synchronizing deterministic TAs have a short synchronizing word.

A naive algorithm for deciding the existence of a synchronizing word would consist in non-deterministically picking a short timed word, and checking whether it is synchronizing. However, the latter cannot be done easily, because we have infinitely many states to check, and the region automaton is not sound for this.

**Theorem 14.** Deciding the existence of a synchronizing word in a deterministic TA is PSPACE-complete.

**Proof.** Given a complete deterministic TA \(A\) with the maximal constant \(M\), we first consider the set \(S_0 = \{(\ell, 0) \mid \ell \in L\}\) and compute the successors \(\text{post}(S_0, w_f)\) reached from \(S_0\) by
a finitely-synchronizing word \( w_f \) (built in the proof of Lemma 11). This can be achieved using polynomial space, since \( S_0 \) contains polynomially many states and \( w_f \) can be guessed on-the-fly. Moreover, since \( w_f \) begins with a delay of \( M + 1 \) time unit, the set \( \text{post}(S_0, w_f) \) is equal to the set \( \text{post}(Q, w_f) \) where \( Q = L \times \mathbb{R}_{\geq 0}^C \) is the state space of the semantic \([A]\) of the TA \( A \). The set \( \text{post}(S_0, w_f) \) contains at most \( |L| \) states, which can now be synchronized pairwise. This phase can be achieved by computing the product automaton \( A' \) and solving reachability problems in that automaton. This algorithm runs in polynomial space, and successfully terminates if, and only if, \( A \) has a synchronizing word.

The \text{PSPACE}-hardness proof is by a reduction from reachability in TA. The encoding is rather direct: given a deterministic TA \( A \) (w.l.o.g. we assume that \( A \) is complete) and two locations \( \ell_i \) and \( \ell_f \), the existence of a run from \((\ell_i, 0)\) to some state \((\ell_f, v)\) (with arbitrary \( v \)) is encoded as follows (see Fig. 7):

- add an extra letter \( \alpha \) to the alphabet: \( \Sigma \cup \{\alpha\} \);
- remove all outgoing edges from \( \ell_f \), and add a self-loop which is always available and resets all the clocks;
- add a self-loop on \( \ell_i \) for \( \alpha \), which is always available and resets all the clocks;
- add a location \( \ell_0 \), with a transition to \( \ell_i \) which is always available and resets all clocks;
- for each location \( \ell \) (except \( \ell_0, \ell_i, \ell_f \)), add a transition \((\ell, \text{true}, \alpha, C, \ell_0)\) to \( \ell_0 \).

The resulting automaton \( A' \) is deterministic and complete.

\textbf{Lemma 15.} The automaton \( A' \) has a synchronizing word if, and only if, there exists some clock valuation \( v \) such that \( A \) has a run from \((\ell_i, 0)\) to \((\ell_f, v)\).

Using similar arguments, we obtain the following result:

\textbf{Theorem 16.} Deciding the existence of a location-synchronizing word in a TA is \text{PSPACE}-complete.

### 4.2 Synchronization in non-deterministic TAs

We now show the undecidability of the synchronizing-word problem for non-deterministic TAs. The proof is by a reduction from the non-universality problem of timed language for non-deterministic TAs, which is known to be undecidable [1].

\textbf{Theorem 17.} The existence of a (location-)synchronizing word in a non-deterministic TA is undecidable.

\textbf{Proof.} Let \( A = (L, C, E) \) be a non-deterministic TA over \( \Sigma \), that we equip with an initial location \( \ell_i \) and a set \( F \) of accepting locations (w.l.o.g. we assume that \( A \) is complete). From \( A \), we construct another TA \( A' \) over \( \Sigma' \) as follows (see Fig. 8):
Figure 8 (Schematic) reduction from non-universality to synchronizing word (the newly added transitions are dashed; they all reset all the clocks. In this example: \( \{ \ell_i, \ell_f \} \subseteq F \).)

- the alphabet is augmented with two new letters \(#\) and \(*\).
- the set of locations of \( A' \) is \( L \cup \{ d, s \} \) (assuming \( d, s \notin L \)). Location \( s \) is a sink location, carrying a self-loop for all letters of the alphabet. Location \( d \) is a “departure” location: it also carries a self-loop for all letters, except for \(*\), which leads to \( \ell_0 \). Those transitions all reset all the clocks.
- from all locations in \( L \), there is a \(*\)-transition to \( \ell_i \) along which all the clocks are reset.
- From the states not in \( F \), there is a \#-transition to \( s \) along which all clocks are reset.
- From the states in \( F \), the \#-transition goes to \( d \) and reset all clocks.

Lemma 18. The language of \( A \) is not universal if, and only if, \( A' \) has a (location-)synchronizing word.

The same reduction is used to show undecidability of the location-synchronizing problem; note that all transitions going to \( s \) (the only possible location to synchronize) always reset all clocks. Therefore, \( A' \) is synchronizing if, and only if, it is location synchronizing. By taking true safety condition for all locations (i.e., all states are safe), these two results also imply the undecidability of (location-)synchronizing problem with safety condition.
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Weighted automata (on finite words) extend finite-state automata with values which, in
general, are taken in a semiring \((S, \oplus, \otimes)\). In this paper however, we focus on sum (weighted
automata over the tropical semiring) and discounted sum automata, but generalise our results
whenever it can be done. The value of an accepting run of a sum (resp. discounted sum) automaton
\(A\) on a finite word is the (left-to-right) sum (resp. discounted sum for a discount
factor \(\lambda \in [0, 1]\)) of all the values occurring along that run. The value \(A(w)\) of a word \(w\) is
defined only if there exists an accepting run on \(w\), as the maximum of all the values of the
accepting runs on \(w\). As an example, consider the quantitative language \(L\) which associates
with each word \(w\) over the alphabet \(\{a, b\}\), the value \(L(w) = \max(\#a(w), \#b(w))\), where
\(\#_x(w)\) is the number of occurrences of \(x\) in \(w\). This language \(L\) can be defined by a sum
automaton \(A\) defined as the union of two disjoint deterministic WA \(A_a\) and \(A_b\): For all \(x \in \{0, 1\}\), \(A_x\) has a single (accepting and initial) state with a 1-weighted loop on reading \(x\),
and a 0-weighted loop on reading the other symbol.

The (quantitative) inclusion problem generalizes the classical inclusion problem for Bool-
ean languages. It is the problem of deciding, given two WA \(A\) and \(B\), whether for all words
\(u\), if \(u\) is accepted by \(A\), then it is accepted by \(B\) and \(A(u) \leq B(u)\). Even for the class of
sum automata, this problem is know to be undecidable [15]. In [10], we have introduced the
class of functional WA, i.e. WA such that every accepting runs on the same input word have
same value. We have shown, for several measures (sum, discounted sum, and ratio), that
this class is decidable, and has decidable inclusion problem.

**Contributions.** In this paper, we generalise the class of functional WA to \(k\)-valued WA
i.e., WA such that, for all input words \(w\), the set of values computed by all the accepting
runs on \(w\) has cardinality at most \(k\). For instance, the WA \(A\) defining the language \(L\) is
\(k\)-valued for all \(k \geq 2\). We show, for the measures sum and discounted sum (over inverted
integer discount factor \(1/n\)), that they have decidable inclusion (and therefore decidable
equivalence). Given \(k \in \mathbb{N}\) and a sum-automaton (resp. a discounted-sum automaton) \(A\), we
prove that checking whether \(A\) is \(k\)-valued is decidable. We also show that if \(A\) is \(k\)-valued,
then it can be decomposed as finite union of functional (i.e. 1-valued) sum-automata (resp.
discounted-sum automata).

The last two results are more generally shown for group automata (GA). Group automa-
ta extend finite state automata with weights over an infinitary group, i.e. a group \((G, \odot)\) that
satisfies some condition called the infinitary condition. This condition implies that two
runs of a WA, on the same input, that synchronize on loop with different delays (i.e. the
difference between their output values before and after taking the loop are non equal), can
generate infinitely many different delays when iterating that loop. The semantics of a group
automaton is a function from finite words \(w\) to the set of values (in \(G\)) of all the accepting
runs on \(w\). It is \(k\)-valued if any set of values associated with \(w\) has cardinality at most \(k\). As
we show, sum- and discounted-sum automata can be treated as group automata, as far as the
max operation that combines the values of a word is not relevant. Real-time string-to-string
transducers are also group automata (over the free group generated by the output alphabet),
as they satisfy the infinitary condition. Therefore, our results (decidability of \(k\)-valuedness
and decomposition) do not only apply to sum- and discounted-sum automata, but more
generally to group automata, and as a particular case, we recover some results that were
already known for string transducers. We now detail our contributions:

\(k\)-valuedness problem. First, we show that given \(k \in \mathbb{N}\) and a GA \(A\), checking whether \(A\)
is \(k\)-valued is decidable. The proof of decidable \(k\)-valuedness for GA relies on a pumping
argument that allows us to bound the size of non \(k\)-valuedness witnesses. Applied to our
measures, this general procedure for testing \( k \)-valuedness is in \( \text{PSpace} \) for both sum and discounted sum automata (seen as GA), when \( k \) is part of the input. The \( k \)-valuedness problem is shown to be \( \text{PSpace-hard} \) for sum automata, when \( k \) is part of the input. When \( k \) is fixed, we also show that testing \( k \)-valuedness can be done in \( \text{PTime} \) for sum automata, based on \( \text{PTime} \) complexity result for checking the existence of a zero-circuit in a multi-weighted graph [17]. Still for a fixed parameter \( k \), we give another general \( k \)-valuedness checking procedure for GA which, applied to discounted sum, provides us with a \( \text{PTime} \) complexity. Applied to sum, this also yields \( \text{PTime} \) complexity with a worst constant than the ad-hoc \( \text{PTime} \) procedure. This general procedure extends to GA a procedure that was defined in [18] to decide \( k \)-valuedness of string-to-string transducers. Besides generalizing the procedure of [18], we show here how to simplify it and provide a simpler correctness proof based on the small witness property for non \( k \)-valuedness.

*Decomposition of \( k \)-valued group automata.* We show that any \( k \)-valued GA is equivalent to a union of \( k \) functional GA. Our decomposition technique non-trivially extends to GA a procedure that has been introduced for string-to-string transducers [19].

*Inclusion, equivalence, and synthesis problems.* Based on the decomposition result, we give a general scheme to decide inclusion of two \( k \)-valued sum (resp. discounted sum) WA. This scheme reduces the inclusion problem to checking the existence of a path with strictly positive sum (resp. discounted sum) on all dimensions of a multi-weighted graph. We show that this latter problem is decidable for sum (in \( \text{PTime} \)), and discounted sum (in \( \text{PSpace} \)) with inverted discount factors \( 1/n, n \in \mathbb{N} \). Therefore, it yields decidable inclusion and equivalence problems for these two classes of \( k \)-valued WA. If the two WA are given as unions of deterministic automata and known to have included domains, this procedure is \( \text{PTime} \) for sum automata, and \( \text{PSpace} \) for discounted sum automata. For general rational discount factors, the problem is still open and related to other open problems identified in, e.g., [4] and [2]. Finally, we consider the quantitative synthesis problem: the alphabet is partitioned into two sets that are controlled respectively by two players. The winning objective of the protagonist is given by a sum automaton \( A \). The problem is to decide whether the protagonist has a strategy to choose his letters such that whatever letters the opponent chooses, the outcome of their interaction (which is a word) has strictly positive value by \( A \). This problem was shown to be undecidable for functional sum-automata and decidable for deterministic sum-automata in [10]. Here, we show that it is undecidable for the union of \( p \) deterministic sum-automata, for \( p \geq 4 \).

*Related Works.* Comparisons with [10, 18, 19] have already been mentioned before. The notion of \( k \)-valuedness originates from the theory of string-to-string transducers. For general (non-deterministic) transducers, inclusion and equivalence are undecidable [11], but decidable for \( k \)-valued transducers [12, 21, 7]. This latter result has then been extended to tree transducers [20]. The \( k \)-valuedness problem for string-to-string transducers has been shown to be decidable in several papers [12, 18, 21, 8], in \( \text{PTime} \) when \( k \) is fixed. Any sum automaton \( A \) can be transformed into a string-to-string transducer \( T_A \) over a unary output alphabet, by adding \( m \) to all the weights of \( A \) (where \( m \) is the minimal weight occurring on the transitions of \( A \)). Then \( A \) is \( k \)-valued iff \( T_A \) is. While this encoding allows us to reuse existing results on string-to-string transducers, the complexity results are not optimal, because the weights of \( A \) are encoded in binary, and their translation into strings is unary. Moreover, there is no such encoding for discounted sum automata and therefore we rather give general procedures at the level of infinitary groups.

Sum-automata over \( \mathbb{N} \) (called distance automata) have been considered in several papers, and known results on the distance problem (deciding whether there exists an upper bound on
the value of every input word) are nicely summarised in [22]. In particular in [22], the class of finite-valued distance automata is considered. Finite-valuedness (deciding whether there exists \( k \) such that the distance automaton is \( k \)-valued) is shown to be decidable by a direct reduction to the string transducer case, and therefore the complexity bound is not optimal when the weights are encoded in binary. The finite-valuedness problem is not addressed in this paper. We leave it however as future work and it seems, again, that the technique of [19] would nicely generalise to infinitary groups.

Finitely ambiguous sum automata are sum automata such that there exists a bound \( b \) on the number of accepting runs on the same input word. They are known to be equivalent to union of unambiguous sum automata [13, 14, 19, 22]. The best bound on the size of the union (which matches exactly the degree of ambiguity of the automaton) is obtained in [19]. Our decomposition of \( k \)-valued WA as unions of unambiguous automata directly uses these results as an intermediate step. In [13], it is shown that the equivalence problem for finitely ambiguous sum-automata is decidable. There is however no precise complexity result.

Finally, let us mention that for the strictly positive discounted sum problem on multi-weighed graphs, if one requires the discounted sum to be greater than or equal to 0 on all the dimensions, then it corresponds to an open problem, which is at least as difficult as the exact value (open) problem in 1-dimensional graph (i.e. decide in a weighted graph, whether there exists a path with discounted sum exactly 0), as shown in [4].

## Weighted Automata

Let \( W \) be a set (called weight-set) and \( \Sigma \) be a finite alphabet. An automaton over \( \Sigma \) and \( W \) is a tuple \( A=(Q, q_I, F, \delta, \gamma) \) where \( Q \) is a finite set of states, \( F \) is a set of final states, \( q_I \in Q \) is the initial state, \( \delta \subseteq Q \times \Sigma \times Q \) is the transition relation, and \( \gamma : \delta \rightarrow W \) is an edge-labelling function, mapping \( \delta \) onto a weight-set \( W \). A run \( \rho \) of \( A \) over a word \( w = \sigma_0 \ldots \sigma_n \in \Sigma^* \) is a sequence \( \rho = q_0 \sigma_0 q_1 \ldots \sigma_n q_{n+1} \) such that \( q_0 = q_I \) and for all \( i \in \{0, \ldots, n\}, (q_i, \sigma_i, q_{i+1}) \in \delta \).

We write \( \rho : q_0 \xrightarrow{w/m} q_{n+1} \) to denote that \( \rho \) is a run on \( w \) starting at \( q_0 \) and ending in \( q_{n+1} \), where \( m = \gamma(q_0, \sigma_0, q_1) \cdot \gamma(q_1, \sigma_1, q_2) \cdot \ldots \cdot \gamma(q_n, \sigma_n, q_{n+1}) \). We write \( |\rho| \) to denote the length of \( \rho \), where \( |\rho| = n + 1 \). The run \( \rho \) is accepting if \( q_{n+1} \in F \). A state \( q \) in \( A = (Q, q_I, F, \delta, \gamma) \) is said co-accessible (resp. accessible) by some word \( w \in \Sigma^* \) if there exists some run \( \rho : q \xrightarrow{w/m} q_f \) for some \( q_f \in F \) (resp. some run \( \rho : q \xrightarrow{w/m} q \)). If such a word exists, we say that \( q \) is co-accessible (resp. accessible). \( A \) is said to be trim if all its states are both accessible and co-accessible. It is well-known that an automaton can be trimmed in polynomial time [9].

A pair of states \((q, q')\) is co-accessible if there exists a word \( w \) such that \( q \) and \( q' \) are co-accessible by \( w \). The domain of \( A \), denoted by \( \text{dom}(A) \), is defined as the set of words \( w \in \Sigma^* \) on which there exists some accepting run of \( A \). Note that \((Q, q_I, F, \delta)\) is a classical finite state automaton over \( \Sigma \). We say that \( A \) is deterministic if \((Q, q_I, F, \delta)\) is deterministic. We say that \( A \) is unambiguous if \((Q, q_I, F, \delta)\) admits at most one accepting run for each word.

Give a run \( \rho = q_0 \sigma_0 \ldots \sigma_n q_{n+1} \) and \( 0 \leq \ell \leq n+1 \), we define \( \rho[\ell] = q_\ell, \rho[\ell] = q_0 \sigma_0 \ldots \sigma_{\ell-1} q_\ell \) and \( \rho[\ell] = q_\ell \sigma_\ell \ldots q_{n+1} \). Given a run \( \rho' = q_0' \sigma_0' \ldots \sigma_n' q_{n+1}' \) on the same input as \( \rho \), we define the synchronized product \( \rho \odot\rho' \) as the sequence \((q_0, q_0') \sigma_0 \ldots \sigma_n (q_{n+1}, q_{n+1}')\). A pair \((\ell_1, \ell_2)\) such that \( 0 \leq \ell_1 < \ell_2 \leq n+1 \) is called a cycle (or loop) in \( \rho \) if \( \rho[\ell_1] = \rho[\ell_2] \). The synchronized operator \( \odot \) can be inductively extended to sequences of runs as follows: \( \rho_1 \odot \ldots \odot \rho_m = (\rho_1 \odot \ldots \odot \rho_{m-1}) \odot \rho_m \). A cycle \((\ell_1, \ell_2)\) in \( \rho_1 \odot \ldots \odot \rho_m \) is sometimes called a synchronizing cycle to emphasise that we consider product of runs.

If \( W \) is equipped with an operation \( \cdot \), we define the value \( V(\rho) \) of a run \( \rho = q_0 \sigma_0 \ldots \sigma_n q_{n+1} \)
in $A = (Q, q_1, F, \delta, \gamma)$ as: $V(\rho) = \gamma(q_0, \sigma_0, q_1) \cdot \gamma(q_1, \sigma_1, q_2) \cdots \gamma(q_n, \sigma_n, q_{n+1})$ if $\rho$ is accepting and $V(\rho) = \bot$, otherwise. The relation $R_A = \{ (w, V(\rho)) \mid w \in \Sigma^+, \rho$ is a run of $A$ on $w \}$ is called the relation induced by $A$. For all $k \in \mathbb{N}$, $R_A$ is $k$-valued if for all words $w \in \Sigma^+$, we have $\{(v \mid (w, v) \in R_A, v \neq \bot) \} \leq k$. In this case we say that $A$ is $k$-valued (and functional if $k = 1$).

In this paper we consider weight sets having the algebraic structure of a group $(W, \cdot, \bot)$. Recall that a group is a structure $(G, \cdot, e, 1)$, where $\cdot$ is a two sided identity element for $\cdot$ over $G$, and each element $s \in G$ admits an inverse $s^{-1} \in G$, such that $s^{-1} \cdot s = s \cdot s^{-1} = e$ (the inverse is unique).

Functional automata over groups where studied in [10], where a polynomial functionality test was given based on the notion of delay between two runs [5, 9] (cfr. also Proposition 1). Moreover, [10] provided a determinization test for automata over infinitary groups, i.e. groups satisfying the infinitary condition (cfr. Definition 2, below). Intuitively, the infinitary condition ensures that iterating two runs on a parallel loop induces infinitely many delays.

**Definition 1 (Delay).** Let $A = (Q, q_1, F, \delta, \gamma)$ be an automaton over a weight-set group $(W, \cdot, \bot)$. Given two elements $d_1, d_2 \in W$, the delay between $d_1$ and $d_2$ is defined by $\text{delay}(d_1, d_2) = d_1^{-1} \cdot d_2$. Let $p, q \in Q$. A value $d \in W$ is a delay for $(p, q)$ if $A$ admits two runs $p : q_1 \rightarrow w p$, $p' : q_1 \rightarrow w q$ on some $w \in \Sigma^+$ s.t. $\text{delay}(p, p') = \text{delay}(V(p), V(p')) = d$.

**Definition 2 (Infinitary Condition).** A group $(W, \cdot, \bot)$ is said infinitary if it satisfies the infinitary condition stating that for all $v_1, w_1, v_2, w_2 \in \Sigma$, if $v_1^{-1}v_1^{-1}w_1w_2 \neq v_2^{-1}v_2^{-1}w_2$, then:

$$|\{ v_2^{-h}v_1^{-1}w_1w_2^h \mid h \geq 0 \}| = \infty$$

A group automaton (GA) over $\Sigma$, is an automaton over $\Sigma$ and an infinitary group. A weighted automaton (WA) over $\Sigma$ is an automaton over $\Sigma$ and a semiring (we refer the reader to [9] for a definition of semiring). If $A$ is a weighted automaton over $\Sigma$ and a semiring $(W, \oplus, \cdot)$, the quantitative language $L_A$ defined by $A$ is a mapping $L_A : \Sigma^* \rightarrow W \cup \{ \bot \}$, where $\bot \notin W$, defined for all $w \in \Sigma^*$ by $L_A(w) = \bot$ if $w \notin \text{dom}(A)$, and $L_A(w) = \bigoplus R_A(w)$ otherwise. Note that any weighted automaton over a semiring $(W, \oplus, \cdot)$ such that can be seen as a group automaton, provided $(W, \cdot, \bot)$ is an infinitary group, where $\bot$ is the neutral element for $\cdot$.

Remarkable subclasses of WA, such as e.g. Sum- and Dsum-automata [3], can be seen as group automata, as outlined in the following remark (cfr. also Proposition 1).

**Remark (Sum- and Dsum-automata).** Sum- (resp. Dsum-) automata are usually defined as WA $A = (Q, q_1, F, \delta, \gamma)$, where the weight set $\gamma : \delta \rightarrow \mathbb{Z}$ maps edges onto integers and the value of a run $\rho$ is simply the sum (resp. discounted sum) of the weights along its edges. More precisely, given a run $\rho = q_0\sigma_0q_1 \ldots \sigma_nq_{n+1}$ in a Sum-automaton $A$, $V(\rho)$ is defined by $V(\rho) = \sum_{i=0}^{n} \gamma(q_i, \sigma_i, q_{i+1})$ if $\rho$ is accepting, and by $V(\rho) = \bot$ otherwise. If $A$ is a Dsum-automaton with discount factor $\lambda \in [0, 1]$, then $V(\rho)$ is defined by $\sum_{i=0}^{n} \lambda^i \gamma(q_i, \sigma_i, q_{i+1})$ if $\rho$ is accepting, and by $\bot$ otherwise (we assume that $\lambda < m$ for all $m \in \mathbb{Z}$).

Clearly, Sum-automata can be seen as group automata over the group $(\mathbb{Z}, +, 0)$. For Dsum-automata, consider the group $(W, \cdot, \bot)$, where $W = \mathbb{Q}^2$, $\cdot$ is defined by $(a, x) \cdot (b, y) = (\frac{a}{b} a + $
When \(k\) (from the initial state to a final state) in a multi-weighted graph.

Theorem 6 below shows that \(k\)-valuedness in \(P\)TIME for fixed \(k\). The polynomial \(k\)-valuedness algorithm designed within Theorem 6 relies onto a reduction to the problem of finding a strictly positive path (from the initial state to a final state) in a multi-weighted graph.

A \(k\)-weighted graph \(G = (Q, q_I, E, F, w)\) is simply a weighted graph, where \(Q\) is the set states, \(q_I\) is the initial state, \(F\) is the set of final states, \(E \subseteq Q \times Q\) is the edge relation and \(w : E \rightarrow \mathbb{Z}^k\) assigns to each edge a vector of integers of dimension \(k\). A path \(\pi = q_0, \ldots, q_n\) in \(G\) is strictly positive if and only if \(\sum_{i=0}^{n-1} w(q_i, q_{i+1}) > 0\). Lemma 5 below shows that
deciding whether a $k$-weighted graph $G$ contains a strictly positive path to a final state can be done in polynomial time.

**Lemma 5.** Determining if a $k$-weighted graph contains a strictly positive path from the initial state to a final state can be done in polynomial time.

Intuitively, the multi-weighted graph $G$ built in Theorem 6 to decide if a given Sum-automaton $A$ is $k$-valued has dimension $k$. The vertices of $G$ are $(k+1)$-tuples of states of $A$ and $G$ admits an edge $e$ from $(q_1,\ldots,q_{k+1})$ to $(p_1,\ldots,p_{k+1})$ if and only if there exists $a \in \Sigma$ such that for all $1 \leq i \leq k+1 q_i \xrightarrow{a^{|n|}} p_i$ is an edge in $A$. Moreover the weight $w(e)$ of $e$ is given by $(n_2-n_1, n_3-n_2, \ldots, n_{k+1}-n_k)$. Therefore, $A$ admits $k+1$ accepting runs $q_1 \xrightarrow{w_{v_1}} p_1, \ldots, q_l \xrightarrow{w_{v_l}} p_{k+1}$ on $w \in \Sigma^*$ with pairwise distinct values $v_1 < v_2 < \cdots < v_{k+1}$ if and only if the associated multi-weighted graph $G$ admits a strictly positive path to $(p_1,\ldots,p_{k+1})$.

**Theorem 6.** The $k$-valuedness problem on Sum-automata can be solved in polynomial time, when $k$ is a fixed constant.

**Remark.** Note that for string transducers the $k$-valuedness problem can be reduced in polynomial time to the emptiness problem on one reversal nondeterministic multicontroler machines\(^3\) [12]. Although a similar reduction could be easily designed for Sum-automata, the overall procedure for testing $k$-valuedness would be only pseudopolynomial, as it turns out that emptiness of multicontroler one-reversal machines where counters can be incremented by arbitrary constants is NP-complete.

**The Case of Group Automata.** In this subsection we show that the whole class of group automata can be tested for $k$-valuedness in polynomial time, assuming that $k$ is an input fixed constant. The main ingredients of the polynomial test designed are the same as the ones used for the $k$-valuedness test on string transducers in [18], generalized from strings to groups. However, the pumping result stated in the previous section allows to significatively simplify the overall procedure of [18]. The first ingredient that we will use is the notion of pairwise delays, that is a natural extension of the concept of delay between two runs at the core of the functionality tests in [18].

**Definition 7 (k-Pairwise Delay).** Let $(W,\cdot,\mathcal{F})$ be an infinitary group, let $k \in \mathbb{N}$. A $k$-pairwise delay on $W$ is a function $\delta : \{(i,j) \mid 1 \leq i < j \leq k\} \to W$. We denote by $\Delta_k(G)$ the set of all $k$-pairwise delays on $G = (W,\cdot,\mathcal{F})$ (omitting $G$ and/or $k$ when the latter are clear from the context).

**Definition 8.** A group automaton $A = (Q,q_1,F,\delta,\gamma)$ on $(W,\cdot,\mathcal{F})$ admits a $k$-pairwise delay $\delta$ on $(q_1,\ldots,q_k) \in Q^k$ if there exists $w \in \Sigma^*$ such that for each pair $(i,j)$, $1 \leq i < j \leq k$, $A$ admits two runs $q_i \xrightarrow{w_{|n|}} q_i$, $q_i \xrightarrow{w_{|m|}} q_j$ such that $n^{-1}m = \delta((i,j))$. In this case, we say that $w$ witnesses $\delta$ on $(q_1,\ldots,q_k)$.

Given $A = (Q,q_1,F,\delta,\gamma)$ on $(G = (W,\cdot,\mathcal{F})$, and $k,i \in \mathbb{N}$, we define the function $D_k^i : Q^i \to 2^{\Delta_k(G)}$ where $D_k^i(q_1,\ldots,q_k)$ is the set of $k$-pairwise delay on $(q_1,\ldots,q_k)$ witnessed by some word $w$ of length $|w| \leq i$. Our pumping result ensures the existence of a bound $b$, polynomial in $|Q|$, such that $D_k^{b+1}$ retains enough information to decide whether $A$ is $k$-valued:

\(^3\) The emptiness problem of reversal-bounded multicontroler machines can be solved in polynomial time [12].
Lemma 9. Let $A = (Q, q_0, F, \delta, \gamma)$ be a group automaton over $(W, \cdot, \preceq)$, let $b = |Q|^{k+1} + |Q|^{k+1} \cdot \frac{(k-1)}{2}$, $A$ is not $k$-valued if it admits a tuple of final states $(q_1, \ldots, q_{k+1}) \in F^{k+1}$ such that $D_K^{b+1}(q_1, \ldots, q_{k+1})$ contains a $(k+1)$-pairwise delay $\delta$ satisfying the following condition: for all $0 \leq i < j \leq k + 1$, $\delta((i,j)) \neq \emptyset$.

Unfortunately, given $(q_1, \ldots, q_{k+1}) \in Q^{k+1}$, $D_K^{b+1}(q_1, \ldots, q_{k+1})$ could contain exponentially many delays w.r.t. $b$, since each word $w$ admits $O(2^{|w|})$ runs on it. However, such delays can be properly abstracted using a generalization from strings to groups of the very powerful and elegant notion of minimal traverse, introduced in [18] to give a compact representation of the delays generated by a $k$-valued string transducer. Formally,

Definition 10 (k-Pairwise Partial Delay). Let $(W, \cdot, \preceq)$ be an infinitary group, let $k \in \mathbb{N}$. A k-pairwise partial delay on $W$ is a function $\delta : \{(i,j) \mid 1 \leq i < j \leq k\} \rightarrow W \cup \bot$.

We denote by $\Delta_k^W(G)$ the set of all k-pairwise partial delays on $G = (W, \cdot, \preceq)$. Given $\tau, \tau' \in \Delta_k^W(G)$, we say that $\tau$ is smaller (i.e. “more abstract”) than $\tau'$ ($\tau \preceq \tau'$) if and only if for all pairs $1 \leq i < j \leq k$, if $\tau((i,j)) \neq \bot$ then $\tau((i,j)) = \tau'((i,j))$. Note that the lattice defined by $\preceq$ on $\Delta_k^W(G)$ is not complete, namely $\tau, \tau'$ admit a least upper bound if and only if they are compatible on the defined components.

Definition 11, below, formally introduces the notion of minimal traverses for a set of k-pairwise delays $D$. Intuitively, a minimal traverse $\tau$ for a set of k-pairwise delays $D$ is so-called for two reasons. First, it is a k-pairwise partial delay $\tau$ that traverses i.e. intersects each delay $\delta \in D$ on a pair of components (that is, $\tau((i,j)) = \delta((i,j))$ for some $1 \leq i < j \leq k$). Second, it is minimal w.r.t. $\preceq$.

Definition 11 (Minimal Traverse). Let $D$ be a set of k-pairwise delays on $(W, \cdot, \preceq)$. A traverse for $D$ is a k-pairwise partial delay $\tau \in \Delta_k^W(G)$ such that:

- for each $\delta \in D$, there exists a pair $(i, j), 1 \leq i < j \leq k$ such that $\delta((i, j)) = \tau((i, j)) \neq \bot$
- for each pair $(i, j), 1 \leq i < j \leq k$, if $\tau((i, j)) \neq \bot$, then there exists $\delta \in D$ such that $\delta((i,j)) = \tau((i,j))$.

A minimal traverse for $D$ is a traverse for $D$ minimal w.r.t. $\preceq$.

The set of minimal traverses for a set of delays $D$ can obviously be empty, but more importantly its maximum size depends only on $k$, as stated in Lemma 12 (i.e. it is a constant, if $k$ is assumed to be a constant). Given a set of delays $D$, we denote by $\alpha(D)$ the set of minimal traverses for $D$.

Lemma 12 ([18]). For each set of k-pairwise delays $D$ on $(W, \cdot, \preceq)$, $|\alpha(D)| \leq 2^k$.

We are now ready to present the announced abstraction for $D^{b+1}_k$. Given $D^{b}_k : Q^k \rightarrow 2^{\Delta_k^W(G)}$, we denote by $\alpha(D^{b}_k) : Q^{k+1} \rightarrow 2^{\Delta_k^W(G)}$ the function that associates with each tuple of states $(q_1, \ldots, q_k) \in Q^k$, the set of minimal traverses $\alpha(D^{b}_k(q_1, \ldots, q_k))$ for $D^{b}_k(q_1, \ldots, q_k)$.

Lemma 13 below states that the abstraction $\alpha$ retains enough information to decide whether $A$ is k-valued by inspecting $\alpha(D^{b}_k)$, where $b = |Q|^{k+1} + |Q|^{k+1} \cdot \frac{(k-1)}{2}$ is the bound given by our pumping lemma.

Lemma 13. Let $A = (Q, q_0, F, \delta, \gamma)$ be a group automaton over $(W, \cdot, \preceq)$, let $b = |Q|^{k+1} + |Q|^{k+1} \cdot \frac{(k-1)}{2}$, $A$ is not $k$-valued if it admits a tuple of final states $(q_1, \ldots, q_{k+1}) \in F^{k+1}$ such that $\alpha(D^{b}_k)$ does not contain a minimal traverse $\tau$ satisfying the following condition: $\tau$ is equal to one on each pair of components on which it is not $\bot$, i.e. $\tau \preceq 1^{k+1}$.

Lemma 14 states that $\alpha(D^{b+1}_k)$ can be computed from $\alpha(D^{b}_k)$ (in PTIME).
Lemma 14. Let $A = (Q, q_0, F, \delta, \gamma)$ be a group automaton. For all $i > 0$, $\alpha(D_k^i)$ can be computed in polynomial time wrt $|Q|$ and the size of $\alpha(D_k^{i-1})$.

We are finally ready to state our polynomial result for testing $k$-valuedness:

Theorem 15. Let $A$ be a group automaton over $(W, \cdot, \lfloor x \rfloor)$. If the delays accumulated along each polynomially bounded path of $A$ can be computed in polynomial time, then $k$-valuedness can be tested in polynomial time for $A$, when $k$ is a fixed constant.

Corollary 16. The $k$-valuedness problem on $D_{\text{sum}}$-automata can be solved in polynomial time, when $k$ is a fixed constant.

4 Decomposition of $k$-valued group automata

In this section, we show that any $k$-valued group automaton $A$ (over an infinitary group) is equivalent to a union of unambiguous group automata. Beside providing more insights toward expressivity issues, the equivalence established throughout this section will be used in Section 5 to provide positive results w.r.t. the decidability of the quantitative language inclusion problem on $k$-valued WA. The proof of this equivalence goes in two steps. First, we prove that $A$ is equivalent to a $k$-ambiguous group automaton (for every input string, there are at most $k$ accepting runs). The construction generalizes to groups that of [19] established for string-to-string transducers. Then, it is known that any $k$-ambiguous group automaton is equivalent to a union of unambiguous ones. This result has been proved in [19] for string transducers, based on a notion of lexicographic covering of $k$-ambiguous automata that can be directly applied to group automata.

From $k$-valued to $k$-ambiguous group automata. We assume that $G = (W, \cdot, \lfloor x \rfloor)$ is a group that satisfies the infinitary condition. Recall that $\text{delay}(u, v) = u^{-1} \cdot v$ for all $u, v \in W$. The construction we present in this section generalizes to groups the construction of [19], proved for string-to-string transducers. In [19], the $k$-ambiguous equivalent transducer non-deterministically guesses, when it reads an input string $u$, an output string $v$ and a run $\rho$ that produces $v$ such that all the runs on $u$ that are strictly smaller than $\rho$ (according to a lexicographic order on runs) either (i) produce a different value, or (ii) have a delay that exceeds some bound $N$ on some prefix of $u$. For a sufficiently large $N$ (that depends on the transducer only), there are at most $k$ such runs $\rho$ if the transducer is $k$-valued.

In order to check properties (i) and (ii), it suffices to store the delays between the current chosen run $\rho$ with all the smaller runs. This is done by keeping track of all the states $q$ the smaller runs can reach, together with all the possible delays associated with $q$. If some delay exceeds the bound $N$, it can safely be replaced by the value $\infty$, and therefore one only needs to store delays of length $N$ at most. The main difficulty, when generalising this construction to groups, is that for groups, there is no notion of “long” delay since in general, the group is not equipped with a metric. Instead, the bound $N$ we consider is on the number of different delays between the prefixes of the current chosen run $\rho$ and the prefixes of the smaller runs. Given two runs $\rho, \rho'$ on the same input word $u \in \Sigma^*$, we denote by $\text{lag}(\rho, \rho')$ the set $\text{lag}(\rho, \rho') = \{\text{delay}(\rho[i], \rho'[i]) \mid 0 \leq i \leq |u| + 1\}$. Our construction is based on the following key lemma, that generalizes over group a similar lemma for strings proved in [19].

Lemma 17. Let $A$ be a trim group automaton over $G$ with $n$ states. If $A$ is $k$-valued, then for all tuples of runs $(\rho_1, \ldots, \rho_{k+1})$ on the same input, there exists $1 \leq i < j \leq k + 1$ such that:

1. $\rho_i$ and $\rho_j$ have the same output, i.e. $V(\rho_i) = V(\rho_j)$.
2. $|\text{lag}(\rho_i, \rho_j)| \leq n^{k+1}$.
Based on Lemma 17, we show that any $k$-valued trim GA $A = (Q, q_1, F, \Delta, \gamma)$ over $G$ is equivalent to some $k$-ambiguous GA $A' = (Q', q'_1, F', \Delta', \gamma')$. We let $N = n^{k+1}$, where $n$ is the number of states of $A$. The idea is to order the transitions of $A$ with a total order $\preceq_A$ and to extend it to a lexicographic order over runs. Then, the construction non-deterministically guesses a run $\rho$ of $A$, and checks that all the runs that are smaller than $\rho$ produce either a different value than $\rho$, or have a lag with $\rho$ whose size exceeds $N$. Lemma 17 will ensure that there are at most $k$ such runs $\rho$ on the same input. In order to check these properties, $A'$ guesses the transitions of $\rho$ and for each state $q \in Q$, it stores all the lags (which are sets of delays) between the current prefix of $\rho$ and the runs that end-up in $q$ and are smaller than this prefix. If the size of a lag exceeds $N$, then $A'$ replaces this lag by the extra value $\infty$. We will see that doing so, any lag that has to be stored by $A'$ is a lag that can be generated by two runs of length $n^{2k+3}$ at most, and therefore the state space will be finite.

Given a lag between two runs $\rho_1$ and $\rho_2$ and two transitions on the same symbol that extend these two runs respectively, in order to compute the lag of the extended runs, $A'$ also needs to know the delay between $\rho_1$ and $\rho_2$. Therefore, $A'$ also needs to store, for each lag, the “current” delay contained in this lag.

**Construction of $A'$**. Let us now define formally the state set $Q'$ of $A'$. We let $D$ be the set of all delays that can be generated by pairs of runs of length at most $N^2n^4$ (we will show later why we need to take such a value). Note that $D$ is a finite set. Let also $P_N(D)$ be all the subsets of $D$ of cardinality at most $N$. Then, we let $Q' = Q \times (Q \to 2^{P_N(D)} \times D)^{\{\infty\}}$.

After reading an input string $u \in \Sigma^*$, $A'$ is in state $(q, \ell)$ if $q$ is the state of the current guessed run $\rho$ of $A$ on $u$, and for all $p \in Q$, $(L, d) \in \ell(p)$ iff there exists a run $\rho'$ on $u$ ending in $p$, smaller than $\rho$, and such that $\text{lag}(\rho, \rho') = L$, $|L| \leq N$, and $\text{delay}(\rho, \rho') = d$. Moreover, $\infty \in \ell(p)$ iff there exists a run $\rho'$ on $u$ ending in $p$, smaller than $\rho$, such that $|\text{lag}(\rho, \rho')| > N$.

We accept a run iff it ends in a state $(q, \ell)$ such that $q$ is accepting in $A (q \in F)$, and there is no state $p \in Q$ such that $(L, \emptyset) \in \ell(p)$ for some $L$ (otherwise it would mean that there exists a smaller run which gives the same output than the guessed run, on the same input). So, $F' = \{(q, \ell) \in Q' \mid \forall p \in Q, \forall (L, d) \in \ell(p), d \notin \emptyset\}$. The initial state of $A'$ is $q'_1 = (q_1, \ell_0)$ where $q_1$ is the initial state of $A$, and for all $q \in Q$, $\ell_0(q) = \emptyset$ if $q \neq q_1$ and $\{(\emptyset, q)\}$ if $q = q_1$. The transitions in $\Delta'$ are defined by: $(p, \ell) \xrightarrow{a|u} (p', \ell') \in \Delta'$ iff $p \xrightarrow{a|u} p' \in \Delta$ and for all $q' \in Q$, $\ell'(q') = \text{prune}(\text{update}(\ell, p, p', a, u, q'))$ where $\text{update}(\ell, p, p', a, u, q')$ is the union of

\[
\begin{align*}
L_1 & \quad \{(L \cup \{u^{-1} \cdot d \cdot v\}, u^{-1} \cdot d \cdot v) \mid \exists q.(L, d) \in \ell(q) \land q \xrightarrow{a|v} q'\}, \\
L_2 & \quad \{((u^{-1} \cdot v), u^{-1} \cdot v) \mid \exists p \xrightarrow{a|v} q' \xrightarrow{A} p \xrightarrow{a|u} p', \text{and,} \}.
\end{align*}
\]

and prune replaces each element $(L, d)$ by $\infty$ if $|L| > N$, and prune($\infty$) = $\infty$.

It is easy to show that $A'$ is well-defined, in the sense that the transition function is defined over states of $Q'$ only, i.e. all the delays computed by $A'$ can be generated by pairs of runs of length at most $N^2n^4$.

**Lemma 18.** $A$ and $A'$ are equivalent. Moreover, $A'$ is $k$-ambiguous.

On the ground of the decomposition of $k$-valued GA as $k$-ambiguous GA, and the known decomposition of $k$-ambiguous automata into union of unambiguous automata, one gets finally the following equivalence theorem:

**Theorem 19.** Any $k$-valued GA over $G$ is equivalent to the union of $k$ unambiguous GA over $G$. 

5 The Inclusion and Synthesis Problems for k-Valued WA

Inclusion problem. In this section we consider $k$-valued $V$-automata, $V \in \{\text{Sum}, D\text{sum}\}$ and we provide positive decidability results w.r.t. their inclusion problem. Given two $V$-automata on the alphabet $\Sigma$, the inclusion problem ($A \leq B$?) asks whether for all $w \in \Sigma^+$, $L_A(w) \leq L_B(w)$. This problem is undecidable for general $\text{Sum}$-automata, open for general $D\text{sum}$-automata and PSPACE-c for functional $\text{Sum}$- and $D\text{sum}$-automata [3, 10]. Relying on the results in the previous sections, we provide an inclusion test applying to $k$-valued $\text{Sum}$ and to the class of $D\text{sum}$-automata having a discount factor $\lambda$ that is an inverted integer, i.e. we consider discount factors of the form $\frac{1}{n}$, $n \in \mathbb{N}^*$. In more details, we show how to encode the inclusion problem for $\text{Sum}$-automata (resp. $D\text{sum}$-automata) into the problem of determining a strictly positive path (resp. a path with strictly positive discounted sum) in a multi-weighted graph.

Let $A, B$ be two $k$-valued weighted $V$-automata, $V \in \{\text{Sum}, D\text{sum}\}$. The encoding proceeds in three steps. First, we check whether $\text{dom}(A) \subseteq \text{dom}(B)$. Then, by Theorem 19, $A$ and $B$ can be effectively decomposed as unions of $k$ unambiguous $V$-automata $\bigcup_{i=1}^k G_i$ and $\bigcup_{i=1}^k H_i$, respectively. We can assume that $\text{dom}(G_i) = \text{dom}(A)$ for all $i$ (resp. $\text{dom}(H_i) = \text{dom}(B)$ for all $i$)\(^4\). Clearly, $A \not\leq B$ if and only if there exist $w \in \Sigma^*$ and $i \in \{1, \ldots, k\}$ such that $G_i(w) > B(w)$. For all $i \in \{1, \ldots, k\}$, we finally check whether $G_i(w) > B(w)$ for some $w$ (i.e. $G_i(w) > H_j(w)$ for some $w$ and all $j$) by a reduction to a multi-dimensional graph problem, as follows.

Let $i \in \{1, \ldots, k\}$, $Q_i$ be the set of states of $G_i$, and $P_i$ the set of states of $H_j$ for all $j \in \{1, \ldots, k\}$. We construct a $k$-weighted graph $\Phi_i = (V_i, \delta_i, P_i, F_i, \omega_i)$ where the vertices are $V_i = Q_i \times P_1 \times \cdots \times P_k$, the weight function has type $\omega_i : E_i \to \mathbb{Z}_k$, and the weighted transitions are defined by $(q, p_1, \ldots, p_k) \xrightarrow{(v_1, \ldots, v_k)} (q', p'_1, \ldots, p'_k) \in E_i$ iff $q \xrightarrow{a[m]} q'$ is a transition of $G_i$ and for all $j \in \{1, \ldots, k\}$, $p_j \xrightarrow{a[v_j+m]} p'_j$ is a transition of $H_j$. Final vertices (resp. the initial vertex) in $\Phi_i$ are those whose components are all final (resp. initial) states.

Then, the following holds: $A \not\leq B$ if and only if there exists $i \in \{1, \ldots, k\}$ and a path $\pi$ to a final state in $\Phi_i$ with strictly positive sum (resp. strictly positive discounted sum) on all components. By Lemma 5, it is possible to check in polynomial time whether a multi-weighted graph of dimension $k$ contains a strictly positive path to a target vertex. Therefore, the inclusion problem is decidable for $k$-valued $\text{Sum}$-automata.

Lemma 20 below provides a PSPACE procedure to check whether a multi-weighted graph has a path to a given target state with strictly positive discounted sum w.r.t. a discounted factor $\lambda$ that is an inverted integer $\frac{1}{n}$, $n \in \mathbb{N}^*$. This leads to decidability of the inclusion also for the class of $D\text{sum}$-automata, when the discount factor $\lambda$ is an inverted integer\(^5\).

Lemma 20. Let $(V, v_0, E, w : E \to \mathbb{Z}_k^k)$ be a multi-weighted graph of dimension $k$, $t \in V$, and consider $\lambda = \frac{1}{n}$, $n \in \mathbb{N}^*$. The problem of deciding whether $G$ admits a path from $v_0$ to $t$ with strictly positive discounted sum on all components w.r.t. $\lambda$ is in PSPACE.

Theorem 21. The inclusion problem is decidable for $k$-valued $\text{Sum}$-automata and $k$-valued $D\text{sum}$-automata associated with a discount factor $\lambda$ such that $\lambda = \frac{1}{n}$, $n \in \mathbb{N}^*$.

\(^4\) Otherwise, we opportunely complete $G_i$.

\(^5\) Note that inverted integer discount factors where considered in [1] to provide a determinization procedure applying to complete $\text{Sum}$-automata (all states are accepting). However, for $D\text{sum}$-automata with final states no special form of discount factor can guarantee determinization [1].
Remark. If $A$ and $B$ are given in input as union of $k_1$ and $k_2$ unambiguous WA with the same domain, then checking whether $A \leq B$ can be done in polynomial time (resp. PSPACE) for Sum-automata (resp. Dsum-automata w.r.t. inverted integer discount factors) in virtue of Lemma 20, Lemma 5 and Theorem 21. Finally, note that the encoding into WA over groups provided by Proposition 1 allows to associate a different discount factor with each edge of the given automaton. The results in Theorem 21 can be further generalized in this sense: In particular, Proposition 1 guarantees the correctness of the encoding into the problem of determining a path with strictly positive discounted sum in a multi-weighted graph. The proof of Lemma 20, solving the latter problem, can be easily generalized to deal with different inverted integer discount factors.

**Quantitative Synthesis.** We consider quantitative realizability problem. The realizability problem is better understood as a game between two players: "Player input" (the environment, also called Player $I$) and "Player output" (the controller, also called Player $O$). Player $I$ (resp. Player $O$) controls the letters of a finite alphabet $\Sigma_I$ (resp. $\Sigma_O$). We assume that $\Sigma_O \cap \Sigma_I = \emptyset$ and that $\Sigma_O$ contains a special symbol $#$ whose role is to stop the game. We let $\Sigma = \Sigma_O \cup \Sigma_I$. Formally, the realizability game is a turn-based game played on an arena defined by a weighted automaton $A = (Q = Q_O \cup Q_I, q_0, F, \delta = \delta_I \cup \delta_O, \gamma)$, whose set of states is partitioned into two sets $Q_O$ and $Q_I$, $\delta_0 \subseteq Q_O \times \Sigma_O \times Q_I$, $\delta_1 \subseteq Q_I \times \Sigma_I \times Q_O$, and such that $\text{dom}(A) \subseteq (\Sigma \setminus \{\#\})^* \#$. Player $O$ starts by giving an initial letter $o_0 \in \Sigma_O$. Player $I$ responds providing a letter $i_0 \in \Sigma_I$, then Player $O$ gives $o_1$ and Player $I$ responds $i_1$, and so on. Player $O$ has also the power to stop the game at any turn with the distinguishing symbol $\#$. In this case, the game results in a finite word $(o_0i_0)(o_1i_1)\cdots(o_ji_j)\# \in \Sigma^*$, otherwise the outcome of the game is an infinite word $(o_0i_0)(o_1i_1)\cdots \in \Sigma^\omega$.

The quantitative realizability problem asks whether Player $O$ has the strategy $\lambda_O : (\Sigma_O\Sigma_I)^* \to \Sigma_O$ such that for all Player $I$’s strategies $\lambda_I : \Sigma_O(\Sigma_I\Sigma_O)^* \to \Sigma_I$, the outcome of this two strategy, which is a finite word $w$, satisfies $A(w) > 0$, in which case we say that $A$ is realizable. We refer the reader to [10] for formal definitions of strategies and outcomes. In [10], we have shown that the realizability problem is undecidable for functional Sum WA (and for other measures), while a positive decidability results applies to deterministic Sum WA (and for other measure). As a corollary, we know that the problem is undecidable for $k$-valued Sum WA. We will strengthen this negative result here and show that even if the problem is decidable for deterministic WA, it is undecidable for Sum WA defined as union of $k$ deterministic automata, for $k \geq 4$. In particular, we show that the halting problem for deterministic 2-counter Minsky machines [16] can be reduced to the quantitative language realizability problem for the union of 4-deterministic Sum-automata.

**Theorem 22.** The realizability problem for a 4-valued Sum-automata defined as a union of 4 deterministic Sum-automata is undecidable.
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Abstract

The connection between languages defined by computational models and logic for languages is well-studied. Monadic second-order logic and finite automata are shown to closely correspond to each-other for the languages of strings, trees, and partial-orders. Similar connections are shown for first-order logic and finite automata with certain aperiodicity restriction. Courcelle in 1994 proposed a way to use logic to define functions over structures where the output structure is defined using logical formulas interpreted over the input structure. Engelfriet and Hoogeboom discovered the corresponding “automata connection” by showing that two-way generalised sequential machines capture the class of monadic-second order definable transformations. Alur and Cerny further refined the result by proposing a one-way deterministic transducer model with string variables – called the streaming string transducers – to capture the same class of transformations. In this paper we establish a transducer-logic correspondence for Courcelle’s first-order definable string transformations. We propose a new notion of transition monoid for streaming string transducers that involves structural properties of both underlying input automata and variable dependencies. By putting an aperiodicity restriction on the transition monoids, we define a class of streaming string transducers that captures exactly the class of first-order definable transformations.
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1 Introduction

The class of regular languages is among one of the most well-studied concept in the theory of formal languages. Regular languages have been precisely characterized widely by differing formalisms like monadic second-order logic (MSO), finite state automata, regular expressions, and finite monoids. The connection [8] between finite state automata and monadic second-order logic (MSO) is among the most celebrated results of formal language theory. Over the years, there has been substantial research to establish similar connections for the languages definable using first-order logic (FO) [11]. Aperiodic automata are restrictions of finite automata with certain aperiodicity restrictions defined through aperiodicity of their transition monoid. Recall that the transition monoid of an automaton A is the set of Boolean transition matrices $M_s$, for all strings $s$, indexed by states of $A$: $M_s[p][q] = 1$ if and only if there exists a run from $p$ to $q$ on $s$. The set of matrices $M_s$ is a finite monoid. It is aperiodic if there exists $m > 0$ such that for all $s \in \Sigma^*$, $M_{sm} = M_{sm+1}$. Aperiodic automata define exactly FO-definable languages [17, 11]. Other formalisms capturing FO-definable languages include counter-free automata, star-free regular expressions, and very weak alternating automata.
Beginning with the work of Courcelle [10], logic and automata connections have also been explored in context of string transformations. The first result in this direction is by Engelfriet and Hoogeboom [12], where MSO-definable transformations have been shown to be equivalent to two-way finite transducers. This result has then been extended to trees and macro-tree transducers [13]. Recently, Alur and Černý [1, 2] introduced streaming string transducers, a one-way finite transducer model extended with variables, and showed that they precisely capture MSO-definable transformations not only in finite string-to-string case, but also for infinite strings [6] and tree [3, 5] transformations.

Streaming string transducers (SSTs) manipulate a finite set of string variables to compute their output as they read the input string in one left-to-right pass. Instead of appending symbols to the output tape, SSTs concurrently update all string variables using a concatenation of output symbols and string variables in a copyless fashion, i.e. no variable occurs more than once in each concurrent variable update. The transformation of a string is then defined using an output (partial) function $F$ that associates states with a copyless concatenation of string variables. It has been shown that SSTs have good algorithmic properties (such as decidable type-checking, equivalence) [1, 2] and naturally generalize to various settings like trees and nested words [3, 5], infinite strings [6], and quantitative languages [4].

In this paper we study FO-definable string transformation and recover a logic and transducer connection for such transformations. Such FO transformations, although weaker than MSO transformations, still enjoy a lot of expressive power: for instance they can still double, reverse, and swap strings, and are closed under FO look-ahead. We introduce a new concept of transition monoid for SST, used to define the notion of aperiodic SST to capture FO-definable transformations. To appreciate the challenges involved in finding the right definition of aperiodicity for SSTs consider the transformation $f_{\text{halve}}$ defined as $a^n \mapsto a^{\left\lceil \frac{n}{2} \right\rceil}$ implemented by two SSTs shown in in Figure 1. Intuitively $f_{\text{halve}}$ is not FO-definable since it requires to distinguish based on the parity of the input. Consider, the SST $T_1$ shown in Figure 1 with 2 accepting states and 1 variable.

Readers familiar with aperiodic automata may notice that the automata corresponding to $T_1$ is not aperiodic, but indeed has period 2. It seems a valid conjecture that SSTs whose transition monoid of underlying automaton is aperiodic characterize first-order definable transformations. However, unfortunately this is not a sufficient condition as shown by the SST $T_0$ in Figure 1 which also implements $f_{\text{halve}}$ (its output is $F(1) = X$). In this example, although the underlying automaton is aperiodic, variables contribute to certain non aperiodicity.

We capture the notion of aperiodicity in SSTs by introducing the notion of variable flow. We say that by reading letter $a$, variable $X$ flows to $Y$ (if the update of variable $Y$ is based on variable $X$). The notion of transition monoid is extended to SSTs to take both state and variable flow into account. We define transition matrices $M_s$ indexed by pairs $(p, X)$ where $p$ is a state and $X$ is a variable. Since in general, for copy-full SSTs, a variable $X$ might be copied in more than one variable, it could be that $X$ flows into $Y$ several times. Our notion of transition monoid also takes into account the number of times a variable flows into another. In particular, $M_s[p, X][q, Y] = i$ means that there exists a run from $p$ to $q$ on $s$ on

\[ a \mid (X, Y) := (aY, X) \]

\[ a \mid X := X \]

\[ a \mid X := aX \]
which $X$ flows to $Y$ for $i$ number of times. Hence the transition monoid of an SST may not be finite. A key contribution of this paper is that FO string transformations are exactly the transformations definable by SSTs whose transition monoid is aperiodic with matrix values ranging over $\{0,1\}$ (called 1-bounded transition monoids). In contrast with [1] our proof is not based on the intermediate model of two-way transducers and is more direct. We give a logic-based proof that simplifies that of [5] by restricting it to string-to-string transformations. We also show that checking aperiodicity of an SST is PSPACE-COMPLETE. Finally, simple restrictions on SST transition monoids naturally capture restrictions on variable updates that has been considered in other works. For instance, bounded copy of [6] correspond to finiteness of the transition monoid, while restricted copy of [3] correspond to its 1-boundedness.

Related work. Dickert and Gastin [11] presented a detailed survey of several automata, logical, and algebraic characterisations of first-order definable languages. As mentioned earlier the connection between MSO and transducers have been investigated in [1, 12]. A connection between two-way transducers and FO-transformations has been mentioned in [9] in an oral communication, where authors left the SST connection as an open question. First-order transformations are considered in [15], but not in the sense of [10]. In particular, they are weaker, as they cannot double strings or mirror them, and are definable by one-way (variable-free) finite state transducers. Finally, [7] considers first-order definable transformations with origin information. The semantics is different from ours, because these transformations are not just mapping from string to strings, but they also connect output symbols with input symbols from where they originate. The first-order definability problem for regular languages is known to be decidable. In particular, given a deterministic automaton $A$, deciding whether $A$ defines a first-order language can be decided in PSPACE. Although we make an important and necessary step in answering this question in the context of regular string transformation, the decidability remains an open problem.

For the lack of space proofs are either sketched or omitted; full proofs can be found in [14].

2 Preliminaries

A string over a finite alphabet $\Sigma$ is a finite sequence of letters from $\Sigma$. We write $\varepsilon$ for the empty string and by $\Sigma^*$ for the set of strings over $\Sigma$. A language over $\Sigma$ is a subset of $\Sigma^*$. For a string $s \in \Sigma^*$ we write $|s|$ for its length and $\text{dom}(s)$ for the set $\{1, \ldots, |s|\}$ of its positions. For all $i \in \text{dom}(s)$ we write $s[i]$ for the $i$-th letter of the string $s$. For any $j \in \text{dom}(s)$, the substring starting at position $i$ and ending at position $j$ is defined as $\varepsilon$ if $j < i$ and by the sequence of letters $s[i]s[i+1] \ldots s[j]$ otherwise. We write $s[i:j]$, $s(i:j)$, $s[i:j]$, and $s(i:j)$, to denote substrings of $s$ respectively starting $i$ and ending at $j$, starting at $i+1$ and ending at $j-1$, and so on.

We represent a string $s \in \Sigma^*$ by the relational structure $\Xi_s=(\text{dom}(s), \preceq^s, (L_a^s)_{a \in \Sigma})$, called the string model of $s$, where $\preceq^s$ is a binary relation over the positions in $s$ characterizing the natural order, i.e. $(i,j) \in \preceq^s$ if $i \leq j$; $L_a^s$, for all $a \in \Sigma$, are the unary predicates that hold for the positions in $s$ labeled with the alphabet $a$, i.e., $L_a^s(i)$ iff $s[i] = a$, for all $i \in \text{dom}(s)$. When it is clear from context we drop the superscript $s$ from the relations $\preceq^s$ and $L_a^s$.

2.1 First-order logic for strings

Properties of strings over $\Sigma$ can be formalized by first-order logic denoted by FO($\Sigma$). Formulas of FO($\Sigma$) are built up from variables $x, y, \ldots$ ranging over positions of string models along
with **atomic formulas** of the form \( x = y, x \leq y, \) and \( L_\alpha(x) \) for all \( \alpha \in \Sigma \). Atomic formulas are connected with **propositional connectives** \( \neg, \land, \lor, \to \), and **quantifiers** \( \forall \) and \( \exists \) that range over node variables. We say that a variable is **free** in a formula if it does not occur in the scope of some quantifier. A **sentence** is a formula with no free variables. We write \( \phi(x_1, x_2, \ldots, x_k) \) to denote that at most the variables \( x_1, \ldots, x_k \) occur free in \( \phi \). For a string \( s \in \Sigma^* \) and for positions \( n_1, n_2, \ldots, n_k \in \text{dom}(s) \) we say that \( s \) with valuation \( \nu = (n_1, n_2, \ldots, n_k) \) satisfies the formula \( \phi(x_1, x_2, \ldots, x_k) \) and we write \( (s, \nu) \models \phi(x_1, x_2, \ldots, x_k) \) or \( s \models \phi(n_1, n_2, \ldots, n_k) \) if formula \( \phi \) with \( n_i \) as the interpretations of \( x_i \) satisfies in string model \( \Xi \). The language defined by an FO sentence \( \phi \) is \( L(\phi) \models \{ s \in \Sigma^* : \Xi_s \models \phi \} \). We say that a language \( L \) is FO-definable if there is an FO sentence \( \phi \) such that \( L = L(\phi) \).

### 2.2 Aperiodic Finite Automata

A finite automaton (FA) is a tuple \( \mathcal{A} = (Q, q_0, \Sigma, \delta, F) \) where \( Q \) is a finite set of states, \( q_0 \in Q \) is the initial state, \( \Sigma \) is an input alphabet, \( \delta : Q \times \Sigma \to Q \) is a transition function, and \( F \subseteq Q \) is the set of accepting states. \((q, a, q') \) denotes a transition of the automaton \( \mathcal{A} \) from \( q \) to \( q' \) on \( a \); this is written as \( q \xrightarrow{a} q' \). We write \( q_0 \xrightarrow{\ast} \mathcal{A} q_n \) to denote a run from \( q_0 \) to \( q_n \) on string \( s \); (or \( q_0 \xrightarrow{s} q_n \)) if the automaton is clear from the context \( s \) is accepted if \( q_n \in F \). The language defined by a finite automaton \( \mathcal{A} \) is \( L(\mathcal{A}) = \{ s : q_0 \xrightarrow{s} q_n, q_n \in F \} \).

Recall that a monoid is an algebraic structure \((M, \cdot, e)\) with a non-empty set \( M \), a binary operation \( \cdot \), and an identity element \( e \in M \) such that for all \( x, y, z \in M \) we have that \( (x \cdot (y \cdot z)) = ((x \cdot y) \cdot z) \), and \( x \cdot e = e \cdot x = x \) for all \( x \in M \). We say that a monoid \((M, \cdot, e)\) is **finite** if the set \( M \) is finite. We say that a monoid \((M, \cdot, e)\) is **aperiodic** [17] if there exists \( n \in \mathbb{N} \) such that for all \( x \in M \), \( x^n = x^{n+1} \). Note that for finite monoids, it is equivalent to require that for all \( x \in M \), there exists \( n \in \mathbb{N} \) such that \( x^n = x^{n+1} \). The following monoids are of special importance in this paper.

**1. Free Monoid.** The set of all strings over \( \Sigma \), denoted as \((\Sigma^*, \cdot, e)\) and known as the free monoid, has string concatenation as the operation and the empty string \( e \) as the identity.

**2. Transition Monoid.** The set of transition matrices of an automaton \( \mathcal{A} = (Q, q_0, \Sigma, \delta, F) \) forms a finite monoid with matrix multiplication as the operation and the unit matrix \( I \) as the identity element. This monoid is denoted as \( M_\mathcal{A} = (M_\mathcal{A}, \times, I) \) and known as transition monoid of \( \mathcal{A} \). Formally, the set \( M_\mathcal{A} \) is the set of \( |Q| \)-square Boolean matrices \( M_\mathcal{A} = \{ M_s : s \in \Sigma^* \} \) where for all strings \( s \in \Sigma^* \), we have that \( M_s[p][q] = 1 \) iff \( p \xrightarrow{s} q \).

We say that a FA is aperiodic if its transition monoid is aperiodic. It is well-known [17] that a language \( L \subseteq \Sigma^* \) is FO-definable iff it is accepted by some aperiodic FA.

### 3 Aperiodic String Transducers

For sets \( A \) and \( B \), we write \([A \to B]\) for the set of functions \( F : A \to B \), and \([A \to B]\) for the set of partial functions \( F : A \to B \). A string-to-string transformation from an input alphabet \( \Sigma \) to an output alphabet \( \Gamma \) is a partial function in \( [\Sigma^* \to \Gamma^*] \). We have seen some examples of string-to-string transformations in the introduction. For the examples of first-order definable transformations we use the following representative example.

**Example 1.** Let \( \Sigma = \{ a, b \} \). For all strings \( s \in \Sigma^* \), we denote by \( \overline{s} \) its mirror image, and for all \( \sigma \in \Sigma \), by \( s \setminus \sigma \) the string obtained by removing all symbols \( \sigma \) from \( s \). The transformation \( f_1 : \Sigma^* \to \Sigma^* \) maps any string \( s \in \Sigma^* \) to the output string \((s \setminus b)\overline{a}(s \setminus a)\). For example, \( f_1(abaa) = aaaaababa.b \).
Courcelle [10] initiated the study of structure transformations using monadic second-order logic. In this paper, we restrict this logic-based transformation model to FO-definable string transformations. The main idea of Courcelle’s transformations is to define a transformation \((w, w') \in R\) by defining the string model of \(w'\) using a finite number of copies of positions of the string model of \(w\). The existence of positions, various edges, and position labels are then given as FO(Σ) formulas.

An \textit{FO string transducer} is a tuple \(T := (\Sigma, \Gamma, \phi_{\text{dom}}, C, \phi_{\text{pos}}, \phi_{\leq})\) where: \(\Sigma\) and \(\Gamma\) are (finite) input and output alphabets; \(\phi_{\text{dom}}\) is a closed FO(Σ) formula characterizing the domain of the transformation; \(C = \{1, 2, \ldots, n\}\) is a finite index set; \(\phi_{\text{pos}} = \{\phi^c_\leq(x) : c \in C\}\) is a finite set of FO(Σ) formulas with a free position variable \(x\); \(\phi_{\leq} = \{\phi^{c,d}_{\leq}(x, y) : c, d \in C\}\) is a finite set of FO(Σ) formulas with two free position variables \(x\) and \(y\). The transformation \([T]\) defined by \(T\) is as follows. A string \(s\) with \(\mathcal{E}_s = (\text{dom}(s), \preceq, (L_a)_{a \in \Sigma})\) is in the domain of \([T]\) if \(s \models \phi_{\text{dom}}\) and the output is the relational structure \(M = (D, \preceq^M, (L^M_a)_{a \in \Gamma})\) such that \(D = \{v^c : c \in \text{dom}(s), c \in C\}\) and \(\phi'(v)\) is the set of positions where \(\phi'(v) \equiv \forall_{\gamma \in \Gamma} \phi^c_\leq(v);\). \(\preceq^M \subseteq D \times D\) is the ordering relation between positions and it is such that for \(v, u \in \text{dom}(s)\) and \(c, d \in C\) we have that \(v^c \preceq^M u^d\) if \(w \models \phi^{c,d}_{\leq}(v, u)\); and for all \(v^c \in D\) we have that \(L^M_a(v^c)\) iff \(\phi^c_\leq(v)\). Observe that the output is unique and therefore FO transducers implement functions. However, note that the output structure may not always be a string. We say that an FO transducer is a \textit{string-to-string} transducer if its domain is restricted to string graphs and the output is also a string graph.

We say that a string-to-string transformation is FO-definable if there exists an FO string-to-string transducer implementing the transformation and write FOT for the set of FO-definable string-to-string transformations. We define the \textit{quantifier rank qr(T)} of an FOT \(T\) as the maximal quantifier rank of any formula in \(T\), plus 1. We add 1 for technical reasons, mainly because defining the successor relation requires one quantifier.

> **Example 2.** Consider the transformation \(f_1\) of Example 1. It can be defined using an FO transducer that uses three copies of the input domain as shown in Fig. 2.

The domain formula \(\phi_{\text{dom}}\), an FO formula, simply characterizes valid string models. The first copy corresponds to \((w \setminus b)\), therefore the label formula \(\phi^1_\leq(x)\) is defined false if \(\gamma = b\) in order to filter out the input positions labelled \(b\), and by true otherwise. The second copy corresponds to \(\pi\), hence all positions of the input are kept and their labels preserved, but the edge direction is complemented; hence the label formula is \(\phi^2_\leq(x) = L_1(x)\). The third copy corresponds to \((w \setminus a)\) and hence \(\phi^3_\leq(x)\) is true if \(\gamma = b\) and false otherwise. The transitive closure of the output successor relation is defined by \(\phi^{11}_{\leq}(x, y) = x \preceq y, \phi^{2,2}_{\leq}(x, y) = y \preceq x, \phi^{3,3}_{\leq}(x, y) = x \preceq y, \phi^{c,c}_{\leq}(x, y) = \text{true} \text{ if } c < c', \phi^{c,c}_{\leq}(x, y) = \text{false} \text{ if } c' < c\). Note that the transitive closure is not depicted on the figure, but only the successor relation.
Using first-order logic we define the position successor relation the following way: for all copies \( c, d \), the existence of a direct edge from a position \( x^c \) to a position \( y^d \) of the output, also called the successor relation \( S(x^c, y^d) \), is defined by the formula \( \phi_S(x, y) \leftrightarrow \phi_{c,d}^S(x, z) \land \phi_{d}(z, y) \) where \( \phi_{c,d}^S(x_1, x_2) \equiv \phi_{c,d}^S(x_1, x_2) \land x_1 \neq x_2 \) for all \( c_1, c_2 \in C \).

### 3.2 Streaming String Transducers

Streaming string transducers [1, 2] are one-way finite-state transducers that manipulates a finite set of string variables to compute its output. Instead of appending symbols to the output tape, SSTs concurrently update all string variables using a concatenation of string variables and output symbols. The transformation of a string is then defined using an output (partial) function \( F \) that associates states with a concatenation of string variables, s.t. if the state \( q \) is reached after reading the string and \( F(r) = xy \), then the output string is the final valuation of \( x \) concatenated with that of \( y \). In this section we formally introduce SSTs and introduce restrictions on SSTs that capture FO-definable transformations.

Let \( X \) be a finite set of variables and \( \Gamma \) be a finite alphabet. A substitution \( \sigma \) is defined as a mapping \( \sigma : X \to (\Gamma \cup X)^* \). A valuation \( v \) is defined as a substitution \( v : X \to \Gamma \). Let \( S_{X,T} \) be the set of all substitutions \( [X] \to (\Gamma \cup X)^* \). Any substitution \( \sigma \) can be extended to \( \hat{\sigma} : (\Gamma \cup X)^* \to (\Gamma \cup X)^* \) in a straightforward manner. The composition \( \sigma_1 \sigma_2 \) of two substitutions \( \sigma_1 \) and \( \sigma_2 \) is defined as the standard function composition \( \sigma_1 \sigma_2 \), i.e. \( \hat{\sigma}_1 \sigma_2 (X) = \hat{\sigma}_1 (\sigma_2(X)) \) for all \( X \in \mathcal{X} \). We now introduce streaming string transducers.

**Definition 3.** A streaming string transducer is a tuple \( (\Sigma, \Gamma, Q, q_0, Q_f, \delta, X, \rho, F) \) where:

1. \( \Sigma \) and \( \Gamma \) are (finite) input and output alphabets; (2) \( Q \) is a finite set of states with initial state \( q_0 \); (3) \( \delta : Q \times \Sigma \to Q \) is a transition function; (4) \( X \) is a finite set of variables; (5) \( \rho : (Q \times \Sigma) \to S_{X,T} \) is a variable update function; (6) \( Q_f \) is a subset of final states; and (7) \( F : Q_f \to X^* \) is an output function.

The concept of a run of an SST is defined in an analogous manner to that of a finite state automaton. The sequence \( \langle \sigma_{r,i} \rangle_{0 \leq i \leq |r|} \) of substitutions induced by a run \( r = q_0 \overset{a_1}{\to} q_1 \overset{a_2}{\to} q_2 \cdots q_{n-1} \overset{a}{\to} q_n \) is defined inductively as the following: \( \sigma_{r,0} = \sigma_{r,0} \) for \( 1 < i \leq |r| \) and \( \sigma_{r,1} = \rho(q_0, a_1) \). We denote \( \sigma_{r,|r|} \) by \( \sigma_r \). If the run \( r \) is final, i.e. \( q_n \in Q_f \), we can extend the output function \( F \) to the run \( r \) by \( F(r) = \sigma_r \rho(F(q)) \), where \( \sigma_r \) substitutes all variables by their initial value \( c \). For all strings \( s \in \Sigma^* \), the output of \( s \) by \( T \) is defined only if there exists an accepting run \( r \) of \( T \) on \( s \), and in that case the output is denoted by \( T(s) = F(r) \). The transformation \( [T] \) defined by an SST \( T \) is the function \( \{ (s, T(s)) : T(s) \text{ is defined} \} \).

**Example 4.** Let us consider the SST \( T_2 \) with one state \( q_0 \) and three variables \( X, Y, \) and \( Z \), shown below implementing the transformation \( f_1 \) introduced in Example 1. The variable update is shown in the figure and the output function is s.t. \( F(q_0) = XYZ \).

\[
\begin{array}{c}
\text{b} | (X, Y, Z) := (X, bY, Zb) \\
\text{a} | (X, Y, Z) := (Xa, aY, Z)
\end{array}
\]

Let \( r \) be the run of \( T_2 \) on \( s = abaa \). We have \( \sigma_{r,1} : (X, Y, Z) \mapsto (Xa, aY, Zb) \), \( \sigma_{r,2} : (X, Y, Z) \mapsto (X, Y, Zb) \), \( \sigma_{r,3} : (X, Y, Z) \mapsto (Xa, abY, Zb) \), and \( \sigma_{r,4} : (X, Y, Z) \mapsto (Xa, aY, Z) \). Therefore we have that \( T(s) = F(r) = \sigma_r \sigma_r F(q_0) = \sigma_r (XYZ) = \sigma_r (XaaaaabY) = aaaaaabab \).
3.3 SSTs: Transition Monoid and Aperiodicity

We define the notion of aperiodic SSTs by introducing an appropriate notion of transition monoid for transducers. The transition monoid of an SST $T$ is based on the effect of a string $s$ on the states and variables. The effect on variables is characterized by, what we call, flow information that is given as a relation that describes the number of copies of the content of a given variable that contribute to another variable after reading a string $s$.

State and Variable Flow. Let $T = (\Sigma, \Gamma, Q, q_0, Q_f, \delta, X, \rho, F)$ be an SST. Let $s$ be a string in $\Sigma^*$ and suppose that there exists a run $r$ of $T$ on $s$. Recall that this run induces a substitution $\sigma_r$ that maps each variable $X \in \mathcal{X}$ to a string $u \in (\Gamma \cup \mathcal{X})^*$. For string variables $X, Y \in X$, states $p, q \in Q$, and $n \in \mathbb{N}$ we say that $n$ copies of $Y$ flow to $X$ from $p$ to $q$ if there exists a run $r$ on $s$ from $p$ to $q$, and $Y$ occurs $n$ times in $\sigma_r(X)$. We denote the flow with respect to a string $s$ as $(p, Y) \rightsquigarrow^n_{s} (q, X)$.

Example 5. Consider the run $r$ from $q_0$ to $q_0$ over the string $aaaa$ in the following SST. To minimize clutter, while drawing SSTs we omit updates of variables that remain unchanged.

![Diagram of an SST](image)

On the run $r$ on $aaaa$, $\sigma_{r,4}(W) = \sigma_{r,3}[W := YZ] = \sigma_{r,3}(Y)\sigma_{r,3}(Z)$. However, $\sigma_{r,3}(Y) = b\sigma_{r,2}(Y) = b.b.\sigma_{r,1}(X)$ and $\sigma_{r,3}(Z) = a.\sigma_{r,2}(X) = a.a.\sigma_{r,1}(X)$, and $\sigma_{r,1}(X) = a$. Now for run $r$ we have $(q_0, X) \rightsquigarrow^{aaaa}_{3} (q_0, W)$.

In order to define the transition monoid of an SST $T$, we first extend $\mathbb{N}$ with an extra element $\bot$, and let $\mathbb{N}_\bot = \mathbb{N} \cup \{\bot\}$. This new element behaves as $0$, i.e. for all $i \in \mathbb{N}_\bot$, $i.\bot = \bot.i = \bot$, $i + \bot = \bot + i = i$. Moreover, we assume that $\bot < n$ for all $n \in \mathbb{N}$. We assume that pairs $(p, X) \in Q \times \mathcal{X}$ are totally ordered.

Definition 6 (Transition Monoid of SSTs). The transition monoid of a streaming string transducer $T$ is the set of square matrices over $\mathbb{N}_\bot$ indexed (in order) by elements of $Q \times \mathcal{X}$, defined by $M_T = \{M_s \mid s \in \Sigma^* \}$ where for all strings $s \in \Sigma^*$, $M_s[p, Y][q, X] = n \in \mathbb{N}$ if and only if $(p, Y) \rightsquigarrow^n_{s} (q, X)$, and $M_s[p, Y][q, X] = \bot$ if and only if there is no run from $p$ to $q$ on $s$. By definition, there is atmost one run $r$ from $(p, Y)$ to $(q, X)$ on any string $s$.

It is easy to see that $(M_T, \times, 1)$ is a monoid, where $\times$ is defined as matrix multiplication and the identity element is the unit matrix $1$. The mapping $M_s$, which maps any string $s$ to its transition matrix $M_s$, is a morphism from $(\Sigma^*, \cdot, \epsilon)$ to $(M_T, \times, 1)$. We say that the transition monoid $M_T$ of an SST $T$ is $n$-bounded if all the coefficients of the matrices of $M_T$ are bounded by $n$. Clearly, any $n$-bounded transition monoid is finite.

In the original definition [2] of SST, updates were copyless, i.e., the content of a variable can never flow into two different variables, and cannot flow more than once into another variable. In [3], this condition was slightly relaxed to the notion of restricted copy, where a variable cannot flow more than once into another variable. This allows for a limited form of copy: for instance, $X$ can flow to $Y$ and $Z$, but $Y$ and $Z$ cannot flow to the same variable. Finally, bounded copy SSTs were introduced in [6] as a restriction on the variable dependency graphs. This restriction requires that there exists a bound $K$ such that any variable flows at most $K$ times in another variable. These three restrictions were shown to be equivalent, in the sense that SSTs with copyless, restricted copy, and bounded copy...
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updates have the same expressive power. Due to our definition of transition monoid, and the results of [6], Theorem 7 is immediate by observing that bounded copy restriction of [6] for SSTs corresponds to finiteness of transition monoid. Also, notice that since the bounded copy assumption generalizes the copyless [2] and restricted copy [3] assumptions, previous definitions in the literature of SSTs correspond to finite transition monoids.

\textbf{Theorem 7} ([6]). \textit{(MSO-definable string transformations) A string transformation is MSO-definable iff it is definable by an SST with finite transition monoid.}

The main goal of this paper is to present a similar result for FO-definable transformations. For this reason we define aperiodic and 1-bounded SSTs.

\textbf{Definition 8} (Aperiodic and 1-bounded SSTs). An SST is aperiodic if its transition monoid is aperiodic. An SST is 1-bounded if its transition monoid is 1-bounded, i.e. for all strings \(s\), and all pairs \((p, Y), (q, X)\), \(M_s[p, Y][q, X] \in \{ \bot, 0, 1\}\). See [14] for an example.

It can be shown (see [14]) that the domain of an aperiodic SST is FO-definable. We show that an SST is non-aperiodic iff its transition monoid contains a non-trivial cycle. Checking the existence of a non-trivial cycle is in PSPACE for deterministic automata [16].

\textbf{Lemma 9}. \textit{Checking aperiodicity and 1-boundedness for SSTs is PSPACE-complete.}

Now we are in a position to present the main result of this paper. We prove the following key theorem using Lemma 15 (Section 5) and Lemma 11 (Section 4).

\textbf{Theorem 10} (FO-definable string transformations). \textit{A string transformation is FO-definable iff it is definable by an aperiodic, 1-bounded SST.}

\section{From aperiodic 1-bounded SST to FOT}

\textbf{Lemma 11}. \textit{A string transformation is FO-definable if it is definable by an aperiodic, 1-bounded SST.}

The idea closely follows the SST-to-MSOT construction of [1, 6]. The main challenge here is to show that aperiodicity and 1-boundedness on the SST implies FO-definability of the output string structure (in particular the predicate \(\preceq\)). We first show that the variable flow of any aperiodic, 1-bounded SST is FO-definable. This will be crucial to show that the output predicate \(\preceq\) is FO-definable.

Let \(X \in \mathcal{X}\), \(s \in \text{dom}(T)\), \(i \in \text{dom}(s)\), and let \(n = |s|\). We say that the pair \((X, i)\) is \textit{useful} if the content of variable \(X\) before reading \(s[i]\) will be part of the output after reading the whole string \(s\). Formally, if \(r = q_0 \ldots q_n\) is the accepting run of \(T\) on \(s\), then \((X, i)\) is useful for \(s\) if \((q_{i-1}, X) \xrightarrow{s[i:n]} (q_n, Y)\) for some variable \(Y \in F(q_n)\). Thanks to the FO-definability of variable flow this property is FO-definable.

Next, we define the SST-output structure given an input string structure. It is an intermediate representation of the output, and the transformation of any input string into its SST-output structure will be shown to be FO-definable. For any SST \(T\) and string \(s \in \text{dom}(T)\), the SST-output structure of \(s\) is a relational structure \(G_T(s)\) obtained by taking, for each variable \(X \in \mathcal{X}\), two copies of \(\text{dom}(s)\), respectively denoted by \(X^\text{in}\) and \(X^\text{out}\). For notational convenience we assume that these structures are labeled on the edges. This structure satisfies the following invariants: for all \(i \in \text{dom}(s)\), (1) the nodes \((X^\text{in}, i)\) and \((X^\text{out}, i)\) exist only if \((X, i)\) is useful, and (2) there is a directed path from \((X^\text{in}, i)\) to \((X^\text{out}, i)\) whose sequence of labels is equal to the value of the variable \(X\) computed by \(T\) after reading \(s[i]\). The condition on usefulness of nodes implies that SST-output structures consist of a single directed component, and therefore they are edge-labeled string structures.
Example 12. An example of SST-output structure in shown in Figure 3. Here we show only the variable updates. Dashed arrows represent variable updates for useless variables, and do not belong to SST-output structure; solid edges belong to the SST-output structure. Initially the variable content of $Z$ is $\epsilon$, this is represented by the $\epsilon$-edge from $(Z^{in},0)$ to $(Z^{out},0)$ in the first column. Then, variable $Z$ is updated to $Zc$. Hence, the new content of $Z$ starts with $\epsilon$ (represented by the $\epsilon$-edge from $(Z^{in},1)$ to $(Z^{in},0)$, which is concatenated with the previous content of $Z$, and then concatenated with $c$ (it is represented by the $c$-edge from $(Z^{out},0)$ to $(Z^{out},1)$). The output is given by the path from $(X^{in},5)$ to $(X^{out},5)$ and equals $ceaeaaafbdcdcf$. Also note that some edges are labelled by strings with several letters, but there are finitely many possible such strings. In particular, we denote by $O_T$ the set of all strings that appear in right-hand side of variable updates.

What remains for us, is to adapt from [1, 6], the MSO-definability of the transformation that maps a string $s$ to its SST-output structure: we show that it is FO-definable as long as the SST is aperiodic. The main challenge is to define the transitive closure of the edge relation in first-order. Let $T$ be $(Q,q_0,\Sigma,\Gamma,\delta,\rho,Q_T)$. The SST-output structures of $T$, as node-labeled strings, can be seen as logical structures over the signature $S_{O_T} = \{(E_\gamma)_{\gamma \in O_T}, \leq\}$ where the symbols $E_\gamma$ are binary predicates interpreted as edges labeled by $O_T$. We let $E$ denote the edge relation, disregarding the labels. To prove that transitive closure is FO[$\Sigma$]-definable, we use the fact that variable flow is FO[\Sigma]-definable. The following property, along with the FO-definability of variable flow, shows that transitive closure is FO-definable.

Proposition 1. Let $T$ be an aperiodic SST $T$. Let $s \in \text{dom}(T)$, $G_T(s)$ its SST-output structure and $r = q_0 \ldots q_n$ the accepting run of $T$ on $s$. For all variables $X,Y \in \mathcal{X}$, all positions $i,j \in \text{dom}(s) \cup \{0\}$, all $d,d' \in \{in, out\}$, there exists a path from node $(X^d,i)$ to node $(Y^{d'},j)$ in $G_T(s)$ iff $(X,i)$ and $(Y,j)$ are both useful and one of the following holds:

1. $Y \xrightarrow{r[j]} X$ and $d = in$,
2. $X \xrightarrow{r[i]} Y$ and $d' = out$, or
3. there exists $k \geq \max(i,j)$ and two variables $X', Y'$ such $X \xrightarrow{r[i;k]} X'$, $Y \xrightarrow{r[j;k]} Y'$ and $X'$ and $Y'$ are concatenated in this order1 by $r$ when reading $s[k+1]$.

1 By “concatenated” we mean that there exists a variable update whose rhs is of the form $\ldots X' \ldots Y' \ldots$
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\[ X := axb \quad X := c \quad X := X \quad X := X \quad X := \text{XeYf} \]
\[ Y := \text{aaa} \quad Y := Y \quad Y := \text{eYf} \quad Y := \text{aYbzc} \quad Y := a \]
\[ Z := Zc \quad Z := \text{dZd} \quad Z := Z \quad Z := h \quad Z := Z \]

\[ \text{run} \quad q_0 \rightarrow q_1 \rightarrow q_2 \rightarrow q_3 \rightarrow q_4 \rightarrow q_5 \]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{Conditions of Proposition 1.}
\end{figure}

\textbf{Example 13.} We illustrate proposition 1 using example of Fig.4. We have for instance \((q_2, Y) \sim_{s^{[3,2]}=\epsilon}^1 (q_2, Y)\), therefore by conditions (1) (and (2)) by taking \(X = Y\) and \(i = j = 2\), there exists a path from \((Y^{in}, 2)\) to \((Y^{out}, 2)\). Note that none of these conditions implies the existence of an edge from \((Y^{out}, 2)\) to \((Y^{in}, 2)\), but self-loops on \((Y^{in}, 2)\) and \((Y^{out}, 2)\) are implied by conditions (1) and (2) respectively. Now consider positions 0 and 1 and variable \(Z\). It is the case that \((q_0, Z) \sim_{s^{[1:1]}=\epsilon}^1 (q_1, Z)\), therefore by condition (1) there is a path from \((Z^{in}, 1)\) to \((Z^{in}, 0)\) and to \((Z^{out}, 0)\). Similarly, by condition (2) there is a path from \((Z^{in}, 0)\) to \((Z^{out}, 1)\) and from \((Z^{out}, 0)\) to \((Z^{out}, 1)\). For positions 3 and 5, note that \((q_3, Y) \sim_{s^{[4:3]}=\epsilon} (q_3, X)\), hence there is a path from \((Y^{d}, 3)\) to \((X^{out}, 5)\) for all \(d \in \{in, out\}\). By condition (2) one also gets edges from \((X^{in}, 5)\) to \((Y^{d}, 3)\). Finally consider nodes \((Z^{out}, 2)\) and \((X^{in}, 3)\). There is no flow relation between variable \(Z\) at position 2 and variable \(X\) at position 3. However, \((q_3, X) \sim_{s^{[4:4]}=\epsilon}^1 (q_4, X)\) and \((q_2, Z) \sim_{s^{[3:4]}=\epsilon}^1 (q_4, Y)\). Then \(X\) and \(Y\) gets concatenated at position 4 to define \(X\) at position 5. Hence, there is a path from \((X^{in}, 3)\) to \((Z^{out}, 2)\) (condition (3)).

\textbf{Lemma 14.} For an aperiodic SST \(T\), variables \(X, Y \in \mathcal{X}\) and all \(d, d' \in \{in, out\}\), there exists an FO[\Sigma]-formula \(\text{path}_{X,Y,d,d'}(x, y)\) with two free variables s.t. for all \(s \in \text{dom}(T)\) and \(i, j \in \text{dom}(s)\), \(s \models \text{path}_{X,Y,d,d'}(i, j)\) iff there exists a path from \((X^d, i)\) to \((Y^d, j)\) in \(G_T(s)\).

We now sketch the proof of Lemma 11. Let \(\Gamma\) be the output alphabet. We adapt the MSO-definability of strings to SST-output structures from \([6, 1]\) and use the FO-definability of transitive closure (Lemma 14) to show that strings to SST-output structure transformations are FO-definable whenever the SST is aperiodic. Since the usefulness of nodes is FO-definable, we filter out useless nodes in the first FO-transformation, unlike \([6, 1]\), where useless nodes in the SST-output structures are later removed by composing with another MSO-definable transformation. We can transform the SST-output structures which are edge-labeled strings over \(O_T \subseteq \Gamma^*\) to a node-labeled string over \(\Gamma\). This transformation is again FO-definable by taking a suitable number of copies of the input domain \(\text{max}\{\mid s \mid s \in O_T\}\). Now Lemma 11 follows from the closure of FO-transformations under composition \([10]\).
5 From FOT to aperiodic 1-bounded SST

The goal of this section is to prove the following lemma by showing a reduction from FO-definable transformations to aperiodic, 1-bounded SSTs. Due to space limitations, we only sketch the main ideas of the proof of this result.

Lemma 15. A string transformation is FO-definable only if it is definable by an aperiodic, 1-bounded SST.

FO-types, heads and tails. The FO-$K$-type ($K$-type for short) of a string $s$ is the set of FO sentences of quantifier rank at most $K$ that are true in $s$. The set of $K$-types is finite (up to logical equivalence) [17]. We start with a key observation. Given an FO-transducer, an input string $s$ and a position $i$ in $s$, all the maximal paths of the output structure induced by nodes of the form $j^c$, for all copies $c$ and input positions $j \leq i$ define substrings of the output of $s$. The starting (resp. ending) nodes of these substrings are respectively called $i$-head and $i$-tails. Consider the FO-transduction shown in Figure 2 till position 3. Suppose that we omit the positions and edges of the output graph post position 3. Upto position 3, the output graph consists of two strings: the first string is between the 3-head $1^1$ and the 3-tail $3^3$ and stores $aa$, while the second string is between the 3-head $3^2$ and the 3-tail $2^4$ and stores the string $abab$. The key observation of [5] is that any $i$-head $j^c$ (resp. $i$-tail) is uniquely identified by the $K$-type $\tau_1$ of the string $s[1:j]$, the label $a$ of input position $j$, the copy $c$, and the $K$-type $\tau_2$ of the string $s[j:i]$, for a bound $K$ that depends only on the FO-transducer.

SST construction. The main lines of the SST construction of [5] is to use as many SST variables $X_{\alpha}$ as tuples $\alpha = (\tau_1, a, c, \tau_2)$. Since the sets of $K$-types, labels and copies are finite, then so is the set of variables. At each position $i$ in the input $s$, the content of $X_{\alpha}$ computed by the SST is exactly the substring in between the $i$-head and $i$-tail identified by the tuple $\alpha$. To define the variable update when incrementing position $i$, if the SST knows the $K$-types of the current prefix and suffix respectively, it can determine how the $(i+1)$-heads and $(i+1)$-tails are connected to the $i$-heads and $i$-tails, based on the FO-formulas that define the output edge relation. Let us now explain how the SST can compute the $K$-types of the prefix up to $i$ and of the suffix from position $i$. It is known that the $K$-type of a string $s_{1} s_{2}$ only depends on the $K$-types of $s_{1}$ and $s_{2}$ respectively [17]. Therefore, to compute the $K$-type of the prefix up to $i + 1$, the SST only needs to know the $K$-type of the prefix up to $i$ and the input label at position $i + 1$. Therefore, the states of the SST are $K$-types. To compute the $K$-type of the suffix, we equip our SST with look-aheads, defined by aperiodic finite state automata. We naturally extend the notion of aperiodic SST to aperiodic SST with look-aheads, and, as an intermediate result, show that removing look-aheads can be done while preserving aperiodicity (as well as 1-boundedness). From an FO-transducer, the construction therefore produces an SST $T_{la}$ with look-ahead. The main difficulty is to show that $T_{la}$ is aperiodic and 1-bounded.

Aperiodicity and 1-boundedness of $T_{la}$. One of the technical difficulties in showing that $T_{la}$ is aperiodic is to show that it computes the type informations and update the variables in an aperiodic manner. A well-known property [17] we exploit is that for $m \geq 2^K$, for any string $s$, the strings $s^m$ and $s^{m+1}$ are indistinguishable by FO-sentences of rank at most $K$.

For the sake of understanding of this sketch and, in order to focus only on aperiodicity of variable updates, we rather assume, in this sketch, that the positions $i$ of the input strings

---
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SST construction. The main lines of the SST construction of [5] is to use as many SST variables $X_{\alpha}$ as tuples $\alpha = (\tau_1, a, c, \tau_2)$. Since the sets of $K$-types, labels and copies are finite, then so is the set of variables. At each position $i$ in the input $s$, the content of $X_{\alpha}$ computed by the SST is exactly the substring in between the $i$-head and $i$-tail identified by the tuple $\alpha$. To define the variable update when incrementing position $i$, if the SST knows the $K$-types of the current prefix and suffix respectively, it can determine how the $(i+1)$-heads and $(i+1)$-tails are connected to the $i$-heads and $i$-tails, based on the FO-formulas that define the output edge relation. Let us now explain how the SST can compute the $K$-types of the prefix up to $i$ and of the suffix from position $i$. It is known that the $K$-type of a string $s_{1} s_{2}$ only depends on the $K$-types of $s_{1}$ and $s_{2}$ respectively [17]. Therefore, to compute the $K$-type of the prefix up to $i + 1$, the SST only needs to know the $K$-type of the prefix up to $i$ and the input label at position $i + 1$. Therefore, the states of the SST are $K$-types. To compute the $K$-type of the suffix, we equip our SST with look-aheads, defined by aperiodic finite state automata. We naturally extend the notion of aperiodic SST to aperiodic SST with look-aheads, and, as an intermediate result, show that removing look-aheads can be done while preserving aperiodicity (as well as 1-boundedness). From an FO-transducer, the construction therefore produces an SST $T_{la}$ with look-ahead. The main difficulty is to show that $T_{la}$ is aperiodic and 1-bounded.

Aperiodicity and 1-boundedness of $T_{la}$. One of the technical difficulties in showing that $T_{la}$ is aperiodic is to show that it computes the type informations and update the variables in an aperiodic manner. A well-known property [17] we exploit is that for $m \geq 2^K$, for any string $s$, the strings $s^m$ and $s^{m+1}$ are indistinguishable by FO-sentences of rank at most $K$.

For the sake of understanding of this sketch and, in order to focus only on aperiodicity of variable updates, we rather assume, in this sketch, that the positions $i$ of the input strings

---
Figure 5 Variable flow is FO-definable.

$s$ have been initially extended with type informations $(\tau_1, \tau_2)$ where $\tau_1$ is the $K$-type of $s[1:i]$ and $\tau_2$ is the $K$-type of $s[i:|s|]$. Therefore, we can transform $T_{ha}$ into a one-state SST $T$ (without look-ahead), assuming it gets as input only strings extended with valid type information. The 1-boundedness of $T$ is a simple consequence of the construction (and was already shown in [5] through the notion of restricted copy). Let us now briefly explain why $T$ is aperiodic, or equivalently, that its variable flow is aperiodic. It is sufficient to show that the variable flow is FO-definable. Given $s \in \Sigma^*$, a position $i$ in $s$, and a tuple $\alpha = (\tau_1, a, c, \tau_2)$ as defined before, we denote by $\text{hd}(s, i, \alpha)$ the $i$-head (resp. $\text{tl}(s, i, \alpha)$ the $i$-tail) defined by $\alpha$ in $s$. Given another tuple $\alpha'$ and a position $i' > i$ in $s$, we relate the flow between variable $X_\alpha$ at position $i$ to variable $X_{\alpha'}$ at position $i'$ to the existence of a path from $\text{hd}(s, i', \alpha')$ to $\text{hd}(s, i, \alpha)$ that do not go beyond position $i'$ in the output graph of $s$.

Example 16. Consider the FO-transformation of Fig. 5. As a consequence of the invariant of our construction, the substring $s_1$ that starts in position $\text{hd}(s, i, \alpha)$ and ends in $\text{tl}(s, i, \alpha)$, at position $i$, is stored in variable $X_\alpha$. The substring $s_2$ from $\text{hd}(s, i', \alpha')$ to $\text{tl}(s, i', \alpha')$ is stored, at position $i'$, in variable $X_{\alpha'}$. Since $s_1$ is a substring of $s_2$, the content of variable $X_\alpha$ at position $i$ (i.e. $s_1$) flows into the content of variable $X_{\alpha'}$ at position $i'$ (i.e. $s_2$). Based on the fact that the output transition closure of the edge relation is defined in FO, and the fact that types are also FO-definable, we show that the existence of a path from $\text{hd}(s, i', \alpha')$ to $\text{hd}(s, i, \alpha)$ that do not cross position $i'$ is FO-definable, and so is the variable flow.

As mentioned earlier, the complete proof starts directly with an SST with look-ahead that computes the type information, therefore one has to study both state flow and variable flow. An alternative proof could have been to compose two aperiodic SSTs (w/o look-aheads): the first one annotates the string with type information, and the second one is the one-state SST $T$. Then, it would remain to prove that aperiodic SSTs are closed under composition (which is a consequence of our result and the fact that FO-transducers are closed under composition). However, it is not clear that directly proving that aperiodic SSTs are closed under composition would have been simpler than our proof based on SSTs with look-aheads.
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Abstract

The size of deterministic automata required for recognizing regular and \(\omega\)-regular languages is a well-studied measure for the complexity of languages. We introduce and study a new complexity measure, based on the sensing required for recognizing the language. Intuitively, the sensing cost quantifies the detail in which a random input word has to be read in order to decide its membership in the language. We show that for finite words, size and sensing are related, and minimal sensing is attained by minimal automata. Thus, a unique minimal-sensing deterministic automaton exists, and is based on the language’s right-congruence relation. For infinite words, the minimal sensing may be attained only by an infinite sequence of automata. We show that the optimal limit cost of such sequences can be characterized by the language’s right-congruence relation, which enables us to find the sensing cost of \(\omega\)-regular languages in polynomial time.
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1 Introduction

Studying the complexity of a formal language, there are several complexity measures to consider. When the language is given by means of a Turing Machine, the traditional measures are time and space demands. Theoretical interest as well as practical considerations have motivated additional measures, such as randomness (the number of random bits required for the execution) [9] or communication complexity (number and length of messages required) [8]. For regular and \(\omega\)-regular languages, given by means of finite-state automata, the classical complexity measure is the size of a minimal deterministic automaton that recognizes the language.

We introduce and study a new complexity measure, namely the sensing cost of the language. Intuitively, the sensing cost of a language measures the detail with which a random input word needs to be read in order to decide membership in the language. Sensing has been studied in several other CS contexts. In theoretical CS, in methodologies such as PCP and property testing, we are allowed to sample or query only part of the input [6]. In more practical applications, mathematical tools in signal processing are used to reconstruct information based on compressed sensing [4], and in the context of data streaming, one cannot store in memory the entire input, and therefore has to approximate its properties according to partial “sketches” [10].

Our interest in regular sensing is motivated by the use of finite-state automata (as well as monitors, controllers, and transducers) in reasoning about on-going behaviors of reactive systems. In particular, a big challenge in the design of monitors is an optimization of the sensing needed for deciding the correctness of observed behaviors. Our goal is to formalize
regular sensing in the finite-state setting and to study the sensing complexity measure for regular and \( \omega \)-regular languages.

A natural setting in which sensing arises is synthesis: given a specification over sets \( I \) and \( O \) of input and output signals, the goal is to construct a finite-state system that, given a sequence of input signals, generates a computation that satisfies the specification. In each moment in time, the system reads an assignment to the input signals, namely a letter in \( 2^I \), which requires the activation of \( |I| \) Boolean sensors. A well-studied special case of limited sensing is synthesis with incomplete information. There, the system can read only a subset of the signals in \( I \), and should still generate only computations that satisfy the specification [7, 2]. A more sophisticated case of sensing in the context of synthesis is studied in [3], where the system can read some of the input signals some of the time. In more detail, sensing the truth value of an input signal has a cost, the system has a budget for sensing, and it tries to realize the specification while minimizing the required sensing budget.

We study the fundamental questions on regular sensing. We consider languages over alphabets of the form \( 2^P \), for a finite set \( P \) of signals. Consider a deterministic automaton \( \mathcal{A} \) over an alphabet \( 2^P \). For a state \( q \) of \( \mathcal{A} \), we say that a signal \( p \in P \) is sensed in \( q \) if at least one transition taken from \( q \) depends on the truth value of \( p \). The sensing cost of \( q \) is the number of signals it senses, and the sensing cost of a run is the average sensing cost of states visited along the run. We extend the definition to automata by assuming a uniform distribution of the inputs.\(^1\) Thus, the sensing cost of \( \mathcal{A} \) is the limit of the expected sensing of runs over words of increasing length.\(^2\) We show that this definition coincides with one that is based on the stationary distribution of the Markov chain induced by \( \mathcal{A} \), which enables us to calculate the sensing cost of an automaton in polynomial time. The sensing cost of a language \( L \), of either finite or infinite words, is then the infimum of the sensing costs of deterministic automata for \( L \). In the case of infinite words, one can study different classes of automata, yet we show that the sensing cost is independent of the acceptance condition being used.

We start by studying the sensing cost of regular languages of finite words. For the complexity measure of size, the picture in the setting of finite words is very clean: each language \( L \) has a unique minimal deterministic automaton (DFA), namely the residual automaton \( \mathcal{R}_L \) whose states correspond to the equivalence classes of the Myhill-Nerode right-congruence relation for \( L \). We show that minimizing the state space of a DFA can only reduce its sensing cost. Hence, the clean picture of the size measure is carried over to the sensing measure: the sensing cost of a language \( L \) is attained in the DFA \( \mathcal{R}_L \). In particular, since DFAs can be minimized in polynomial time, we can construct in polynomial time a minimally-sensing DFA, and can compute in polynomial time the sensing cost of languages given by DFAs.

We then study the sensing cost of \( \omega \)-regular languages, given by means of deterministic parity automata (DPAs). Recall the size complexity measure. There, the picture for languages of infinite words is not clean: A language needs not have a unique minimal DPA, and the

---

\(^1\) Our study and results apply also to a non-uniform distribution on the letters, given by a Markov chain (see Remark 19).

\(^2\) Alternatively, one could define the sensing cost of \( \mathcal{A} \) as the cost of its “most sensing” run. Such a worst-case approach is taken in [3], where the sensing cost needs to be kept under a certain budget in all computations, rather than in expectation. We find the average-case approach we follow appropriate for sensing, as the cost of operating sensors may well be amortized over different runs of the system, and requiring the budget to be kept under a threshold in every run may be too restrictive. Thus, the automaton must answer correctly for every word, but the sensing should be low only on average, and it is allowed to operate an expensive sensor now and then.
problem of finding one is NP-complete [12]. It turns out that the situation is challenging also in the sensing measure. First, we show that different minimal DPAs for a language may have different sensing costs. In fact, bigger DPAs may have smaller sensing costs.

Before describing our results, let us describe a motivating example that demonstrates the intricacy in the case of $\omega$-regular languages. Consider a component in a vacuum-cleaning robot that monitors the dust collector and checks that it is empty infinitely often. The proposition \textit{empty} indicates whether the collector is empty and a sensor needs to be activated in order to know its truth value. One implementation of the component would sense \textit{empty} throughout the computation. This corresponds to the classical two-state DPA for \textit{"infinitely often empty"}. A different implementation can give up the sensing of \textit{empty} for some fixed number $k$ of states, then wait for \textit{empty} to hold, and so forth. The bigger $k$ is, the lazier is the sensing and the smaller the sensing cost is. As the example demonstrates, there may be a trade-off between the sensing cost of an implementation and its size. Other considerations, like a preference to have eventualities satisfied as soon as possible, enter the picture too.

Our main result is that despite the above intricacy, the sensing cost of an $\omega$-regular language $L$ is the sensing cost of the residual automaton $R_L$ for $L$. It follows that the sensing cost of an $\omega$-regular language can be computed in polynomial time. Unlike the case of finite words, it may not be possible to define $L$ on top of $R_L$. Interestingly, however, $R_L$ does capture exactly the sensing required for recognizing $L$. The proof of this property of $R_L$ is the main technical challenge of our contribution. The proof goes via a sequence $(B_n)_{n=1}^{\infty}$ of DPAs whose sensing costs converge to that of $L$. The DPA $B_n$ is obtained from a DPA $A$ for $L$ by a lazy sensing strategy that spends time in $n$ copies of $R_L$ between visits to $A$, but spends enough time in $A$ to ensure that the language is $L$. It is worth noting that this result is far from being intuitive. Indeed, first, as mentioned above, the extra expressive power that is added to the setting by the acceptance condition of DPAs makes the residual automaton irrelevant in the context of size minimization. Moreover, in the context of sensing, there need not be a single DPA that attains the minimal sensing cost. It is thus surprising that $R_L$, which has no acceptance condition, captures the sensing cost of all DPAs. We believe that this reflects a general property of deterministic parity automata that could be useful outside of the scope of sensing. Intuitively, it means that we can \textit{lose track} of the run of a deterministic automaton for arbitrary long periods, just keeping the residual in memory, and still be able to recognize the wanted language.

Due to lack of space, some of the proofs are omitted and can be found in the full version, in the authors’ home pages.

## 2 Preliminaries

### Automata

A \textit{deterministic automaton on finite words} (DFA, for short) is $A = \langle \Sigma, Q, q_0, \delta, \alpha \rangle$, where $Q$ is a finite set of states, $q_0 \in Q$ is an initial state, $\delta : Q \times \Sigma \rightarrow Q$ is a total transition function, and $\alpha \subseteq Q$ is a set of accepting states. We sometimes refer to $\delta$ as a relation $\Delta \subseteq Q \times \Sigma \times Q$, with $\langle q, \sigma, q' \rangle \in \Delta$ iff $\delta(q, \sigma) = q'$. The run of $A$ on a word $w = \sigma_1 \cdot \sigma_2 \cdot \cdots \cdot \sigma_m \in \Sigma^*$ is the sequence of states $q_0, q_1, \ldots, q_m$ such that $q_{i+1} = \delta(q_i, \sigma_{i+1})$ for all $i \geq 0$. The run is accepting if $q_m \in \alpha$. A word $w \in \Sigma^*$ is accepted by $A$ if the run of $A$ on $w$ is accepting. The language of $A$, denoted $L(A)$, is the set of words that $A$ accepts. For a state $q \in Q$, we use $A^q$ to denote $A$ with initial state $q$. We sometimes refer also to nondeterministic automata (NFAs), where $\delta : Q \times \Sigma \rightarrow 2^Q$ suggests several possible successor states. Thus, an NFA may have several runs on an input word $w$, and it accepts $w$ if at least one of them is accepting.
Consider a language $L \subseteq \Sigma^*$. For two finite words $u_1$ and $u_2$, we say that $u_1$ and $u_2$ are right $L$-indistinguishable, denoted $u_1 \sim_L u_2$, if for every $z \in \Sigma^*$, we have that $u_1 \cdot z \in L$ iff $u_2 \cdot z \in L$. Thus, $\sim_L$ is the Myhill-Nerode right congruence used for minimizing automata. For $u \in \Sigma^*$, let $[u]$ denote the equivalence class of $u$ in $\sim_L$ and let $(L)$ denote the set of all equivalence classes. Each class $[u] \in (L)$ is associated with the residual language $u^{-1}L = \{w: uw \in L\}$. When $L$ is regular, the set $(L)$ is finite, and induces the residual automaton of $L$, defined by $R_L = (\Sigma, (L), \Delta_L, [\epsilon], \alpha)$, with $\langle [u], a, [w \cdot a] \rangle \in \Delta_L$ for all $[u] \in (L)$ and $a \in \Sigma$. Also, $\alpha$ contains all classes $[u]$ with $u \in L$. The DFA $R_L$ is well defined and is the unique minimal DFA for $L$.

A deterministic automaton on infinite words is $A = (\Sigma, Q, q_0, \delta, \alpha)$, where $Q$, $q_0$, and $\delta$ are as in DFA, and $\alpha$ is an acceptance condition. The run of $A$ on an infinite input word $w = \sigma_1 \cdot \sigma_2 \cdots \in \Sigma^\omega$ is defined as for automata on finite words, except that the sequence of visited states is now infinite. For a run $r = q_0, q_1, \ldots$, let $\inf(r)$ denote the set of states that $r$ visits infinitely often. Formally, $\inf(r) = \{q : q = q_i \text{ for infinitely many } i\}'s$. We consider the following acceptance conditions. In a Büchi automaton, the acceptance condition is a set $\alpha \subseteq Q$ and a run $r$ is accepting if $\inf(r) \cap \alpha \neq \emptyset$. Dually, in a co-Büchi, again $\alpha \subseteq Q$, but $r$ is accepting iff $\inf(r) \cap \alpha = \emptyset$. Finally, parity condition is a mapping $\alpha : Q \to [i, \ldots, j]$, for integers $i \leq j$, and a run $r$ is accepting iff $\max_{q \in \inf(r)} \{\alpha(q)\}$ is even.

We extend the right congruence $\sim_L$ as well as the definition of the residual automaton $R_L$ to languages $L \subseteq \Sigma^\omega$. Here, however, $R_L$ need not accept the language of $L$, and we ignore its acceptance condition.

**Sensing**

We study languages over an alphabet $\Sigma = 2^P$, for a finite set $P$ of signals. A letter $\sigma \in \Sigma$ corresponds to a truth assignment to the signals. When we define languages over $\Sigma$, we use predicates on $P$ in order to denote sets of letters. For example, if $P = \{a, b, c\}$, then the expression $(\text{True})^* \cdot a \cdot b \cdot (\text{True})^*$ describes all words over $2^P$ that contain a subword $\sigma_a \cdot \sigma_b$ with $\sigma_a \in \{\{a\}, \{a, b\}, \{a, c\}\}$ and $\sigma_b \in \{\{b\}, \{a, b\}, \{b, c\}, \{a, b, c\}\}$.

Consider an automaton $A = (2^P, Q, q_0, \delta, \alpha)$. For a state $q \in Q$ and a signal $p \in P$, we say that $p$ is sensed in $q$ if there exists a set $S \subseteq P$ such that $\delta(q, S \cup \{p\}) \neq \delta(q, S \cup \{p\})$. Intuitively, a signal is sensed in $q$ if knowing its value may affect the destination of at least one transition from $q$. We use $\text{sensed}(q)$ to denote the set of signals sensed in $q$. The sensing cost of a state $q \in Q$ is $\text{scost}(q) = |\text{sensed}(q)|$.

Consider a deterministic automaton $A$ over $\Sigma = 2^P$ (and over finite or infinite words). For a finite run $r = q_1, \ldots, q_n$, we define the sensing cost of $r$, denoted $\text{scost}(r)$, as $\frac{1}{m} \sum_{i=1}^{m} \text{scost}(q_i)$. That is, $\text{scost}(r)$ is the average number of sensors that $A$ uses during $r$. Now, for a finite word $w$, we define the sensing cost of $w$ in $A$, denoted $\text{scost}_A(w)$, as the sensing cost of the run of $A$ on $w$. Finally, the sensing cost of $A$ is the expected sensing cost of words of length that tends to infinity, where we assume that the letters in $\Sigma$ are uniformly distributed. Thus, $\text{scost}(A) = \lim_{m \to \infty} |\Sigma|^{-m} \sum_{w: |w| = m} \text{scost}_A(w)$. Note that the definition applies to automata on both finite and infinite words.

Two DFAs may recognize the same language and have different sensing costs. In fact, as we demonstrate in Example 1 below, in the case of infinite words two different minimal automata for the same language may have different sensing costs. 
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3 We note that, alternatively, one could define the sensing level of states, with $\text{slevel}(q) = \frac{|\text{sensed}(q)|}{|P|}$. Then, for all states $q$, we have that $\text{slevel}(q) \in [0, 1]$. All our results hold also for this definition, simply by dividing the sensing cost by $|P|$.
For a language $L$ of finite or infinite words, the sensing cost of $L$, denoted $\text{scost}(L)$ is the minimal sensing cost required for recognizing $L$ by a deterministic automaton. Thus, $\text{scost}(L) = \inf_{A : L(A) = L} \text{scost}(A)$. For the case of infinite words, we allow $A$ to be a deterministic automaton of any type. In fact, as we shall see, unlike the case of succinctness, the sensing cost is independent of the acceptance condition used.

**Example 1.** Let $P = \{a\}$. Consider the language $L \subseteq (2^\omega)^\omega$ of all words with infinitely many $a$ and infinitely many $\neg a$. In the following figure we present two minimal DBAs (deterministic Büchi automata) for $L$ with different sensing costs.

![Two minimal DBAs](image)

While all the states of the second automaton sense $a$, thus its sensing cost is 1, the signal $a$ is not sensed in all the states of the first automaton, thus its sensing cost is strictly smaller than 1 (to be precise, it is $\frac{4}{5}$, as we shall see in Example 7).

**Remark 2.** Our study of sensing considers deterministic automata. The notion of sensing is less natural in the nondeterministic setting. From a conceptual point of view, we want to capture the number of sensors required for an actual implementation for recognizing the language. Technically, guesses can reduce the number of required sensors. To see this, take $P = \{a\}$ and consider the language $L = \text{True}^* \cdot a$. A DFA for $L$ needs two states, both sensing $a$. An NFA for $L$ can guess the position of the letter before the last one, where it moves to the only state that senses $a$. The sensing cost of such an NFA is 0 (for any reasonable extension of the definition of cost on NFAs).

**Probability**

Consider a directed graph $G = (V,E)$. A strongly connected component (SCC) of $G$ is a maximal (with respect to containment) set $C \subseteq V$ such that for all $x,y \in C$, there is a path from $x$ to $y$. An SCC (or state) is ergodic if no other SCC is reachable from it, and is transient otherwise.

An automaton $A = (\Sigma, Q, q_0, \delta, \rho)$ induces a directed graph $G_A = (Q,E)$ in which $(q,q') \in E$ iff there is a letter $\sigma$ such that $q' \in \delta(q,\sigma)$. When we talk about the SCCs of $A$, we refer to those of $G_A$. Recall that we assume that the letters in $\Sigma$ are uniformly distributed, thus $A$ also corresponds to a Markov chain $M_A$ in which the probability of a transition from state $q$ to state $q'$ is $p_{q,q'} = \frac{1}{|\Sigma|} |\sigma \in \Sigma : \delta(q,\sigma) = q'|$. Let $C$ be the set of $A$’s SCC, and $C_e \subseteq C$ be the set of its ergodic SCC’s.

Consider an ergodic SCC $C \in C_e$. Let $P_C$ be the matrix describing the probability of transitions in $C$. Thus, the rows and columns of $P_C$ are associated with states, and the value in coordinate $q,q'$ is $p_{q,q'}$. By [5], there is a unique probability vector $\pi_C \in [0,1]^C$ such that $\pi_C P_C = \pi_C$. This vector describes the stationary distribution of $C$: for all $q \in C$ it holds that $\pi_C(q) = \lim_{m \to \infty} \frac{E_m^C(q)}{m}$, where $E_m^C(q)$ is the average number of occurrences of $q$ in a run of $M_A$ of length $m$ that starts anywhere in $C$ [5]. Thus, intuitively, $\pi_C(q)$ is the probability that a long run that starts in $C$ ends in $q$. In order to extend the distribution to the entire Markov chain of $A$, we have to take into account the probability of reaching each of the ergodic components. The SCC-reachability distribution of $A$ is the function $\rho : C \to [0,1]$ that maps each ergodic SCC $C$ of $A$ to the probability that $M_A$ eventually reaches $C$, starting
from the initial state. We can now define the limiting distribution $\pi : Q \to [0, 1]$, as

$$\pi(q) = \begin{cases} 0 & \text{if } q \text{ is transient,} \\ \pi_C(q) \rho(C) & \text{if } q \text{ is in some } C \in \mathcal{C}_c. \end{cases}$$

Note that $\sum_{q \in Q} \pi(q) = 1$, and that if $P$ is the matrix describing the transitions of $M_A$ and $\pi$ is viewed as a vector in $[0, 1]^Q$, then $P\pi = \pi$. Intuitively, the limiting distribution of state $q$ describes the probability of a run on a random and long input word to end in $q$. Formally, we have the following lemma, whose proof appears in the full version.

▶ Lemma 3. Let $E_m(q)$ be the expected number of occurrences of a state $q$ in a run of length $m$ of $M_A$ that starts in $q_0$. Then, $\pi(q) = \lim_{m \to \infty} \frac{E_m(q)}{m}$.

### Computing The Sensing Cost of an Automaton

Consider a deterministic automaton $A = \langle 2^P, Q, \delta, q_0, \alpha \rangle$. The definition of $\text{scost}(A)$ by means of the expected sensing cost of words of length that tends to infinity does not suggest an algorithm for computing it. In this section we show that the definition coincides with a definition that sums the costs of the states in $A$, weighted according to the limiting distribution, and show that this implies a polynomial-time algorithm for computing $\text{scost}(A)$. This also shows that the cost is well-defined for all automata.

▶ Theorem 4. For all automata $A$, we have $\text{scost}(A) = \sum_{q \in Q} \pi(q) \cdot \text{scost}(q)$, where $\pi$ is the limiting distribution of $A$.

▶ Remark 5. It is not hard to see that if $A$ is strongly connected, then $\pi$ is the unique stationary distribution of $M_A$ and is independent of the initial state of $A$. Accordingly, $\text{scost}(A)$ is also independent of $A$’s initial state in this special case.

▶ Theorem 6. Given an automaton $A$, the sensing cost $\text{scost}(A)$ can be calculated in polynomial time.

Proof. By Theorem 4, we have that $\text{scost}(A) = \sum_{q \in Q} \pi(q) \cdot \text{scost}(q)$, where $\pi$ is the limiting distribution of $A$. By the definition of $\pi$, we have that $\pi(q) = \pi_C(q) \rho(C)$, if $q$ is in some $C \in \mathcal{C}_c$. Otherwise, $\pi(q) = 0$. Hence, the computational bottleneck is the calculation of the SCC-reachability distribution $\rho : C \to [0, 1]$ and the stationary distributions $\pi_C$ for every $C \in \mathcal{C}_c$. It is well known that both can be computed in polynomial time via classical algorithms on matrices. For completeness, we give the details in the full version.

▶ Example 7. Recall the first DBA described in Example 1. Its limiting distribution is $\pi(q_0) = \pi(q_1) = \frac{2}{5}, \pi(q_2) = \frac{1}{5}$. Accordingly, its cost is $1 \cdot \frac{2}{5} + 1 \cdot \frac{2}{5} + 0 \cdot \frac{1}{5} = \frac{4}{5}$.

Additional examples can be found in the full version.

### 3 The Sensing Cost of Regular Languages of Finite Words

In this section we study the setting of finite words. We show that there, sensing minimization goes with size minimization, which makes things clean and simple, as size minimization for DFAs is a feasible and well-studied problem. We also study theoretical properties of sensing. We show that, surprisingly, abstraction of signals may actually increase the sensing cost of a language, and we study the effect of classical operations on regular languages on their sensing cost. These last two contributions can be found in the full version.
Consider a regular language \( L \subseteq \Sigma^* \), with \( \Sigma = 2^P \). Recall that the residual automaton \( \mathcal{R}_L = (\Sigma, (L), \Delta_L, [\epsilon], \alpha) \) is the minimal-size DFA that recognizes \( L \). We claim that \( \mathcal{R}_L \) also minimizes the sensing cost of \( L \).

\[ \Box \text{Lemma 8.} \quad \text{Consider a regular language} \ L \subseteq \Sigma^*. \text{ For every DFA} \ A \text{ with} \ L(A) = L, \text{ we have that} \ scost(A) \geq scost(\mathcal{R}_L). \]

\[ \Box \text{Proof.} \quad \text{Consider a word} \ u \in \Sigma^*. \text{ After reading} \ u, \text{ the DFA} \ \mathcal{R}_L \text{ reaches the state} \ [u] \text{ and the DFA} \ A \text{ reaches a state} \ q \text{ with} \ L(A^q) = u^{-1}L. \text{ Indeed, otherwise we can point to a word with prefix} \ u \text{ that is accepted only in one of the DFAs.} \text{ We claim that for every state} \ q \in Q \text{ such that} \ L(A^q) = u^{-1}L, \text{ it holds that} \ sensed([u]) \subseteq sensed(q). \text{ To see this, consider a signal} \ p \in sensed([u]). \text{ By definition, there exists a set} \ S \subseteq P \text{ and words} \ u_1 \text{ and} \ u_2 \text{ such that} \ ([u], S \setminus \{p\}, [u_1]) \in \Delta_L, \ ([u], S \cup \{p\}, [u_2]) \in \Delta_L, \text{ yet} \ [u_1] \neq [u_2]. \text{ By the definition of} \ \mathcal{R}_L, \text{ there exists} \ z \in (2^P)^* \text{ such that, w.l.o.g.,} \ z \in u_1^{-1}L \setminus u_2^{-1}L. \text{ Hence, as} \ L(A^q) = u^{-1}L, \text{ we have that} \ A^q \text{ accepts} \ (S \setminus \{p\}) \cdot z \text{ and rejects} \ (S \cup \{p\}) \cdot z. \text{ Let} \ \delta_A \text{ be the transition function of} \ A. \text{ By the above,} \ \delta_A(q, S \setminus \{p\}) \neq \delta_A(q, S \cup \{p\}). \text{ Therefore,} \ p \in sensed(q), \text{ and we are done. Now,} \ sensed([u]) \subseteq sensed(q) \text{ implies that} \ scost(q) \geq scost([u]). \]

Consider a word \( w_1 \cdot \cdot \cdot w_m \in \Sigma^* \) where \( r = r_0, \ldots, r_m \) and \([u_0], \ldots, [u_m]\) be the runs of \( A \) and \( \mathcal{R}_L \) on \( w \), respectively. Note that for all \( \delta \geq 0 \), we have \( w_i = w_1 \cdot w_2 \cdot \cdot \cdot w_i \). For all \( \delta \geq 0 \), we have that \( L(A^\omega) = u_1^{-1}L \), implying that \( \text{sco}\)scost(\( r_\delta \)) \geq \text{sco}\)scost([\( u_\delta \))]. Hence, \( \text{sco}\)scost(\( w \)) \geq \text{sco}\)scost(\( \mathcal{R}_L \)) \( \omega \). Since this holds for every word in \( \Sigma^* \), it follows that \( \text{sco}\)scost(\( A \)) \geq \text{sco}\)scost(\( \mathcal{R}_L \)).

Since \( L(\mathcal{R}_L) = L \), then \( \text{sco}\)scost(\( L \)) \leq \text{sco}\)scost(\( \mathcal{R}_L \)). This, together with Lemma 8, enables us to conclude the following.

\[ \Box \text{Theorem 9.} \quad \text{For every regular language} \ L \subseteq \Sigma^*, \text{ we have} \ \text{sco}\)scost(\( L \)) = \text{sco}\)scost(\( \mathcal{R}_L \)). \]

Finally, since DFAs can be size-minimized in polynomial time, Theorems 6 and 9 imply we can efficiently minimize also the sensing cost of a DFA and calculate the sensing cost of its language:

\[ \Box \text{Theorem 10.} \quad \text{Given a DFA} \ A, \text{ the problem of computing} \ \text{sco}\)scost(\( L(A) \)) \text{ can be solved in polynomial time.} \]

## 4 The Sensing Cost of \( \omega \)-Regular Languages

For the case of finite words, we have a very clean picture: minimizing the state space of a DFA also minimizes its sensing cost. In this section we study the case of infinite words. There, the picture is much more complicated. In Example 1 we saw that different minimal DBAs may have a different sensing cost. We start this section by showing that even for languages that have a single minimal DBA, the sensing cost may not be attained by this minimal DBA, and in fact it may be attained only as a limit of a sequence of DBAs.

\[ \Box \text{Example 11.} \quad \text{Let} \ P = \{p\}, \text{ and consider the language} \ L \text{ of all words} \ w_1 \cdot w_2 \cdot \cdot \cdot \text{ such that} \ w_i = \{p\} \text{ for infinitely many} \ i \text{'s}. \text{ Thus,} \ L = (\text{True}^* \cdot p)^\omega. \text{ A minimal DBA for} \ L \text{ has two states. The minimal sensing cost for a two-state DBA for} \ L \text{ is} \frac{2}{3} \text{ (the classical two-state DBA for} \ L \text{ senses} \ p \text{ in both states and thus has sensing cost} 1. \text{ By taking} \ A_1 \text{ in the sequence we shall soon define we can recognize} \ L \text{ by a two-state DBA with sensing cost} \frac{2}{3}. \text{ Consider the sequence of DBAs} \ A_m \text{ appearing in the figure below. The DBA} \ A_m \text{ recognizes} (\text{True}^* \cdot \cdot \cdot p)^\omega, \text{ which is equivalent to} \ L, \text{ yet enables a “lazy” sensing of} \ p. \text{ Formally, the stationary distribution} \ \pi \text{ for} \ A_m \text{ is such that} \ \pi(q_i) = \frac{1}{m+2} \text{ for} 0 \leq i \leq m - 1 \text{ and} \]
\[\pi(q_m) = \frac{2}{m+2}.\] In the states \(q_0, \ldots, q_{m-1}\) the sensing cost is 0 and in \(q_m\) it is 1. Accordingly, \(\text{scost}(A_m) = \frac{2}{m+2}\), which tends to 0 as \(m\) tends to infinity.

![Diagram of a DPA with ranks](image)

### 4.1 Characterizing \(\text{scost}(L)\) by the residual automaton for \(L\)

In this section we state and prove our main result, which characterizes the sensing cost of an \(\omega\)-regular language by means of the residual automaton for the language:

\[\textbf{Theorem 12.}\] For every \(\omega\)-regular language \(L \subseteq \Sigma^\omega\), we have \(\text{scost}(L) = \text{scost}(R_L)\).

The proof is described over the following section. The first direction, showing that \(\text{scost}(L) \geq \text{scost}(R_L)\), is proved by similar considerations to those used in the proof of Lemma 8 for the setting of finite words, and can be found in the full version.

Our main effort is to prove that \(\text{scost}(L) \leq \text{scost}(R_L)\). To show this, we construct, given a DPA \(A\) such that \(L(A) = L\), a sequence \((B_n)_{n \geq 1}\) of DPAs such that \(L(B_n) = L\) for every \(n \geq 1\), and \(\lim_{n \to \infty} \text{scost}(B_n) = \text{scost}(R_L)\). We note that since the DPAs \(B_n\) have the same acceptance condition as \(A\), there is no trade-off between sensing cost and acceptance condition. More precisely, if \(L\) can be recognized by a DPA with parity ranks \([i, j]\) (in particular, if \(L\) is DBA-recognizable), then the sensing cost for \(L(A)\) can be obtained by a DPA with parity ranks \([i, j]\).

We first assume that \(A\) is strongly connected. We will later show how to drop this assumption.

Let \(A = (\Sigma, Q, q_0, \Delta, \alpha_A)\) be a strongly connected DPA for \(L\). We assume that \(A\) is minimally ranked. Thus, if \(A\) has parity ranks \(\{0, 1, \ldots, k\}\), then there is no DPA for \(L\) with ranks \(\{0, 1, \ldots, k - 1\}\) or \(\{1, 2, \ldots, k\}\). Also, if \(A\) has ranks \(\{1, 2, \ldots, k\}\), we consider the complement DPA, which is \(A\) with ranks \(\{0, 1, \ldots, k - 1\}\). Since DPAs can be complemented by dualizing the acceptance condition, their sensing cost is preserved under complementation, so reasoning about the complemented DPA is sound. For \(0 \leq i \leq k\), a cycle in \(A\) is called an \(i\)-\text{loop} if the maximal rank along the cycle is \(i\). For \(0 \leq i \leq j \leq k\), an \([i, j]\)-\text{flower} is a state \(q_k \in Q\) such that for every \(i \leq r \leq j\), there is an \(r\)-loop that goes through \(q_k\).

The following is an adaptation of a result from [11] to strongly connected DPAs:

\[\textbf{Lemma 13.}\] Consider a strongly-connected minimally-ranked DPA \(A = (\Sigma, Q, q_0, \Delta, \alpha_A)\) with ranks \(\{0, \ldots, k\}\). Then, there is a DPA \(D = (\Sigma, Q, q_0, \Delta, \alpha_D)\) such that all the following hold.

1. For every state \(s \in Q\), we have \(L(A^s) = L(D^s)\). In particular, \(A\) and \(D\) are equivalent.
2. There exists \(m \in \mathbb{N}\) such that \(D\) has ranks \(\{0, \ldots, 2m + k\}\) and has a \([2m, 2m + k]\)-\text{flower}.

**Proof.** We start with the following claim, whose proof appears in the full version.

\[\textbf{Claim 14.}\] \(A\) does not have an equivalent DPA with ranks \(\{1, \ldots, k + 1\}\).

Now, [11] proves the lemma for \(A\) that needs not be strongly connected and has no equivalent DPA with ranks \(\{1, \ldots, k + 1\}\). There, the DPA \(D\) has ranks in \(\{0, \ldots, 2m + k + 1\}\), and has a \([2m, 2m + k + 1]\)-\text{flower} \(q_k\). We argue that since \(A\) is strongly connected, \(D\) has only ranks in \(\{0, \ldots, 2m + k\}\).

By [11], if there exists \(m \in \mathbb{N}\) and a DPA \(D\) that recognizes \(L(A)\) and has a \([2m, 2m + k + 1]\)-\text{flower}, then \(L(A)\) cannot be recognized by a DPA with ranks \(\{1, \ldots, k + 2\}\). Observe that in
this case, \(L(A)\) cannot be recognized by a DPA with ranks \(\{0, \ldots, k\}\) as well, as by increasing the ranks by 2 we get a DPA with ranks \(\{2, \ldots, k+2\}\), contradicting the fact \(L(A)\) cannot be recognized by a DPA with ranks in \(\{1, \ldots, k+2\}\). Hence, as \(A\) with ranks \(\{0, \ldots, k\}\) does exist, the DPA \(D\) cannot have a \([2m, 2m+k+1]\)-flower.

Now, in our case, the DPA \(A\), and therefore also \(D\), is strongly-connected. Thus, if \(D\) has a state with rank \(2m+k+1\), then the state \(q_*\) is in the same component with this state, and is therefore a \([2m, 2m+k+1]\) flower. By the above, however, \(D\) cannot have a \([2m, 2m+k+1]\) flower, implying that \(D\) has ranks in \(\{0, \ldots, 2m+k\}\).

Let \(A\) and \(D\) be as in Lemma 13, and \(q_*\) be the \([2m, 2m+k+1]\)-flower in \(D\). Note that \(A\) and \(D\) have the same structure and differ only in their acceptance condition. Let \(\Omega = \{0, \ldots, 2m+k\}\). For a word \(w \in \Sigma^*\), let \(\rho = s_1, s_2, \ldots, s_n\) be the run of \(D\) on \(w\). If \(\rho\) ends in \(q_*\), we define the \(q_*\)-loop-abstraction of \(w\) to be the rank-word \(\rho(w) \in \Omega^*\) of maximal ranks between successive visits to \(q_*\). Formally, let \(w = y_0 \cdot y_1 \cdots y_t\) be a partition of \(w\) such that \(D\) visits the state \(q_*\) after reading the prefix \(y_0 \cdots y_i\), for all \(0 \leq j \leq t\), and does not visit \(q_*\) in other positions. Then, \(\rho(y_i)\), for \(0 \leq i \leq t\), is the maximal rank read along \(y_i\), and \(\rho(w) = \rho(y_0) \cdot \rho(y_1) \cdots \rho(y_t)\). Recall that \(R_L = \langle \Sigma, \langle L \rangle, \Delta_L, [e], \alpha \rangle\), where \(\langle L \rangle\) are the equivalence classes of the right-congruence relation on \(L\), thus each state \([u] \in \langle L \rangle\) is associated with the language \(u^{-1}L\) of words \(w\) such that \(uw \in L\). We define a function \(\varphi : Q \to \langle L \rangle\) that maps states of \(A\) to languages in \(\langle L \rangle\) by \(\varphi(q) = L(A^\varphi)\). Observe that \(\varphi\) is onto. We define a function \(\gamma : \langle L \rangle \to Q\) that maps languages in \(\langle L \rangle\) to states of \(A\) by arbitrarily choosing for every language \(u^{-1}L \in \langle L \rangle\) a state in \(\varphi^{-1}(u^{-1}L)\).

We define a sequence of words \(u_{2m}, \ldots, u_{2m+k} \in \Omega^*\) as follows. The definition proceeds by an induction. Let \(M = |Q| + 1\). First, \(u_{2m} = (2m)^M\). Then, for \(2m < i \leq 2m+k\), we have \(u_i = (i \cdot u_{i-1})^{M-1} \cdot i\). For example, if \(m = 2\) and \(|Q| = 2\), then \(u_1 = 444, u_5 = 5444544445, u_6 = 65444544456544454456\), and so on. Let \(P\) be a DFA that accepts a (finite) word \(w \in \Sigma^*\) if the run of \(D\) on \(w\) ends in \(q_*\) and \(u_{2m+k} \in \Omega^*\) defined above. In the full version we describe how to construct \(P\), essentially by combining a DFA over that alphabet \(\Omega\) that recognizes \(\Omega^* \cdot u_{2m+k}\) with a DFA with state space \(Q \times \Omega\) that records the highest rank visited between successive visits to \(q_*\) and thus abstracts words in \(\Sigma^*\).

We can now turn to the construction of the DPAs \(B_n\). Recall that \(A = \langle \Sigma, Q, q_0, \Delta, \alpha_A \rangle\), and let \(P = \langle \Sigma, Q_P, t_0, \Delta_P, \{t_{\text{acc}}\} \rangle\). For \(n \geq 1\), we define \(B_n = \langle \Sigma, Q_n, \{q_0, t_0\}, \Delta_n, \alpha_n \rangle\) as follows. The states of \(B_n\) are \(Q_n = (\langle L \rangle \times \{1, \ldots, n\}) \cup (Q \times (Q \setminus \{t_{\text{acc}}\}))\), where \(t_{\text{acc}}\) is the unique accepting state of \(P\). We refer to the two components in the union as the \(R_L\)-component and the \(D\)-component, respectively. The transitions of \(B_n\) are defined as follows:

- Inside the \(R_L\)-component: for every transition \(\langle \{u\}, a, [u'] \rangle \in \Delta_L\) and \(i \in \{1, \ldots, n-1\}\), there is a transition \(\langle \{u\}, i, a, ([u'], i+1) \rangle \in \Delta_n\).
- From the \(R_L\)-component to the \(D\)-component: for every transition \(\langle \{u\}, a, [u'] \rangle \in \Delta_L\), there is a transition \(\langle \{u\}, n, a, (\gamma([u']), t_0) \rangle \in \Delta_n\).
- Inside the \(D\)-component: for every transitions \((q, a, q') \in \Delta\) and \((t, a, t') \in \Delta_P\) with \(t' \neq t_{\text{acc}}\), there is a transition \(\langle (q, t), a, (q', t') \rangle \in \Delta_n\).
- From the \(D\)-component to the \(R_L\)-component: for every transitions \((q, a, q') \in \Delta\) and \((t, a, t_{\text{acc}}) \in \Delta_P\), there is a transition \(\langle (q, t), a, (\varphi(q'), 1) \rangle \in \Delta_n\).

The acceptance condition of \(B_n\) is induced by that of \(A\). Formally \(\alpha_n(q, t) = \alpha_A(q)\), for states \((q, t) \in Q \times Q_P\), and \(\alpha_n([u], i) = 0\) for states \(([u], i) \in \langle L \rangle \times \{1, \ldots, n\}\).
The idea behind the construction of $B_n$ is as follows. The automaton $B_n$ stays in $R_L$ for $n$ steps, then proceeds to a state in $D$ with the correct residual language, and simulates $D$ until the ranks corresponding to the word $w_{2m+k}$ have been seen. It then goes back to $R_L$, by projecting the current state of $D$ onto its residual in $\langle L \rangle$. The bigger $n$ is, the more time a run spends in the $R_L$-component, making $R_L$ the more dominant factor in the sensing cost of $B_n$. As $n$ tends to infinity, the sensing cost of $B_n$ tends to that of $R_L$. The technical challenge is to define $P$ in such a way that even though the run spends less time in the $D$ component, we can count on the ranks visited during this short time in order to determine whether the run is accepting. We are now going to formalize this intuition, and we start with the most challenging part of the proof, namely the equivalence of $B_n$ and $A$. The proof is decomposed into the three Lemmas 15, 16, and 17.

- **Lemma 15.** Consider a word $u \in \Sigma^*$ such that the run of $B_n$ on $u$ reaches the $D$-component in state $\langle q, t \rangle$. Then, $L(D^q) = L(A^q) = u^{-1}L$.

**Proof.** We prove a stronger claim, namely that if the run of $B_n$ on $u$ ends in the $R_L$-component in a state $\langle s, i \rangle$, then $s = [u]$, and if the run ends in the $D$-component in a state $\langle q, t \rangle$, then $L(A^q) = u^{-1}L$. The proof proceeds by induction on $|u|$ and is detailed in the full version. By Lemma 13, for every $q \in Q$, we have $L(A^q) = L(D^q)$, so the claim follows. ▶

- **Lemma 16.** If the run of $B_n$ on a word $w \in \Sigma^*$ visits the $R_L$-component finitely many times, then $w \in L$ iff $w \in L(B_n)$.

**Proof.** Let $u \in \Sigma^*$ be a prefix of $w$ such that the run of $B_n$ on $w$ stays forever in the $D$-component after reading $u.$ Let $\langle q, t \rangle \in Q_n$ be the state reached by $B_n$ after reading $u.$ By Lemma 15, we have $L(A^q) = u^{-1}L$. Since the run of $B_n$ from $\langle q, t \rangle$ stays in the $D$-components where it simulates the run of $A$ from $q$, then $A^q$ accepts the suffix $w|u|$ iff $B_n^{(q,t)}$ accepts $w|u|$. It follows that $w \in L$ iff $w \in L(B_n)$.

The complicated case is when the run of $B_n$ on $w$ does visit the $R_L$-component infinitely many times. This is where the special structure of $P$ guarantees that the sparse visits in the $D$-component are sufficient for determining acceptance.

- **Lemma 17.** If the run of $B_n$ on a word $w \in \Sigma^*$ visits the $R_L$-component infinitely many times, then $w \in L$ iff $w \in L(B_n)$.

**Proof.** Let $\tau = s_1, s_2, s_3, \ldots$ be the run of $B_n$ on $w$ and let $\rho = q_1, q_2, q_3 \ldots$ be the run of $A$ on $w.$ We denote by $\tau[i,j]$ the infix $s_i, \ldots, s_j$ of $\tau.$ We also extend $\alpha_D$ to (infixes of) runs by defining $\alpha_D(\tau[i,j]) = \alpha_D(s_i), \ldots, \alpha_D(s_j).$ For a rank-word $u \in \Omega^*$, we say that an infix $\tau[i,j]$ is a $u$-infix if $\alpha_D(\tau[i,j]) = u.$

If $v = \tau[i,j]$, for some $0 \leq i \leq j$, is a part of a run of $D$ that consists of loops around $q_\ast$, we define the loop type of $v$ to be the word in $\Omega^*$ that describes the highest rank of each simple loop around $q_\ast$ in $v.$ An infix of $\tau$ whose loop type is $u_i$ for some $2m \leq i \leq 2m + k$ is called a $u_i$-loop-infix.

By our assumption, $\tau$ contains infinitely many $u_{2m+k}$-infixes. Indeed, by the definition of $P$, otherwise $\tau$ get trapped in the $D$-component. We proceed by establishing a connection between $u_i$-loop-infixes of $\tau$ and the corresponding infixes of $\rho$, for all $2m \leq i \leq 2m + k$. 

---

**Figure 1** The DPA $B_n$. 

[Diagram of $D \times P \rightarrow R_L, 1 \rightarrow R_L, 2 \rightarrow R_L, 3 \ldots \rightarrow R_L, n$]
Let \( i \in \{2m, \ldots, 2m + k\} \), and consider a \( u_i \)-loop-infix. By the definition of \( u_i \), such a \( u_i \)-loop-infix consists of a sequence of states \( M = |Q| + 1 \) with loops of lower ranks between them. We can write \( w = xwv' \), where \( v = w[c, d] \) is the sub word that corresponds to the \( u_i \)-loop-infix. Let \( u'_i = \alpha_\mathcal{A}(\rho[c, d]) \) be the ranks of \( \rho \) in its part that corresponds to \( v \).

By our choice of \( M \), we can find two indices \( c \leq j < l \leq d \) such that the pairs \((q_j, t), q'_j\) and \((q_l, t'), q'_l\) reached by \((\tau, \rho)\) in indices \( j \) and \( l \), respectively, satisfy \( q_j = q_l = q^* \) and \( q'_j = q'_l \). Additionally, being a part of the run on a \( u_i \)-loop-infix, the highest rank seen between \( q_j \) and \( q_l \) in \( \tau \) is \( i \). We write \( v = v_1v_2v_3 \), where \( v_1 = v[1, j] \), \( v_2 = v[j + 1, l] \), and \( v_3 = v[l + 1, |v|] \). Thus, the loop type of \( v_2 \) is in \((iu_{i-1})^+i\), with the convention \( u_{2m-1} = \varepsilon \).

Consider the runs \( \mu \) and \( \eta \) of \( \mathcal{D}_0 \) and of \( \mathcal{A}_0 \) on \( v_2 \), respectively. These runs are loops labeled by \( v_2 \), where the highest rank in \( \mu \) is \( i \). By Lemma 15, \( L(\mathcal{D}_0) = L(\mathcal{D}_1) = L(\mathcal{A}_0) \), so the highest rank in \( \eta \) must have same parity (odd or even) as \( i \).

Thus, we showed that for every \( i \in \{2m, \ldots, 2m + k\} \), and for every \( u_i \)-loop-infix \( v \) of \( \tau \), there is an infix of \( v \) with loop-type in \((iu_{i-1})^+i\), such that the infix of \( \rho \) corresponding to \( v \) has highest rank of same parity as \( i \).

We want to show that rank \( k \) is witnessed on \( \rho \) during every \( u_{2m+k} \)-infix of \( \tau \). Assume by way of contradiction that this is not the case. This means that there is some \( u_{2m+k} \)-infix \( v' \) in \( \tau \) such that all ranks visited in \( \rho \) along \( v' \) are at most \( k - 2 \). Indeed, since the highest rank has to be of the same parity as \( 2m + k \), which has the same parity as \( k \), it cannot be \( k - 1 \). By the same argument, within \( v' \) there is an infix \( v'' \) of \( u_{2m+k-1} \) of the form \(((2m + k - 1)(u_{2m+k-2}))^+(2m + k - 1)\) in which the highest rank in \( \rho \) is of the same parity as \( k - 1 \). As \( v'' \) is also an infix of \( v' \), the highest rank in \( \rho \) along \( v'' \) is at most \( k - 2 \). Thus, the highest rank along \( v'' \) is at most \( k - 3 \). By continuing this argument by induction down to \( 0 \), we reach a contradiction (in fact it is reached at level \( 1 \)), as no rank below \( 0 \) is available.

We conclude that the run \( \rho \) witnesses a rank \( k \) in any \( u_k \)-infix of \( \tau \). Since \( \tau \) contains infinitely many \( u_k \)-infixes, then \( \rho \) contains infinitely many ranks \( k \), and, depending on the parity of \( k \), either both \( \rho \) and \( \tau \) are rejecting or both are accepting.

This concludes the proof that \( w \in L \) iff \( w \in L(B_n) \).

We proceed to show that the sensing cost of the sequence of DPAs \( B_n \) indeed converges to that of \( \mathcal{R}_L \).

► **Lemma 18.** \( \lim_{n \to \infty} \text{scost}(B_n) = \text{scost}(\mathcal{R}_L) \).

**Proof.** Since \( \mathcal{D} \) is strongly connected, then \( q^* \) is reachable from every state in \( \mathcal{D} \). Also, since \( q^* \) is a \([2m, 2m + k]-flower\), we can construct a sequence of loops around \( q^* \) whose ranks correspond to the word \( u_{2m+k} \). Thus, \( t_{\text{acc}} \) is reachable from every state in the \( \mathcal{D} \)-component. This implies that \( B_n \) is strongly connected, and therefore, a run of \( B_n \) is expected to traverse both components infinitely often, making the \( \mathcal{R}_L \)-component more dominant as \( n \) grows, implying that \( \lim_{n \to \infty} \text{scost}(B_n) = \text{scost}(\mathcal{R}_L) \). Formalizing this intuition involves a careful analysis of \( B_n \)’s Markov chain, as detailed in the full version.

Lemmas 16, and 17 put together ensure that for strongly connected automata, we have that \( L(B_n) = L \), so with Lemma 18, we get \( \text{scost}(L) = \text{scost}(\mathcal{R}_L) \).

It is left to remove the assumption about \( \mathcal{A} \) being strongly connected. The proof is detailed in the full version, and uses the above result on each ergodic component of \( \mathcal{A} \).

► **Remark 19.** All our results can be easily extended to a setting with a non-uniform distribution on the letters given by any Markov chain, or with a different cost for each input in each state. We can also use a decision tree to read the inputs instead of reading them.
simultaneously, defining for instance a cost of 1.5 if the state starts by reading a, then if a is true it also reads b.

5 Directions for Future Research

Regular sensing is a basic notion, which we introduced and studied for languages of finite and infinite words. In this section we discuss possible extensions and variants of our definition and contribution.

Open systems: Our setting assumes that all the signals in $P$ are generated by the environment and read by the automaton. In the setting of open systems, we partition $P$ into a set $I$ of input signals, generated by the environment, and a set $O$ of output signals, generated by the system. Then, we define the sensing cost of a specification as the minimal sensing cost required for a transducer that realizes it, where here, sensing is measured only with respect to the signals in $I$. Also, the transducer does not have to generate all the words in the language—it only has to associate a computation in the language with each input sequence. These two differences may lead to significantly different results than those presented in the paper.

Trade-off between sensing and quality: The key idea in the proof of Theorem 12 is that when we reason about languages of infinite words, it is sometimes possible to delay the sensing and only sense in “sparse” intervals. In practice, however, it is often desirable to satisfy eventualities quickly. This is formalized in multi-valued formalisms such as LTL with future discounting [1], where formulas assign higher satisfaction values to computations that satisfy eventualities fast. Our study here suggests that lower sensing leads to lower satisfaction values. An interesting problem is to study and formalize this intuitive trade-off between sensing and quality.

Transient cost: In our definition of sensing, transient states are of no importance. Consequently, for example, all safety languages have sensing cost 0, as the probability of a safety property not being violated is 0, and once it is violated, no sensing is required. An alternative definition of sensing cost may take transient states into an account. One way to do it is to define the sensing cost of a run as the discounted sum $\sum_{i \geq 0} 2^{-i} \cdot \text{sensed}(|q_i|)$ of the sensing costs of the states $q_0, q_1, \ldots$ it visits.

Beyond regular: Our definition of sensing cost can be adapted to more complex models, such as pushdown automata or Turing machines. It would be interesting to see the trade-off between sensing and classical complexity measures in such models.
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Abstract

This paper presents a new algorithm for the containment problem for extended regular expressions that contain intersection and complement operators and that range over infinite alphabets. The algorithm solves extended regular expressions inequalities symbolically by term rewriting and thus avoids the translation to an expression-equivalent automaton.

Our algorithm is based on Brzozowski’s regular expression derivatives and on Antimirov’s term-rewriting approach to check containment. To deal with large or infinite alphabets effectively, we generalize Brzozowski’s derivative operator to work with respect to (potentially infinite) representable character sets.
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1 Introduction

Regular expressions have many applications in the context of software development and information technology: text processing, program analysis, compiler construction, query processing, and so on. Modern programming languages either come with standard libraries for regular expression processing or they provide built-in facilities to this end (e.g., Perl, Ruby, and JavaScript). Many of these implementations augment the basic regular operations $+$, $\cdot$, and $^*$ (union, concatenation, and Kleene star) with enhancements like character classes and wildcard literals, cardinalities, sub-matching, intersection, complement, and so on.

Regular expressions (RE) are advantageous in these domains because they provide a concise means to encode many interesting problems. REs are well suited for verification applications, because there are decision procedures for many problems involving them: the word problem ($w \in [r]$), emptiness ($|[r]| = \emptyset$), finiteness, containment ($[r] \subseteq [s]$), and equivalence ($|[r] = [s]|$). Here we let $r$ and $s$ range over RE and write $[\cdot]$ for the function that maps a regular expression to the regular language that it denotes. There are also effective constructions for operations like union, intersection, complement, prefixes, suffixes, etc on regular languages.

Recent applications impose new demands on operations involving regular expressions. The Unicode character set with its more than 1.1 million code points requires the ability to deal effectively with very large character sets and hence character classes. Similarly, formalizing access contracts for objects in scripting languages even requires regular expressions over an infinite alphabet: in this application, the alphabet itself is an infinite formal language (the
language of field names) and a “character class” (i.e., a set of field names) is itself described by a regular expression [12, 8]. Hence, a “character class” may have infinitely many elements.

To enable such applications, we study the containment problem for regular expressions with two enhancements. First, we consider extended regular expressions (ERE) that contain intersection and complement operators beyond the standard regular operators of union, concatenation, and Kleene star. An ERE also denotes a regular language but it can be much more concise than a standard RE. Second, we consider EREs on any alphabet that is presented as an effective boolean algebra. This extension encompasses some practically useful instances of infinite alphabets like the set of all field names in a scripting language.

The first enhancement is known to be decidable, but we give a new symbolic decision procedure based on Brzozowski’s regular expression derivatives [4] and Antimirov’s rewriting approach to check containment [1]. The second enhancement has been studied previously [21, 19, 20], but in the context of automata and finite state transducers. It has not been investigated at the level of regular expressions and in particular not in the context of Brzozowski’s and Antimirov’s work. We give sufficient conditions to ensure applicability of our modification of Brzozowski’s and Antimirov’s approach to the containment problem while retaining decidability.

1.1 Related Work

The practical motivation for considering this extension is drawn from the authors’ previous work on checking access contracts for objects in a scripting language at run time [12]. In that work, an access contract specifies a set of access paths that start from a specific anchor object. An access path is a word over the field names of the objects traversed by the path and we specify such a set of paths by a regular expression on the field names. We claim that such a regular expression draws from an infinite alphabet because a field name in a scripting language is an arbitrary string (of characters). For succinctness, we specify sets of field names using a second level of regular expressions on characters.

In our implementation, checking containment is required to reduce memory consumption. If the same object is restricted by more than one contract, then we apply containment checking to remove redundant contracts. In our previous work, contracts were limited to basic regular expressions and the field-level expressions were limited to disjunctions of literals. Applying the results of the present paper enables us to lift both restrictions.

The textbook approach to checking regular expression containment is via translation to finite automata, which may involve an exponential blowup, and then by constructing a simulation (or a bisimulation for equivalence) [9]. A related approach based on non-deterministic automata is presented by Bonchi and Pous [3].

The exponential blowup is due to the construction of a deterministic automaton from the regular expression. Thompson’s construction [18], creates a non-deterministic finite automaton with ε-transitions where the number of states and transitions is linear to the length of the (standard) regular expression. Glushkov’s [7] and McNaughton and Yamada’s [14] position automaton computes an $n + 1$-state non-deterministic automaton with up to $n^2$ transitions from an $n$-symbol expression. They are the first to use the notion of a first symbol. Brzozowski’s regular expression derivatives [4] directly calculate a deterministic automaton from an ERE. Antimirov’s partial derivative approach [2] computes a $n + 1$-state non-deterministic automaton, but his work does not consider intersection and complement. We are not aware of an extension of Glushkov’s algorithm to extended regular expressions.

Owens and other have implemented an extension of Brzozowski’s approach with character classes and wildcards [16].
Antimirov [1] also proposes a symbolic method for solving regular expression inequalities, based on partial derivatives, with exponential worst-case run time. His containment calculus is closely related to the simulation technique used by Hopcroft and Karp [9] for proving equivalence of automata. In fact, a decision procedure for containment of regular expressions leads to one for equivalence and vice versa. Ginzburg [6] gives an equivalence procedure based on Brzozowski derivatives. Antimirov’s original work does not consider intersection and complement. Caron and coworkers [5] extend Antimirov’s work to ERE using antichains, but the resulting procedure is very complex compared to ours.

A shortcoming of all existing approaches is their restriction to finite alphabets. Supporting both makes a significant difference in practice: an iteration over the alphabet \( \Sigma \) is feasible for small alphabets, but it is impractical for very large alphabets (e.g., Unicode) or infinite ones (e.g., another level of regular languages as for our contracts). Furthermore, most regular expressions used in practice contain character sets. We apply techniques developed for symbolic finite automata to address these issues [20].

### 1.2 Overview

This paper is organized as follows. In Section 2, we recall notations and concepts. Section 3 introduces the notion of an effective boolean algebra for representing sets of symbols abstractly. Section 4 explains Antimirov’s algorithm for checking containment, which is the starting point of our work. Next, Section 5 defines two notions of derivatives on regular expressions with respect to symbol sets. It continues to introduce the key notion of next literals, which ensures finiteness of our extension to Antimirov’s algorithm. Section 6 contains the heart of our extended algorithm, a deduction system that determines containment of extended regular expressions along with a soundness proof.

A technical report [13] extends this paper by an appendix with further technical details, examples, and proofs of theorems.

### 2 Regular Expressions

An alphabet \( \Sigma \) is a denumerable, potentially infinite set of symbols. \( \Sigma^* \) is the set of all finite words over symbols from \( \Sigma \) with \( \epsilon \) denoting the empty word. Let \( a, b, c \in \Sigma \) range over symbols; \( u, v, w \in \Sigma^* \) over words; and \( A, B, C \subseteq \Sigma \) over sets of symbols.

Let \( L, L' \subseteq \Sigma^* \) be languages. The left quotient of \( L \) by a word \( u \), written \( u^{-1}L \), is the language \( \{ v \mid uv \in L \} \). It is immediate from the definition that \( (au)^{-1}L = u^{-1}(a^{-1}L) \) and that \( u \in L \) iff \( \epsilon \in u^{-1}L \). Furthermore, \( L \subseteq L' \) iff \( u^{-1}L \subseteq u^{-1}L' \) for all words \( u \in \Sigma^* \). The left quotient of one language by another is defined by \( L^{-1}L' = \{ v \mid uv \in L', u \in L \} \). We write \( L \cdot L' \) for the concatenation of languages \( \{ uv \mid u \in L, v \in L' \} \) and \( L^* \) for the Kleene closure \( \{ v_1 \ldots v_n \mid n \in \mathbb{N}, v_i \in L \} \). We sometimes write \( \overline{\Sigma} \) for the complement \( \Sigma^* \setminus L \) and \( \overline{A} \) for \( \Sigma \setminus A \).

An extended regular expression (ERE) on an alphabet \( \Sigma \) is a syntactic phrase derivable from non-terminals \( r, s, t \). It comprises the the empty word, literals, union, concatenation, Kleene star, as well as intersection and negation operators.

\[
r, s, t \ := \ \epsilon \mid A \mid r+s \mid r\cdot s \mid r^* \mid r\&s \mid \overline{r}
\]

Compared to standard definitions, a literal is a set \( A \) of symbols, which stands for an abstract, possibly empty, character class. We write \( a \) instead of \( \{a\} \) for the frequent case of a single letter literal. We consider regular expressions up to similarity [4], that is, up to associativity and commutativity of the union operator with the empty set as identity.
The language \([r] \subseteq \Sigma^*\) of a regular expression \(r\) is defined inductively by:

\[
\begin{align*}
[\epsilon] &= \{\epsilon\} & [r+s] &= [r] \cup [s] & [r \& s] &= [r] \cap [s] \\
[A] &= \{ a \mid a \in A \} & [r \cdot s] &= [r] \cdot [s] & [!r] &= [\overline{r}] \\
[r^*] &= [r]^* 
\end{align*}
\]

For finite alphabets, \([r]\) is a regular language. For arbitrary alphabets, we define a language to be regular, if it is equal to \([r]\), for some ERE \(r\).

We write \(r \subseteq s\) (\(r\) is \(\subseteq\) \(s\)) to express that \([r]\) \(\subseteq\) \([s]\).

The **nullable** predicate \(\nu(r)\) indicates whether \([r]\) contains the empty word, that is, \(\nu(r)\) iff \(\epsilon \in [r]\). It is defined inductively by:

\[
\begin{align*}
\nu(\epsilon) &= \text{true} & \nu(r+s) &= \nu(r) \lor \nu(s) & \nu(r \& s) &= \nu(r) \land \nu(s) \\
\nu(A) &= \text{false} & \nu(r \cdot s) &= \nu(r) \land \nu(s) & \nu(!r) &= \neg \nu(r) \\
\nu(r^*) &= \text{true}
\end{align*}
\]

The **Brzozowski derivative** \(\partial_a(r)\) of an ERE \(r\) w.r.t. a symbol \(a\) computes a regular expression for the left quotient \(a^{-1}[r]\) (see [4]). It is defined inductively as follows:

\[
\begin{align*}
\partial_a(\epsilon) &= \emptyset & \partial_a(r \cdot s) &= \begin{cases} \partial_a(r \cdot s) & \nu(r) \\
\partial_a(r \cdot s) & \neg \nu(r) \end{cases} \\
\partial_a(A) &= \begin{cases} \epsilon, & a \in A \\
\emptyset, & a \notin A \end{cases} & \partial_a(r^*) &= \begin{cases} \partial_a(r^*) & \nu(r) \\
\partial_a(r^*) & \neg \nu(r) \end{cases} \\
\partial_a(r+s) &= \partial_a(r)+\partial_a(s) & \partial_a(r \& s) &= \partial_a(r) \& \partial_a(s) \\
\partial_a(!r) &= \overline{\partial_a(r)}
\end{align*}
\]

The case for the set literal \(A\) generalizes Brzozowski’s definition. The definition is extended to words by \(\partial_{au}(r) = \partial_a(\partial_u(r))\) and \(\partial_u(r) = r\). It is easy to see that \(a \in [r]\) iff \(\epsilon \in [\partial_a(r)]\).

### 3 Representing Sets of Symbols

The definition of an ERE in Section 2 just states that a literal is a set of symbols \(A \subseteq \Sigma\). However, to define tractable algorithms, we require that \(A\) is an element of an effective boolean algebra [20] \((U, \sqcup, \sqcap, \top, \bot)\) where \(U \subseteq \wp(\Sigma)\) is closed under the boolean operations. Here \(\sqcup\) and \(\sqcap\) denote union and intersection of symbol sets, \(\top\) the complement, and \(\bot\) and \(\top\) the empty set and the full set \(\Sigma\), respectively. In this algebra, we need to be able to decide equality of sets (hence the term effective) and to represent singleton symbols.

- For finite (small) alphabets, we may just take \(U = \wp(\Sigma)\). A set of symbols may be enumerated and ranges of symbols may be represented by character classes, as customarily supported in regular expression implementations. Alternatively, a bitvector representation may be used.
- If the alphabet is infinite (or just too large), then the boolean algebra of finite and cofinite sets of symbols is the basis for a suitable representation. That is, the set \(U = \{ A \in \wp(\Sigma) \mid A \text{ finite } \lor \overline{A} \text{ finite} \}\) is effectively closed under the boolean operations.
- In our application to checking access contracts in scripting languages [12], the alphabet itself is a set of words (the field names of objects) composed from another set \(\Gamma\) of symbols: \(\Sigma \subseteq \wp(\Gamma^*)\). To obtain an effective boolean algebra, we choose the set \(U = \{ A \subseteq \wp(\Gamma^*) \mid A \text{ is regular} \}\), which is effectively closed under the boolean operations.
- Sets of symbols may also be represented by formulas drawn from a decidable first-order theory over a (finite or infinite) alphabet. For example, the character range \([\text{a-z}]\) would be represented by the formula \(x \geq \text{'a'} \land x \leq \text{'z'}\). In this case, the boolean operations get
mapped to the disjunction, conjunction, or negation of predicates; bottom and top are false and true, respectively. An SMT solver can decide equality and subset constraints. This approach has been demonstrated to be effective for very large character sets in the work on symbolic finite automata [20].

The rest of this paper is generic with respect to the choice of an effective boolean algebra.

4 Antimirov’s Algorithm for Checking Containment

Given two regular expressions \( r, s \), the containment problem asks whether \( r \subseteq s \). This problem is decidable using standard techniques from automata theory: construct a deterministic finite automaton for \( r \&! s \) and check it for emptiness. The drawback of this approach is the expensive construction of the automaton. In general, this expense cannot be avoided because the problem is PSPACE-complete [10, 11, 15].

Antimirov [1] proposed an algorithm for deciding containment of standard regular expressions (without intersection and negation) that is based on rewriting of inequalities. His algorithm has the same asymptotic complexity as the automaton construction, but it can fail early and is therefore better behaved in practice. We phrase the algorithm in terms of Brzozowski derivatives to avoid introducing Antimirov’s notion of partial derivatives.

▶ Theorem 1 (Containment [1, Proposition 7(2)]). For regular expressions \( r \) and \( s \),

\[
  r \subseteq s \iff (\forall u \in \Sigma^* \: \partial_u(r) \subseteq \partial_u(s)).
\]

Antimirov’s algorithm applies this theorem exhaustively to an inequality \( r \subseteq s \) (i.e., a proposed containment) to generate all pairs \( \partial_u(r) \subseteq \partial_u(s) \) of iterated derivatives until it finds a contradiction or saturation. More precisely, Antimirov defines a containment calculus \( \text{CC} \) which works on sets \( S \) of atoms, where an atom is either an inequality \( r \subseteq s \) or a boolean constant \( \text{true} \) or \( \text{false} \). It consists of the rule \( \text{CC-Disprove} \) which infers \( \text{false} \) from a trivially inconsistent inequality and the rule \( \text{CC-Unfold} \) that applies Theorem 1 to generate new inequalities.

\[
\begin{align*}
\text{CC-Disprove} & \quad \nu(r) \land \neg \nu(s) \quad \vdash_{\text{CC}} \text{false} \\
\text{CC-Unfold} & \quad \nu(r) \Rightarrow \nu(s) \quad \vdash_{\text{CC}} \{ \partial_a(r) \subseteq \partial_a(s) \mid a \in \Sigma \}
\end{align*}
\]

An inference in the calculus for checking whether \( r_0 \subseteq s_0 \) is a sequence \( S_0 \vdash_{\text{CC}} S_1 \vdash_{\text{CC}} S_2 \vdash_{\text{CC}} \ldots \) where \( S_0 = \{ r_0 \subseteq s_0 \} \) and \( S_{i+1} \) is an extension of \( S_i \) by selecting an inequality in \( S_i \) and adding the consequences of applying one of the \( \text{CC} \) rules to it. That is, if \( r \subseteq s \in S_i \) and \( r \subseteq s \vdash_{\text{CC}} S \), then \( S_{i+1} = S_i \cup S \).

Antimirov argues [1, Theorem 8] that this algorithm is sound and complete by proving (using Theorem 1) that \( r \subseteq s \) does not hold if and only if a set of atoms containing \( \text{false} \) is derivable from \( r \subseteq s \). The algorithm terminates because there are only finitely many different inequalities derivable from \( r \subseteq s \) using rule \( \text{CC-Unfold} \).

The containment calculus \( \text{CC} \) has two drawbacks. First, the choice of an inequality for the next inference step is nondeterministic. Second, an adaptation to a setting with an infinite alphabet seems doomed because rule \( \text{CC-Unfold} \) requires us to compute the derivative for infinitely many \( a \in \Sigma \) at each application. We address the second drawback next.
5 Derivatives on Literals

In this section, we develop a variant of Theorem 1 that enables us to define a variant of the CC-Unfold rule that is guaranteed to add finitely many atoms, even if the alphabet is infinite. First, we observe that we may restrict the symbols considered in rule CC-Unfold to initial symbols of the left hand side of an inequality.

Definition 2 (First). Let first\( (r) := \{ a \mid aw \in \mathcal{R} \} \) be the set of initial symbols derivable from regular expression \( r \).

Clearly, \((\forall a \in \Sigma) \partial_a(r) \subseteq \partial_a(s) \text{ iff } (\forall b \in \text{first}(r)) \partial_b(r) \subseteq \partial_b(s) \) because \( \partial_b(r) = \emptyset \) for all \( b \notin \text{first}(r) \). Thus, CC-Unfold does not have to consider the entire alphabet, but unfortunately first\( (r) \) may still be an infinite set of symbols. For that reason, we propose to compute derivatives with respect to literals (i.e., non-empty sets of symbols) instead of single symbols. However, generalizing derivatives to literals has some subtle problems.

To illustrate these problems, let us recall the specification of the Brzozowski derivative:

\[
\partial_a(r) = a^{-1}[r]
\]

We might be tempted to consider the following naive extension of the derivative to a set of symbols \( A \).

\[
\partial_A(r) = A^{-1}[r] = \bigcup_{a \in A} a^{-1}[r] = \bigcup_{a \in A} [\partial_a(r)]
\]

However, this attempt at a specification yields inconsistent results. To see why, consider the case where \( r = !s \). Generalizing from \( \partial_a(!s) = !\partial_a(s) \), we might try to define \( \partial_A(!s) := !\partial_A(s) \). If this definition was sensible, then (1) and (2) should yield the same results:

\[
\begin{align*}
\partial_A(!s) &\overset{\text{(wrong)}}{=} \bigcup_{a \in A} \partial_a(!s) \overset{\text{def}}{=} \bigcup_{a \in A} \partial_a(s) \quad (1) \\
!\partial_A(s) &\overset{\text{def}}{=} \partial_A(!s) = \bigcup_{a \in A} \partial_a(s) \quad \text{de Morgan} \quad (2)
\end{align*}
\]

However, we obtain a contradiction: with \( A = \{ a, b \} \) and \( s = a \cdot a + b \cdot b \), (1) yields \( \Sigma^* \) whereas (2) yields \( \{ a, b \} \), which is clearly different.

5.1 Positive and Negative Derivatives

To address this problem, we introduce two types of derivative operators with respect to symbol sets. The positive derivative \( \Delta_A(r) \) computes an expression that contains the union of all \( \partial_a(r) \) with \( a \in A \), whereas the negative derivative \( \nabla_A(r) \) computes an expression contained in the intersection of all \( \partial_a(r) \) with \( a \in A \).

The positive and negative derivative operators are defined by mutual induction and flip at the complement operator. Most cases of their definition are identical to the Brzozowski derivative (cf. Section 2), thus we only show the cases that are different. For all literals \( A \) with \( [A] \neq \emptyset \):

\[
\begin{align*}
\Delta_B(A) &:= \begin{cases} 
\epsilon, & \text{if } A \cap B \neq \perp \\
\emptyset, & \text{otherwise}
\end{cases} & \nabla_B(A) &:= \begin{cases} 
\epsilon, & \text{if } A \cap B = \perp \\
\emptyset, & \text{otherwise}
\end{cases} \\
\Delta_B(!r) &:= !\nabla_B(r) & \nabla_B(!r) &:= !\Delta_B(r)
\end{align*}
\]
For single symbol literals of the form $B = \{a\}$, it holds that $\Delta_a(r) = \nabla_a(r) = \partial_a(r)$. Derivatives with respect to the empty set are defined as $\Delta_\emptyset(r) = \emptyset$ and $\nabla_\emptyset(r) = \Sigma^*$. The following lemma states the connection between the derivative by a literal and the derivative by a symbol.

**Lemma 3 (Positive and negative derivatives).** For any $r$ and $B$, it holds that:

$$[\Delta_B(r)] \supseteq \bigcup_{a \in B} [\partial_a(r)] \quad \quad [\nabla_B(r)] \subseteq \bigcap_{a \in B} [[\partial_a(r)]]$$

**Proof of Lemma 3.** Both inclusions are proved simultaneously by induction on $r$. ▶

The following examples illustrate the properties of the derivatives.

**Example 4 (Positive derivative).** Let $r$ be $(a \cdot c) \& (b \cdot c)$ and let the literal $A = \{a, b\}$.

$$\Delta_A(r) = \Delta_A(a \cdot c) \& \Delta_A(b \cdot c) = c \& c \supseteq \partial_a(r) + \partial_b(r) = \emptyset + \emptyset$$

**Example 5 (Negative derivative).** Let $r$ be $(a \cdot c) + (b \cdot c)$ and let the literal $A = \{a, b\}$.

$$\nabla_A(r) = \nabla_A(a \cdot c) + \nabla_A(b \cdot c) = \emptyset + \emptyset \subseteq \partial_a(r) \& \partial_b(r) = c \& c$$

Positive (negative) derivatives yield an upper (lower) approximation to the information expected from a derivative. This approximation arises because we tried to define the derivative with respect to an arbitrary literal $A$. To obtain the precise information, we need to restrict these literals suitably to next literals.

### 5.2 Next Literals

An occurrence of a literal $A$ in a regular expression $r$ is **initial** if there is some $a \in \Sigma$ such that $\partial_a(r)$ reduces this occurrence. That is, the computation of $\partial_a(r)$ involves $\partial_a(A)$. Intuitively, $A$ helps determine the first symbol of an element of $[r]$.

**Example 6 (Initial Literals).**

1. Let $r_1 = \{a, b\}.a^*$. Then $\{a, b\}$ is an initial literal.
2. Let $r_2 = \{a, b\}.a^* + \{b, c\}.c^*$. Then $\{a, b\}$ and $\{b, c\}$ are initial.

Generalizing from the first example, we might be tempted to conjecture that if $A$ is initial in $r$, then $(\forall a, b \in A) \partial_a(r) = \partial_b(r)$. However, the second example shows that this conjecture is wrong: $\{a, b\}$ is initial in $r_2$, but $\partial_a(r_2) = a^*$ and $\partial_b(r_2) = a^* + c^*$.

The problem with the second example is that $\{a, b\} \cap \{b, c\} \neq \emptyset$. Hence, instead of identifying initial literals of an ERE $r$, we define a set $\text{next}(r)$ of next literals which are mutually disjoint, whose union contains $\text{first}(r)$, and where the symbols in each literal yield the same derivative. In the second example, it must be that $\text{next}(r_2) = \{\{a\}, \{b\}, \{c\}\}$.

It turns out that this problem arises in a number of cases when defining $\text{next}(r)$ inductively. Hence, we define an operation $\lhd$ that builds a set of mutually disjoint literals that cover the union of two sets of mutually disjoint literals.

**Definition 7 (Join).** Let $\mathcal{L}_1$ and $\mathcal{L}_2$ be two sets of mutually disjoint literals.

$$\mathcal{L}_1 \lhd \mathcal{L}_2 := \{(A_1 \cap A_2), (A_1 \cap \bigcup \mathcal{L}_2), (\bigcup \mathcal{L}_1 \cap A_2) \mid A_1 \in \mathcal{L}_1, A_2 \in \mathcal{L}_2\}$$

The following lemma states the properties of the join operation.
\[
\begin{align*}
\text{next}(\epsilon) &= \{\emptyset\} & \text{next}(r+s) &= \text{next}(r) \times \text{next}(s) \\
\text{next}(A) &= \{A\} & \text{next}(r \cdot s) &= \begin{cases} 
\text{next}(r) \times \text{next}(s), & \nu(r) \\
\text{next}(r), & \neg \nu(r)
\end{cases} \\
\text{next}(r^*) &= \text{next}(r) & \text{next}(r \& s) &= \text{next}(r) \cap \text{next}(s) \\
\text{next}(lr) &= \text{next}(r) \cup \{\bigcap \{A \mid A \in \text{next}(r)\}\}
\end{align*}
\]

\[\text{Figure 1} \quad \text{Computing next literals.}\]

\begin{itemize}
\item \textbf{Lemma 8 (Properties of Join).} Let \(\Sigma_1\) and \(\Sigma_2\) be non-empty sets of mutually disjoint literals.
\begin{enumerate}
\item \(\bigcup (\Sigma_1 \times \Sigma_2) = \bigcup \Sigma_1 \cup \bigcup \Sigma_2\).
\item \(\forall A \neq A' \in \Sigma_1 \times \Sigma_2 \), \(A \cap A' = \emptyset\).
\item \(\forall A \in \Sigma_1 \times \Sigma_2 \), \(\forall A_i \in \Sigma_i \), \(A \cap A_i \neq \emptyset \Rightarrow A \subseteq A_i\).
\end{enumerate}
\end{itemize}

\textbf{Proof of Lemma 8.} Immediate from the definition.}

Figure 1 contains the definition of \(\text{next}(r)\). For \(\epsilon\) the set of next literals consists of the empty set. The next literal of a literal \(A\) is \(A\). The next literals of a union \(r+s\) are computed as the join of the next literals of \(r\) and \(s\) as explained in Example 6. The next literals of a concatenation \(r\cdot s\) are the next literals of \(r\) if \(r\) is not nullable. Otherwise, they are the join of the next literals of both operands. The next literals of a Kleene star expression \(r^*\) are the next literals of \(r\). For an intersection \(r\& s\), the set of next literals is the set of all intersections \(A \cap A'\) of the next literals of both operands. In this case, the join operation \(\times\) is not needed because symbols that only appear in literals from one operand can be elided. To see this, consider \(\text{next}(a \& b) = \{a\} \cap \{b\} = \{\emptyset\}\) whereas \(\{\{a\}\} \times \{\{b\}\} = \{\emptyset, \{a\}, \{b\}\}\).

The set of next literals of \(lr\) comprises the next literals of \(r\) and a new literal, which is the intersection of the complements of all literals in \(\text{next}(r)\). We might contemplate to exclude literals that contain symbols \(a\) such that \(\partial_a(r)\) is equivalent to \(\Sigma^*\), but we refrain from doing so because this equivalence cannot be decided with a finite set of rewrite rules [17].

The function \(\text{next}(r) \setminus \{\emptyset\}\) computes the equivalence classes of a partial equivalence relation \(\sim\) on \(\Sigma\) such that equivalent symbols yield the same derivative on \(r\). The relation is defined by \(a \sim b\) if there exists \(A \in \text{next}(r)\) such that \(a \in A\) and \(b \in A\). Furthermore, the derivative by a symbol that is not part of the relation yields the empty set.

\begin{itemize}
\item \textbf{Lemma 9 (Partial Equivalence).} Let \(L = \text{next}(r)\).
\begin{enumerate}
\item \(\forall A \in L\) \(\forall a, b \in A\) \(\partial_a(r) = \partial_b(r)\)
\item \(\forall a \notin \bigcup L\) \(\partial_a(r) = \emptyset\)
\end{enumerate}
\end{itemize}

\textbf{Proof of Lemma 9.} Both proofs are by induction on \(r\).}

It remains to show that \(\text{next}(r)\) covers all symbols in \(\text{first}(r)\).

\begin{itemize}
\item \textbf{Lemma 10 (First).} For all \(r\), \(\bigcup \text{next}(r) \supseteq \text{first}(r)\).
\end{itemize}

\textbf{Proof of Lemma 10.} The proof is by induction on \(r\).}

Moreover, there are only finitely many different next literals for each regular expression.

\begin{itemize}
\item \textbf{Lemma 11 (Finiteness).} For all \(r\), \(|\text{next}(r)|\) is finite.
\end{itemize}
Proof of Lemma 11. By induction on \( r \). The base cases construct finite sets and the inductive cases build a finite number of combinations of the results from the subexpressions.

Now, we put next literals to work. If we only take positive or negative derivatives with respect to next literals, then the inclusions in Lemma 3 turn into equalities. The result is that both the positive and the negative derivative, when applied to a next literal \( A \), calculate a regular expression for the left quotient \( A^{-1}[r] \).

▶ Theorem 12 (Left Quotient). For all \( r, A \in \text{next}(r) \setminus \{\emptyset\} \), and \( a \in [A] \):
\[
[\Delta_A(r)] = [\nabla_A(r)] = [\partial_a(r)]
\]

Proof of Lemma 12. By induction on \( r \).

Motivated by this result, we define the Brzozowski derivative for a non-empty subset \( A \) of a literal in \( \text{next}(r) \). This definition involves an arbitrary choice of \( a \in A \), but this choice does not influence the calculated derivative according to Lemma 9, part 1.

▶ Definition 13. Let \( A' \in \text{next}(r) \). For each \( \emptyset \neq A \subseteq A' \) define \( \partial_A(r) := \partial_a(r) \), where \( a \in A \).

▶ Lemma 14 (Coverage). For all \( a, u, \) and \( r \) it holds that:
\[
u \in [\partial_a(r)] \iff \exists A \in \text{next}(r) : a \in A \land u \in [[ \Delta_A(r) ]] \land u \in [[ \nabla_A(r) ]]\]

Proof of Lemma 14. This result follows from Theorem 12 and Lemma 10.

We conclude that to determine a finite set of representatives for all derivatives of a regular expression \( r \) it is sufficient to select one symbol \( a \) from each equivalence class \( A \in \text{next}(r) \setminus \{\emptyset\} \) and calculate \( \partial_a(r) \). Alternatively, we may calculate \( \Delta_A(r) \) or \( \nabla_A(r) \) according to Theorem 12. It remains to lift this result to solving inequalities.

6 Solving Inequalities

Theorem 1 is the foundation of Antimirov’s algorithm. It turns out that we can prove a stronger version of this theorem, which makes the rules CC-Disprove and CC-Unfold sound and complete and which also encompasses the soundness of the restriction to first sets.

▶ Theorem 15 (Containment).
\[
r \subseteq s \iff (\nu(r) \Rightarrow \nu(s)) \land (\forall a \in \text{first}(r)) \partial_a(r) \subseteq \partial_a(s)
\]

Proof of Theorem 15. \( r \subseteq s \) if \( [r] \subseteq [s] \) if \( (\forall w) \ w \in [r] \Rightarrow w \in [s] \).

Induction on \( w \). If \( w = \epsilon \), then \( \epsilon \in [r] \Rightarrow \epsilon \in [s] \) if \( \nu(r) \Rightarrow \nu(s) \). If \( w = aw' \), then \( a \in \text{first}(r) \subseteq \text{first}(s), w' \in a^{-1}[r] \subseteq a^{-1}[s] \), which is equivalent to \( \partial_a(r) \subseteq \partial_a(s) \).

As we remarked before, it may be very expensive (or even impossible) to construct all derivatives with respect to the first symbols, particularly for negated expressions and for large or infinite alphabets. To obtain a decision procedure for containment, we need a finite set of derivatives. Therefore, we use next literals as representatives of the first symbols and use Brzozowski derivatives on literals (Definition 13) on both sides.

To define the next literals of an inequality \( r \nsim s \), it would be sound to use the join of the next literals of both sides: \( \text{next}(r) \times \text{next}(s) \). However, we can do slightly better. Theorem 15 proves that the first symbols of \( r \) are sufficient to prove containment. Using the full join operation, however, would cover \( \text{first}(r) \cup \text{first}(s) \) (by Lemma 10). Hence, we define a left-biased version of the join operator that only covers the symbols of its left operand.
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Definition 16 (Left Join). Let \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) be two sets of mutually disjoint literals.
\[
\mathcal{L}_1 \times \mathcal{L}_2 := \{(A_1 \cap A_2, (A_1 \cap \bigcup \mathcal{L}_2)) \mid A_1 \in \mathcal{L}_1, A_2 \in \mathcal{L}_2\}
\]
The following lemma states the properties of the left join operation.

Lemma 17 (Properties of Left Join). Let \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) be non-empty sets of mutually disjoint literals.
1. \( \bigcup(\mathcal{L}_1 \times \mathcal{L}_2) = \bigcup \mathcal{L}_1. \)
2. \( (\forall A \neq A' \in \mathcal{L}_1 \times \mathcal{L}_2) A \cap A' = \emptyset. \)
3. \( (\forall A \in \mathcal{L}_1 \times \mathcal{L}_2) (\forall A_i \in \mathcal{L}_i) A \cap A_i \neq \emptyset \Rightarrow A \subseteq A_i. \)

Proof of Lemma 17. Immediate from the definition. □

Definition 18 (Next Literals of an Inequality). Let \( r \triangleleft s \) be an inequality.
\[
\text{next}(r \triangleleft s) := \text{next}(r) \times \text{next}(s)
\]
Finally, we can state a generalization of Antimirov’s containment theorem for EREs, where each unfolding step generates only finitely many derivatives.

Theorem 19 (Containment). For all regular expressions \( r \) and \( s \),
\[
r \subseteq s \iff (\nu(r) \Rightarrow \nu(s)) \land (\forall A \in \text{next}(r \triangleleft s)) \partial_A(r) \subseteq \partial_A(s).
\]

Proof of Theorem 19. The proof is by contraposition. If \( r \not\subseteq s \) then \( \exists A \in \text{next}(r \triangleleft s) : \partial_A(r) \not\subseteq \partial_A(s) \) or \( \neg(\nu(r) \Rightarrow \nu(s)) \).

For \( A \in \text{next}(r \triangleleft s) \) define \( \nabla_A(r \triangleleft s) := (\nabla_A(r) \triangleleft \Delta_A(s)) = (\partial_A(r) \triangleleft \partial_A(s)) \).

Theorem 20 (Finiteness). Let \( R \) be a finite set of regular inequalities. Define
\[
F(R) = R \cup \{(\nabla_A(r \triangleleft s) \mid r \triangleleft s \in R, A \in \text{next}(r \triangleleft s)\}
\]
For each \( r \) and \( s \), the set \( \bigcup_{i \in \mathbb{N}} F^{(i)}(\{r \subseteq s\}) \) is finite.

Proof of Theorem 20. As we consider regular expressions up to similarity (cf. [4]) and \( \nabla_A(r \triangleleft s) = \partial_A(r) \triangleleft \partial_A(s) \) is essentially applying the Brzozowski derivative to a pair of (extended) regular expressions, the set of these pairs is finite (because there are only finitely many dissimilar iterated Brzozowski derivatives for a regular expression [4]). □

These results are the basis for a complete decision procedure for solving inequalities on extended regular expressions where literals are defined via an effective boolean algebra.

Figure 2 defines this procedure as a judgment of the form \( \Gamma \vdash r \triangleleft s : b \), where \( \Gamma \) is a set of previous visited inequalities \( r \triangleleft s \) with \( \nu(r) \Rightarrow \nu(s) \) that are assumed to be true and \( b \in \{\text{true, false}\} \). The effective boolean algebra comes into play in the computation of the next literals and in the computation of the derivatives.

Rule (DISPROVE) detects contradictory inequalities in the same way as Antimirov’s rule CC-DISPROVE. Rule (CYCLE) detects circular reasoning: Under the assumption that \( r \triangleleft s \) holds we were not (yet) able to derive a contradiction and thus conclude that \( r \triangleleft s \) holds. This rule guarantees termination because of the finiteness result (Theorem 20). The rules (UNFOLD-TRUE) and (UNFOLD-FALSE) apply only if \( r \triangleleft s \) is neither contradictory nor in the context. A deterministic implementation would generate the literals \( A \in \text{next}(r \triangleleft s) \) and recursively check \( \nabla_A(r \triangleleft s) \). If any of these checks returns false, then (UNFOLD-FALSE) fires. Otherwise (UNFOLD-TRUE) signals a successful containment proof. Theorem 19 is the basis for soundness and completeness of the unfolding rules.
\begin{align}
\text{(Disprove)} \\
\nu(r) \quad \neg
\Gamma \vdash r \sqsubseteq s : false
\end{align}

\begin{align}
\text{(Cycle)} \\
r \sqsubseteq s \in \Gamma \\
\Gamma \vdash r \sqsubseteq s : true
\end{align}

\text{(Unfold-True)}
\begin{align}
r \sqsubseteq s \not\in \Gamma \\
\nu(r) \Rightarrow \nu(s) \\
\forall A \in \text{next}(r \sqsubseteq s) : \\
\Gamma \cup \{r \sqsubseteq s\} \vdash \partial_A(r) \sqsubseteq \partial_A(s) : true
\end{align}

\text{(Unfold-False)}
\begin{align}
r \sqsubseteq s \not\in \Gamma \\
\nu(r) \Rightarrow \nu(s) \\
\exists A \in \text{next}(r \sqsubseteq s) : \\
\Gamma \cup \{r \sqsubseteq s\} \vdash \partial_A(r) \sqsubseteq \partial_A(s) : false
\end{align}

\text{Figure 2} Decision procedure for containment.

\text{(Prove-Identity)} \\
\Gamma \vdash r \sqsubseteq r : true

\text{(Prove-Empty)} \\
\Gamma \vdash \emptyset \sqsubseteq s : true

\text{(Prove-Nullable)} \\
\nu(s) \\
\Gamma \vdash \epsilon \sqsubseteq s : true

\text{(Disprove-Empty)} \\
\exists A \in \text{next}(r) : A \neq \emptyset \\
\Gamma \vdash r \sqsubseteq \emptyset : false

\text{Figure 3} Prove and disprove axioms.

\begin{itemize}
\item \textbf{Theorem 21 (Soundness).} For all regular expression \( r \) and \( s \):
\[ \emptyset \vdash r \sqsubseteq s : \top \iff r \not\sqsubseteq s \]
\end{itemize}

\text{Proof of Theorem 21.} We prove that \( \Gamma \vdash r \sqsubseteq s : false \) iff \( r \not\subseteq s \), for all contexts \( \Gamma \) where \( r \sqsubseteq s \not\in \Gamma \). This is sufficient because each regular inequality gives rise to a finite derivation by Theorem 20.

In addition to the rules from Figure 2, we may add auxiliary rules to detect trivially consistent or inconsistent inequalities early (Figure 3 contains some examples). Such rules may be used to improve efficiency. They decide containment directly instead of unfolding repeatedly.

\section{7 Conclusion}

Antimirov’s algorithm is a viable tool for proving containment of regular expressions to extended regular expressions on potentially infinite alphabets. To work effectively with such alphabets, we require that literals in regular expressions are drawn from an effective boolean algebra. As a slight difference, we work with Brzozowski derivatives instead of Antimirov’s notion of partial derivative.

The main effort in lifting Antimirov’s algorithm is to identify, for each regular inequality \( r \sqsubseteq s \), a finite set of symbols such that calculating the derivation with respect to these symbols covers all possible derivations with all symbols. We regard the construction of the set of suitable representatives in an effective boolean algebra, embodied in the notion of next literals \( \text{next}(r \sqsubseteq s) \), as a key contribution of this work.
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Abstract

The classic stable set problem asks to find a maximum cardinality set of pairwise non-adjacent vertices in an undirected graph G. This problem is NP-hard to approximate with factor \( n^{1-\varepsilon} \) for any constant \( \varepsilon > 0 \) [10, 24], where \( n \) is the number of vertices, and therefore there is no hope for good approximations in the general case. We study the stable set problem when restricted to graphs with bounded odd cycle packing number \( \text{ocp}(G) \), possibly by a function of \( n \). This is the largest number of vertex-disjoint odd cycles in \( G \). Equivalently, it is the logarithm of the largest absolute value of a sub-determinant of the edge-node incidence matrix \( A_G \) of \( G \). Hence, if \( A_G \) is totally unimodular, then \( \text{ocp}(G) = 0 \). Therefore, \( \text{ocp}(G) \) is a natural distance measure of \( A_G \) to the set of totally unimodular matrices on a scale from 1 to \( n/3 \).

When \( \text{ocp}(G) = 0 \), the graph is bipartite and it is well known that stable set can be solved in polynomial time. Our results imply that the odd cycle packing number indeed strongly influences the approximability of stable set. More precisely, we obtain a polynomial-time approximation scheme for graphs with \( \text{ocp}(G) = o(n/\log n) \), and an \( \alpha \)-approximation algorithm for any graph where \( \alpha \) smoothly increases from a constant to \( n \) as \( \text{ocp}(G) \) grows from \( O(n/\log n) \) to \( n/3 \). On the hardness side, we show that, assuming the exponential-time hypothesis, stable set cannot be solved in polynomial time if \( \text{ocp}(G) = \Omega(\log^{1+\varepsilon} n) \) for some \( \varepsilon > 0 \). Finally, we generalize a theorem by Győri et al. [9] and show that graphs without odd cycles of small weight can be made bipartite by removing a small number of vertices. This allows us to extend some of our above results to the weighted stable set problem.
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1 Introduction

The stable or independent set problem is fundamental in combinatorial optimization. It is as follows: Given an undirected graph \( G = (V,E) \), find a subset \( S \subseteq V \) of maximum cardinality such that no two vertices in \( S \) are adjacent. Stable sets occur naturally when pairwise conflicts of choice have to be respected. It is among the very first combinatorial optimization problems that were shown to be NP-hard [14], and a showcase for the field of hardness of approximation. There is theoretical evidence that the stable set problem is extremely hard to solve: A celebrated result of Håstad [10], derandomized by Zuckerman [24], shows that unless \( P = NP \), there does not exist a \( (n^{1-\varepsilon}) \)-approximation for the stable set problem, where \( n \) is the number of vertices of \( G \) and \( \varepsilon > 0 \) is any fixed constant (here and throughout the paper, \( n \) denotes the number of vertices of the graph in analysis). From a
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parameterized perspective, the stable set problem is \( W[1] \)-hard (see e.g. [4]), i.e., there is no polynomial time algorithm even if the cardinality of the optimal solution is considered as a fixed parameter.

When restricted to special graph classes the problem becomes more tractable. For instance, it is polynomial time solvable in perfect graphs and claw-free graphs [5, 8, 19], while it has a PTAS e.g. on planar graphs [2]. Foremost, it can be solved efficiently on bipartite graphs. In this case, the edge-node incidence matrix

\[
A_G(e, u) = \begin{cases} 
1 & \text{if } u \text{ is incident to } e, \\
0 & \text{otherwise},
\end{cases}
\]

is totally unimodular, see, e.g. [20]. By the Hoffman-Kruskal theorem [12], all the vertices of the natural linear programming relaxation for the stable set problem

\[
\max \left\{ \sum_{v \in V} x_v : A_G x \leq 1, \quad x \geq 0 \right\}
\]

are then integral, and one can resort to algorithms for linear programming to efficiently solve the problem, also in its weighted variant. A 0/1-matrix is totally unimodular if the largest absolute value of any of its sub-determinants is at most 1. The guiding questions of our paper are:

How well can the stable set problem be approximated if \( A_G \) is not totally unimodular?
Is it possible to parametrize the approximability by the largest absolute value \( \Delta \) of a sub-determinant of \( A_G \)?

Recall that \( \Delta = 1 \), i.e. the totally unimodular case, is equivalent to \( G \) having no odd cycles. \( \Delta \) maintains a neat combinatorial interpretation also when it is greater than 1. Define the odd cycle packing number of \( G \) to be the cardinality of a maximum family of vertex-disjoint odd cycles of \( G \). We denote it by \( \text{ocp}(G) \), omitting the dependence on \( G \) when it is clear from the context. Note that \( \text{ocp}(G) \leq n/3 \) for all graphs \( G \). As observed in [7], for a graph \( G \) with edge–node incidence matrix \( A_G \), the largest absolute value of a sub-determinant is \( \Delta = 2^{\text{ocp}} \). Hence upper bounding \( \Delta \) is tantamount to upper bounding the odd cycle packing number of \( G \).

**Our contribution.** We show that the stable set problem can be very well approximated if \( \text{ocp}(G) = o(n/\log n) \). Beyond this, the approximation guarantee smoothly approaches the hardness result from [10] as \( \text{ocp} \) approaches \( n/3 \).

**Theorem 1.** The stable set problem on a graph \( G \) admits the following approximation algorithms:
- Polynomial time approximation scheme (PTAS) if \( \text{ocp}(G) = o(n/\log n) \);
- \( O\left(n^{1/p}\right) \)-approximation if \( \text{ocp}(G) \leq \frac{n}{2^{p-1}} \) for \( p \) integer (possibly a function of \( n \) and any constant \( \delta > 1 \)).

Surprisingly, these approximation guarantees can be obtained using simple greedy algorithms. Theorem 1 implies that stable set is fixed-parameter tractable (with the parameter being the size of the maximum stable set) when \( \text{ocp} = o(n/\log n) \), see Corollary 12, and that graphs where the hardness [10] is achieved can essentially be partitioned into triangles.

Before discussing each of the two algorithms of Theorem 1 separately, let us remark that both can be executed and will output a certificate of the approximation guarantee even
without the knowledge of the ocp of the input graph. The first algorithm runs in polynomial time on graphs with ocp = o(n/ log n). However, it might run in super-polynomial time on graphs with ocp = Ω(n/ log n). The second algorithm always runs in polynomial time.

In order to make the first algorithm robust against malicious input, it would be sufficient to find the ocp of the input graph. Unfortunately, computing the odd cycle packing number of a graph is NP-hard and inapproximable up to log^{1/2-ε} n for all ε > 0 (see the discussion in [3]). The best-known approximation algorithm has only ratio √n [15]. But, we can use the following weak separation theorem to distinguish between graphs with ocp(G) = Ω(n/ log n) and graphs with ocp(G) = o(n/ log^2 n).

**Theorem 2 (Weak separation).** Let G(V, E) be a graph and 1 ≤ c ≤ n = |V| with c possibly depending on n. In time O(n^4) we can conclude that ocp(G) < √cn, or that ocp(G) ≥ c, and hence distinguish between graphs with ocp(G) = Ω(n/ log n) and graphs with ocp(G) = o(n/ log^2 n).

Thus, for most inputs to the algorithms from Theorem 1 we can efficiently check if they satisfy the condition on the ocp. Theorem 2 follows from a careful analysis of a simple greedy algorithm for ocp, see Theorem 3.

Considering hardness of approximation, we show that the stable set problem over G cannot be solved in polynomial time when ocp = Ω(\log^{1+ε} n) for all ε > 0, unless the exponential-time hypothesis is false (see Theorem 13). Hence, under the exponential-time hypothesis, Theorem 1 is best possible for graphs with ocp(G) ∈ Ω(\log^{1+ε} (n)) \cap o(n/ log n) for each ε > 0.

The stable set problem, parameterized by the odd cycle packing number, can also be seen as a special case of integer programming parameterized by the absolute value of a sub-determinant of the constraint matrix. In particular, our hardness result provides an example of a non-polynomially solvable (under the exponential-time hypothesis) integer program when the absolute value of the maximum sub-determinants is assumed to be of order Ω(n^{log^ε n}).

In the weighted version of the stable set problem, a non-negative integer weight is associated to each vertex, and the goal is to find the set of non-adjacent vertices of maximum total weight. Extending our PTAS for the unweighted case we show that the weighted stable set problem on G admits a PTAS if ocp = O(\sqrt{\log n/ \log \log n}) (see Theorem 15).

A key ingredient in all our algorithms is an idea of Győri et al. [9]. If a graph does not have small odd cycles, it is possible to find a small set of vertices that can be removed from the graph in order to make it bipartite. We extend the result of [9] to the vertex weighted case which supplies the necessary machinery for the PTAS for the weighted variant. This generalization is obtained by relating odd cycles of small weight with the number of vertices to be removed to make the graph bipartite. One easily checks that a variant relating odd cycles of small weight with the weight of vertices to be removed cannot exist.

**Organization of the paper.** We conclude this first section settling notation and highlighting related work. Section 2 is devoted to an improved approximation of ocp and Theorem 2. Section 3 is devoted to the proof of Theorem 1. We will first outline an easy algorithm (Algorithm 2) that provides the basic ideas and yields a first approximation result. This will prove the second part of Theorem 1. Then, we will discuss ideas on how to refine the analysis to prove the first part of Theorem 1. Section 4 deals with the weighted version of both Győri et al.’s theorem and the PTAS for the weighted stable set problem.
1.1 Notation

Throughout this paper we consider an undirected graph \( G = (V(G), E(G)) \). When \( G \) is clear from the context we will denote its vertex and edge sets by \( V \) and \( E \) respectively. For each \( v \in V(G) \), let \( N_i(v) \) denote the \( i \)-th neighborhood in a breadth-first search from \( v \). For \( S \subseteq V \), we denote by \( G[S] \) the subgraph of \( G \) induced by \( S \). For a weighted graph \( G \) and \( v \in V(G) \) we use \( w(v) \) to denote the weight of \( v \) and for a subset \( S \subseteq V \) define \( w(S) = \sum_{v \in S} w(v) \). All weights are assumed to be non-negative integers. Most of the other notation and definitions we employ are standard, and we refer the reader to textbooks for details on graphs, approximation algorithms, fixed-parameter tractability, and big-O notation (see for instance [21], [4], and [23]).

1.2 Related work

A dual concept to packing odd cycles is finding an odd cycle transversal, i.e., the minimum number of vertices that have to be removed to bipartize the graph. We denote it by \( \text{oct}(G) \). Clearly for each graph \( G \) we have \( \text{oct}(G) \leq \text{oct}(G) \), and there are examples of graphs, called Escher walls [18], where \( \text{ocp} = 1 \) and \( \text{oct} = \sqrt{n} \). In some special cases there are odd cycle transversals of small size. For instance, in planar graphs, it is known that \( \text{oct} \leq 6 \text{ocp} \) [16]. Györi et al. [9] showed that \( \text{oct} \) is also small when \( G \) does not have “short” odd cycles. More formally, for each \( \varepsilon > 0 \) (possibly a function of \( n \)), if \( G \) has no odd cycle of length at most \( \varepsilon n \), then \( \text{oct}(G) \leq f(\varepsilon) \) for some function \( f \) only depending on \( \varepsilon \). This result and our new generalization are key components of our algorithms. Both computing \( \text{ocp} \) and \( \text{oct} \) is NP-hard, even when the input graph is planar [15, 6]. However, the two problems admit a \( \sqrt{n} \) [15] and \( \sqrt{\log n} \) [1] approximation, respectively.

The exponential-time hypothesis (ETH) [13] states that, for each \( k \geq 3 \), \( k \)-SAT cannot be decided with a sub-exponential time algorithm. An algorithm runs in sub-exponential time if it takes time \( 2^{o(n)} \), where \( n \) is the size of the instance. Impagliazzo et al. [13] also show that the ETH implies that there is no sub-exponential time algorithm for the stable set problem. In the rest of the paper we will often use the fact that a shortest odd cycle in a graph can be found in time \( O(n^3) \). This is standard, and can be found e.g. in [17].

2 Odd cycle packing

In this section, we show that a simple greedy algorithm provides a \( \min\{\text{ocp}, n/\text{ocp}\} \)-approximation for the \( \text{ocp} \). Hence, when \( \text{ocp} = \Theta(\sqrt{n}) \), it matches the \( O(\sqrt{n}) \)-approximation by Kawarabayashi and Reed [15], and in all other cases improves over it.

Algorithm 1: Greedy algorithm for \( \text{ocp} \)

**Input:** a graph \( G \).

**Output:** a family \( C \) of vertex-disjoint odd cycles of \( G \).

1. Set \( G' = G \), \( C = \emptyset \).
2. WHILE \( G' \) is not bipartite:
   i) Find a shortest odd cycle \( C \) of \( G' \).
   ii) Set \( C = C \cup \{C\} \) and \( G' = G' \setminus C \).
3. Return \( C \).
Theorem 3. In time $O(n^4)$ Algorithm 1 finds a $\min\{\text{ocp}, \frac{n}{|\text{ocp}|}\}$-approximation for ocp.

Proof. Let $\text{ocp} := \text{ocp}(G)$, $|V| = n$, $O$ be the optimal solution, and $C = \{C_1, \ldots, C_t\}$ be the solution output by Greedy. As Algorithm 1 will find at least one odd cycle (if any), we know it is an ocp-approximation. So we only need to prove that $t \frac{n}{|\text{ocp}|} \geq \text{ocp}$ or, equivalently, $\text{ocp}^2 \leq tn$.

For $i = 1, \ldots, t$, let $|C_i| = c_i$ and $k_i$ be the number of cycles from $O$ that intersect $C_i$ but none of $C_1, \ldots, C_{i-1}$. Note that $\sum_{i=1}^{t} k_i = \text{ocp}$. As all cycles from $O$ contributing to $k_i$ have length at least $|C_i| = c_i$, and as cycles from $O$ are vertex-disjoint, we deduce

$$\sum_{i=1}^{t} k_i c_i \leq n.$$  \hfill (1)

As $C_i$ can intersect at most $|C_i| = c_i$ vertex-disjoint odd cycles, we have

$$0 \leq k_i \leq c_i \quad \text{for all } i.$$  \hfill (2)

We conclude that

$$\text{ocp}^2 = \left(\sum_{i=1}^{t} k_i\right)^2 \leq t \sum_{i=1}^{t} k_i^2 \leq t \sum_{i=1}^{t} k_i c_i \leq tn,$$

where the first inequality follows from Cauchy-Schwarz, and the others from (2) and (1) respectively. The complexity bound follows from the fact that we can find an odd cycle in a graph in time $O(|V|^3)$.

In order to prove Theorem 2, it is sufficient to observe that, if the greedy algorithm outputs $C$ of cardinality $t < c$, then we know $\text{ocp}(G) \leq \sqrt{tn} < \sqrt{cn}$. Otherwise, $\text{ocp}(G) \geq t \geq c$. The second part of the theorem follows by taking $c = n / \log^2 n$.

It is easy to see that Theorem 3 is essentially tight for each value of ocp. We give here the construction for $\text{ocp} = \sqrt{n}$: let $G$ be a graph with odd cycles $C_0, C_1, \ldots, C_{\sqrt{n}}$ all of length $\sqrt{n}$, such that $C_0$ intersects each of $C_1, \ldots, C_{\sqrt{n}}$ in exactly one vertex, and $C_1, \ldots, C_{\sqrt{n}}$ are pairwise vertex-disjoint. Then the greedy algorithm may pick $C_0$ only, while $\text{ocp}(G) = \sqrt{n}$. One easily generalizes this construction to other values of ocp.

Now let $C$ be the family of all odd cycles of the graph, and let $f$-$\text{ocp}$ be the optimum solution to the following natural LP relaxation of ocp:

$$\max \sum_{C \in C} y_C$$

$$\sum_{C : v \in C} y_C \leq 1 \quad \text{for all } v \in V$$

$$y_C \geq 0 \quad \text{for all } C \in C.$$

With arguments very close to those used in the proof of Theorem 3 one can show the following, also improving over results from [15]. We defer details to the journal version of the paper.

Theorem 4. The greedy algorithm is a $\min\{\text{ocp}, \frac{|V|}{\text{ocp}}\}$ algorithm for the ocp and a $\min\{f$-$\text{ocp}, \frac{|V|}{f$-$\text{ocp}}\}$ for $f$-$\text{ocp}$. In particular, the integrality gap of the LP given by (ocp-LP) is bounded by $\min\{f$-$\text{ocp}, \frac{|V|}{f$-$\text{ocp}}\}$.  
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3 Stable set

The main idea of all subsequent algorithms is the following. In a first step, delete small odd cycles. Due to the definition of small, this will only delete a small portion of the graph. If the remaining graph is bipartite, we can solve the stable set problem to optimality on this remainder. Otherwise, in a second step, we can leverage the fact that the remaining graph does not contain small odd cycles and obtain a large stable set.

The precise implementation of this second step depends on the size of the ocp. We will first show a general method that does not require to know the ocp of the input graph, i.e., its runtime is independent of the ocp but the approximation guarantee depends on it (Algorithm 2). Then, assuming that $\text{ocp} = o(n/\log n)$ we will show how to improve this second step to obtain a PTAS (Algorithm 3 and 4).

3.1 A first approximation algorithm

Now, assume that $G$ does not have an odd cycle of size at most $2k + 1$. Lemma 5 states that $G$ must have a large stable set (depending on $k$). We defer the proof to the journal version. A similar result, though with slightly different dependencies, was also obtained in [22].

\begin{lemma}
Let $k \in \mathbb{N}$ and $G$ be a graph with no odd cycles of cardinality less or equal to $2k + 1$ ($k \geq 1$). Then, there exists a stable set $S$ of size $|S| > \frac{1}{3}n^{1/(k+1)}$ which can be found in time $O(n^{5/2})$.
\end{lemma}

\begin{corollary}
Let $G$ be a graph without odd cycles of cardinality less or equal to $2k + 1$ ($k \geq 1$). Then Lemma 5 gives a $3n^{1/(k+1)}$-approximation algorithm to the stable set problem.
\end{corollary}

Now, given any graph $G$, Algorithm 2 iteratively removes odd cycles of length up to some fixed value $2k + 1$, and then applies Lemma 5 to obtain a large stable set. The optimal $k$ will depend on the odd cycle packing number of the graph. Since we want to apply it to graphs whose ocp is not known a priori, we run the algorithm for all possible values of $k$. Let us remark that the approximation guarantee of Algorithm 2 is in terms of the ocp. However, we can compute an upper bound on the effective guarantee without knowing the ocp. This is because the bound on the approximation guarantee compares the obtained solution with the size of the entire graph.

Algorithm 2: Approximation algorithm for general ocp

**Input:** a graph $G$.

**Output:** a stable set of $G$.

1. For $k = 1, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor$ do:
   i) $G' = G$, $S_k = \emptyset$.
   ii) While there exists an odd cycle of cardinality at most $2k + 1$ in $G'$, delete it from $G'$.
   iii) If $G'$ is empty, choose any vertex $v$ in $G$ and set $S_k = \{v\}$.
   iv) Else apply Lemma 5 to $G'$ and obtain $S_k$.
2. Return the set $S_k$ of maximum cardinality.
Theorem 7. Algorithm 2 has approximation guarantee
\[
\begin{cases}
  n & \text{if } \text{ocp} = \frac{n}{3} \\
  3n(n - (2p + 1)\text{ocp})^{\frac{1}{2p+1}} & \text{if } \text{ocp} < \frac{n}{2p+1} \text{ for some } p \in \mathbb{N}
\end{cases}
\]
for the stable set problem and runs in time \(O(n^5)\).

Proof. There are \(\Theta(n)\) iterations. Finding a shortest odd cycle takes \(O(n^3)\) time. Hence, the deletion step in each iteration takes at most \(O(n^4)\) time. The application of Lemma 5 takes \(O(n^{5/2})\) time. Overall, Algorithm 2 runs in time \(O(n^5)\).

Now, we prove the approximation guarantee. If \(G'\) is empty at the end of step ii), the guarantee is clearly \(n\). Otherwise, at most \((2k+1)\text{oCP}\) vertices have been deleted. Hence, if \((2k+1)\text{oCP} < n\), then \(G'\) has at least \(n - (2k + 1)\text{oCP}\) vertices and no odd cycle of cardinality at most \(2k + 1\). Therefore, the application of Lemma 5 yields a stable set of size at least \(\frac{1}{3} (n - (2k + 1)\text{oCP})^{\frac{1}{2k+1}}\). This implies an approximation guarantee of
\[
\frac{n}{3} (n - (2k + 1)\text{oCP})^{\frac{1}{2k+1}} = 3n(n - (2k + 1)\text{oCP})^{\frac{1}{2k+1}} - 1,
\]
under the condition that \((2k + 1)\text{oCP} < n\). Given that \(\text{oCP} < \frac{n}{2p+1}\) we obtain the claimed result with \(k = p\).

Note that this provides a smooth transition when \(\text{ocp}\) approaches \(n/3\). This is formally stated in the next corollary and establishes the second part of Theorem 1 (the difference in the exponent is due to the offset of \(p\) in the bound on the \(\text{ocp}\)).

Corollary 8. Let \(G\) be a graph with \(\text{ocp}(G) \leq \frac{n}{2p+1}\) for a strictly positive integer \(p\) (possibly a function of \(n\)) and a constant \(\delta > 1\). Then, Algorithm 2 yields a \(O\left(n^{1/(p+1)}\right)\)-approximation.

Proof. Since \(\delta > 1\) we have
\[
\text{ocp} \leq \frac{n}{2p+1} < \frac{n}{2p+1}.
\]
Thus, we can use the result from Theorem 7 and obtain a guarantee of
\[
3n(n - (2p + 1)\text{ocp})^{\frac{1}{2p+1}} \leq 3n \left( n \left( 1 - \frac{2p + 1}{2p+1} \right) \right)^{-\frac{1}{2p+1}} = 3n^{1/(p+1)} \left( \frac{2p + 1}{2p} \delta - 1 \right)^{\frac{1}{2p+1}}.
\]
Now, observe that \(\frac{1}{2} \leq \frac{p}{p+1} \leq 1\) and \(\frac{2p+1}{2p(p+1)} \leq \frac{(\delta+1)^2}{\delta^2} \leq \frac{\delta+1}{\delta-1} \). The claim immediately follows.

Let us remark that Corollary 8 gives a \(O(\sqrt{n})\)-approximation for graphs that have \(\text{ocp} \leq \frac{n}{2p+1}\) for small constant \(\delta > 0\). Note that in particular triangle-free graphs fall into this category and the best known approximation algorithm for these graphs has a guarantee of \(O(\sqrt{n})\) [11]. Further, if \(\text{ocp} = O\left(n / \log n\right)\) we obtain a constant factor approximation. We will see next that for smaller \(\text{ocp}\) we can even obtain an approximation scheme.

3.2 A PTAS for \(\text{ocp} = o\left(n / \log n\right)\)

We now restrict our attention to graphs \(G\) with \(\text{ocp} = o\left(n / \log n\right)\), i.e., we assume that there exists a function \(f(n) \in o(1)\) such that the input graph \(G\) on \(n\) vertices has \(\text{ocp}(G) \leq f(n) \frac{n}{\log n}\).

We give a PTAS for the stable set problem in these graphs. Again, the algorithm does not
require the knowledge of the ocp and hence can be run on any graph. However, the existence of such a function \( f \) is required to prove polynomial runtime.

The main new ingredient in this algorithm is to find a small odd cycle transversal \( X \), i.e., a small set of vertices whose removal bipartizes the graph. We use a result by Győri et al. [9] that gives a bound on \( |X| \) that is, in a certain sense, independent of the size of the graph. Given the right parameter settings, we can ensure that \( |X| \) is small and can therefore be removed from the graph. Solving stable set to optimality on the remaining bipartite graph then yields the solution.

We start by restating the theorem of Győri et al. [9]. The proof in [9] contains a minor, non-fatal error. We restate a correct version in Theorem 9 with adapted constants. The proof is constructive and can be turned into a polytime algorithm. We do not outline the proof of Theorem 9 here since it follows (albeit with new constants) also from the weighted version in Theorem 14.

**Theorem 9 (from [9]).** Let \( 0 < \varepsilon \leq 1 \) (possibly a function of \( n \)) and assume there exists no odd cycle of cardinality smaller than \( \varepsilon n \) in \( G \). Then, there is an odd cycle transversal \( X \) of \( G \) of size \( |X| \leq \frac{48}{\varepsilon} \ln \frac{5}{\varepsilon} \) that can be found in \( O(n^2) \) time.

Note that the bound in Theorem 9 is only useful for \( \varepsilon = \Omega \left( \frac{\log n}{n} \right) \). It will turn out later that this is the reason for the limitation of our PTAS to graphs with \( \text{ocp} = o \left( \frac{n}{\log n} \right) \).

Algorithm 3 is a technical routine that will guarantee the existence of stable sets of a certain size, given an upper bound \( b \) on the ocp, and a parameter \( c \) that will depend on the approximation factor of the PTAS.

**Algorithm 3:** Subroutine for computing a large stable set

**Input:** graph \( G \), parameters \( b \geq c > 0 \).

**Output:** a stable set of \( G \).

1. Set \( \varepsilon = \frac{c}{b} \), and let \( G' = G \).
2. While there exists an odd cycle of cardinality smaller than \( \varepsilon |V(G)| \) in \( G' \), remove it from \( G' \).
3. If \( G' \) is not bipartite, find an odd cycle transversal \( X \) (Theorem 9) and remove it from \( G' \).
4. Solve the stable set problem in \( G' \) and return the solution.

**Lemma 10.** Let \( G \) be a graph, and \( b \) and \( c \) chosen such that \( b \geq \text{ocp}(G) > 0 \) and \( 0 < c \leq b \). Then, Algorithm 3 applied to \( G \), \( b \), and \( c \) finds in time \( O(n^3) \) a stable set of size at least

\[
\frac{1}{2} \left( (1-c)n - \frac{48b}{c} \ln \frac{5b}{c} \right).
\]

**Proof.** The algorithm removes at most ocp odd cycles of size at most \( \varepsilon n \) in Step 2. Hence, \( G' \) has at least \( n - \text{ocp} \varepsilon n \geq n - b\varepsilon n = (1-c)n \) vertices. The claim now follows using the bound on \( |X| \) from Theorem 9 and the fact that every bipartite graph admits a stable set on at least half of its vertices.

Finding a shortest odd cycle in \( G' \) takes \( O(|V(G')|^3) \subseteq O(n^3) \) time. Since the removal of an odd cycle means the removal of at least three vertices, this procedure is only needed \( O(n) \) times. Hence, Step 2 takes \( O(n^4) \) time. Step 3 takes \( O(n^4) \) time (Theorem 9). Solving maximum stable set in \( G' \) takes \( O(n^{3/2}) \) time [21, Cor. 19.3a]. In fact, the proof requires only one side of the bipartition which can be found in \( O(n^2) \). Concluding, the runtime of Algorithm 3 is \( O(n^4) \).
The maximum stable set problem on $G$ with $ocp$

We now prove that for $\delta > 0$, Algorithm 4 is a $(1 + \delta)$ approximation for the maximum stable set problem on $G$ and runs in time $p(\delta) + O(n^4)$ for an appropriate function $p$ depending only on $\delta$.

**Proof.** If Algorithm 4 returns a solution in Step 4, we obtain the optimal solution. Hence, assume that Algorithm 4 returns a solution in Step 3. We derive an upper bound on the size of the optimal solution $OPT(G)$. Let $G'$ denote the bipartite graph after the application of Step 3 of Algorithm 3. Recall that $G = G' \cup X \cup C$. In each cycle of $C$, the optimal solution can take at most half of the vertices. Note that $S$ is the optimal solution on the bipartite graph $G'$ (Step 4 of Algorithm 3). Hence,

$$OPT(G) \leq OPT(G') + |X| + \frac{1}{2}|C| = |S| + |X| + \frac{1}{2}|C| \leq (1 + \delta)|S|.$$

Since $ocp(G) = o(n/\log n)$ there exists a function $f \in o(1)$ with $ocp(G) \leq f(n) \frac{n}{\log n}$. Let $N$ be the constant

$$N = \min \left\{m \in \mathbb{N} : \frac{c^2 m}{50 \ln m} \geq 1 \text{ and } f(m') \leq \frac{c^2}{50} \text{ for all } m' \geq m \right\}.$$

We now prove that for $n \geq N$ the condition in Step 3 of Algorithm 4 will be satisfied. Hence, the algorithm only uses complete enumeration for constant size graphs, where the constant only depends on $\delta$ when we fix the function $h$ in the statement of the theorem. Otherwise, it relies on Algorithm 3 which runs in time $O(n^4)$. This concludes the analysis of the running time.

Therefore, assume $n \geq N$. By the definition of $N$ and $b$ we have $b \geq 1$ and $b = \frac{c^2 n}{50 \ln n} \geq f(n) \frac{n}{\ln n} \geq ocp(G)$. Thus, $b$ is a valid upper bound for $ocp$. The size of each cycle in $C$ is upper bounded by $\varepsilon n$. Therefore $|C| \leq ocp \varepsilon n \leq b \varepsilon n = c n$. Furthermore, we have from Theorem 9 and the setting of $b$ that

$$|X| \leq \frac{48b}{c} \ln \left(\frac{5b}{c}\right) \leq c n \frac{1}{\ln n} \ln \left(\frac{n}{\ln n}\right) \leq c n.$$

Plugging this into the bound of Lemma 10 gives $|S| = OPT(G') \geq \frac{1}{2} ((1 - c)n - c n) = \frac{1}{2} (1 - 2c) n$. Finally, using $c = \frac{\delta}{3 + 2\delta}$ we obtain

$$\frac{|X| + \frac{1}{2}|C|}{|S|} \leq \frac{cn + \frac{1}{2}cn}{\frac{1}{2} (1 - 2c) n} = \frac{3c}{1 - 2c} = \delta.$$

Thus, if $n \geq N$, Algorithm 4 returns a solution in Step 3.

---

**Theorem 11 (Polynomial time approximation scheme).** Let $1 \geq \delta > 0$ and $G$ be a graph with $ocp(G) = h(n)$, where $h(n) = o\left(\frac{n}{\log n}\right)$. Algorithm 4 is a $(1 + \delta)$ approximation for the maximum stable set problem on $G$ and runs in time $p(\delta) + O(n^4)$ for an appropriate function $p$ depending only on $\delta$. 

---

**Algorithm 4:** PTAS for the unweighted case when $ocp = o(n/\log n)$

**Input:** graph $G$ and a parameter $\delta > 0$.

**Output:** a stable set of $G$.

1. Set $c = \frac{\delta}{3 + 2\delta}$ and $b = \frac{c^2 n}{50 \ln n}$.
2. Run Algorithm 3 with $b$ and $c$ and obtain a solution $S$. Let $C$ denote the union of the cycles removed in Step 2 of Algorithm 3 and $X$ denote the set found in Step 3 of Algorithm 3.
3. If $\frac{1}{2} |C| + |X| \leq \delta |S|$, return $S$.
4. Otherwise, solve the maximum stable set problem by complete enumeration.
3.3 Fixed-parameter tractability

Algorithm 4 is in fact an efficient PTAS (see e.g. [4]), for its running time is at most \( p(\delta) + O(n^4) \), for appropriate function \( p \). Using standard arguments (see [4, Theorem 4.6]) we can use Algorithm 4 to conclude the following.

\[\blacktriangleright\] Corollary 12. Let \( h : \mathbb{N} \rightarrow \mathbb{N} \) be a function such that \( h(n) = o(n/\log n) \). Then, the stable set problem is FPT in the class of graphs with \( \text{ocp} = h(n) \). More precisely, for a graph \( G \) in this class it can be solved in time \( f(\text{OPT}) + n^4 \), where \( \text{OPT} \) is the maximum stable set and \( f \) is an appropriate function depending only on \( \text{OPT} \).

3.4 Hardness

\[\blacktriangleright\] Theorem 13. If the ETH is true, then for each \( \varepsilon > 0 \), the maximum stable set problem cannot be solved in polynomial time for graphs with \( \text{ocp} = \Omega((\log n)^{1+\varepsilon}) \).

A sketch of the proof is as follows: given a graph \( G \), we can “blow it up” in order to obtain a new graph \( G' \) with much more vertices, but the same \( \text{ocp} \). In particular, the \( \text{ocp} \) will be much smaller with respect to the number of vertices of the graph. Then, we show that solving the stable set problem for \( G' \) in polynomial time implies that we can solve the stable set problem for \( G \) in sub-exponential time, contradicting the ETH. We defer the details to the journal version.

4 Weighted stable set

4.1 Graphs without odd cycles of small weight are almost bipartite

In this section, we show that a graph without odd cycles of small weight has an odd cycle transversal of small cardinality. This generalizes Theorem 9 by Győri et al. [9]. The proof of Theorem 14 follows the same framework of the original: we iteratively find and delete “small” neighborhoods of vertices from a “small” cycle. However, the presence of weights implies some difficulties that are non-trivial to overcome. Let us mention two here: first, unlike in the unweighted case, not all vertices from a “small” cycle are a suitable starting point for this procedure. Second, it is not clear a priori how to define weighted neighborhoods appropriately. We postpone the full proof to the journal version. The weighted version also provides a proof of the unweighted case with different constants, but the same dependency on \( \varepsilon \).

\[\blacktriangleright\] Theorem 14. Let \( G \) be a graph with \( n \) vertices and node weights \( w \). Let \( 0 < \varepsilon \leq 1 \) and assume there exists no odd cycle \( C \) of \( G \) with \( w(C) < \varepsilon w(V) \). Then, there exists an odd cycle transversal \( X \) of \( G \) of size \( |X| \leq \frac{96}{\varepsilon} \ln \frac{10}{\varepsilon} \) that can be found in \( O(n^4 \log(w(V))) \) time.

4.2 A PTAS for \( \text{ocp} = O(\sqrt{\frac{\log n}{\log \log n}}) \)

In this section, we present a PTAS for the weighted stable set problem. Note that this time we need to know the \( \text{ocp} \) of the graph in advance. We only sketch the proof here and defer it to the journal version.

Similarly to the unweighted case, we iteratively remove odd cycles of small weight until we can find an odd cycle transversal \( X \) of small cardinality, whose existence is guaranteed by Theorem 14. There are two obstacles to overcome. First, the weight of the set \( X \) can be very high, so we cannot afford to simply remove it as in the unweighted case. Second, the
maximum weight of a stable set in the graph is not necessarily a constant fraction of the total weight of the graph. Thus we have to ensure that the total weight of the odd cycles that we remove is small with respect to the weight of the optimum solution.

We overcome the first obstacle by enumerating all possible stable sets on $X$. The second obstacle can be dealt with via the following observation. The input graph $G = (V, E)$ can be partitioned into $ocp$ many odd cycles and one bipartite subgraph. By the pigeonhole principle, one of these subgraphs has weight at least $\frac{1}{2}w(V)$. Since the maximum stable set of an odd cycle $C$ is at least $\frac{1}{3}w(C)$, we conclude that the maximum weight stable set of $G$ has weight at least $\frac{1}{2}ocp + \frac{1}{3}w(V)$. The combination of those two difficulties limits the applicability of our PTAS to graphs with $ocp = O(\sqrt{\log n / \log \log n})$.

Theorem 15. Algorithm 5 is a PTAS for the weighted stable set problem if $ocp = O\left(\sqrt{\frac{\log n}{\log \log n}}\right)$.

Algorithm 5: PTAS for the weighted stable set problem in graphs with $ocp = O\left(\sqrt{\frac{\log n}{\log \log n}}\right)$

**Input**: graph $G$, vertex weights $w : V \rightarrow \mathbb{N}$, a parameter $\delta > 0$.

**Output**: a stable set of $G$ of weight at least $1 + \delta$ times the optimal value.

1. Set $\varepsilon = \frac{\delta}{6(1+\delta)ocp}$ for the remainder of the algorithm and use $G' = G$ as a copy.
2. While there exists an odd cycle of weight at most $\varepsilon w(G')$ in $G'$, remove it from $G'$.
3. Apply Theorem 14 to find an odd cycle transversal $X$ of $G'$.
4. Compute the maximum weight stable set in $G'$:
   - For each stable set $\bar{S} \subseteq X$, compute the maximum weighted stable set $S'$ in $G' \setminus (X \cup N(\bar{S}))$.
   - Return $\bar{S} \cup S'$ with maximum weight.
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Abstract
We study integrality gap (IG) lower bounds on strong LP and SDP relaxations derived by the Sherali-Adams (SA), Lovász-Schrijver-SDP (LS), and Sherali-Adams-SDP (SA+) lift-and-project (L&P) systems for the t-Partial-Vertex-Cover (t-PVC) problem, a variation of the classic Vertex-Cover problem in which only t edges need to be covered. t-PVC admits a 2-approximation using various algorithmic techniques, all relying on a natural LP relaxation. Starting from this LP relaxation, our main results assert that for every ϵ > 0, level-Θ(n) LPs or SDPs derived by all known L&P systems that have been used for positive algorithmic results (but the Lasserre hierarchy) have IGs at least (1 − ϵ)n/t, where n is the number of vertices of the input graph. Our lower bounds are nearly tight, in that level-n relaxations, even of the weakest systems, have integrality gap 1.

As lift-and-project systems have given the best algorithms known for numerous combinatorial optimization problems, our results show that restricted yet powerful models of computation derived by many L&P systems fail to witness c-approximate solutions to t-PVC for any constant c, and for t = O(n). This is one of the very few known examples of an intractable combinatorial optimization problem for which LP-based algorithms induce a constant approximation ratio, still lift-and-project LP and SDP tightenings of the same LP have unbounded IGs.

As further motivation for our results, we show that the SDP that has given the best algorithm known for t-PVC has integrality gap n/t on instances that can be solved by the level-1 LP relaxation derived by the LS system. This constitutes another rare phenomenon where (even in specific instances) a static LP outperforms an SDP that has been used for the best approximation guarantee for the problem at hand.

Finally, we believe our results are of independent interest as they are among the very few known integrality gap lower bounds for LP and SDP 0-1 relaxations in which not all variables possess the same semantics in the underlying combinatorial optimization problem. Most importantly, one of our main contributions is that we make explicit of a new and simple methodology of constructing solutions to LP relaxations that almost trivially satisfy constraints derived by all SDP L&P systems known to be useful for algorithmic positive results (except the La system). The latter sheds some light as to why La tightenings seem strictly stronger than LS or SA tightenings.
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1 Introduction

Let $G = (V, E)$ be a graph on $n$ vertices and $t \in \mathbb{N}$, with $t \leq |E|$. A subset of vertices $S$ that are incident to at least $t$ many edges is called a $t$-partial vertex cover. In the $t$-Partial-Vertex-Cover ($t$-PVC) optimization problem, the goal is to find a $t$-partial vertex cover $S$ of minimum size. $t$-PVC is a tractable optimization problem whenever $t = \Theta(1)$. In the other extreme, $|E|$-PVC is exactly the classic $\text{NP}$-hard problem known as minimum Vertex-Cover ($\text{VC}$). As such, any hardness of approximation for $\text{VC}$ translates to the same hardness for $|E|$-PVC. In particular, $|E|$-PVC is 1.36 and $(2 - o(1))$ hard to approximate assuming $\mathbf{P} \neq \mathbf{NP}$ [10] and the Unique Games Conjecture [18] respectively. Moreover, there exists an approximation preserving reduction from $t$-PVC to $\text{VC}$ as long as $n/t = n^{\Theta(1)}$ [4]. Unlike $\text{VC}$, $t$-PVC is also known to be hard in bipartite graphs [5]. On the positive side, [16, 25, 31] have proposed 2-approximation algorithms even for the weighted version of $t$-PVC (see [20] for a wider family of results concerning partial covering problems). The common starting point of all these results is the standard 0-1 LP relaxation for $t$-PVC (see $(t$-PVC-LP) in Section 2.1). The best (asymptotic) approximation known for $t$-PVC relies on a SDP relaxation and achieves a $2 - \Omega(\log \log n/\log n)$ ratio [15].

A standard performance measure for convex-programming (LP or SDP) relaxations is the so-called integrality gap (IG), i.e. the worst possible ratio between the cost of the exact optimal solution and the cost of the relaxation. As a measure of complexity, IG upper or lower bounds are informative for two main reasons: (1) the majority of convex-programming based approximation algorithms attain an approximation ratio equal to the best provable upper bound on the IG. (2) Convex-programming relaxations can be seen as a restricted and static model of computation that can immediately witness using fractional solutions the existence of good integral and approximate solutions.

For a long series of combinatorial optimization problems, the best approximability known agrees with the IG of natural convex-programming relaxations. In contrast, all analyses for convex-programming relaxations for $t$-PVC [16, 25, 15] witness some integral solution with cost $\text{sol}$ to the relaxation satisfying $\text{sol} \leq 2 \cdot \text{rel} + \Theta(1)$, where $\text{rel}$ is the value of the relaxation. This leaves open the possibility that the IG of these relaxations is unbounded when the optimal solution has small enough cost. In fact, it was already known that the standard 0-1 relaxation ($t$-PVC-LP) has IG at least $n/t$. We establish the same IG for the SDP of [15].

However, the power of convex-programming for combinatorial optimization problems is not limited by the performance of the natural and static relaxations. A number of systematic procedures, known as lift-and-project (L&P) systems, have been proposed in order to reduce the IG of 0-1 LP relaxations $P \subseteq [0, 1]^m$ (the reader should think of $P$ as the feasible region of a relaxation of some combinatorial problem). The seminal works of Lovász and Schrijver [23], Sherali and Adams [28], and Lasserre [21] give such systematic methods ($\text{LS}_+$, $\text{LS}_-$, $\text{SA}$, and $\text{La}$ respectively). Starting with the polytope $P$, each of the systems derives a sequence (hierarchy) of relaxations $P^{(r)}$ for $P \cap \{0, 1\}^m$ that are nested, preserve the integral solutions of $P$, and $P^{(m)}$ is exactly the integral hull of $P$ (hence the IG of the last relaxation is 1 independently of the underlying objective). For these reasons, these systems are also known as hierarchies (of LP or SDP relaxations). More importantly, if $P$ admits a (weak) separation oracle, then one can optimize a linear objective over the so-called level–$r$ relaxation $P^{(r)}$ of

---

1 $\text{LS}_+$ and $\text{SA}$ systems derive stronger relaxations than the $\text{LS}$ system, while $\text{LS}_-$, $\text{SA}$ are incomparable. $\text{La}$ derives SDPs that are at least as strong than relaxations derived by any other system.
all methods but the La system in time $n^{O(r)}$ (the same is true also for the La system if the initial relaxation has polysize). In other words, all L&P systems constitute “parameterized” models of computation for attacking intractable combinatorial optimization problems.

There are numerous combinatorial problems for which either L&P systems have given the best approximation algorithms known (with no matching combinatorial algorithms known), or with approximation guarantees matching the best combinatorial algorithms known. We refer the reader to [8] for a relatively recent survey.

For this reason, a long line of research has been devoted in proving IG lower bounds for relaxations derived by L&P systems, while any such result is understood as strong evidence of the true inapproximability of the combinatorial problem at hand. At the same time, an α IG for level-γ relaxations derived by L&P systems implies that algorithms (for a restricted yet powerful model of computation) that run in time $m^{O(r)}$ cannot witness the existence of α-approximate solutions to the combinatorial problem. It is notable that examples of integrality gap for L&P systems that are way off from the best approximability known for a combinatorial optimization problem are quite rare.

1.1 Our contributions and comparison to previous work

To the best of our knowledge, this is the first study of integrality gap lower bounds for lift-and-project tightenings of the natural 0-1 relaxation of $t$-PVC. Our starting point is the standard LP relaxation ($t$-PVC-LP) that has been used in all 2-approximation algorithms for weighted instances. We aim to derive strong integrality gap lower bounds for level-$r$ relaxations derived by the $LS_+$, $SA$ and $SA_+$ systems, where $r$ is as large as possible, and $t = O(n)$ (where $n$ is the number of vertices in the input graph). It is worthwhile noticing that there is a number of very strong IG lower bounds known for VC in L&P systems, including IG of $2 - \epsilon$, for every $\epsilon > 0$, for level-$\Theta(n)$ LS LPs [27], level-$n^{\Theta(1)}$ SA LPs [6], level-$\Theta(\sqrt{\log \log n})$ $LS_+$ SDPs [14], level-5 $SA_+$ SDPs [2], and IG of $7/6 - \epsilon$ and 1.36 for level-$\Theta(n)$ [26] and level-$n^{\Theta(1)}$ [32] La SDPs. Each of the aforementioned lower bounds imply directly the same IG lower bounds, for the same level relaxation and for the same system for ($t$-PVC-LP) by a straightforward reduction. Nevertheless, for the magnitude of $t$ for $t$-PVC for which we establish our results (roughly speaking for $t \leq n/2$), and in which the problem makes the transition from tractable to intractable, our IG lower bounds are superconstant.

The majority of our results are negative. Our motivating observations are that (a) a simple graph instance is responsible for a $n/t$ IG of the SDP of [15] (Proposition 2), on which the best algorithm know for $t$-PVC is based and (b) the level-1 LP derived by the $LS_+$ (which is strictly weaker than the $LS_+$ and $SA$ systems) solves the same instances exactly (Proposition 5). This is a remarkable example of a simple LP that outperforms, even in a specific instance, an SDP that has been used for the best algorithm for a combinatorial problem (the authors are not aware of another similar example). It is natural then to ask whether relaxations derived by L&P systems can witness existence of 2-approximate solutions to $t$-PVC. We answer this question in the negative by proving strong IG lower bounds for all L&P systems (but the La system) that have been used for positive algorithmic results. For all these systems we show that as long as $n \geq 2r + 2t + 2$, the level-$r$ relaxations have integrality gap at least $\binom{n-2r}{2}/t \cdot n$. As an immediate corollary, we see that the integrality gap of the starting LP (which is at least $n/t$) remains $(1 - \epsilon)^2 r$ for level-$\Theta(n)$ LP and SDP relaxations. Our results could have also been stated as rank lower bounds of a certain knapsack-type inequality (the one certifying a good IG). Many similar results have appeared in the literature, e.g. [9, 22, 7], but they are all for polytopes that are of different structure than the partial vertex cover polytope.
The above negative results bring up another rare phenomenon; for the family of tractable combinatorial optimization problems $t$-PVC, for which $t = \Theta(1)$, L&P-relaxations have unbounded discrepancy. The authors are aware only of one more similar result [24]. This is in contrast to many combinatorial optimization problems, and in particular VC, for which constant-level L&P-relaxations either have integrality gaps matching the best approximability or they even solve tractable variations of the problems. Finally, due to the approximation preserving reduction from VC to $t$-PVC [4], when $t = \Theta(1)$, our results also imply that L&P systems applied on the $t$-PVC standard polytope cannot yield new insights for the NP-hardness inapproximability of VC.

We believe that our results are of independent interest also for two more reasons. The first reason is that relaxation ($t$-PVC-LP), for which we establish strong IG L&P lower bounds, is defined over two types of variables, i.e. vertex and edge variables corresponding to different semantics. IG lower bounds for L&P relaxations of such polytopes are very rare (the authors are aware only of one such result [19]). The second reason is that it is not well understood under which conditions semidefinite programming delivers better algorithmic properties than linear programming. Especially for LPs, the probabilistic interpretation of SA system (deriving the strongest LPs known), on which we elaborate below, has unified our understanding both for positive and negative results. When it comes to SDPs, one needs to employ seemingly stronger arguments that enhances the probabilistic interpretation of the systems with a geometric substance. Interestingly, with our technique for showing L&P lower bounds, we make explicit that it is possible to devise solutions to LP relaxations that satisfy many PSD conditions, almost trivially. For this we identify a generic and remarkably simple condition of solutions to LP relaxations that can fool a large family of PSD constraints (for a high level explanation of the condition see Section 1.2). We hope that this simple observation can help towards bridging our understanding for LP and SDP relaxations.

### 1.2 Our techniques

For our main results we employ some standard and generic techniques for constructing vector solutions for convex relaxations derived by the SA system. Then we identify a condition special to our solution that allows us to argue that the same construction is robust against SDP tightenings. Our IG instance is the unweighted clique on $n$ vertices, which for all $t$, admits an optimal solution of cost 1. This IG construction suffers a decay that is proportional to $n^{-2r}$. The decay with $r$ is unavoidable, at a high level, due to that level-$r$ relaxations solve accurately local subinstances induced by $r$ many elements corresponding to variables. Since our LP relaxation has edge variables, the removal of $r$ many edges induces a clique of $n - 2r$ vertices. Since we still have $(n-2r)$ edges, each edge needs to be covered “on average” $t/(n-2r)$ fractional times. Due to the symmetry imposed in our solutions, this is also the contribution of each vertex in the objective.

**Establishing the SA IG lower bound:** A common and generic approach for constructing SA solutions is to use the probabilistic interpretation of the system, first introduced in [17], and that is implicit in all our arguments of Section 3. At a high level, the curse and the blessing of the SA system is that level-$r$ solutions are convex combinations of (LP feasible) vectors that are integral in any set of $r$ many variable-indices. These convex combinations can be interpreted as families of distributions of feasible integral solutions for subsets of the input instance of size-$r$ (hence subsets of variables as well), that additionally enjoy the so-called local-consistency property: distributions over different subinstances should agree on the solutions of the common sub-subinstance. Designing such probability distributions
over sets of indices that also enclose the support of any constraint gives automatically a solution to the level-$r$ \textsc{SA}. Finding however such distributions is in general highly non trivial, especially when aiming for a big integrality gap.

The previous recipe is not directly applicable to the $t$-\textsc{PVC} polytope, as it has a defining facet that involves all edges of the input graph. This means that had we blindly tried to find families of probability distributions as described above, then we would have unavoidably defined distributions of feasible solutions in the integral hull. Our strategy is to deviate from the generic probabilistic approach, and focus first on satisfying constraints of the \textsc{SA} relaxation of relatively small support.

At a high level, the novelty of our approach is that we do not explicitly define locally consistent distributions of local 0-1 assignments, one for each subset of variables of bounded size, rather we achieve this implicitly. One of the advantages of our construction is that it is surprisingly simple. Specifically, we define a global distribution of 0-1 assignments as follows: each of the vertices is chosen in the solution independently at random, and with negligible probability, and covered edges are those incident to at least one chosen vertex.

The locally consistent distributions, that we need to associate each subset of variables $A$ with, are obtained by restricting the global distribution onto the subinstance induced by $A$. This trick can be thought as a vast generalization of the so-called correction-phase (or expansion recovery) that is common to all \textsc{SA} lower bounds, although it is sometimes hidden in the technicalities of the proofs ([13] is a good example where the correction phase is made explicit). According to this trick, set $A$ is effectively blown up (or “corrected”) to a big enough superset $\overline{A}$ with certain structural properties. This allows for sampling almost uniformly at random over local 0-1 assignments (of variables in $\overline{A}$) that can be easily seen to induce consistent local distributions, whereas the same task seems to be impossible to be realized directly on $A$. Interestingly, $\overline{A}$ is the whole instance in our case.

Our global distribution has a special property that it always satisfies all linear constraints of the $t$-\textsc{PVC} polytope but the one demand-constraint, i.e. the constraint that requires $t$ many edges to be covered. In particular, the proposed vector solution is a convex combination of exponentially many solutions in the integral hull and of the outlier all-0 vector. In fact our global distribution assigns probability $1 - o(1)$ to the latter vector, which is also responsible for the large integrality gap.

Notably, there is no generic reason to believe that such a vector solution satisfies the almost global constraint of the $t$-\textsc{PVC} polytope that involves all edges. To that end, we take advantage of the fact that we do not need to define feasible solutions of the whole instance in every small subinstance. This means that if presented with a small subinstance of the input graph, we are allowed in principle to cover zero edges in that subgraph with positive probability, as long as we do cover $t$ many edges in the complement. That said, constraints of large support cannot be treated probabilistically with respect to the global distribution. Instead, we deal with such constraints almost algebraically (in contrast to the majority of \textsc{SA} constructions), as one would normally do for a standard LP. More specifically, we rely on the fact that when we condition on covering zero edges in a subclique of size at most $2r$, edges that do not touch this subclique are covered independently at random with significant probability compared to how many edges are left. Linearity of expectation then can prove for us that the demand constraint is indeed satisfied.

Establishing IG lower bounds for SDP hierarchies: Showing that our \textsc{SA} vector solution is robust against SDP tightenings is by construction very easy. The reason is that all SDP hierarchies (that have been used for positive algorithmic results), except the \textsc{La} system,
distinguish constraints between those imposed by the starting 0-1 relaxation, and that are 
always linear, and PSD constraints that are valid for all 0-1 assignments (independently of 
the starting relaxation). As a result, any IG lower bound for strong LP relaxations that is 
based on a solution that comes from a global distribution of 0-1 assignments immediately 
translates into the same IG for a series of SDP hierarchies. A natural question that is raised is 
whether such global distributions of 0-1 assignments can be used to fool strong LP relaxations 
(and we answer this in the positive as we explain above). The second question that we raise 
is whether our solution is robust also against Lasserre tightenings. We answer this in the 
negative in Section 4.2.

2 Preliminaries

We denote by $1_n$ the all-1 vector of dimension $n$, and we drop the subscript, whenever the 
dimension is clear from the context. Similarly, by all-$\alpha$ vector we mean the vector 
$\alpha 1$. For a 
fixed set of indices $[m] := \{1, \ldots, m\}$, we denote by $P_r$ all subsets of $[m]$ of size at most $r$ 
(for the partial vertex cover polytope and for a graph $G = (V, E)$, we will use $[m] = V \cup E$). For some $y \in \mathbb{R}^{P_r+1}$, we denote by $Y$ the so-called moment matrix of $y$ that is indexed by $P_1$ in the rows and by $P_r$ in the columns, with $Y_{A,B} = y_{A\cup B}$. In other words, $Y \in \mathbb{R}^{||P_1|| \times ||P_r||}$ whenever $y \in \mathbb{R}^{P_r+1}$, whereas $Y$ is a square symmetric matrix if $r = 1$. Finally, we denote by 
$\{e_I\}_{I \in P_r}$ the standard orthonormal basis of $P_r$, so that $Y e_A$ is the column of $Y$ indexed by set $A$.

Note: In the interest of space, we have omitted some proofs from this version of the paper; 
we refer the reader to [12] for a full presentation.

2.1 Problem Definition and a Natural LP Relaxation

Given an integer $t$, and a graph $G = (V, E)$ with vertex weights $w_i \in \mathbb{R}_+$ for each $i \in V$, 
t-PVC can be alternatively defined as the following optimization problem where variables 
$x_q$ for $q \in V \cup E$ are further restricted to be integral.

$$\min \sum_{i \in V} w_i x_i \quad \text{(t-PVC-LP)}$$

s.t.

$$x_i + x_j \geq x_e, \quad \forall e = \{i, j\} \in E \quad (1)$$

$$\sum_{e \in E} x_e \geq t \quad (2)$$

$$0 \leq x_q \leq 1 \quad \forall q \in V \cup E \quad (3)$$

Below we focus on uniform instances, in which $w_i = 1$, for all $i \in V$. We denote the set 
of feasible solutions of the above LP as $P_t(G)$, or much simpler as $P_t$ when the underlying 
graph is clear from the context, and we call it the $t$-partial vertex-cover polytope. For each edge $e$, the reader should understand $x_e$ as the 0-1 indicator variable that says whether $e$ will 
be among the (at least) $t$ many that will be covered by some vertex, while for each vertex $i$, 
the 0-1 variables $x_i$ indicate whether vertex $i$ is chosen in the solution.

(t-PVC-LP) is the starting point for the 2-approximation algorithm for $t$-PVC in [4], and 
a $2 - \Theta(1/d)$ approximation for unweighted instances, where $d$ the maximum degree of the 
input graph, in [29, 11]. Strictly speaking, the analysis that guarantees the 2-approximability 
is not relative to the performance of the LP for all instances, as in fact (t-PVC-LP) has an 
unbounded integrality gap.
Observation 1 (Star-graph fools $(t$-$\text{PVC-LP})$ [25]). Consider the unweighted star-graph $G = (V,E)$ with $V = 1,\ldots,n,n+1$, and edges $\{n+1,i\} \in E$, for $i = 1,\ldots,n$. The optimal solution to $t$-$\text{PVC}$ is 1, for every $t \in \mathbb{N}$. In contrast, consider the feasible solution to $(t$-$\text{PVC-LP})$ that sets $x_e = x_{n+1} = t/n$ for all $e \in E$, and the rest of variables equal to 0. This gives a solution of cost $t/n$, hence the integrality gap of $(t$-$\text{PVC-LP})$ is at least $n/t$.

This is also true for the SDP relaxation of $t$-$\text{PVC}$ that gives the best known approximation algorithm.

Proposition 2. For all $t \leq n/2$, the SDP of [15] has integrality gap at least $n/t$ when the input is the star-graph of Observation 1.

2.2 Hierarchies of LP and SDP relaxations

In this section we introduce families of LPs and SDPs derived by the so-called LS, LS+ [23] and SA [28] systems. Starting with a polytope $P \subseteq [0,1]^m$, each of the LS+ and SA systems derives a nested sequence of relaxations $\{P^{(r)}\}_{r=1,\ldots,m}$, such that $P^{(m)} = \text{conv}(P \cap \{0,1\}^m)$, while under mild assumptions one can optimize over $P^{(r)}$ in time $m^{O(r)}$. For an instance $G = (V,E)$ of $t$-$\text{PVC}$, our intention is to derive and study this sequence of relaxations starting with $P = P_t(G)$, i.e. the feasible region of the standard LP relaxation $(t$-$\text{PVC-LP})$, hence setting $|m| = |V| + |E|$. For the sake of simplicity, we adopt a unified exposition of the systems (see [22] for a more abstract exposition of lift-and-project systems).

For technical reasons, it is convenient to apply a standard homogenization to polytope $P$ as follows: variables $x_p$ are replaced by $x_p/\sum_i x_i$ and each constraint $a^Tx \geq b$ is replaced by $a^T \bar{x} \geq b \bar{x}$. Adding the constraint $\bar{x}_0 \geq 0$ along with the previous constraints define a cone that we denote by $K$. Clearly $K \cap \{\bar{x}_0 = 1\}$ is exactly polytope $P$. Next we define a sequence of SDP refinements of an arbitrary 0-1 polytope, proposed by Lovász and Schrijver [23], and that is commonly known in the literature as the LS+-hierarchy (of SDPs).

Definition 3 (The LS+ system). Let $K^{(0)} := K$ be a conified polytope $P \subseteq [0,1]^m$. The level-$r$ LS+ tightening of $K^{(0)}$ is defined as the cone

$$K^{(r)} = \left\{ x \in \mathbb{R}^P_+ : \exists y \in \mathbb{R}^{P_2} : \forall i \in [m], y_{e_i} = x \text{ and } y_{e_0} = x_0 \in K^{(r-1)} \right\}$$

The level-$r$ LS+ refinements (tightenings) $\mathcal{N}^{(r)}_+(P)$ of $P$ is obtained by projecting $K^{(r)}$ onto $x_0 = 1$, i.e. $\mathcal{N}^{(r)}_+(P) = K^{(r)} \cap \{ x \in \mathbb{R}^P_+ : x_0 = 1 \}$.

Next we introduce the SA system defined by Sherali and Adams [28], and that derives a sequence of LP relaxations (and not SDP relaxations).

Definition 4 (The SA system). Let $K$ be a conified polytope $P \subseteq [0,1]^m$. The level-$r$ SA tightening of $K$ is defined as the cone

$$M^{(r)} = \left\{ x \in \mathbb{R}^P_+ : \exists y \in \mathbb{R}^{P_{r+1}} : \forall Y,N \text{ with } Y \cup N \in P_r, y_{\sum_{0 \leq T \subseteq N}(-1)^{|T|} e_Y e_T} \in K \right\}$$

The level-$r$ SA refinement (tightening) $S^{(r)}(P)$ of $P$ is obtained by projecting $M^{(r)}$ onto $x_0 = 1$, i.e. $S^{(r)}(P) = M^{(r)} \cap \{ x \in \mathbb{R}^P_+ : x_0 = 1 \}$.

Occasionally we abuse notation and we treat $\mathcal{N}^{(r)}_+(P), S^{(r)}(P)$ as subsets of $[0,1]^m$, instead of $\{ x \in [0,1]^{m+1} : x_0 = 1 \}$. Also, relaxations derived by LS+ and SA are in principle incomparable.
We observe that level-1 SA tightening coincides with the level-1 Lovász-Schröder-LP tightening ($N_{d}^{(1)}(P)$ without the PSD constraint). This seemingly weak LP solves the problematic star graph.

Proposition 5. Let $G$ be the star graph of Observation 1. Then the level-1 SA tightening of $P_t(G)$ has integrality gap 1.

Proof. Let $x$ be a vector in the level-1 SA tightening of $P_t(G)$, and let $y$ be its moment matrix $Y$ as in Definition 4. Suppose now that for some $b, \overline{b}, d, \overline{d} \in \mathbb{R}^n$ and $a \in \mathbb{R}$ we have $Y e_0^T = (1, b^T, a, d^T)$ and $Y e_{(n+1)}^T = (a, \overline{b}^T, a, \overline{d}^T)$, where we explicitly assume that the list of indices has first all vertices (with the center being last), followed by all edges. Note that with this terminology, the value of the objective for such a solution is $a + 1_a^T b$, which we need to compare to $\text{opt} = 1$.

Next we focus on $Y(e_0 - e_{(n+1)})$ that satisfies all homogenized constraints of $P_t(G)$, and in particular constraints (1) of edges $\{n+1, i\}, i = 1, \ldots, n$, which require that $\overline{b} - \overline{b} \geq d - \overline{d}$. Similarly, constraint (2) of $P_t(G)$ implies that $1_a^T (d - \overline{d}) \geq (1-a)t$. Therefore $a + 1_a^T b \geq a + 1_a^T (d - \overline{d}) \geq a + (1-a)t \geq 1 = \text{opt}$. ◀

Recall that by Proposition 2 the star graph is also responsible for a $n/t$ integrality gap for the SDP of [15], i.e. the relaxation which the best algorithm known for $t$-PVC is based on. The surprising conclusion from Proposition 5 is that a simple LP that one can derive systematically from $P_t(G)$ outperforms that particular SDP for a specific instance. This is in contrast to other known examples of level-$\Theta(m)$ LS tightenings that are strictly weaker than natural and static SDP relaxations. Finally, it is worthwhile mentioning that we do not know whether constant-level L&P tightenings of $(t$-PVC-LP) derive the SDP of [15].

For algorithmic purposes, a number of SA variants have been proposed that give rise to hierarchies of SDPs (see [1] for a list of them). The simplest variation, and the one that has resulted surprisingly strong positive results, is usually referred as the mixed hierarchy. This system, that we denote here by SA+, imposes an additional PSD constraint.

Definition 6 (The SA+ system). Let $K$ be a conified polytope $P \subseteq [0,1]^m$. The level-$r$ SA+ tightening of $K$ is defined as the refinement of cone $M^{(r)}$, as in Definition 4, where the $(m+1)$-leading principal minor of the moment matrix $Y$, i.e. the principal minor of $Y$ that is indexed by sets of variables of size at most 1, is PSD.

Level-r SDPs derived by the SA+ and LS+ systems are not comparable. In Section 4 we introduce a further refinement of SA+ that is strictly tighter than LS+, and for which we actually derive the same IG lower bounds as in SA. We postpone its definition due to its technicality.

By the generic algorithmic properties common to LS+, SA and SA+ systems, and for the $t$-PVC polytope, it is immediate that for any graph $G = (V,E)$ the level-$(|V| + |E|)$ relaxations have integrality gap 1. However, from the proof of convergence from all systems, it easily follows that vectors in level-$r$ relaxations satisfy any constraint that is valid for the integral hull of $P_t(G)$ and that has support at most $r$. If $\text{opt}$ denotes the optimal value for $G = (V,E)$ then $\sum_{x \in V} x_i \geq \text{opt}$ is a constraint valid for every integral solution with support $|V|$. Hence, level-$|V|$ LPs or SDPs derived by SA, LS+ and SA+ systems can solve any $t$-PVC instance exactly. Can level-$r$ relaxations close the unbounded integrality gap of $P_t(G)$ as exhibited in Observation 1, for $r = o(|V|)$? We answer this question in the negative in the next sections by proving strong integrality gaps for superconstant level LP and SDP relaxations. As a byproduct, we show this way that LPs and SDPs that give rise
to algorithms that run in superpolynomial time cannot solve to any good proximity even the tractable combinatorial problem $t$-PVC where $t = \Theta(1)$.

## 3 IG lower bounds for the Sherali-Adams LP system

This section is devoted in proving one of our main results.

> **Theorem 7.** Let $n, r, t$ be integers with $n \geq 2r + 2t + 2$. Then the integrality gap of the level-$r$ SA-tightening of $(t$-PVC-LP) on graphs with $n$ vertices is at least $(n - 2r^2)/t \cdot n$.

For this we fix a clique $G = (V, E)$ on $n$ vertices, along with $r, t$ such that $n \geq 2r + 2t + 2$. We start by presenting Random Process 1, that defines a distribution of 0-1 assignments for variables of the polytope $P_t(G)$.

### Random Process 1 (Definition of distribution $D_p$)

**Require:** A fixed $p \in [0, 1]$.

1. for $i \in V$ do
2. Independently at random, set $x_i = 1$ with probability $p$
3. end for
4. for $e \in E$ do
5. Set $x_e$ equal to 1 as long as $e$ is incident to some $i$ for which $x_i = 1$, and otherwise to 0.
6. end for

**Output:** Distribution $D_p$ induced by the experiment above.

We are ready to propose a vector solution $y \in \mathbb{R}^{P_{r+1}}$ to the level-$r$ SA tightening of $P_t(G)$. For $A \in P_{r+1}$ (with ground set $V \cup E$), and for each $q \in A$, let $X_q$ be the random variable which equals 1 if $x_q = 1$ in the random experiment of $D_p$, and 0 otherwise. For all such $A \subseteq V \cup E$, we define

$$y_A := \mathbb{E}_{D_p} \left[ \prod_{q \in A} X_q \right] = \mathbb{P}_{D_p} [ \forall q \in A, x_q = 1] \quad (4)$$

where the last equality is due to that $X_q$ are 0-1 variables. In particular, this means that for all $i \in V$ and $f \in E$ we have $y_{\{i\}} = p$, $y_{\{f\}} = 2p - p^2$.

We use the following technical lemma; it is a standard observation used in many SA lower bounds.

> **Lemma 8.** For $Y \cup N \in P_{r+1}$, let $w_{Y,N} := \sum_{\emptyset \subseteq T \subseteq N} (-1)^{|T|} y_{Y \cup T}$. Then $w_{Y,N} = \mathbb{P}_{D_p(Y \cup N)} [ \forall q \in Y, X_q = 1, \ & \forall q' \in N, X_{q'} = 0]$.

We can now prove that $y$ is solution to the level-$r$ SA polytope of $t$-PVC, for a proper choice of $p$.

> **Lemma 9.** For the complete graph $G = (V, E)$ on $n$ vertices, and for all $r, t$ with $n \geq 2r + 2t + 2$, let $y \in \mathbb{R}^{P_{r+1}}$ be as in (4), where $p = t/(n - 2r^2)$. Then $y \in S^{(r)}(P_t(G))$.

**Proof.** Let $Y, N \in P_r$ with $|Y \cup N| \leq t$. We need to show that $\overline{y} := Y \sum_{\emptyset \subseteq T \subseteq N} (-1)^{|T|} e_{Y \cup T} \in \mathbb{R}^{P_t}$ satisfies all constraints of $P_t(G)$ (after they are homogenized).
Asking that \( \mathcal{Y} \) satisfies the constraint (1) for an edge \( e = \{i, j\} \) is the same as asking that 
\[ w_{Y \cup \{i\}, N} + w_{Y \cup \{j\}, N} - w_{Y \cup \{e\}, N} \geq 0. \]
Note that \( |Y \cup N \cup \{i, j\}| \leq r + 2 \). Due to Lemma (8) and by linearity of expectation we have
\[ w_{Y \cup \{i\}, N} + w_{Y \cup \{j\}, N} - w_{Y \cup \{e\}, N} = \mathbb{E}_{D_p(Y \cup N \cup \{i, j\})} \left[ \prod_{q \in Y} \prod_{p \in N} (1 - X_p) (X_i + X_j - X_e) \right]. \]
Recall in Random Process 1 we set \( x_e = 1 \) only when at least one among \( x_i, x_j \) is already set to 1. Therefore the previous expected value is always non-negative.

In a similar manner we can show that box constraints (3) are satisfied. First, constraints of the form \( x_q \geq 0, \, q \in V \cup E \) are satisfied for \( \mathcal{Y} \), since by Lemma 8, \( w_{Y \cup \{q\}, N} \) represents a probability of an event. As for constraints \( x_q \leq 1 \), we need to prove that \( w_{Y \cup \{q\}, N} \leq w_{Y, N} \).
This is true again due to Lemma 8, and because the event associated with \( w_{Y, N} \) is logically implied by that of \( w_{Y \cup \{q\}, N} \).

Finally we need to show that \( \mathcal{Y} \) satisfies constraint (2), i.e. constraint
\[ \sum_{e \in E} w_{Y \cup \{e\}, N} \geq t \cdot w_{Y, N}. \]
For this we recall that \( |Y \cup N| \leq r \), and so in the original clique on \( n \) vertices, there is a subclique \( G' = (U, F) \) on at least \( n - 2r \geq 4 \) vertices, such that no edge in \( F \) is incident to any element (vertex or edge) in \( Y \cup N \), and \( |F| \geq \binom{n-2r}{2} > 0 \). This means that for every \( f \in F \) the event that \( X_f = 1 \) is independent to any 0-1 assignment on variables in \( Y \cup N \), while \( \mathbb{P}_{D_p} [X_f = 1] = 2p - p^2 \geq p \), since \( p = t/(n-2r^2) \leq 1/(2t+2) < 1/2 \). Since we also have \( |F| \cdot p = |F| \cdot t/(n-2r) \geq t \), we conclude that
\[ \sum_{e \in E} w_{Y \cup \{e\}, N} \geq \sum_{e \in E} w_{Y \cup \{e\}, N} = |F| \cdot p \cdot w_{Y, N} \geq t \cdot w_{Y, N}, \]
as promised.

The objective of the level-\( r \) SA LP is no more than \( n \cdot p = t \cdot n/(n^2-2r) \), while the optimal solution of the input graph has cost 1, concluding the proof of Theorem 7.

It is worthwhile noticing that our superconstant integrality gaps lower bounds hold only for values of parameter \( t = o(n) \). The reader can easily verify that when the input is the \( n \)-clique, then the optimal solution to \( (t \text{-PVC-LP}) \) is exactly \( t/(n-1) \) (e.g. using the dual of \( (t \text{-PVC-LP}) \)). Therefore, for any constant \( c \) and when \( n/c \leq t \leq n-1 \), for which the optimal solution to \( t \text{-PVC} \) is still 1, the integrality gap of \( (t \text{-PVC-LP}) \) is strictly less than \( c \).

## 4 IG lower bounds for various SDP hierarchies

### 4.1 SDPs derived by the \( \mathcal{S}_+ \) and \( \mathcal{L}_+ \) systems

In this section we argue that the moment matrix \( \mathcal{Y} \) of solution \( y \) that we proposed in Lemma 9 satisfies very strong PSD conditions. This will immediately imply the same IG lower bounds of Theorem 7 also for stronger SDP systems, as summarized in the next theorem.

**Theorem 10.** Let \( n, r, t \) be integers with \( n \geq 2r + 2t + 2 \). Then the integrality gap of the level-\( r \) \( \mathcal{L}_+ \) and \( \mathcal{S}_+ \) tightenings of \( (t \text{-PVC-LP}) \) on graphs with \( n \) vertices is at least \( (n-2r)/(2t+n) \).

For proving Theorem 10, we fix the clique \( G = (V, E) \) on \( n \) vertices, together with \( r, t \) such that \( n \geq 2r + 2t + 2 \). In all our arguments below we use \( y \in \mathbb{R}^{P \times P} \) as defined in (4), as well as vector \( w \) (indexed by pairs of sets of variables) as it appears in Lemma 8. We also define the matrix \( \mathcal{X}^{Y, N} \in \mathbb{R}^{P \times P} \), which at entry \( A, B \) (i.e. any two sets of size at most 1) equals \( w_{Y \cup A \cup B, N} \). Note that matrix \( \mathcal{X}^{Y, N} \) is exactly the moment matrix of random variables \( \{X_q \}_{q \in Y \cup E} \) on \( X_q = 1 \) for all \( q \in Y \), and \( X_q = 0 \) for all \( q' \in N \), scaled by the constant \( \mathbb{E}_{D_p} [Y, X_q = 1 & \forall q' \in N, X_{q'} = 0] \). In particular, for each \( q \in V \cup E \) we have that vectors \( \mathcal{X}^{Y, N} e_q, \mathcal{X}^{Y, N} (e_q - e_q) \) satisfy all constraints of \( P_t(G) \).
Now recall that \( y \in \mathbb{R}^{p+1} \) is obtained by the global distribution \( \mathcal{D}_p \) that associates any 0-1 assignment of variables of \( P_t(G) \) with some probability. In particular, if \( x \in \{0,1\}^p \), with \( x_0 = 1 \), is such a 0-1 assignment, then \( xx^T \) is a rank 1 PSD matrix. Clearly, matrix \( X^{Y,N} \) is a convex combination of such rank-1 PSD matrices, hence it is PSD as well. We conclude with an Observation.

**Observation 11.** Let \( Y, N \) be any subsets of \( V \cup E \) such that \( |Y \cup N| \leq r - 1 \). Then \( X^{Y,N} \) is positive semidefinite.

It is now immediate that our SA solution \( y \) satisfies also the extra PSD constraint imposed by \( SA_+ \). What we only need to observe is that the leading principal minor of \( Y \) indexed by sets of size at most 1 is exactly \( X^{0,0} \), which is PSD by Observation 11. Hence, Theorem 7 also holds when SA tightenings are replaced by \( SA_+ \) tightenings.

Next we argue that our SA solution is robust against much stronger SDP refinements. Note that vector \( w \) is well defined for all level-\( r \) SA solutions \( y \). Especially when \( y \) is obtained as a convex combination of integral vectors, all matrices \( X^{Y,N} \) are PSD, for all \( |Y \cup N| \leq r - 1 \). That is, the latter constraints constitute a further refinement of the \( SA_+ \) system. Again by Observation 11 it is immediate that our level-\( r \) SA solution fools also these exponentially many (in \( r \)) PSD conditions. These new PSD refinements are stronger than the constraints derived by the level-(\( r - 1 \)) \( LS_+ \) system (see [30]); this concludes the proof of Theorem 10.

### 4.2 On SDPs derived by the Lasserre system

A natural question to ask is whether our SA solution fools SDPs derived by the so-called Lasserre (La) system [21]. The level-\( r \) La-SDP is defined as follows. For \( y \in \mathbb{R}^{2r+2} \), the La-moment matrix \( Z \) is a matrix indexed by \( P_{r+1} \) with \( Z_{A,B} = y_{A \cup B} \). For each constraint \( \sum \alpha_i x_i - \beta_i \geq 0 \) of \( P_r \), the La-slack moment matrix \( Z^{(l)} \) is a matrix indexed by \( P_r \) with \( Z^{(l)}_{A,B} = \sum \alpha_i y_{A \cup B \cup \{l\}} - \beta_i y_{A \cup B} \). The level-\( r \) La SDP requires that all matrices \( Z \) and \( \{Z^{(l)}\}_l \) are PSD. Notably, the PSDness of proper principal minors of matrices \( Z \) and \( \{Z^{(l)}\}_l \) imply the level-\( r \) SA linear constraints [22]. As such, the level-\( r \) La SDP is at least as strong as the level-\( r \) SA LP. Unfortunately, we show that the level-1 La SDP is not fooled by our SA solution.

**Lemma 12.** For any constant \( r \), the level-1 La SDP eliminates the level-\( r \) solution proposed in Lemma 9.

**Proof.** Fix \( n, t, p \), and let \( y \) be the solution to the level-(\( r \)) SA-tightening as described in Lemma 9. Consider the level-1 slack matrix for (2). In order to prove that this matrix is not PSD, it suffices to focus on its principal minor \( Z \) that is indexed only by subsets of vertices. To that end, let \( y_A \in \mathbb{R}^{P_1} \) be the indicator vector of set \( A \subseteq V \). Let also \( S_n \) denote the expected slack we have in constraint (2) when each vertex is chosen with probability \( p \) in the \( n \)-clique, and \( C_{n,a} \) be the number of edges that are covered by choosing a many vertices in the same graph. Then, it is easy to verify by definition that \( Z \) has the form

\[
(Z)_{IJ} = \frac{p^{|I \cup J|}}{S_n} \left( S_n - |I \cup J| + C_{n,|I \cup J|} \right).
\]

Applying the Schur complement on \( Z \) with respect to the entry \( (Z)_{\emptyset, \emptyset} = S_n \), and given that \( S_n > 0 \), we have that \( Z \) is PSD if and only if

\[
M = (p^{S_n + C_{n,1}} - \frac{1}{S_n}) J_n \text{ is PSD, where } M \text{ is the minor of } Z \text{ indexed by sets of vertices of size 1, and } J_n \text{ is the all-one } n \times n \text{ matrix. By symmetry, all rows of } M \text{ have the same sum, i.e. the all-one vector } 1 \text{ is an eigenvector for the Schur complement. Elementary calculations then show that the leading term of the corresponding eigenvalue, when } p = c/n^2, \text{ is } \left(-2c^4 - \frac{15c^2}{2} - 2c^2 \right) \frac{1}{n} < 0 \text{ (the rest of the summands are of order } o(1/n)\).
\]
5 Discussion / Open Problems

The algorithmic significance of our results pose a natural (and classic) open problem, related also to questions on extended formulations: Does \( t \)-PVC admit a poly-size (or tractable) LP or SDP relaxation that has integrality gap no more than 2, even when \( t = O(n) \)? It is notable that this question has been studied in [3] for a generalization of \( t \)-PVC but with no implications to our problem. Note also that our strongest IG lower bounds are valid only when \( t/n = \epsilon \), for small enough \( \epsilon > 0 \), where \( n \) is the number of vertices of the input graph. As a result, another interesting open question is, given \( t \) and \( n \), find the smallest \( r = r(n, t) \) for which the level-\( r \) LP or SDP derived by some L&P system has integrality gap no more than 2. In particular, can it be that \( r = \omega(1) \) when \( t \geq n \)?

Finally, our SDP IG lower bounds make explicit that global distributions of 0-1 assignments can be used to witness solutions to \( \text{SA} \) LP tightenings of superconstant integrality gaps. We also demonstrate that it is almost straightforward to show that the same solutions are robust against SDP tightenings of many L&P systems except the \( \text{La} \) system. Can the same family of global distributions fool \( \text{La} \) SDPs when it is also enriched with intuitive and stronger conditions? A generic positive or negative answer would give new insights in understanding the power of the various SDP hierarchies.
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Abstract

The replica placement problem has been well studied on trees. In this paper, we study this problem on directed acyclic graphs. The replica placement problem on general DAGs generalizes the set cover problem. We present a constant factor approximation algorithm for the special case of DAGs having bounded degree and bounded tree-width (BDBT-DAGs). We also present a constant factor approximation algorithm for DAGs composed of local BDBT-DAGs connected in a tree like manner (TBDBT-DAGs). The latter class of DAGs generalizes trees as well; we improve upon the previously best known approximation ratio for the problem on trees. Our algorithms are based on the LP rounding technique; the core component of our algorithm exploits the structural properties of tree-decompositions to massage the LP solution into an integral solution.
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1 Introduction

The replica placement problem is an important problem that finds applications in a variety of domains such as internet and video on demand service delivery (see [8, 10, 5]). We refer to [13] for additional applications. This problem is concerned with the optimal placement of copies (replicas) of a database on the nodes of a network in order to serve periodic requests from a set of clients under the setting wherein each replica can serve a limited number of requests and a client can only be served by a replica within a specified distance (QOS requirement). Prior work has studied the problem for the case of tree networks [5, 13, 3, 9, 2, 1]. The goal of this paper is to address the problem on more general DAG networks.

Replica Placement Problem. The input consists of a DAG $G = (V, E)$. Each leaf node (having no in-edges) represents a client. Let $A$ be the set of all the clients and let $|A| = m$. The input specifies a request $r(a)$ for each client $a \in A$. The input also includes a capacity $W$. For each edge $(u, v)$ in $E$, the input specifies a distance $d(u, v)$. For a node $u$ and a client $a$ such that there is a path from $a$ to $u$ in the graph, let $d(a, u)$ be the shortest distance from $a$ to $u$. Each client $a$ is associated with a quantity $d_{\text{max}}(a)$, the maximum distance it can travel.

A feasible solution selects a subset of nodes and places replicas on them in order to service the requests of the clients. The solution must assign the request of each client $a$ to some (unique) replica $u$ such that there is a path from $a$ to $u$ in the graph and $d(a, u) \leq d_{\text{max}}(a)$; we call this latter condition the distance constraint. Furthermore, the total requests assigned
to any replica must not exceed the capacity $W$. A client can be serviced by opening a replica at the client node itself. Our goal is to minimize the number of replicas placed.

We assume that the capacity $W$ and the requests $r(\cdot)$ are integral and that $W$ is polynomially bounded in the number of nodes. Furthermore, without loss of generality, we assume that $r(a) \leq W$ for all clients $a \in A$.

Prior Work. The above problem and its variants have been well-studied for tree networks in the existing literature [5, 13, 3, 9, 2, 1], from both practical and algorithmic perspectives.

Benoit et al. [3] studied the replica placement problem on trees. They showed that the problem is NP-hard to approximate within a factor of $3/2$ even without distance constraints (i.e., $d_{\text{max}}(a) = \infty$, for all clients $a$) and when the network is a binary tree. They obtained the above result by showing that the above problem generalizes the bin-packing problem. Benoit et al. [2] presented a 2-approximation for the replica placement problem without distances. For the case with distances, they designed a greedy algorithm with an approximation ratio of $(1 + \Delta)$, where $\Delta$ is the maximum number of children of any node.

Arora et al. [1] presented an algorithm for tree networks with a constant approximation ratio (independent of $\Delta$). Their result also applies to the partial cover version, wherein the input additionally specifies a number $K$ and only $K$ clients need to be serviced by a solution.

The replica placement problem can easily be seen to be a special case of the capacitated set cover problem. The latter problem admits an algorithm with an approximation ratio of $O(\log n)$ [12]; up to constant factors, the ratio is the best possible, unless $\text{NP} = \text{P}$ [6]. For the case of vertex cover, Chuzhoy and Naor [4] and Gandhi et al. [7] presented algorithms for the capacitated vertex cover problem with approximation ratio of 3 and 2, respectively. However, their algorithms can handle only the case of simple graphs. Saha and Khuller [11] presented a 34-approximation algorithm for the more general case of multi-graphs.

The capacitated vertex cover problem plays an important role in the constant factor approximation algorithm for the replica placement problem on tree networks, due to Arora et al. [1], mentioned earlier. The above algorithm is based on the LP rounding technique. It works by reducing the issue of rounding an LP solution for the replica placement problem to an issue of rounding LP solutions of a suitably construed capacitated vertex cover instance. The algorithms presented in the current paper also make use of the above strategy.

Our Results. Prior work has primarily dealt with the replica placement problem on tree networks. In this paper, we study the problem on directed acyclic graphs. On DAGs, the replica placement problem is as hard as the capacitated set cover problem. We therefore focus on special classes of DAGs and provide constant factor approximation algorithms.

The first class of DAGs that we address are rooted DAGs that have bounded degree and bounded tree-width; we call these BDBT-DAGs. Tree-width is a notion traditionally associated with undirected graphs. A graph with bounded tree-width can be decomposed into disconnected pieces by removing a small number of nodes. By tree-width of a DAG, we shall mean the tree-width of the graph obtained by ignoring the direction on the edges.

Our first result is a constant factor approximation algorithm for BDBT-DAGs.

There exists a polynomial time algorithm for the replica placement problem on BDBT-DAGs having an approximation ratio of $2 \cdot (d + t + 2)$, where $d$ and $t$ are respectively the degree bound and tree-width bound of the input BDBT-DAG.

Our second result deals with a generalization of BDBT-DAGs, which we call TBDBT-DAGs (tree of BDBT-DAGs). Intuitively, a TBDBT-DAG is composed of BDBT-DAGs connected in a tree-like manner. A TBDBT-DAG is constructed by starting with a skeletal
tree $\mathcal{T}$, whose vertices are referred to as proxies. Then, each proxy is substituted with a BDBT-DAG. For each proxy $q$ in $\mathcal{T}$, the root vertex of the associated BDBT-DAG is connected to some vertex (called pivot) in the BDBT-DAG associated with the parent proxy of $q$ (see Figure 1).

The overall DAG has bounded tree-width, but may not have bounded degree. Our main result is a constant factor approximation algorithm for TBDBT-DAGs.

There exists a polynomial time algorithm for the replica placement problem on TBDBT-DAGs having an approximation ratio of $O(d + t)$, where $d$ and $t$ are respectively the maximum degree bound and maximum tree-width bound of any component BDBT-DAG of the input TBDBT-DAG.

The class of TBDBT-DAGs clearly generalizes trees (wherein each component BDBT-DAG consists of a single vertex). Therefore the above result generalizes the constant factor approximation algorithm for the case of trees given in the prior work [1]. In fact, our analysis is more refined and leads to an improved constant factor.

**Discussion.** Tree networks, considered in prior work, have a simpler structure wherein each node has only one out-neighbor (i.e., parent). If we ignore the distance constraints, replica placement on such networks reduces to a capacitated set cover scenario over a set system consisting of a laminar family of sets. The classical set cover problem on such laminar families can easily be handled. Thus, the distance and the capacity constraints are the only critical issue in the case of tree networks. On the other hand, networks considered by us are DAGs, wherein a node can have multiple (but, bounded) number of out-neighbors leading to more complex set systems. In fact, any arbitrary set system can be encoded as an instance of the replica placement problem if we allow general DAGs, or even bounded degree DAGs. One of the important technical contributions of this paper is to show that the issue can be addressed, if the DAGs additionally have bounded tree-width (namely, BDBT-DAGs). However, the family of BDBT-DAGs do not encompass trees. Our main result deals with the larger class of TBDBT-DAGs, which generalizes both BDBT-DAGs and trees.

**2 Preliminaries**

In this section we describe a natural LP for our problem and setup terminology that we will use. We then formally define the specific class of DAGs that we address in this paper.
In this paper we shall address two types of DAGs; these DAGs have DAGs of interest.

Definition 1. A tree with elements of is a pair \( (\mathcal{X}, \mathcal{A}) \) such that \( \mathcal{X} \) is a set of nodes and \( \mathcal{A} \) is a set of arcs connecting pairs of nodes in \( \mathcal{X} \).

Definition 2. A node \( u \) in a tree \( (\mathcal{X}, \mathcal{A}) \) is said to be attachable if every client is serviced by exactly one node.

For each node \( u \in \mathcal{X} \), we introduce a variable \( y(u) \) that specifies the extent to which \( u \) is open. For each client \( v \in \mathcal{A} \) and each node \( u \in \mathcal{A}(v) \), we introduce a variable \( x(v, u) \) that specifies the extent to which \( v \) is assigned to \( u \). A node \( u \) is said to service a client \( v \), if \( x(v, u) > 0 \); we also say that \( v \) is assigned to \( u \) if \( x(v, u) = 1 \).

Further, we add non-negativity constraints for all the variables. Constraint (1) (called the capacity constraint) ensures that at any node the total request assigned does not exceed the capacity \( W \). Constraint (2) ensures that a client can be assigned to a node only to an extent to which the node is open; without this constraint, it can be shown that the LP has an unbounded integrality gap. Constraint (3) enforces that every client is serviced to an extent of exactly one, i.e., every client is fully served. Constraint (4) requires that a node can be opened to an extent of at most one.

For an LP solution \( \sigma \), we shall denote the variables of the solution by \( x_\sigma \) and \( y_\sigma \) unless stated otherwise. We shall also use \( x \) and \( y \) to denote the variables when the solution is clear from the context of the discussion. Consider an LP solution \( \sigma \). The cost of an LP solution is given by the objective function: \( \text{cost}(\sigma) = \sum_{u \in \mathcal{X}} y_\sigma(u) \). For a set \( X \subseteq \mathcal{X} \), the cost of the set \( X \) in the solution \( \sigma \) is given by \( \text{cost}_\sigma(X) = \sum_{u \in X} y_\sigma(u) \).

Definition 1 (Fully-open, fully-closed and partially-open nodes). We call a node \( u \) fully-open, if \( y_\sigma(u) = 1 \); fully-closed, if \( y_\sigma(u) = 0 \); and partially-open, if \( 0 < y_\sigma(u) < 1 \).

Definition 2 (Load and Fully Loaded nodes). For a set of clients \( B \subseteq \mathcal{A} \) and set of nodes \( U \subseteq \mathcal{X} \), by \( \text{load}_\sigma(B, U) \) we mean the total assignments of \( B \) to nodes in \( U \), i.e., \( \text{load}_\sigma(B, U) = \sum_{a \in B} \sum_{v \in U} x_\sigma(a, v) \cdot r(a) \).

For a node \( u \in \mathcal{X} \), By \( \text{load}_\sigma(u) \) we mean the total assignments to node \( u \), i.e., \( \text{load}_\sigma(u) = \sum_{a \in \mathcal{A}(u)} x_\sigma(a, u) \cdot r(a) \). A node \( u \) is said to be fully loaded if \( \text{load}_\sigma(u) = W \).

Definition 3 (Integrally Open and Integral Solutions). A solution \( \sigma \) is said to be integrally open, if every node is either fully-open or fully-closed and an integrally open solution is said to be an integral solution if every client is serviced by exactly one node.

DAGs of interest. In this paper we shall address two types of DAGs; these DAGs have bounded tree-width. We recollect the concept of tree-width and then formally define the DAGs that we address in this paper.

Definition 4 (Tree-decomposition and tree-width). A tree-decomposition of graph \( G = (\mathcal{V}, \mathcal{E}) \) is a pair \( (\{V_i| i \in I\}, T) \) where \( V_1, \ldots, V_h \) are subsets of \( \mathcal{V} \) called pieces, \( I = [1, h] \), and \( T \) is a tree with elements of \( I \) as nodes. A tree-decomposition must satisfy the following properties:
1. **Node coverage**: every node of \( G \) belongs to at least one piece \( V_i \), i.e., \( \cup_{i \in I} V_i = V \)

2. **Edge coverage**: for every edge \( e = (u, v) \in E \), there is some piece \( V_i \) containing both ends of \( e \), i.e., \( \exists i \in I \) such that \( \{u, v\} \subseteq V_i \)

3. **Coherence**: for every graph vertex \( v \), all pieces containing \( v \) form a connected component, i.e., \( \forall i, j, k \in I \), if \( j \) lies on the path between \( i \) and \( k \) in \( T \), then \( V_i \cap V_k \subseteq V_j \)

The width of \( \langle \{V_i|i \in I\}, T \rangle \) equals \( \max\{|V_i| : i \in I\} - 1 \). The **tree-width** of \( G \) is the minimum \( k \) such that \( G \) has a tree-decomposition of width \( k \).

We will use the following property of tree-decompositions for designing our algorithm.

**Property 1 (Separation Property).** Let \( p \) be any piece of \( T \). Suppose that \( T - p \) has components \( T_1, T_2, \ldots, T_d \). Then the subgraphs \( G[T_1 - V_p], G[T_2 - V_p], \ldots, G[T_d - V_p] \) have no nodes in common, and there are no edges between them.

The first type of DAGs that we address have bounded degree and tree-width.

**Definition 5 (Bounded Degree Bounded Tree-width DAG (BDBT-DAG)).** We say that a rooted DAG is a **bounded degree bounded tree-width DAG** if the undirected graph obtained by ignoring directions on the edges has bounded degree and bounded tree-width.

We denote the root node of a BDBT-DAG, \( G \), by \( \text{Rt}(G) \).

The second type of DAGs that we consider generalize BDBT-DAGs as well as trees.

**Definition 6 (Tree of BDBT-DAGs (TBDBT-DAG)).** A TBDBT-DAG \( G \) is a pair \( \langle \{D_j | j \in J\}, T \rangle \) where \( D_1, D_2, \ldots, D_h \) are BDBT-DAGs, \( J = [1, h] \) and \( T \) is a tree with the elements of \( J \) as nodes and labeled edges satisfying the following properties:

- The vertices of the BDBT-DAGs are disjoint, i.e., \( V(D_i) \cap V(D_j) = \emptyset \) \( \forall i, j \in J, i \neq j \).
- The vertex set of \( G \) is the union of the vertices of BDBT-DAGs, i.e., \( V(G) = \cup_{j \in J} V(D_j) \).
- The edges of all the BDBT-DAGs are contained in \( G \), i.e., \( E(D_j) \subseteq E(G) \) for all \( j \in J \).
- For every edge \( e = (D_i, D_j) \) in \( T \), there is an edge \( (\text{Rt}(D_i), \ell(e)) \) in \( G \) that links the two BDBT-DAGs by connecting the root of \( D_i \) to a node of \( V(D_j) \) determined by the label \( \ell(e) \) on the edge; \( \ell(e) \in V(D_j) \) is said to be a pivot node.

Let \( \text{Roots}(G) \) be the roots of all BDBT-DAGs of \( G \), i.e., \( \text{Roots}(G) = \{\text{Rt}(D_j) : j \in J\} \).

We make the following observation regarding the tree-width of TBDBT-DAGs.

**Observation 1.** If the maximum tree-width of any component BDBT-DAG is \( t \), then the TBDBT-DAG has tree-width \( \max\{t, 1\} \).

## 3 Algorithm for BDBT-DAGs via Stable Solutions

For the ease of exposition, we first consider the simpler case of BDBT-DAGs and present a constant factor approximation algorithm. The components developed as part of the algorithm will also be useful in handling the more generic TBDBT-DAGs.

The algorithm is based on the LP rounding technique. Let \( \sigma_{in} \) be an optimal solution to the LP formulation. The algorithm works by applying a sequence of transformations until an integral solution is obtained, wherein each transformation increases the cost by at most a constant factor. The notion of stable solutions plays a key role in the above process.

**Definition 7 (Stable solution).** A solution \( \sigma \) is said to be **stable** if the nodes can be partitioned into two sets \( R \) and \( P \) called **rich** and **poor** nodes respectively such that the following properties are satisfied:
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1. The rich nodes, $R$, are fully open.
2. For any poor node $u \in P$, the total extent to which the poor nodes service the clients attachable to $u$ is less than $W$, i.e., $\text{load}_p(\text{Att}(u), P) < W$.
3. Every client is either serviced by only nodes in $R$ or only nodes in $P$ but not both. ▶

Intuitively, a stable solution segregates the input instance into two parts, the first part comprising of the rich nodes and the clients serviced by them, and the second part comprising of the poor nodes and the clients serviced by them. It is easy to handle the first part, since all the nodes in the instance are fully open. The second part has the useful feature that it is uncapacitated in essence; meaning, no matter how we assign the clients, the capacity $W$ at a node can never be exceeded and hence, the capacity constraints can safely be ignored.

We next present two procedures. The first procedure works on any bounded degree DAG and transforms an arbitrary LP solution $\sigma_{in}$ into a stable solution $\sigma_s$ with only a $(d + 2)$ factor increase in cost, where $d$ is the degree bound. The second procedure works on any bounded tree-width DAG and transforms any stable solution $\sigma_s$ into an integrally open solution $\sigma_{io}$ with only a $(t + 1)$ factor increase in cost, where $t$ is the tree-width bound. Combining the two procedures, we can handle any BDBT-DAG and transform an arbitrary LP solution $\sigma_{in}$ into an integrally open solution $\sigma_{io}$ with only a constant factor increase in cost. Finally, the integrally open solution can be transformed into an integral solution using a cycle cancellation based method proposed in prior work [1].

The above procedures make use of a subroutine called pulling procedure, described next. This subroutine is also employed by other algorithms in the paper to reassign the clients.

**Pulling Procedure.** Given a node $u$ and a set of nodes $X$ such that $u \notin X$, by performing the pulling procedure from $X$ on to $u$, we mean reassigning the clients that are attachable to $u$ from $X$ on to $u$ while it has remaining capacity.

Formally, let $\sigma_{in}$ be the input solution. We process each client-node pair $\langle a, v \rangle$ iteratively where $a \in \text{Att}(u)$ and $v \in X$. Let $\pi_{old}$ be the LP solution at the start of the current iteration. We construct a new solution $\pi_{new}$ as follows. We set $x_{\pi_{new}}(a, u) = x_{\pi_{old}}(a, u) + \delta$ and $x_{\pi_{new}}(a, v) = x_{\pi_{old}}(a, v) - \delta$ where

$$\delta = \min \left\{ x_{\pi_{old}}(a, v), \frac{W - \text{load}_{\pi_{old}}(u)}{r(a)} \right\}.$$ 

All other values of $x_{\pi_{new}}(\ldots)$ and $y_{\pi_{new}}(\ldots)$ are retained as in $\pi_{old}$. $\pi_{new}$ is taken as the input solution $\pi_{old}$ for the next iteration. At the end of processing all client-node pairs, the solution $\pi_{new}$ of the last iteration is taken as the final solution $\sigma_{out}$ output by this procedure.

Note that if $\text{load}_{\sigma_{in}}(u) + \text{load}_{\sigma_{in}}(\text{Att}(u), X) \leq W$ (before the pulling procedure), then $\text{load}_{\sigma_{out}}(\text{Att}(u), X) = 0$, otherwise $\text{load}_{\sigma_{out}}(u) = W$ (after the pulling procedure).

### 3.1 Constructing Stable Solutions for Bounded Degree DAGs

In this section, we show how to transform any feasible solution $\sigma_{in}$ for a bounded degree DAG into a stable solution $\sigma_s$ as stated in the following Lemma.

▶ **Lemma 8.** Any LP solution $\sigma_{in}$ for a bounded degree DAG can be converted into a stable solution $\sigma_s$ such that $\text{cost}_{\sigma_s}(R) \leq (d + 1) \cdot \text{cost}(\sigma_{in})$ and $\text{cost}_{\sigma_s}(P) \leq \text{cost}(\sigma_{in})$ where $R$ and $P$ are respectively the rich and poor nodes of the stable solution $\sigma_s$.

**Proof Sketch.** The transformation is divided into the reddening phase and browning phase.
Reddening Phase. In this phase, the algorithm tries to make as many nodes fully loaded as possible. We shall color all fully loaded nodes red. For this, the algorithm processes the nodes iteratively in an arbitrary order. For every node, it checks if the node can become fully loaded by performing the pulling procedure from non-red nodes. If so, we actually perform the pulling procedure, open this node and color it red. The reddening phase completes when all the nodes are processed. Hereafter, no node becomes fully loaded (red).

Browning Phase. In this phase, we process all the neighbors of red nodes that are not already red. For each such node, \( u \), we open the node, perform the pulling procedure on \( u \) from non-red nodes and color it brown. Note that the total load on \( u \), even after the reassignments, will be less than \( W \) (otherwise \( u \) would have become red in the first step).

This completes the processing of the browning phase (and stage 1).

It can be shown that the solution at this stage is a stable solution taking the set of red and brown nodes to be rich and the remaining nodes to be poor. The first two properties are easy to check. The third property follows from the fact that if a client is attachable to a rich node and is assigned to a poor node, then it must be attachable to a brown node; but then the brown node would have pulled the assignments of this client from the nodes in \( P \).

We now analyse the cost. Note that the cost of any feasible LP solution must be at least \( \lceil \sum_{a \in A} r(a)/W \rceil \). Moreover, each of the red nodes is fully loaded. Therefore the number of red nodes is no more than \( \text{cost}(\sigma_{in}) \). There are at most \( d \) neighbours of a red node; thus the total number of brown nodes is at most \( d \cdot \text{cost}(\sigma_{in}) \). This implies that \( \text{cost}_{\sigma_{a}}(R) \leq (d+1) \cdot \text{cost}(\sigma_{in}) \). As the extent of openness of the remaining nodes is untouched, it follows that \( \text{cost}_{\sigma_{a}}(P) \leq \text{cost}(\sigma_{in}) \).

3.2 Bounded Tree-width DAGs: Stable to Integrally Open Solutions

In this section, we show how to transform any stable solution \( \sigma_s \) for a bounded tree-width DAG into an integrally open solution \( \sigma_{io} \) as captured in the following Lemma.

Lemma 9. Let \( R \) and \( P \) respectively be the rich and poor nodes of a stable solution \( \sigma_s \) of a DAG, \( G \), of constant tree-width \( t \). Then \( \sigma_s \) can be converted to an integrally open solution \( \sigma_{io} \) such that the nodes of \( R \) remain untouched, i.e., \( y_{\sigma_{io}}(u) = y_{\sigma_s}(u) \) for all \( u \in R \) and \( x_{\sigma_{io}}(a,u) = x_{\sigma_s}(a,u) \) for all clients \( a \in A \) and nodes \( u \in R \). Thus, \( \text{cost}_{\sigma_{io}}(R) = \text{cost}_{\sigma_s}(R) \). Moreover, if \( Z_1 \) is the set of of fully-opened nodes of \( P \) in \( \sigma_{io} \), then \( \text{cost}_{\sigma_{io}}(Z_1) \leq (t+1) \cdot \text{cost}_{\sigma_s}(P) \). The remaining nodes of \( P \) are fully closed.

Proof Sketch. Our procedure shall color poor nodes yellow and white during its course of execution; the yellow nodes will be opened and the white nodes will be closed. At the end of the procedure all the poor nodes will be colored yellow or white thereby obtaining an integrally open solution. We shall call a node resolved if it is either rich or colored (yellow or white) and unresolved otherwise. Recall that rich nodes are already open. We shall maintain two sets, \( \text{Res} \) and \( \text{Unres} \) of the resolved and unresolved nodes respectively. Every node of the graph will either be in \( \text{Res} \) or in \( \text{Unres} \). Initially we set \( \text{Res} = R \) and \( \text{Unres} = P \). These sets will be modified as we color the nodes and resolve them. We shall also say that a client is resolved if it is only assigned to resolved nodes; we shall call it unresolved otherwise.

Consider a tree decomposition, \( \{V_i | i \in I \}, T \), of the DAG \( G \) having tree-width \( t \). Fix some piece \( p \) containing \( R(G) \) to be the root of the tree decomposition and assume all edges to be directed towards \( p_r \). We say that a client \( a \) is critical at piece \( p \in I \) if \( p \) is the highest piece along the path to \( p_r \) such that \( a \) can be assigned to some node of \( V_p \). We call a piece critical if it is critical for some client.
We process the pieces of the tree decomposition in any topological order (bottom-up); let $p$ be the piece being processed in the current iteration. We check if there is any client, $a$, that is critical at $p$. If not, we do nothing. Otherwise, consider the partitioning of the set $\text{Unres}$ based on whether a node appears in $p$ or not; let $Y = \text{Unres} \cap V_p$ and $\overline{Y} = \text{Unres} \setminus V_p$. Further, let $X$ be the nodes of $\overline{Y}$ that appear in some piece $q$ below $p$ in the tree decomposition, i.e., $X = \{ u \in Y : u \in V_q \text{ and } \exists \text{ a path from } q \text{ to } p \text{ in the tree decomposition} \}$. We can show that (i) the extent to which the nodes in $X$ and $Y$ are open collectively is at least $1$, i.e., $\sum_{v \in X \cup Y} y_s(v) \geq 1$; and (ii) all the clients assigned to nodes in $X$ are attachable to some node of $Y$. We open up the nodes of $Y$ and color them yellow. We account for the cost of fully opening these nodes of $Y$ by charging them to the extent to which the nodes of $X \cup Y$ are open in the solution $\sigma_s$. We perform the pulling procedure on all the nodes of $Y$ by pulling all the attachable clients from all nodes in $\overline{Y}$. Note that the pulling on nodes of $Y$ will ensure that no clients remain assigned to the nodes in $X$ any more. We therefore close all these nodes in $X$ and color them white. We incur a factor $(t + 1)$ loss in the process as the tree-width is $t$. Now, the nodes of $Y$ are opened and the nodes of $X$ are closed - we therefore move them from the set $\text{Unres}$ to $\text{Res}$. Note that any poor node is charged at most once as it must be in $\text{Unres}$ to be charged and it is moved to the set $\text{Res}$ immediately after being charged. This completes the processing of the piece $p$. We now outline why (i) and (ii) must hold. For (i), since client $a$ critical at $p$ is unresolved, it can only be assigned to nodes in $X \cup Y$. Moreover $\sum_{v \in V} x_{\text{sta}}(a, v) = 1$ and $x_{\text{sta}}(a, v) \leq y_{\text{sta}}(v)$ on any node $v$. Hence $\sum_{v \in X \cup Y} y_{\text{sta}}(v) \geq 1$. For (ii), consider any client, $b$, serviced by some $u \in X$. Now $b$ could not have become critical at any piece below $p$ otherwise it would have been pulled to the node it became critical on. Thus $b$ must be attachable to some node of $Y$ in $p$.

We close any unresolved nodes left at the end as no clients can be assigned to them (every client has to be critical on some node). Hence we obtain an integrally open solution.

### 3.3 BDBT-DAGs: Constant Factor Approximation Algorithm

In this section, we consider BDBT-DAGs and present a constant factor approximation algorithm. Combining Lemma 8 and 9, we can convert the optimal LP solution $\sigma_{\text{in}}$ into an integrally open solution $\sigma_{\text{io}}$. The only issue with $\sigma_{\text{io}}$ is that the request $r(a)$ of a client $a$ may be split and assigned to multiple nodes. On the other hand, our problem definition requires that the request must be wholly assigned to a single node. We can address the issue using a cycle cancellation procedure described in prior work[1].

**Lemma 10.** Any integrally open solution $\sigma_{\text{io}}$ can be converted into an integral solution $\sigma_{\text{out}}$ such that $\text{cost}(\sigma_{\text{out}}) \leq 2 \cdot \text{cost}(\sigma_{\text{io}})$.

Using the cost analysis as stated in the lemmas, we see that $\text{cost}(\sigma_{\text{out}}) \leq 2 \cdot \text{cost}(\sigma_{\text{io}}) \leq 2 \cdot (\text{cost}_{\sigma_s}(R) + (t + 1) \cdot \text{cost}_{\sigma_s}(P)) \leq 2 \cdot ((d + 1) \cdot \text{cost}(\sigma_{\text{in}}) + (t + 1) \cdot \text{cost}(\sigma_{\text{in}})) = 2 \cdot (d + t + 2) \cdot \text{cost}(\sigma_{\text{in}})$.

We have thus established the following theorem.

**Theorem 11.** Any LP solution $\sigma_{\text{in}}$ for a BDBT-DAG instance can be transformed into an integral solution $\sigma_{\text{out}}$ such that $\text{cost}(\sigma_{\text{out}}) \leq 2 \cdot (d + t + 2) \cdot \text{cost}(\sigma_{\text{in}})$, where $d$ and $t$ are respectively the degree bound and tree-width bound of the DAG.
BDBT-DAGs presented earlier. Recall that the procedure for BDBT-DAGs works in two stages, wherein the first stage transforms an LP solution $\sigma_0$ into a stable solution $\sigma_s$ and the second stage transforms $\sigma_s$ into an integrally open solution $\sigma_{io}$. Finally, the solution $\sigma_{io}$ is converted into an integral solution using techniques from prior work. In the context of TBDBT-DAGs, it is difficult to obtain a stable solution, because these DAGs do not have bounded degree. Instead, our algorithm goes via a similar, but weaker notion of pseudo-stable solutions. The process of converting pseudo-stable solutions to integrally open solutions is also more involved and utilizes the concept of hierarchical solutions, which generalize integrally open solutions. It suffices to get hierarchical solutions, since prior work has shown how to transform such solutions to integral solutions. We next define pseudo-stable and hierarchical solutions, and outline our two transformations.

**Definition 12 (Pseudo-stable solution).** An LP solution $\sigma$ is said to be pseudo-stable, if the nodes can be partitioned into two sets $R$ and $P$ called rich and poor nodes respectively satisfying the following properties:

1. The rich nodes, $R$, are fully open.
2. For any poor node $u \in P$, the total extent to which the poor nodes service the clients attachable to $u$ is less than $W$, i.e., $load_{\sigma}(\text{Att}(u), P) < W$.
3. Every client is either serviced by
   a. only nodes in $R$.
   b. only nodes in $P$.
   c. nodes in both $R$ and $P$. Any client $a$ in this category should be attachable to exactly one node in $S$, where $S$ is the set of all poor roots having a rich pivot as their out-neighbor, i.e., $S = \{ u \in \text{Roots}(G) \cap P : \text{out-neighbor of } u \text{ is a rich pivot} \}$. The lone node in $S$ to which $a$ is attachable is called the special root of $a$.

The clients in the first two categories are said to be settled, whereas those in the third category are said to be unsettled.

We transform any given LP solution to a pseudo-stable solution using a procedure similar to the one used for obtaining stable solutions in the context of bounded degree DAGs; the transformation is discussed in Section 4.1. The next (and more sophisticated) stage of the algorithm converts a pseudo-stable solution into a hierarchical solution, defined below.

**Definition 13 (Hierarchical solutions).** An LP solution $\sigma$ is said to be hierarchical if every client is assigned to at most one partially-open node.

Hierarchical solutions generalize the notion of integrally open solutions. In the context of designing constant factor approximation algorithm for the case of trees, prior work presented a procedure for transforming an LP solution into a hierarchical solution. For the case of TBDBT-DAGs, we present a procedure for transforming pseudo-stable solutions into hierarchical solutions. Given a pseudo-stable solution $\sigma_{ps}$, our procedure works by segregating $\sigma_{ps}$ into two parts $\sigma_1$ and $\sigma_2$ with the following properties:

- $\sigma_1$ is a stable solution for a subset of clients. We can transform this partial solution into an integrally open solution $\sigma'_1$ using the procedure in Lemma 9, since TBDBT-DAGs have bounded tree-width.
- $\sigma_2$ is a feasible solution for the remaining set of clients and has certain nice properties that allow us to transform it into a hierarchical solution $\sigma'_2$. This transformation is based on the intuition that a TBDBT-DAG consists of a skeletal tree $T$, where each node is in turn a BDBT-DAG. The skeletal tree structure allows us to use ideas from the prior work[1] in obtaining the hierarchical solution $\sigma'_2$. 


We finally merge $\sigma'_1$ and $\sigma'_2$ into a single hierarchical solution $\sigma_h$ servicing all the clients. The rest of the section is devoted to describing the different transformations.

### 4.1 Obtaining a Pseudo-stable Solution

In this section, we show how to transform any feasible solution $\sigma_{in}$ for a TBDBT-DAG into a pseudo-stable solution $\sigma_{ps}$. The following Lemma formally captures the transformation.

**Lemma 14.** Any LP solution $\sigma_{in}$ can be converted into a pseudo-stable solution $\sigma_{ps}$ such that $\text{cost}_{\sigma_{ps}}(R) \leq (d + 2) \cdot \text{cost}(\sigma_{in})$ and $\text{cost}_{\sigma_{ps}}(P) \leq \text{cost}(\sigma_{in})$ where $R$ and $P$ are respectively the rich and poor nodes of the stable solution $\sigma_{ps}$.

**Proof Sketch.** This transformation is a minor modification from that used in Lemma 8 for BDBT-DAGs. The transformation is divided into the reddening and browning phases.

The reddening phase is same as before. We make as many nodes fully loaded (red) as possible, and open them. We perform the browning phase with slight modifications. For every red node we color all its non-red neighbors brown except for the in-neighbors that are in $\text{Roots}(G)$. Note that every node has bounded degree ignoring the in-neighbors in $\text{Roots}(G)$; a node may have an arbitrary number of in-neighbors from $\text{Roots}(G)$.

We now show that the solution is pseudo-stable. We take the set of all red and brown nodes as $R$ and the remaining nodes as $P$. Consider any client, $a$, assigned to a node $v_1$ in $R$ as well as a node $v_2$ in $P$; we need to show that $a$ is attachable to exactly one node in $S$. We first observe that $a$ cannot be attachable to any brown node since then the brown node must have pulled the assignments of $a$ from nodes in $P$ and $a$ would not be assigned to $v_2$. This also implies that $v_1$ is red. We now show that $a$ is attachable to at least one node in $S$. Consider the path from $a$ to $v_1$. The non-red node closest to $v_1$ on this path, say $v_3$, must either be brown or in $\text{Roots}(G) \cap P$. But since $a$ is not attachable to any brown node, $v_3 \in \text{Roots}(G) \cap P$. Moreover, the out-neighbor of $v_3$ is a red (and hence rich) pivot and therefore $v_3 \in S$. Next we show that $a$ cannot be attachable to two nodes in $S$. Suppose $a$ is attachable to two nodes, $v_1, v_2 \in S$. Then there must be a path between them; w.l.o.g. let there be a path from $v_1$ to $v_2$. The out-neighbor of $v_1$ is a rich pivot, say $v$. Then, either $v$ is itself brown or there exists a brown node on the path from $v$ to $u_2$ (as $v$ is red, $u_2 \in P$ and we color all non-red out-neighbors of red nodes brown). This contradicts our inference that $a$ cannot be attachable to a brown node. Hence the solution is pseudo-stable.

The cost analysis is similar to that in Lemma 8. The change in factor arises because earlier we could color at most $d$ neighbors brown, but now we may color brown one more neighbour – the out-neighbor of a red root (which is a pivot not in the BDBT-DAG).

### 4.2 Obtaining a Hierarchical Solution

In this section, we show how transform a pseudo-stable solution $\sigma_{ps}$ into a hierarchical solution $\sigma_h$ and prove the following lemma.

**Lemma 15.** Let $R$ and $P$ respectively be the rich and poor nodes of a pseudo-stable solution $\sigma_{ps}$ of a TBDBT-DAG, $G$. Let $t$ be the maximum tree-width of any of its component BDBT-DAGs. Then $\sigma_{ps}$ can be converted to a hierarchical solution $\sigma_h$ such that the nodes of $R$ remain untouched, i.e., $y_{\sigma_h}(u) = y_{\sigma_{ps}}(u)$ for all $u \in R$ and $x_{\sigma_h}(a, u) = x_{\sigma_{ps}}(a, u)$ for all clients $a \in A$ and nodes $u \in R$. Thus, $\text{cost}_{\sigma_h}(R) = \text{cost}_{\sigma_{ps}}(R)$. Moreover, $\text{cost}_{\sigma_h}(P) \leq (\max\{t, 1\} + 2) \cdot \text{cost}_{\sigma_{ps}}(P)$.
Thus, cost (since a TBDBT-DAG has tree width be converted to a hierarchical solution TBDBT-DAG as follows. Let \( \sigma \) be the set of unsettled clients. We process the nodes that are special roots, i.e., \( u \). We shall perform the pulling procedure on \( u \) from \( X_u \). Note that all the clients in \( B \) will be reassigned to \( u \) and no clients will remain assigned to \( X_u \). We shall close down all the nodes of \( X_u \) and open \( u \) to the extent \( \min\{\text{cost}_{\sigma_2}(X_u), 1\} \); thus the solution remains feasible. We shall account for the cost of opening \( u \) by charging the extent to which the nodes of \( X_u \) are open in the solution \( \sigma_2 \). This completes the processing of \( u \). We now outline why all the clients assigned to \( X_u \) have \( u \) as their special root. Consider any client \( b \) assigned to a node \( v \) in \( X_u \). By definition of \( X_u \), there must be a client, \( c \), assigned to \( v \) and having special root as \( u \). It can be argued that clients attachable to the same node will have the same special root (this follows from the fact that the roots of the BDBT-DAGs are arranged in a tree-like manner in a TBDBT-DAG using a skeletal tree). Since \( c \) and \( b \) are both attachable to \( v \), they must have the same special root; therefore the special root of \( b \) must also be \( u \). Hence, all the clients assigned to \( X_u \) have \( u \) as the special root.

Note that the clients in \( B \) are not assigned to any poor node above \( u \). Therefore \( u \) and \( B \) will not participate in any further processing (of other nodes that are special roots). Thus any node is charged at most once only. The special roots are taken as the set \( Z_2 \).

We shall now combine the solutions \( \sigma'_1 \) and \( \sigma'_2 \) into a solution \( \sigma_h \) for the original input TBDBT-DAG as follows. Let \( Z_1 \) be the set of fully open nodes in \( \sigma'_1 \) and \( Z_2 \) be the nodes of \( P \) that are fully or partially open in \( \sigma'_2 \). The nodes of \( R \) remain untouched in both the solutions. We construct \( \sigma_h \) by opening all the nodes of \( R \) and \( Z_1 \). Then, we open all the nodes in \( Z_2 \setminus Z_1 \) to the extent that they were open in \( \sigma'_2 \). The assignments are retained from both the solutions \( \sigma'_1 \) and \( \sigma'_2 \) (the client sets are disjoint). Formally: (i) set \( y_{\sigma_h}(u) = y_{\sigma'_1}(u) \) (which is 1) for all \( u \in R \cup Z_1 \); (ii) set \( y_{\sigma_h}(u) = y_{\sigma'_2}(u) \) for all \( u \in Z_2 \setminus Z_1 \); (iii) set \( x_{\sigma_h}(a, u) = x_{\sigma'_2}(a, u) \) for all settled clients \( a \) and nodes \( u \); (iv) set \( x_{\sigma_h}(a, u) = x_{\sigma'_1}(a, u) \) for all unsettled clients \( a \) and nodes \( u \); (v) set \( x_{\sigma_h}(a, u) = x_{\sigma'_1}(a, u) \) for all unsettled clients \( a \).
and nodes $u$. Note that no node in $Z_1 \cup Z_2$ can become fully loaded, because they belong to the set $P$. Moreover, the nodes of $Z_2 \setminus Z_1$ are also sufficiently open to service the clients assigned to them as they are not assigned any clients in the solution of the instance $I_1$ and the solution to the instance $I_2$ is feasible. The solution $\sigma_h$ is hierarchical as the unsettled clients are assigned to at most one partially-open node since $\sigma'_2$ is hierarchical.

Using the cost analysis as stated in Lemmas 9 and 16, we see that $\text{cost}_{\sigma_h}(R) = \text{cost}_{\sigma_{ps}}(R)$ and $\text{cost}_{\sigma_h}(P) \leq \text{cost}_{\sigma_1}(Z_1) + \text{cost}_{\sigma'_2}(Z_2) \leq (\max\{t, 1\} + 1) \cdot \text{cost}_{\sigma_1}(P) + \text{cost}_{\sigma_2}(P) \leq (\max\{t, 1\} + 2) \cdot \text{cost}_{\sigma_{ps}}(P)$ This completes the proof of Lemma 15.

4.3 TBDBT-DAGs: Constant Factor Approximation Algorithm

We now put together the different transformations and establish a constant factor approximation algorithm for TBDBT DAGs. Combining Lemma 14 and 15, we can convert the optimal LP solution $\sigma_{in}$ into a hierarchical solution $\sigma_h$. A procedure for converting any hierarchical solution into an integral solution is implicit in prior work [1].

Lemma 17. Any hierarchical solution $\sigma_h$ can be converted into an integral solution $\sigma_{out}$ such that $\text{cost}(\sigma_{out}) \leq 136 \cdot \text{cost}(\sigma_h)$.

The above procedure works by reducing the task to an issue of rounding LP solutions of a capacitated vertex cover instance, for which Saha and Khuller[11] present a 34-approximation. The proof is omitted.

Using the cost analysis as stated in the lemmas, we see that $\text{cost}(\sigma_{out}) \leq 136 \cdot \text{cost}(\sigma_h) = 136 \cdot (\text{cost}_{\sigma_1}(R) + \text{cost}_{\sigma_2}(P)) \leq 136 \cdot (\text{cost}_{\sigma_{ps}}(R) + (\max\{t, 1\} + 1) \cdot \text{cost}_{\sigma_1}(P) + \text{cost}_{\sigma_2}(P)) \leq 136 \cdot ((d + 2) \cdot \text{cost}(\sigma_{in}) + (\max\{t, 1\} + 2) \cdot \text{cost}(\sigma_{in})) = 136 \cdot (d + \max\{t, 1\} + 4) \cdot \text{cost}(\sigma_{in})$

We have thus established the following theorem.

Theorem 18. Any LP solution $\sigma_{in}$ for a TBDBT-DAG instance can be transformed into an integral solution $\sigma_{out}$ such that $\text{cost}(\sigma_{out}) \leq 136 \cdot (d + \max\{t, 1\} + 4) \cdot \text{cost}(\sigma_{in})$, where $d$ and $t$ are respectively the maximum degree bound and the maximum tree-width bound of any component BDBT-DAG of the TBDBT-DAG.

This yields a factor 680 approximation algorithm for the case of trees (substituting $d = 0$ and $t = 0$), improving upon the approximation ratio obtained in prior work[1].
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Abstract

A sparse subgraph $G'$ of $G$ is called a matching sparsifier if the size or weight of matching in $G'$ is approximately equal to the size or weight of maximum matching in $G$. Recently, algorithms have been developed to find matching sparsifiers in a static bipartite graph. In this paper, we show that we can find matching sparsifier even in an incremental bipartite graph.

This observation leads to following results:

1. We design an algorithm that maintains a $(1 + \epsilon)$ approximate matching in an incremental bipartite graph in $O\left(\frac{\log^2 n}{\epsilon^2}\right)$ update time.

2. For weighted graphs, we design an algorithm that maintains $(1 + \epsilon)$ approximate weighted matching in $O\left(\frac{\log n \log(nN)}{\epsilon^4}\right)$ update time where $N$ is the maximum weight of any edge in the graph.
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1 Introduction

A matching is a set of vertex disjoint edges in the graph. Finding a matching of maximum size in a graph is one of the most important question in combinatorial optimization. For static graph, Hopcroft and Karp [12] designed an algorithm that found maximum matching in a bipartite graph in $O(m\sqrt{n})$ time. However, extending this result to general graph turned out to be a challenging problem. Micali and Vazirani [14, 18] were the first to show that a maximum matching in a general graph can be found in $O(m\sqrt{n})$ time.

In recent years, there has been a lot of activity for maintaining approximate/exact matching in a dynamic graph. In a dynamic graph, at each update step an edge is added or deleted from the graph. If only insertions are allowed, then the graph is said to be an incremental dynamic graph. If only deletions are allowed, then the graph is said to be a decremental dynamic graph. If both insertions and deletions are allowed, then the graph is said to be fully dynamic graph.

For the analysis, we assume that an adversary executes a sequence of addition and deletion of edges in a graph with the objective of maximizing the update time of a given algorithm. An adversary is oblivious if he/she knows the code of the algorithm but does not know the current state of the graph.

* The work was done when the author was a student at IIT Delhi.
not have access to the random bits used in the algorithm. In the literature, there are some randomized algorithm that assumes an oblivious adversary which means that the adversary has no knowledge of the matched edges maintained by the algorithm. If the algorithm is deterministic, then the adversary can run this algorithm on an input sequence and find the matched edges at each update step of the algorithm. In the following literature survey, all the randomized algorithm assume oblivious adversary model.

Ivković and Lloyd[13] were the first to investigate matching in dynamic graphs. They designed a deterministic algorithm that maintains a maximal matching with $O((n + m)^{2/3})$ update time. Sankowski[17] designed a deterministic algorithm that maintains maximum matching in $O(n^{1.498})$ update time. Onak and Rubinfeld[16] designed a randomized algorithm that maintains a $c$-approximation of maximum matching in $O(\log^2 n)$ update time, where $c$ is a large unspecified constant. Baswana, Gupta and Sen[5] showed that maximal matching can be maintained in a dynamic graph in an amortized $O(\log n)$ update time with high probability. Subsequently, Anand et al. {[2, 3]} extended this work to the weighted case, and designed a randomized algorithm that maintains a matching with a weight that is expected to be at least $1/4.9108 \approx 0.20363$ of the optimum. Neiman and Solomon[15] designed a deterministic algorithm that maintains a matching of size at least $2/3$ of the size of optimum matching in $O(\sqrt{m})$ time per update in general graphs. Gupta and Peng [11] generalized this result — they designed a deterministic algorithm that maintains a $(1 + \epsilon)$ approximate maximum matching in $O(\sqrt{me^{-2}})$ update time. They also extended this result to a weighted graph by designing a deterministic algorithm that maintains a $(1 + \epsilon)$-approximate weighted matching in $O(me^{-O(1/\epsilon^2)}\log N)$ update time where the edges have weights in the range $[1, N]$.

We investigate the problem of finding maximum matching in an incremental bipartite graph. To the best of our knowledge, there are no results for maintaining near approximate maximum matching in incremental bipartite graphs. However, the results of Gupta and Peng [11] also applies to a bipartite graph. Note that their result applies for matching in fully dynamic graph which seems to be a harder problem than maintaining matching in an incremental graph. However, the running time they obtain have a dependence on $(\sqrt{m})$ where $m$ is the maximum number of edges in the graph at any point of time.

To obtain better bounds, we look for inspiration from the field of streaming algorithms. Recently, there has been much interest[9, 10, 8] in the study of graph problems in a semi-streaming environment. In this model, the algorithm has to work with $O(n \log n)$ space and the one of the aim of the algorithm is to minimize the total number of passes over the stream. Ahn and Guha [1] showed that there exists a semi-streaming algorithm that find a $(1 + \epsilon)$-approximate bipartite matching in an unweighted/weighted graph in $O(\log n/\epsilon^3)$ passes. One of the ingredients they use is what we call as matching sparsifier.

**Definition 1.** A subgraph $G'$ of $G$ is said to be a $(\epsilon, \beta)$-sparsifier if the size or weight of matching in $G'$ is at least $\frac{\beta}{1+\epsilon}$ whenever the size or weight of maximum matching in $G$ is equal to $\beta$.

Ahn and Guha [1] showed that a $(O(\epsilon), \beta)$-sparsifier can be found in $O(m \log n/\epsilon^3)$ time. We show that this algorithm works even for an incremental bipartite graph. This observation helps us in showing the following results:

**Theorem 2.** For any $\epsilon \leq 1/2$, there exists an algorithm that maintains a $(1 + \epsilon)$-approximate maximum cardinality matching in an incremental bipartite graph in an amortized $O(\frac{\log^2 n}{\epsilon^3})$ update time.

We extend the above result to weighted graphs:
Theorem 3. For any $\epsilon \leq 1/2$, there exists an algorithm that maintains a $(1+\epsilon)$ approximate maximum weighted matching in an incremental weighted bipartite graph in an amortized $O\left(\frac{\log n \log (nN)}{\epsilon_4}\right)$ update time where each edge has weight in the range $[1, N]$.

2 Preliminaries

An undirected graph is represented by $G = (V, E)$, where $V$ represents the set of vertices and $E$ represents the set of edges in the graph. We will use $n$ to denote the number of vertices $|V|$ and $m$ to denote the number of edges $|E|$.

A matching in a graph is a set of independent edges in the graph. The maximum cardinality matching (MCM) in a graph is the matching of maximum size. Let $M$ denote a maximum matching in the graph. Similarly, given a set of weights $w : E \rightarrow [1, N]$, we can denote the weight of a matching $M$ as $w(M) = \sum_{e \in M} w(e)$. The maximum weight matching (MWM) in a graph is in turn the matching of maximum weight.

For measuring the quality of approximate matching, we will use the notation of $\alpha$-approximation, which indicates that the objective (either cardinality or weight) given by the current solution is at least $1/\alpha$ of the optimum. Specifically, a matching $M$ is called $\alpha$-MCM if $|M| \geq \frac{1}{\alpha}$(size of MCM), and $\alpha$-MWM if $w(M) \geq \frac{1}{\alpha}$(weight of MWM).

Finding or approximating MCMs and MWMs in the static setting have been intensely studied. Near linear time algorithms have been developed for finding $(1 + \epsilon)$ approximations and we will make crucial use of these algorithms in our data structure. For maximum cardinality matching, such an algorithm for bipartite graph was introduced by Hopcroft and Karp[12].

Lemma 4. [12] For any $\epsilon < 1$, there exists an algorithm APPX MCM that finds a $(1 + \epsilon)$-MCM in a static unweighted bipartite graph $G$ in $O(m\epsilon^{-1})$ time where there are $m$ edge in $G$.

For approximate MWM, there has been some recent progress. Duan et al.[6, 7] designed an algorithm that finds a $(1 + \epsilon)$ approximate maximum weighted matching in $O(m\epsilon^{-1} \log(\epsilon^{-1}))$ time.

Lemma 5. [6, 7] For any $\epsilon < 1$, there exists an algorithm APPX MWM that finds a $(1 + \epsilon)$-MWM in a static weighted graph $G$ in $O(m\epsilon^{-1} \log(\epsilon^{-1}))$ time where there are $m$ edge in $G$.

In Section 3, we reproduce the results of [1] that finds a $(O(\epsilon), \beta)$-sparsifier in a static bipartite graph. In section 4, we design an algorithm that finds a $(O(\epsilon), \beta)$-sparsifier in an incremental bipartite graph and use this algorithm to maintain a $(1 + \epsilon)$-MCM. In Section 5, we reproduce the algorithm in [1] that finds a $(O(\epsilon), \beta)$-sparsifier in a static weighted bipartite graph. In Section 6, we design an algorithm that finds a $(O(\epsilon), \beta)$-sparsifier in an incremental weighted bipartite graph and use this algorithm to maintain a $(1 + \epsilon)$-MWM.

3 Background

Consider the following primal-dual for bipartite matching. Here the dual(LP2) is the linear program for bipartite matching and the primal(LP1) is the linear program for vertex cover.
For $i \in V$:

$$u_i^1 = 1 \forall i \in V;$$

for $t = 1$ to $T$

- Call find-admissible-solution($t$)
- Let $M(i,y^t) = \sum_{j:(i,j) \in E} y_{ij} - 1 \forall i$
- $\forall i$, set $u_i^{t+1} = u_i^t(1 + \epsilon)^{M(i,y^t)/\rho}$ if $M(i,y^t) \geq 0$
- $u_i^{t+1} = u_i^t(1 - \epsilon)^{-M(i,y^t)/\rho}$ if $M(i,y^t) < 0$

Output $y = (\frac{1}{1+\epsilon})\frac{1}{T} \sum y^t$.

**Figure 1** Multiplicative-Weight-Update(): The Multiplicative weight update method.

Primal

$$\begin{align*}
\min & \quad \sum_i x_i \\
\text{s.t.} & \quad x_i + x_j \geq 1 \quad \forall (i,j) \in E \\
& \quad x_i \geq 0
\end{align*}$$

Dual

$$\begin{align*}
\max & \quad \sum_i y_{ij} \\
\text{s.t.} & \quad \sum_{j:(i,j) \in E} y_{ij} \leq 1 \quad \forall i \in V \\
& \quad y_{ij} \geq 0
\end{align*}$$

We follow the algorithm of Ahn and Guha [1] in this section. We will use the multiplicative weight update method of Arora, Hazan and Kale [4]. Consider the multiplicative weight update method MULTIPlicative-WEIGHT-UPDATE in Figure 1. The aim of MULTIPlicative-WEIGHT-UPDATE is to find a feasible solution $y$ such that $\sum y_{ij} \approx \alpha$, i.e., the aim of our algorithm is to find a matching of a size approximately $\alpha$. The algorithm runs for $T$ iterations where we will calculate $T$ at the end of the analysis. For each constraint associated with a vertex $i$ in the dual LP, we associate it with a value $u_i$. Initially $u_i^1 = 1$. In each iteration of the algorithm, we find an admissible dual solution (by calling the procedure find-admissible-solution). We will define the notion of admissibility in Definition 6. Let $y^t$ be an admissible solution in iteration $t$. Define $M(i,y^t) = \sum_{j:(i,j) \in E} y_{ij}^t - 1 \forall i$ for each constraint associated with vertex $i$. Then comes the step which justifies the name of the method, i.e., we update the weights of each $u_i$ based on the value of $M(i,y^t)$. Note that $\rho$ and $\epsilon$ are parameters in this update step which we will calculate in the analysis.

We now define the notion of admissibility.

**Definition 6.** Define $E(y^t)$ to be the expected value of $M(i,y^t)$ if constraint $i$ is chosen with probability $\sum_{i,j} u_i^t$, i.e, $E(y^t) = \sum_{i,j} u_i^t M(i,y^t)$. The dual solution $y^t$ is admissible if $E(y^t) \leq \delta$ and $\sum_{i,j} y_{ij} \geq \alpha$ and $M(i,y^t) \in [l,\rho]$ where $\delta, \rho, l$ are parameter dependent on $\epsilon$.

In [1], the following theorem calculates the number of iterations for which MULTIPlicative-WEIGHT-UPDATE needs to run.

**Theorem 7.** Let $\epsilon \leq 1/2, \delta = 4\epsilon l$. If find-admissible-solution returns an admissible solution in all $T = \frac{2\mu \log n}{\rho}$ iterations, then for all constraints $i, M(i,y) \leq 1$

Theorem 7 implies that if find-admissible-solution returns an admissible solution for $T$ iteration, then we can find a feasible solution $y$. Since $y = (\frac{1}{1+\epsilon})\frac{1}{T} \sum y^t$ and $\sum_{i,j} y_{ij} \geq \alpha$, $\sum_{i,j} y_{ij} \geq (\frac{1}{1+\epsilon})\alpha$. So we obtain a feasible fractional solution of a value approximately equal to $\alpha$. 

\[ u_i^1 = 1 \forall i \in V; \]

\[ \text{for} \ t = 1 \text{ to } T \text{ do} \]

\[ \text{Call find-admissible-solution}(t) \]

\[ \text{Let } M(i,y^t) = \sum_{j:(i,j) \in E} y_{ij} - 1 \forall i \]

\[ \forall i, \text{ set } u^{t+1}_i = u^t_i(1 + \epsilon)^{M(i,y^t)/\rho} \text{ if } M(i,y^t) \geq 0 \]

\[ u^{t+1}_i = u^t_i(1 - \epsilon)^{-M(i,y^t)/\rho} \text{ if } M(i,y^t) < 0 \]

\[ \text{Output } y = (\frac{1}{1+\epsilon})\frac{1}{T} \sum y^t; \]
forall, let $x^t_i = \frac{\alpha u^t_i}{\sum_j u^t_j}$; $E^t_{\text{violated}} = \{(i,j) : x^t_i + x^t_j < 1\}$

Find a maximal matching $S_t$ in $E^t_{\text{violated}}$.

if $|S_t| < \delta \alpha$ then
  for each $(i,j) \in S_t$, increase $x^t_i$ and $x^t_j$ by $1$
else
  return failure

Return $y^t_{ij} = \frac{\alpha}{|S_t|}$ for $(i,j) \in S_t$ and $0$ otherwise

Figure 2 FIND-ADMISSIBLE-SOLUTION($t$): The procedure that finds an admissible solution.

3.1 MCM

The multiplicative weight update method mandates that an admissible solution is found at each iteration. We now reproduce FIND-ADMISSIBLE-SOLUTION designed by Ahn and Guha [1] which finds an admissible solution.

FIND-ADMISSIBLE-SOLUTION starts by setting $x_i$ values for all vertices in the graph. The value of $x^t_i$ is $\alpha$ times the probability of choosing a vertex $i$ under the probability distribution $u^t$. We look at the edges which violated the dual LP constraint using the assignment $x^t$, i.e., all the edges $e = (i,j)$ such that $x^t_i + x^t_j < 1$. Let the set of all violated edge be denoted by $E_{\text{violated}}$. We find a maximal matching $S_t$ in the set $E_{\text{violated}}$. If $|S_t| < \delta \alpha$, we return a failure, else we return $y^t$ by setting $y^t_{ij} = \alpha/|S_t|$ for all the edges in the matching.

We reproduce the following lemma from [1]

Lemma 8. [1] If $|S_t| < \delta \alpha$, then FIND-ADMISSIBLE-SOLUTION returns a feasible solution for LP 2 with a value at most $(1 + 2\delta)\alpha$.

Proof. For each edge $(i,j)$ such that $x^t_i + x^t_j < 1$, at least one of the endpoint is in the maximal matching (since $S_t$ is a maximal matching). We increase $x^t_i$ and $x^t_j$ by $1$ to satisfy this constraint. So all the violated constraints are satisfied. Initially, $\sum_i x^t_i = \alpha$ and since we have increased the value of all the vertices in the maximal matching, the total increase is $< 2\delta \alpha$. So the total value of the solution of LP1 is at most $(1 + 2\delta)\alpha$.

Lemma 9. [1] If $|S_t| \geq \delta \alpha$, then FIND-ADMISSIBLE-SOLUTION returns an admissible solution with $l = 1$ and $\rho = 1/\delta$ and $E(y^t) \leq \delta$.

Proof. Since $y^t_{ij} = \alpha/|S_t|$, for all $(i,j) \in S_t$, so

\[
\begin{align*}
\sum_{(i,j) \in S_t} y^t_{ij} &= \alpha \\
\sum_{(i,j) \in S_t} x^t_i(x^t_i + x^t_j) &< \alpha \quad \text{\{ For each } (i,j) \in S_t, x^t_i + x^t_j < 1 \} \\
\sum_{(i,j) \in E} y^t_{ij}(x^t_i + x^t_j) &= \alpha \quad \text{\{ Since } y^t_{ij} = 0 \text{ for all other edges } \}
\end{align*}
\]

\[
\begin{align*}
\sum_i x^t_i \sum_{(i,j) \in E} y^t_{ij} &= \sum_i x^t_i \\
\sum_i x^t_i \sum_{(i,j) \in E} y^t_{ij} - 1 &= 0 \\
x^t_i M(i,y^t) &= 0 \\
\sum_i x^t_i \sum_{(i,j) \in E} M(i,y^t) &= 0
\end{align*}
\]

This implies $E(y^t) \leq 0 \leq \delta$. Also, if $(i,j) \in S_t$, $y^t_{ij} = 1/\delta$, this implies $M(i,y^t) = 1/\delta$, so $\rho = 1/\delta$. If $(i,j) \notin S_t$, $M(i,y^t) = -1$, so $l = 1$.

Now comes the crucial step of the algorithm. We never want FIND-ADMISSIBLE-SOLUTION to fail. This implies that the size of the maximal matching found by our algorithm should...
always be greater than or equal to $\delta \alpha$. To achieve this, we set a suitable value of $\alpha$. Let $M$ be any matching in the graph such that $|M| = \beta$. Suppose that we set $\alpha_i = (1 + \epsilon)^i$ for $i \geq 0$. Let $\alpha_j$ be the smallest value above $\beta$. So $\alpha_j \geq \beta \geq \alpha_{j-1}$. We now prove the following lemma:

**Lemma 10.** If $\beta \geq \alpha_{j-1}$ and if we set $\alpha = \alpha_j/(1+\epsilon)^9$ in MULTIPlicative-WEIGHT-UPdate procedure, then FIND-admissible-solution never fails.

**Proof.** Suppose the algorithm fails. By Lemma 8, this implies that there exists a feasible solution of LP1 with value $(1 + 2\delta)\alpha$. Since $\epsilon = \delta/4$ (since $\delta = 4\ell$ and $\ell = 1$), this value is $\leq (1 + 8\epsilon)\alpha = (1 + 8\epsilon)\alpha_j/(1 + \epsilon)^9 \leq (1 + 8\epsilon)\beta/(1 + \epsilon)^8 < \beta$. This leads to a contradiction since the minimum value of LP1 is $\geq \beta$ (as the size of maximum matching is $\geq \beta$). This implies that FIND-admissible-solution never fails. ▶

Using Theorem 7, if we set $\alpha = \alpha_j/(1+\epsilon)^9$, then after $T$ iterations, we will find a feasible fractional solution $y$. In MULTIPlicative-WEIGHT-UPdate procedure, we set $y = (\frac{1}{1+\epsilon})^\frac{T}{\beta} \sum_i y_i^T$. Since FIND-admissible-solution returns an admissible solution of value $= \alpha$ in each iteration, we have $\sum_i y_i^T = (\frac{1}{1+\epsilon})^\frac{T}{\beta} \sum_i y_i^j$. Since $\delta = 4\ell$ and $\ell = 1$, $\delta = 4\epsilon$. So,

$$\sum_i y_{ij} = \left(\frac{1}{1+\epsilon}\right)^\frac{T}{\beta} \sum_i y_i^j = \left(\frac{1}{1+\epsilon}\right)^\frac{T}{\beta} \alpha_j/(1 + \epsilon)^9 \geq \frac{1}{(1+\epsilon)(1+\epsilon)^9} \alpha_j = \frac{1}{(1+\epsilon)(1+\epsilon)^9} \alpha_j \rho \left( \text{if } \epsilon \leq 1/2, \text{ then } \frac{1}{(1+\epsilon)^9} \geq \frac{1}{1+\epsilon} \right) \geq \frac{1}{(1+\epsilon)^9} \alpha_j \rho \left( \text{since } \beta \leq \alpha_j \right)$$

Thus, we have proved the following lemma:

**Lemma 11.** If find-admissible-solution returns an admissible solution for $T$ iterations, then the size of the fractional matching returned by MULTIPlicative-WEIGHT-UPdate is

$$\geq \frac{1}{1+1200\epsilon} \alpha_j \geq \frac{1}{1+1200\epsilon} \beta$$

So if we set $\epsilon' = 1/1200\epsilon$, we get a feasible solution $y$ such that the size of this fractional solution $y$ is $\geq (1 - \epsilon')\beta$. Also note that at each iteration $t$, find-admissible-solution selects at most $n$ edges and sets $y_{ij}^t > 0$ for these $n$ edges. Since there are at most $T = \frac{2\rho \log n}{\delta \epsilon}$ iterations, the total number of edges selected by find-admissible-solution with $y_{ij} > 0$ is $\leq \frac{2\rho \log n}{\delta \epsilon}$. We have the following lemma:

**Theorem 12.** There exists an algorithm which finds a $(O(\epsilon), \beta)$-sparsifier $G'$ of $G$ of size $O(n \log n / \epsilon^3)$. Moreover, the time taken to find such a graph is $O(m \log n / \epsilon^3)$.

**Proof.** From the above discussion, we claim the total number of edges selected by find-admissible-solution is $\leq O\left(\frac{2\rho \log n}{\delta \epsilon}\right) = O\left(\frac{n \log n}{\delta \epsilon}\right)$ (since $\delta = 4\epsilon$ and $\rho = 1/\delta$). By Lemma 11, the size of fractional matching in $G'$, i.e., $\sum y_{ij}$, is $\geq \frac{1}{1+1200\epsilon} \beta$. Using the integrality of bipartite matching polytope, we claim that the size of maximum matching in $G'$ is $\geq \frac{1}{1+1200\epsilon} \beta$. Regarding the running time, note that each iteration is dominated by the running time of find-admissible-solution — which is $O(m)$. Since $\rho = 1/\delta$ and $\delta = 4\epsilon$, there are at most $T = \frac{2\rho \log n}{\delta \epsilon} = O\left(\frac{n \log n}{\delta \epsilon}\right)$ iterations and the total running time is $O(m \log n / \epsilon^3)$.
4 Incremental MCM

Overview

In this section, we show that we can find a \((O(\epsilon), \beta)\)-sparsifier in an incremental bipartite graph. This observation is then used to maintain a \((1 + \epsilon)\)-MCM in the following way: We run many versions of the algorithm in Theorem 12 in parallel such that in the \(k\)th run, we set \(\alpha = \alpha_k / (1 + \epsilon)^9\) in the \textsc{multiplicative-weight-update} procedure where \(\alpha_k = (1 + \epsilon)^9\) and \(k \geq 9\). Since the size of maximum matching is \(\leq n\), \(k \leq \frac{\log n}{\log(1 + \epsilon)} = O\left(\frac{\log n}{\epsilon}\right)\). In the \(k\)th run, we want to find a \((O(\epsilon), \alpha_k)\)-sparsifier. Note that initially a \((O(\epsilon), \alpha_k)\)-sparsifier may not exist as the size of maximum matching itself may be \(< \alpha_k\). So our algorithm returns failure till the size of maximum matching is approximately equal to \(\alpha_k\). At any given update step, say \(l\), let \(i\) be the highest numbered version for which \textsc{multiplicative-weight-update} has not failed. We find a \((1 + \epsilon)\)-MCM \(M_i\) in the \((O(\epsilon), \alpha^i)\)-sparsifier found in the \(l\)th run. We will show that \(M_i\) is a \((1 + O(\epsilon))\)-MCM in \(G_l\), i.e., the ratio between the size of \(M_i\) and the maximum matching at the \(l\)th update step is \(1 + O(\epsilon)\).

Consider an incremental graph where at the update step \(l\), an edge \(e_l\) is added to the graph, i.e., the graph at \(l\)th update step \(G_l = G_{l-1} \cup e_l\). We use the incremental version of \textsc{multiplicative-weight-update} and \textsc{find-admissible-solution} (see Figure 3 and 4).

Fix a value of \(k\). We describe our adaptation of the algorithm in the previous section for \(k\)th run of the algorithm when \(\alpha = \alpha_k / (1 + \epsilon)^9\). Consider the procedure \textsc{incremental-find-admissible-solution}. Before calling this procedure, we set \(u_1^1 = 1\) for all the constraints of \(\text{LP1}\). Since the graph is empty initially, the procedure \textsc{incremental-find-admissible-solution} fails in the first iteration. At update step \(l\), \(e_l\) is added to the graph \(G_{l-1}\), and the procedure \textsc{incremental-multiplicative-weight-update} is run. The procedure finds the iteration (say \(t\)), where \textsc{incremental-find-admissible-solution} has failed. Since a new edge is added to the graph, the procedure calls \textsc{incremental-find-admissible-solution} hoping that there exists an \textit{admissible} solution after the addition of this new edge. If \textsc{incremental-find-admissible-solution} returns failure, then there is still no \textit{admissible} solution found at iteration \(t\). Else, \textsc{incremental-find-admissible-solution} successfully finds an \textit{admissible} solution. We increment \(t\) and try to find an \textit{admissible} solution in iteration \(t + 1\). If \(t = T + 1\), then using Lemma 11, we claim that the size of maximum matching in our sparsifier is at least \(\frac{1}{1 + 1200\log n} \alpha_k\). This implies that we have found a \((O(\epsilon), \alpha^k)\)-sparsifier at this update step. We then run \textsc{approxmcm} on this \((O(\epsilon), \alpha^k)\)-sparsifier. We then \textit{stop} the \(k\)th run of our algorithm.

We now describe the incremental version of the algorithm \textsc{find-admissible-solution} (see Figure 4). If procedure \textsc{incremental-multiplicative-weight-update} calls procedure \textsc{incremental-find-admissible-solution} for the first time in the iteration \(t\), then we initialize all \(x^t_u\)'s and find a maximal matching \(S_t\) as in procedure \textsc{find-admissible-solution}. Else we need to update \(S_t\) with respect to this newly added edge \(e_l = (u, v)\). If \(x^t_u + x^t_v\) is less than \(1\) and \(u\) and \(v\) are not adjacent to any edge in \(S_t\), then the edge \(e_l\) is added to \(S_t\). If \(S_t < \delta\alpha\), then \textsc{find-admissible-solution} was unable to find an \textit{admissible} solution and returns failure. Else we return an \textit{admissible} solution \(y^t\)(this part is same as in the \textsc{find-admissible-solution}). The important thing to note is that we return an \textit{admissible} solution as soon as \(|S_t|\) is equal to \(\delta\alpha\).

We now prove the following lemma:

\textbf{Lemma 13.} If the size of maximum matching crosses \(\alpha_{k-1}\) at update step \(l\), then the \(k\)th run of \textsc{incremental-multiplicative-weight-update} stops before or at update step \(l\).
Let the current update step be \( l \) with \( e_l \) being added to graph \( G_{l-1} \).

Let \( t \) be the iteration in which \textsc{incremental-find-admissible-solution} has previously failed.

\textbf{while} \textsc{incremental-find-admissible-solution}(\( t \)) does not return failure \textbf{do}

\begin{verbatim}
if \( t = T+1 \) then
  Run \textsc{ApproxMCM} on the sparsifier found by the \( k \)th run
  Stop the \( k \)th run of the algorithm
else
  Let \( M(i, y^t) = \sum_{j: (i,j) \in E} y_{ij} - 1 \forall i \)
  \forall i, set \( u^{t+1}_i = u^t_i(1 + \epsilon)M(i, y^t)/\rho \) if \( M(i, y^t) \geq 0 \)
  \( u^{t+1}_i = u^t_i(1 - \epsilon)M(i, y^t)/\rho \) if \( M(i, y^t) < 0 \)
\end{verbatim}

\textbf{end while}

\section*{Figure 3 \textsc{incremental-multiplicative-weight-update}(): The incremental version of Multiplicative Weight Update Method.}

\begin{verbatim}
if \textbf{this is the first call to} \textsc{incremental-find-admissible-solution} \textbf{in iteration} \( t \) then
  \forall w, let \( x^t_w = \frac{\alpha u^t_w}{\sum_j u^t_j} \)
  Let \( E^t_{\text{violated}} = \{(u, v) : x^t_u + x^t_v < 1 \} \)
  Find a maximal matching \( S_t \) in \( E^t_{\text{violated}} \).
else
  if \( x^t_u + x^t_v < 1 \) and \( u \) and \( v \) are free with respect to \( S_t \) then
    \( S_t \leftarrow S_t \cup e_i \)
  if \( |S_t| < \delta\alpha \) then
    return failure
  else
    Return \( y^t_{ij} = \frac{\alpha}{|S_t|} \) for \( (i,j) \in S_t \) and 0 otherwise
\end{verbatim}

\textbf{end if}

\section*{Figure 4 \textsc{incremental-find-admissible-solution}(\( t \)): The incremental version \textsc{find-admissible-solution} that finds an \textit{admissible} solution.}

**Proof.** Suppose that the procedure \textsc{incremental-multiplicative-weight-update} does not stop at or before the update step \( l \). This implies that there exists an iteration \( t \) at which \textsc{incremental-find-admissible-solution} is unable to find an \textit{admissible} solution. Note that \textsc{incremental-find-admissible-solution} incrementally maintains a maximal matching \( S_t \). This implies that \( |S_t| < \delta\alpha \). At the \( l \)th update step, the size of maximum matching is \( \geq \alpha_{l-1} \), so Lemma 10 mandates that \textsc{find-admissible-solution} (and therefore \textsc{incremental-find-admissible-solution}) never fails. This lead to a contradiction thus proving the lemma.

At an update step \( l \), let \( i \) be the highest numbered version for which the procedure \textsc{incremental-multiplicative-weight-update} has stopped. This implies that the size of maximum matching at this update step is less than \( \alpha_l \) — if not then by Lemma 13, even \((i+1)\)th run of \textsc{incremental-multiplicative-weight-update} should have stopped. After the \( i \)th run stops, we use \textsc{ApproxMCM} to find a \((1 + \epsilon)\)-MCM in the sparsifier found at the \( i \)th run. Using Lemma 11, we claim that the size of matching in the sparsifier is \( \frac{1}{(1+1200\epsilon)} \alpha^i \).
∀i, let \( x_i^t = \frac{\alpha w'_i}{\sum_j w'_j} \);

Let \( E_{\text{violated},k}^t = \{(i,j) : x_i^t + x_j^t < w_{ij}, \alpha/2^k \leq w_{ij} \leq \alpha/2^{k-1}\} \)

Find a maximal matching \( S_k^t \) in \( E_{\text{violated},k}^t \) for each \( k = 1, 2, \ldots, \lceil \log \frac{n}{\epsilon} \rceil = O(\log n) \).

Let \( S_t = \bigcup_k S_k, \Delta = w(S_t) \)

if \( \Delta < \delta \alpha \) then
  For each \( (i,j) \in S_t \), increase \( x_i \) and \( x_j \) by \( 2w_{ij} \).
  Further increase every \( x_i \) by \( \delta \alpha \).
  Return \( x \) and report failure.

else
  \( S' = \emptyset \)
  while \( S_t \neq \emptyset \) do
    Pick the heaviest edge \( (i,j) \) from \( S_t \) and add it to \( S' \).
    Remove all the edges adjacent to \( i \) and \( j \) from \( S_t \).
    Return \( y_{ij}^t = \frac{\alpha}{w(S')} \) for \( (i,j) \in S' \) and 0 otherwise

\( \textbf{Figure 5} \) \textsc{find-admissible-solution}(t): The oracle which finds an admissible solution.

So, APPROX-MCM finds a matching of size at least \( \frac{\alpha^t}{(1+1200\epsilon)(1+\epsilon)} \geq \frac{1}{(1+1202\epsilon)} \alpha^t \). If we use the matching obtained at the \( t \)th run as our current matching, the approximation ratio of our matching with respect to the maximum matching is \( \leq \frac{\alpha}{\alpha/(1+1202\epsilon)} = 1 + 1202\epsilon \).

Now we analyze the running time of the \( k \)th run of \textsc{incremental-multiplicative-weight-update}. The running time of \textsc{incremental-multiplicative-weight-update} is dominated by the procedure \textsc{incremental-find-admissible-solution}. We claim that the running time of this procedure at the \( t \)th iteration is at most \( O(m) \) where \( m \) is the number of edges at the end of all updates. This is true because the initialization step takes at most \( O(m) \) time and processing each update \( e_t \) takes \( O(1) \) time. Since there are \( T = O(\log n/\epsilon^3) \) iterations, the total running time for the \( k \)th run of our algorithm is \( O(m \log n/\epsilon^3) \).

Since we run \( O(\log n/\epsilon) \) versions of \textsc{incremental-multiplicative-weight-update} in parallel, the total time taken is \( O(m \log^2 n/\epsilon^4) \). This implies an amortized update time of \( O(\frac{\log^2 n}{\epsilon^4}) \). Thus, we have proved the following theorem:

\textbf{Theorem 14.} \textit{For any} \( \epsilon \leq 1/2 \), \textit{there exists an algorithm that maintains a} \( (1+\epsilon) \)-\textit{MCM in an incremental bipartite graph in amortized} \( O(\frac{\log^2 n}{\epsilon^4}) \) \textit{update time.}

\section{MWM}

In this section, we follow the algorithm in [1] that finds a \((1+\epsilon)\)-MWM in a static weighted graph. Consider the maximum weighted matching problem where each edge \((u,v)\) has weight \( w_{uv} \) such that the weight of every edge in the graph is \( \leq N \). As before we use the \textsc{multiplicative-weight-update} procedure in Figure 1. If the procedure \textsc{find-admissible-solution} returns an admissible solution in each of the \( T \) iterations, then the procedure \textsc{multiplicative-weight-update} finds a feasible solution. We reproduce the procedure \textsc{find-admissible-solution} for weighted graphs from [1].

The procedure starts by partitioning the edges across \( \log n \) levels. If an edge \((i,j)\) has weight between \( \alpha/2^{k-1} \) and \( \alpha/2^k \), then it is at level \( k \) where \( k \leq \lceil \log \frac{n}{\epsilon} \rceil \). We ignore the edges with weight \( \leq \alpha/2^{\log n/\epsilon} \). We find a maximal matching at all the \( k \) levels and let \( S_k \) be the union of these matchings. Let \( \Delta \) be the sum of weight of all the edges in \( S_k \). If \( \Delta < \delta \alpha \),
then we report failure, else we find a matching $S'$ from $S_l$. This procedure adds the heaviest edge $(i, j)$ in $S_l$ in $S'$ and remove all the edges adjacent to $i$ and $j$ from $S_l$. The procedure then returns an admissible solution $y_t$.

Ahn and Guha [1] proved the following:

**Lemma 15.** [1] If $\Delta > \delta \alpha$, then FIND-ADMISSIBLE-SOLUTION returns an admissible solution with $\rho = \frac{\delta}{\beta}$ and $l = 1$.

**Lemma 16.** [1] If $\Delta \leq \delta \alpha$, then FIND-ADMISSIBLE-SOLUTION finds a feasible solution of vertex cover with value $(1 + 5\delta)\alpha$ and returns failure.

Now comes the crucial step of the algorithm. We never want FIND-ADMISSIBLE-SOLUTION to fail. This implies that the weight of $S_l$ found by our algorithm should always be greater than equal to $\delta \alpha$. Now we set a suitable value of $\alpha$ to achieve this. Let $M$ be any matching in the graph such that the weight of $M$, $w(M) = \beta$. Suppose that we set $\alpha_i = (1 + \epsilon)^i$ for $i \geq 0$. Let $\alpha_j$ be the smallest value above $\beta$. So $\alpha_j \geq \beta \geq \alpha_{j-1}$. We now prove the following lemma:

**Lemma 17.** If $\beta \geq \alpha_{j-1}$ and if we set $\alpha = \alpha_j/(1 + \epsilon)^{2l}$, then FIND-ADMISSIBLE-SOLUTION never fails.

**Proof.** Suppose that FIND-ADMISSIBLE-SOLUTION fails. By Lemma 16, this implies that there exists a feasible solution of vertex cover with value $(1 + 5\delta)\alpha$. Since $\delta = 4\epsilon l$ and $l = 1$, this value is $(1 + 20\epsilon)\alpha = (1 + 20\epsilon)\alpha_j/(1 + \epsilon)^{2l} = (1 + 20\epsilon)\beta/(1 + \epsilon)^{20} < \beta$. This leads to a contradiction since the minimum weight of the vertex cover is $\geq \beta$ (as the weight of maximum matching is $\geq \beta$). This implies that the oracle FIND-ADMISSIBLE-SOLUTION never fails.

Using Lemma 7, if we set $\alpha = \alpha_j/(1 + \epsilon)^{2l}$, then after $T$ iterations, we will find a feasible solution $y$. In the MULTIPlicative-WEIGHT-UPDATE procedure, we set $y = \frac{1}{1+\epsilon} \sum t y_t$. Since FIND-ADMISSIBLE-SOLUTION returns an admissible solution of value $\alpha$ in each iteration, we have $\sum y_{ij} = \frac{1}{1 + \epsilon} \alpha$. Since $\delta = 4\epsilon l$ and $l = 1$, $\delta = 4\epsilon$. So,

$$\sum y_{ij} = \left(\frac{1}{1 + \epsilon}\right) \alpha = \left(\frac{1}{1 + \epsilon}\right) \alpha_j \geq \frac{1}{1 + 160000} \alpha_j \quad \text{(if } \epsilon \leq 1/2, \text{ then } \frac{1}{1 + \epsilon} \geq \frac{1}{1 + 160000})$$

$$\geq \frac{ \beta }{1 + 160000 \alpha_j} \quad \text{(since } \beta \leq \alpha_j)$$

We can state the following lemma:

**Lemma 18.** If FIND-ADMISSIBLE-SOLUTION returns an admissible solution for $T$ iterations then the size of fractional matching return by our algorithm is $\geq \frac{1}{1 + 1600000 \alpha_j} \geq \frac{1}{1 + 1600000} \beta$

If we set $\epsilon' = 1/160000$, we get a feasible solution $y$ such that the size of this fractional solution $y$ is $\geq (1 - \epsilon')\beta$. Also note that at each iteration $t$, FIND-ADMISSIBLE-SOLUTION selects at most $n$ edges and sets $y_{ij} > 0$ for these $n$ edges. Since there are at most $T = \frac{2\rho \log n}{\delta \epsilon}$ iterations, the total number of edges selected by FIND-ADMISSIBLE-SOLUTION with $y_{ij} > 0$ is $\leq 2\rho \log \frac{n}{\delta \epsilon}$. Since $\rho = 5/\delta$ and $\delta = 4\epsilon l$, we have the following lemma:

**Theorem 19.** There exists an algorithm which finds a $(O(\epsilon), \beta)$-sparsifier $G'$ of $G$ of size $O(n \log n / \epsilon^3)$. Moreover, the time taken to find such a graph is $O(m \log n / \epsilon^3)$.

**Proof.** The proof is identical to the proof of Theorem 12. □
6 Incremental MWM

In this section, we show that we can find a \((O(\epsilon), \beta)\)-sparsifier in an incremental weighted bipartite graph where the weight of any edge is \(\leq N\). This observation is then used to maintain a \((1 + \epsilon)\)-MWM in the following way: We run many versions of algorithm in Theorem 19 in parallel such that in the \(k\)th run, we set \(\alpha = \alpha_k/(1 + \epsilon)^{21}\) in the multiplicative-weight-update where \(\alpha_k = (1 + \epsilon)^k\) and \(k \geq 21\). Since the size of maximum matching is \(\leq nN\), \(k \leq \frac{\log(nN)}{\log(1 + \epsilon)} = O\left(\frac{\log(nN)}{\epsilon}\right)\). In the \(k\)th run, we want to find a \((O(\epsilon), \alpha_k)\)-sparsifier. Note that initially a \((O(\epsilon), \alpha_k)\)-sparsifier may not exist as the size of maximum weighted matching itself may be \(< \alpha_k\). So our algorithm returns failure till the size of maximum matching is approximately equal to \(\alpha_k\). At any given update step, say \(l\), let \(i\) be the highest numbered version for which multiplicative-weight-update has not failed. We find a \((1 + \epsilon)\)-MWM \(M_i\) in the \((O(\epsilon), \alpha_i)\)-sparsifier found in the \(i\)th run. We will show that the ratio between the weight of \(M_i\) and the weight of maximum matching at the \(l\)th update step is \(1 + O(\epsilon)\).

Consider an incremental weighted graph where at the update step \(l\), an edge \(e_l = (i, j)\) with weight \(w_{ij}\) is added to the graph, i.e., the graph at \(l\)th update step \(G_l = G_{l-1} \cup e_l\). We use the incremental version of multiplicative-weight-update in Figure 3. Now, we design an incremental version of find-admissible-solution (see Figure 6).

Fix a value of \(k\). We describe our adaptation of the algorithm in the previous section for \(k\)th run of the algorithm when \(\alpha = \alpha_k/(1 + \epsilon)^{21}\). If procedure incremental-multiplicative-weight-update calls procedure incremental-find-admissible-solution for the first time in the iteration \(i\), we initialize all \(x_{t_i}^l\)'s and find a maximal matching \(S_t\) as in procedure find-admissible-solution. Else we need to update \(S_t\) with respect to this newly added edge \(e_l = (u, v)\). If \((u, v) \in E_{\text{isolated}, k}\) and \(u\) and \(v\) are free with respect to maximal matching in \(E_{\text{isolated}, k}\), edge \(e_l\) is added to \(S_t\). If \(S_t < \delta\alpha\), then the oracle was unable to find an admissible solution and returns failure. Else we return an admissible solution \(y_t\) (this part is same as in find-admissible-solution). Again note that we return an admissible solution as soon as \(|S_t|\) is equal to \(\delta\alpha\).

We now prove the following lemma:

 lemma 20. If the size of maximum matching crosses \(\alpha_{k-1}\) at update step \(l\), then the \(k\)th run of incremental-multiplicative-weight-update stops before or at update step \(l\).

proof. Similar to the proof of Lemma 13.

Similar to our analysis in Section 4, we claim that our algorithm maintains a \((1 + \epsilon)\)-MWM at every update step.

Now we analyze the running time of our algorithm. Consider the \(i\)th run of the algorithm. The running time of the algorithm is dominated by the procedure incremental-find-admissible-solution. We claim that the running time of this procedure at the \(i\)th iteration is at most \(O(m)\) where \(m\) is the number of edges at the end of all updates. This is true because the initialization step takes at most \(O(m)\) time and processing each update \(e_l\) takes \(O(1)\) time. Since there are \(T = O\left(\frac{\log n}{\epsilon}\right)\) iterations, the total running time for the \(i\)th run of our algorithm is \(O(m \log n/\epsilon^3)\). Since there are \(O(\log(nN)/\epsilon)\) version of our algorithm, the total time taken by the algorithm is \(O(m \log n \log(nN)/\epsilon^4)\). This implies an amortized update time of \(O(\log n \log(nN)/\epsilon^4)\).

We claim the following theorem:

 theorem 21. For any \(\epsilon \leq 1/2\), there exists an algorithm that maintains a \((1 + \epsilon)\)-MWM in an incremental weighted bipartite graph in amortized \(O\left(\frac{\log n \log(nN)}{\epsilon^4}\right)\) update time where each edge has weight in the range \([1, N]\).
if this is the first call to incremental-find-admissible-solution in iteration $t$ then

\[
\forall i, \text{ let } x^t_i = \frac{\alpha u^t_i}{\sum_j w_{ij}};
\]

Let $E_{violated,k}^t = \{(i, j) : x^t_i + x^t_j < w_{ij}, \alpha/2^k \leq w_{ij} \leq \alpha/2^{k-1}\}$

Find a maximal matching $S^k_t$ in $E_{violated,k}^t$ for each $k = 1, 2, \ldots, \lceil \log \frac{n}{\delta} \rceil = O(\log n)$.

Let $S^t = \bigcup_k S^k_t$, $\Delta = w(S^t)$.

else

if $(u, v) \in E_{violated,k}^t$ and $u$ and $v$ are free with respect to the maximal matching in $E_{violated,k}^t$ then

let $S^t \leftarrow S^t \cup e$

if $|S^t| < \delta \alpha$ then

return failure

else

$S' \leftarrow \emptyset$

while $S^t \neq \emptyset$ do

Pick the heaviest edge $(i, j)$ from $S$ and add it to $S'$

Remove all the edges adjacent to $i$ and $j$ from $S_t$

Return $y^t_{ij} = \frac{\alpha}{w(S')}$ for $(i, j) \in S'$ and 0 otherwise

Figure 6 incremental-find-admissible-solution($e_t, t$): The incremental version of the oracle that finds an admissible solution.
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The Complexity of Counting Models of Linear-time Temporal Logic*
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Abstract
We determine the complexity of counting models of bounded size of specifications expressed in Linear-time Temporal Logic. Counting word-models is \#P-complete, if the bound is given in unary, and as hard as counting accepting runs of nondeterministic polynomial space Turing machines, if the bound is given in binary. Counting tree-models is as hard as counting accepting runs of nondeterministic exponential time Turing machines, if the bound is given in unary. For a binary encoding of the bound, the problem is at least as hard as counting accepting runs of nondeterministic exponential space Turing machines. On the other hand, it is not harder than counting accepting runs of nondeterministic doubly-exponential time Turing machines.

1 Introduction

Model counting, the problem of computing the number of models of a logical formula, generalizes the satisfiability problem and has diverse applications: many probabilistic inference problems, such as Bayesian net reasoning [13], and planning problems, such as computing the robustness of plans in incomplete domains [15], can be formulated as model counting problems of propositional logic. Model counting for Linear-time Temporal Logic (LTL) has been recently introduced in [8]. LTL is the most commonly used specification logic for reactive systems [16] and the standard input language for model checking [2, 5] and synthesis tools [3, 4, 6]. LTL model counting asks for computing the number of transition systems that satisfy a given LTL formula. As such a formula has either zero or infinitely many models one considers models of bounded size: for a formula \(\varphi\) and a bound \(k\), the problem is to count the number of models of \(\varphi\) of size \(k\). This is motivated by applications like bounded model checking [2] and bounded synthesis [7], where one looks for short error paths and small implementations, respectively, by iteratively increasing a bound on the size of the model. Just like propositional model counting generalizes satisfiability, by considering two types of bounded models, namely, word-models (of length \(k\)) and tree-models (of height \(k\)), the authors of [8] introduced quantitative extensions of model checking and synthesis.

Word-models are ultimately periodic words of the form \(u.v^\omega\) of bounded length \(|u.v|\), which are used to model computations of a system. Counting word-models can be used in model checking to determine not only the existence of computations that violate the specification, but also the number of such violations. To this end, one turns the model
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checking problem into an LTL satisfiability problem by encoding the transition system and
the negation of the specification into a single LTL formula. Its models represent erroneous
computations of the system, i.e., counting them gives a quantitative notion of satisfaction.

Tree-models are finite trees (of fixed out-degree) of bounded height with back-edges at the
leaves, i.e., tree-models can be exponentially-sized in the bound. They are used to describe
implementations of the input-output behavior of reactive systems (see, e.g., [7]), namely the
dges of a tree-model represent the input behavior of the environment and the nodes represent
the corresponding output behavior of the system. In synthesis, counting tree-models can be
used to determine not only the existence of an implementation that satisfies the specification,
but also the number of such implementations. This number is a helpful metric to understand
how much room for implementation choices is left by a given specification, and to estimate
the impact of new requirements on the remaining design space.

For safety LTL specifications [17], algorithms solving the word- and the tree-model
counting problem were presented in [8]. The running time of the algorithms is linear
in the bound and doubly-exponential respectively triply-exponential in the length of the
formula. The high complexity in the formula is, however, not a major concern in practice,
since specifications are typically small while models are large (cf. the state-space explosion
problem).

Here, we complement these algorithms by analyzing the computational complexity of
the model counting problems for full LTL by placing the problems into counting complexity
classes. These classes are based on counting accepting runs of nondeterministic Turing
machines. In his seminal paper on the complexity of computing the permanent [20], Valiant
introduced the class \#P of counting problems associated with counting accepting runs of
nondeterministic polynomial time Turing machines: a function \( f: \Sigma^* \rightarrow \mathbb{N} \) is in \#P if there
is a nondeterministic polynomial time Turing machine \( M \) such that \( f(w) \) is equal to the
number of accepting runs of \( M \) on \( w \). Furthermore, for a class \( C \) of decision problems, he
defined\(^1\) \#_{o}C to be the class of counting problems induced by counting accepting runs of a
nondeterministic polynomial time Turing machine with an oracle from \( C \).

A nondeterministic polynomial time Turing machine \( M \) (with or without oracle) has at
most \( O(2^{p(n)}) \) different runs on inputs of length \( n \) for some polynomial \( p \). This means that
there is an exponential upper bound on functions in \#P and in \#_{o}C for every \( C \). However,
an LTL tautology has exponentially many word-models of length \( k \) and more than doubly-
exponentially many tree-models of height \( k \). This means, that no function in any of the
counting classes defined above can capture the counting problems for LTL.

To overcome this, we consider counting classes obtained by lifting the restriction on
considering only nondeterministic polynomial time (oracle) machines: a function \( f: \Sigma^* \rightarrow \mathbb{N} \)
is in \#PSPACE, if there is a nondeterministic polynomial space Turing machine \( M \) such that
\( f(w) \) is equal to the number of accepting runs of \( M \) on \( w \). The classes \#EXPTIME,
\#EXPSPACE, and \#2EXPTIME are defined analogously\(^2\). Some of these classes appeared
in the literature, e.g., \#PSPACE was shown to be equal to \#PSPACE \([11]\) (if the output is
encoded in binary). Also, computing a specific entry of a matrix power \( A^n \) is in \#PSPACE, if
\( A \) is represented succinctly and \( n \) in binary \([14]\), and counting self-avoiding walks in succinctly
represented hypercubes is complete for \#EXPTIME \([12]\) under right-bit-shift reductions.

---

1 Valiant originally used the notation \#\( C \), but we added the subscript to distinguish the oracle-based
classes from the classes introduced below.
2 Following the “satanic” \([9]\) tradition of naming counting classes, we drop the \( N \) (standing for nondeter-
mimistic) in the names of the classes, just as it is done for \#P.
We place the LTL model counting problems in these classes. Unsurprisingly, the encoding of the bound \( k \) is crucial: for unary bounds, we show counting word-models to be \( \#P \)-complete and show counting tree-models to be \( \#\text{EXPTIME} \)-complete. For binary bounds, the word-model counting problem is \( \#\text{PSPACE} \)-complete and counting tree-models is \( \#\text{EXPTIME} \)-hard and in \( \#2\text{EXPTIME} \). The upper bounds hold for full LTL, while the formulas for the lower bounds define safety properties (using only the temporal operators next and release). Thus, the lower bounds already hold for the fragment considered in [8].

The algorithms we present to prove the upper bounds are not practical since they are based on guessing a word (tree) and then model checking it. Hence, a deterministic variant of these algorithms would enumerate all words (trees) of length (height) \( k \) and then run a model checking algorithm on them. In particular, the running time of the algorithms is exponential (or worse) in the bound \( k \), which is in stark contrast to the practical algorithms [8]. Our lower bounds are reductions from the problem of counting accepting runs of a Turing machine. For the word counting problem, the reductions are slight strengthenings of the reduction proving \( \text{PSPACE} \)-hardness of the LTL model checking problem [18]. However, the reductions in the tree case are more involved (and to the best of our knowledge new), since we have to deal with exponential time respectively exponential space Turing machines. The main technical difficulties are to encode runs of exponential length and with configurations of exponential size into tree-models of “small” LTL formulas and to ensure that there is a one-to-one correspondence between accepting runs and models of the constructed formula.

All proofs omitted due to space restrictions can be found in the full version [19].

## 2 Preliminaries

We represent models as labeled transition systems. For a given finite set \( \Upsilon \) of directions and a finite set \( \Sigma \) of labels, a \( \Sigma \)-labeled \( \Upsilon \)-transition system is a tuple \( \mathcal{S} = (S, s_0, \tau, o) \), consisting of a finite set of states \( S \), an initial state \( s_0 \in S \), a transition function \( \tau : S \times \Upsilon \to S \), and a labeling function \( o : S \to \Sigma \). A path in \( \mathcal{S} \) is a sequence \( \pi : \mathbb{N} \to S \times \Upsilon \) of states and directions that follows the transition function, i.e., for all \( i \in \mathbb{N} \) if \( \pi(i) = (s_i, e_i) \) and \( \pi(i + 1) = (s_{i+1}, e_{i+1}) \), then \( s_{i+1} = \tau(s_i, e_i) \). We call the path initial if it starts with the initial state: \( \pi(0) = (s_0, e) \) for some \( e \in \Upsilon \).

We use Linear-time Temporal Logic (LTL) [16], with the usual temporal operators Next \( \Box \), Until \( U \), Release \( V \), and the derived operators Eventually \( \Diamond \) and Globally \( \Box \). We use \( \Box \) to refer to \( i \) nested next operators. LTL formulas are defined over a set of atomic propositions \( AP = I \cup O \), which is partitioned into a set \( I \) of input propositions and a set \( O \) of output propositions. We denote the satisfaction of an LTL formula \( \varphi \) by an infinite sequence \( \sigma : \mathbb{N} \to 2^{AP} \) of valuations of the atomic propositions by \( \sigma \models \varphi \). A \( 2^O \)-labeled \( 2^I \)-transition system \( \mathcal{S} = (S, s_0, \tau, o) \) satisfies \( \varphi \), if for every initial path \( \pi \) the sequence \( \sigma_{\pi} : i \mapsto o(\pi(i)) \), satisfies \( \varphi \). Then \( \mathcal{S} \) is a model of \( \varphi \).

A \( k \)-word-model of an LTL formula \( \varphi \) over \( AP \) is a pair \((u, v)\) of finite words over \( 2^{AP} \) such that \(|u| = k \) and \( u.v^\omega \models \varphi \). We call \( u \) the prefix and \( v \) the period of \((u, v)\). Note that an ultimately periodic word might be induced by more than one \( k \)-word-model, i.e., \( \{a\}^\omega \) is induced by the 2-word-models \( \{(a, \{a\}) \) and \((\varepsilon, \{a\}\{a\}) \).

A \( k \)-tree-model of an LTL formula \( \varphi \) over \( AP = I \cup O \) is a \( 2^O \)-labeled \( 2^I \)-transition system that forms a tree (whose root is the initial state) of height \( k \) with added back-edges from the leaves (for each leaf and direction, there is an edge to a state on the branch leading to the leaf) that satisfies \( \varphi \). Figure 1 shows a tree-model of height one.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{tree-model.png}
\caption{A tree-model.}
\end{figure}
Fix $AP = I \cup O$. For a formula $\varphi$ and $k \in \mathbb{N}$, the $k$-word ($k$-tree) counting problem asks to compute the number of $k$-word-models ($k$-tree-models up to isomorphism) of $\varphi$ over $AP$.

## 3 Counting Complexity Classes

We use nondeterministic Turing machines with or without oracle access to define counting complexity classes, which we assume (without loss of generality) to terminate on every input. For background on (oracle) Turing machines and counting complexity we refer to [1].

A function $f : \Sigma^* \to \mathbb{N}$ is in the class $\#P$ [20] if there is a nondeterministic polynomial time Turing machine $M$ such that $f(w)$ is equal to the number of accepting runs of $M$ on $w$. Similarly, for a given complexity class $C$ of decision problems, a function $f$ is in $\#_C$ [20, 9] if there is a nondeterministic polynomial time oracle Turing machine $M$ with oracle in $C$ such that $f(w)$ is equal to the number of accepting runs of $M$ on $w$. As a nondeterministic polynomial time Turing machine $M$ (with or without oracle) has at most $O(2^{p(n)})$ runs on inputs of length $n$ for some polynomial $p$ (that only depends on $M$), we obtain an exponential upper bound on functions in $\#P$ and $\#_C$ for every $C$, which explains the need for larger counting classes to characterize the model counting problems for LTL.

A function $f : \Sigma^* \to \mathbb{N}$ is in $\#PSPACE$, if there is a nondeterministic polynomial space Turing machine $M$ such that $f(w)$ is equal to the number of accepting runs of $M$ on $w$. $\#EXPTIME$, $\#EXPSPACE$, and $\#2EXPTIME$ are defined by counting accepting runs of non-deterministic exponential time, exponential space, and doubly-exponential time machines.

### Proposition 1.

1. $\#P \subseteq \#_P PSPACE \subseteq \#_P EXPTIME \subseteq \#_P EXPSPACE \subseteq \#_P 2EXPTIME$.
2. $\#PSPACE \subseteq \#_P EXPTIME \subseteq \#_P EXPSPACE \subseteq \#_P 2EXPTIME$.
3. $f \in \#EXPTIME$ implies $f(w) \in O(2^{2^{|w|}})$ for a polynomial $p$.
4. $f \in \#2EXPTIME$ implies $f(w) \in O(2^{2^{2^{|w|}}})$ for a polynomial $p$.
5. $w \mapsto 2^{2^{|w|}}$ is in $\#PSPACE$.
6. $w \mapsto 2^{2^{|w|}}$ is in $\#EXPSPACE$.

We continue by relating the oracle-based and the generalized classes introduced above.

### Lemma 1.

$\#_C \subseteq \#C$ for $C \in \{PSPACE, EXPTIME, EXPSPACE, 2EXPTIME\}$.

**Proof.** We show $\#_P PSPACE \subseteq \#_P PSPACE$, the other claims are proven analogously. Let $f \in \#_P PSPACE$, i.e., there is a nondeterministic polynomial time Turing machine $M$ with oracle $A \in PSPACE$ such that $f(w)$ is equal to the number of accepting runs of $M$ on $w$. Note that all oracle queries are polynomially-sized in the length $|w|$ of the input to $M$, since $M$ is polynomially time-bounded. Hence, in nondeterministic polynomial space one can simulate $M$ and evaluate the oracle calls explicitly by running a deterministic machine deciding $A$ in polynomial space. Since the oracle queries are evaluated deterministically, the simulation has as many accepting runs as $M$ has. Thus, $f \in \#_P PSPACE$.

Now, consider the function $|w| \mapsto 2^{2^{|w|}}$, which is in $\#PSPACE$, but not in $\#_P PSPACE$. $\blacklozenge$

We use parsimonious reductions to define hardness and completeness, i.e., the most restrictive notion of reduction for counting problems. A counting problem $f$ is $\#P$-hard, if for every $f' \in \#P$ there is a polynomial time computable function $r$ such that $f'(x) = f(r(x))$ for all inputs $x$. In particular, if $f'$ is induced by counting the accepting runs of $M$, then $r$ depends on $M$ (and possibly on its time-bound $p(n)$). Furthermore, $f$ is $\#P$-complete, if $f$ is $\#P$-hard and $f \in \#P$. Hardness and completeness for the other classes are defined analogously.
4 Counting Word-Models

In this section, we provide matching lower and upper bounds for the complexity of counting k-word-models of an LTL specification.

Our hardness proofs are based on constructing an LTL formula \( \varphi_M^\omega \) for a given Turing machine \( M \) and an input \( w \) that encodes the accepting runs of \( M \) on \( w \). Constructing such an LTL formula is straightforward and can be done in polynomial time for Turing machines with polynomially-sized configurations [18]. However, the challenge is to construct \( \varphi_M^\omega \) such that the number of accepting runs on \( w \) is equal to the number of \( k \)-word-models of \( \varphi_M^\omega \) for a fixed bound \( k \). To this end, we have to enforce that each accepting run is represented by a unique \( k \)-word-model, i.e., by a unique prefix and period of total length \( k \). We choose \( k \) such that a run on \( w \) of maximal length can be encoded in \( k - 1 \) symbols and define \( \varphi_M^\omega \) such that it has only \( k \)-word-models whose period has length one. If a run of \( M \) is shorter than the maximal-length run we repeat the final configuration until reaching the maximal length, which is achieved by accompanying the configurations in the encoding with consecutive id’s.

For the upper bounds we show that there are appropriate nondeterministic Turing machines that guess an ultimately-periodic word and model check it against \( \varphi \), i.e., the number of accepting runs on \( k \) and \( \varphi \) is equal to the number of \( k \)-word-models of \( \varphi \).

The Case of Unary Encodings. We show that counting word-models for unary bounds is \#P-complete.

\begin{itemize}
  \item **Theorem 2.** The following problem is \#P-complete: Given an LTL formula \( \varphi \) and a bound \( k \) (in unary), how many \( k \)-word-models does \( \varphi \) have?
\end{itemize}

**Proof.** We start with the hardness proof. Let \( M = (Q,q_0,Q_F,\Sigma,\delta) \) be a one-tape nondeterministic polynomial time Turing machine, where \( Q \) is the set of states, \( q_0 \) is the initial state, \( Q_F \) is the set of accepting states, \( \Sigma \) is the alphabet, and \( \delta : (Q \setminus Q_F) \times \Sigma \to 2^{Q \times \Sigma \times \{-1,1\}} \) is the transition function, where -1 and 1 encode the directions of the head. Note that the accepting states are terminal and that \( M \) rejects by terminating in a nonaccepting state. Let \( M \) be \( p(n) \)-time bounded for some polynomial \( p \), and let \( w = w_0 \cdots w_{n-1} \) be an input to \( M \). We construct an LTL formula \( \varphi_M^\omega \) and define a bound \( k \), both polynomial in \( |w| \) and \( |M| \), such that the number of accepting runs of \( M \) on \( w \) is equal to the number of \( k \)-word-models of \( \varphi_M^\omega \).

A run of \( M \) on \( w \) is encoded by a finite alternating sequence of id’s \( \text{id}_i \) and configurations \( c_i \) that is followed by an infinite repetition of a dummy symbol:

\[ \text{id}_0 \# c_0 \# \text{id}_1 \# c_1 \# \text{id}_2 \# c_2 \# \cdots \# \text{id}_{p(n)} \# c_{p(n)} \left( \bot \right) \omega \]  

(1)

Note that the period of the word-model is of the form \( \bot^\ell \) for some \( \ell > 0 \). We will define \( k \) such that maximal-length runs of \( M \) on \( w \) can be encoded in the prefix, and such that the only possible period has length one by ensuring that exactly \( p(n) \) configurations are encoded (by repeating the final configuration if necessary). This ensures that an accepting run is encoded by exactly one \( k \)-word-model.

Let \( l = p(n) \) be the maximal length of a run of \( M \) on \( w \). The size of a configuration of \( M \) on \( w \) is also bounded by \( l \). For the id’s we use an encoding of a binary counter with \( l = \lfloor \log l \rfloor \) many bits. Let \( AP = (Q \cup \Sigma) \cup \{b_1, \ldots, b_{l_c}, \$, \#, \bot\} \) be the set of atomic propositions. The atomic propositions in \( Q \cup \Sigma \) are used to encode the configuration of \( M \) by encoding the tape contents, the state of the machine, and the head position. The atomic propositions \( b_1, \ldots, b_{l_c} \) represent the bit values of an id. The symbols $ and # are used as
The distance between two $ symbols and also between two $ # symbols in the encoding is given by $d = l_r + 3$ (see (1)). Then, $\varphi_M^k$ is the conjunction of the following formulas:

- $\text{Id}$ encodes the id's of the configurations. It uses a formula $\text{Inc}(b_1, \ldots, b_r, d)$ that asserts that the number encoded by the bits $b_j$ after $d$ steps is obtained by incrementing the number encoded at the current position. This formula will be reused in the tree case.
- $\text{Init}$ asserts that the run of $M$ starts with the initial configuration.
- $\text{Accept}$ asserts that the run must reach an accepting configuration.
- $\text{Config}$ declares the consistency of two successive configurations with the transition relation of $M$. Here, we use $d$ many next operators to relate the encoding of the two configurations.
- $\text{Repeat}$ asserts that the encoding of an accepting configuration is repeated until the maximal id is reached.
- $\text{Loop}$ defines the period of the word-model, which may only contain $\bot$.

All these properties can be expressed with polynomially-sized formulas, which can be found in the full version [19]. Furthermore, we need a formula to specify technical details: atomic propositions encoding the id's are not allowed to appear in the configurations and vice versa, symbols such as $\$ and $\#$ only to appear as separators, each separator appears $p(n)$ times every $d$ positions, configuration encodings are represented by singleton sets of letters in $\Sigma$ with the exception of one set that contains a symbol from $Q$ to determine the head position and the state of $M$, etc.

For $k = l_r \cdot (l_r + 3) + 1$, each accepting run of $M$ on $w$ corresponds to exactly one $k$-word-model of $\varphi_M^n$ that encodes the run in its prefix. Thus, the number of $k$-word-models is equal to the number of accepting runs of $M$ on $w$. The formula $\varphi_M^k$ can be obtained in polynomial time in $|w| + |M|$, and $k$ (thus also its unary encoding) is polynomial in $|w|$.

To show that the problem is in $\#P$ we define a nondeterministic polynomial time Turing machine $M$ as follows. $M$ guesses a prefix $u$ and a period $v$ of an ultimately periodic word $u \cdot v^\omega$ with $|u \cdot v| = k$, and checks deterministically in polynomial time [10], whether $u \cdot v^\omega$ satisfies $\varphi$. Hence, for each $k$-word-model $(u, v)$ of $\varphi$ there is exactly one accepting run of $M$. Thus, counting the $k$-word-models of $\varphi$ can be done by counting the accepting runs of $M$ on the input $(k, \varphi)$.

The Case of Binary Encodings. Now, we consider the word counting problem for binary bounds. As the input is more compact, we have to deal with a larger complexity class.

\begin{theorema}
The following problem is $\#PSPACE$-complete: Given an LTL formula $\varphi$ and a bound $k$ (in binary), how many $k$-word-models does $\varphi$ have?
\end{theorema}

\begin{proof}
The hardness proof is similar to the one for Theorem 2: for a nondeterministic polynomial space Turing machine $M$ bounded by a polynomial $p(n)$ and an input word $w$ we can define a formula $\varphi_M^k$ in the same way as in Theorem 2. The reason lies in that the size of configurations remains polynomial and the exponential number of configurations in a run can still be counted with a binary counter of polynomial size, i.e., we only have to use more bits $b_j$ to encode the id's. Furthermore, we have to choose $k = 2^{p'(n)}(p(n) + 3) + 1$ which can still be encoded using polynomially many bits. Here, $p'(n)$ is a polynomial (which only depends on $M$) such that $M$ terminates in at most $2^{p'(n)}$ steps on inputs of length $n$.

For the proof of the upper bound we cannot just guess a $k$-model in polynomial space as in Theorem 2, since the bound $k$ is encoded in binary. Instead, we guess and verify the model on-the-fly relying on standard techniques for LTL model checking.
Formally, we construct a nondeterministic polynomial space Turing machine $M$ which guesses a $k$-word-model $(u,v)$ by guessing $u_0v = w(0) \cdots w(i-1)s_0w(i) \cdots w(k-1)$ symbol by symbol in a backwards fashion. Here, $\$ $ is a fresh symbol to denote the beginning of the period. To meet the space requirement, $M$ only stores the currently guessed symbol $w(j)$, discards previously guessed symbols, and uses a binary counter to guess exactly $k$ symbols.

To verify whether $u,v^\omega$ satisfies $\varphi$, $M$ also creates for every $j$ in the range $0 \leq j < k$ a set $C_j$ of subformulas of $\varphi$ with the intention of $C_j$ containing exactly the subformulas which are satisfied in position $j$ of $u,v^\omega$. Due to space-requirements, $M$ only stores the set $C_{k-1}$ as well as the sets $C_j$ and $C_{j+1}$, if $w(j)$ is the currently guessed symbol. The set $C_{k-1}$ is guessed by $M$ and the sets $C_j$ for $j < k - 1$ are uniquely determined by the following rules:

- The membership of atomic propositions in $C_j$ is determined by $w(j)$, i.e., $C_j \cap AP = w(j)$.
- Conjunctions, disjunctions, and negations can be checked locally for consistency, e.g.,
  $$\neg \psi \in C_j \text{ if and only if } \psi \notin C_j.$$
- $Q$-formulas are propagated backwards using the following equivalence: $Q \psi \in C_j$ if and only if $\psi \in C_{j+1}$ (recall that $M$ stores $C_j$ and $C_{j+1}$).
- $U$-formulas are propagated backwards using the following equivalence: $\psi_0 U \psi_1 \in C_j$ if and only if $\psi_1 \in C_j$ or $\psi_0 \notin C_j$ and $\psi_0 U \psi_1 \in C_{j+1}$.
- $V$-formulas can be rewritten into $U$-formulas.

Once $M$ has guessed the complete period $v = w(i) \cdots w(k-1)$ it also checks that the guess of $C_{k-1}$ is correct (recall that $C_{k-1}$ is not discarded), which is the case if the following two requirements are met:

- For every subformula $Q \psi$ we have $Q \psi \in C_{k-1}$ if and only if $\psi \in C_i$.
- For every subformula $\psi_0 U \psi_1$ we have $\psi_0 U \psi_1 \in C_{k-1}$ if and only if $\psi_1 \in C_{k-1}$ or $\psi_0 \notin C_{k-1}$ and $\psi_0 U \psi_1 \in C_i$. Furthermore, we have to require that $\psi_0 U \psi_1 \in C_j$ for some $j$ in the range $i \leq j < k$ implies $\psi_1 \in C_{j'}$ for some $j'$ in the range $i \leq j' < k$. The latter condition can be checked on-the-fly while computing the $C_j$’s.

A straightforward structural induction over the construction of $\varphi$ shows that we have $\psi \in C_j$ if and only if $w(j)w(j+1) \cdots w(k-1)v^\omega \models \psi$ for every subformula $\psi$ of $\varphi$. Hence, $u,v^\omega$ is a model of $\varphi$ if and only if $\varphi \in C_0$. Thus, $M$ accepts if this is the case.

## 5 Counting Tree-Models

In this section, we consider the tree counting problem for unary and binary bounds. There are at least doubly-exponentially many trees of height $k$. Hence, if $k$ is encoded in binary, there are at least triply-exponentially many (in the size of the encoding of $k$) $k$-tree-models of a tautology. In order to capture these cardinalities using counting classes, we have to consider machines with that many runs, i.e., exponential time and exponential space machines.

In our hardness proofs, we again construct formulas $\varphi_M^w$ that encode accepting runs of $M$ on $w$ in trees. We choose binary trees, i.e., we consider a singleton set $I$ of input propositions. Recall that the power set of $I$ is used to (deterministically) label the edges in the tree. In the following, we identify the two elements of $2^I$ with the directions left and right. Note that we have to formalize the structure of our models and have to encode the runs of the machines using LTL. The semantics require a formula to be satisfied on all paths, which requires us to write conditional formulas of the form “if the path has a certain form, then some property is satisfied”. We use two types of formulas: the ones of the first type describe the structure of the tree (e.g., it is complete and the targets of the back-edges) while the ones of the second type encode the actual run relying on this structure. The formulas of type one often assign addresses to nodes (sequences of bits that uniquely identify a leaf).
In the word case, we encoded runs of Turing machines whose configurations are of polynomial length. Hence, the distance between encodings of a tape cell in two successive configurations could be covered by a polynomial number of next-operators. Here, configurations are of exponential size. Thus, the challenge is to encode a run in a tree-model such that properties of two successive configurations can still be encoded by an LTL formula of polynomial size. We present two such encodings, one for unary and one for binary bounds.

For the upper bounds we show that there are appropriate nondeterministic machines that guess a finite tree with back-edges and model check it deterministically against \( \varphi \), i.e., the number of accepting runs on \( k \) and \( \varphi \) is equal to the number of \( k \)-tree-models of \( \varphi \).

### The Case of Unary Encodings

First, we consider tree-model counting for unary bounds.

**Theorem 4.** The following problem is \#\text{EXPTIME}-complete: Given an LTL formula \( \varphi \) and a bound \( k \) (in unary), how many \( k \)-tree-models does \( \varphi \) have?

**Proof.** We start with the hardness proof. Let \( \mathcal{M} = (Q, q_0, Q_F, \Sigma, \delta) \) be a one-tape nondeterministic exponential time Turing machine. Let \( \mathcal{M} \) be \( 2^{p(n)} \)-time bounded for a polynomial \( p \) and let \( w = w_0 \cdots w_{n-1} \) be an input to \( \mathcal{M} \). We construct an LTL formula \( \varphi_{\mathcal{M}}^w \) and define a bound \( k \), both polynomial in \( |w| \) and \( |\mathcal{M}| \), such that the number of accepting runs of \( \mathcal{M} \) on \( w \) is equal to the number of \( k \)-tree-models of \( \varphi_{\mathcal{M}}^w \).

A run of \( \mathcal{M} \) is encoded in the leaves of a binary tree-model. Let \( l_r = 2^{p(n)} \) be the maximal length of a run of \( \mathcal{M} \) on \( w \), which also bounds the size of a configuration. We choose \( k = 2^{p(n)} \) to be the height of our tree-models. By using a formula labeling each of the first \( k \) levels of the tree by a unique proposition we enforce that every model of height \( k \) is complete. Thus, it has \( l_r^2 \) many leaves, enough to encode a run of maximal length. Figure 2 shows the structure of our tree-model.

Each configuration in the run is encoded in the leaves of a subtree of height \( p(n) \), referred to as a lower-tree (depicted by the light gray trees). The lower-trees are uniquely determined by a leaf of the upper-tree (depicted in dark gray), which is the root of the lower-tree. By giving the leaves of the upper-tree id’s, we also obtain unique id’s for each of the lower-trees. These id’s are used to enumerate the configurations of the run, i.e., two neighboring lower-trees encode two successive configurations of the run. The id’s can be determined by a binary counter with polynomially many bits. We also provide each leaf in a lower-tree with a unique id within this lower-tree. This is used to compare the contents of a tape cell in two successive configurations by comparing the labels of leaves with the same leaf id in two successive lower-trees. Thus, every leaf stores the id encoding of the configuration it is part of and the number of the cell it encodes.

Recall that in a tree-model each leaf has a back-edge for every direction. For the direction left we require a transition to the root of the upper-tree, and for right a transition to the root of the own lower-tree. This enables us to compare two leaves in a lower-tree, or two leaves with the same id in two different lower-trees, with polynomially large formulas.

The following formulas define the structure of our tree-models as explained above and also provide the nodes of the tree with correct id’s. We begin with \( \text{Addr}(\text{root}, a_1, \ldots, a_d) \) which specifies a unique id for each leaf of a complete binary tree of height \( d \) using bits \( a_1, \ldots, a_d \), and provides the root of the tree with a label root. The id of a node depends on the sequence of left and right edges on the path from the root to this node, which is encoded in the bits \( a_1, \ldots, a_d \):

\[
\text{Addr}(\text{root}, a_1, \ldots, a_d) = \text{root} \land \bigwedge_{i=0}^{d-1} (O^i(\text{left} \rightarrow O^{d-1} \neg a_{i+1}) \land O^i(\text{right} \rightarrow O^{d-1} a_{i+1})).
\]
We use the formula $Addr(upper, u_1, \ldots, u_{p(n)})$ to address the upper-tree. This gives each lower-tree a unique id via the id of its root. We also supply each node in a lower-tree with the id of its root in the upper-tree: $\bigwedge_{p(n) \leq i < k} \mathcal{O}^k(\bigvee_{j=1}^{p(n)} (u_j \leftrightarrow \mathcal{O} u_{j}))$. Furthermore, we use the formula $\mathcal{O}^k(\text{Addr}(lower, l_1, \ldots, l_{p(n)})$ to assign every leaf in a lower-tree a unique id within its lower-tree which essentially encodes the number of the tape cell it encodes. The next two formulas define the back-edges of the lower-trees. From each leaf, the left transition leads back to the root of the upper-tree (recall that back-edges lead from a leaf to an ancestor), i.e., $\mathcal{O}^k(\text{left} \rightarrow \text{upper})$, and the right transition to the root of the lower-tree, i.e., $\mathcal{O}^k(\text{right} \rightarrow \text{lower})$. After setting up the structure of the trees, it remains to show how we encode a run in the leaves. We proceed with the same scheme as in the word case, and use the formula $\Delta_k(a_1, \ldots, a_m)$ which is satisfied, if and only if the bits $a_1, \ldots, a_m$ encode the number $h < 2^m$.

- The formula $\text{Init}$ encodes the initial configuration in the lower-tree with id 0.

$$\mathcal{O}^k [\Delta_0(u_1, \ldots, u_{p(n)}) \rightarrow ((\Delta_0(l_1, \ldots, l_{p(n)}) \rightarrow q_i) \land \bigwedge_{0 \leq j < n} (\Delta_j(l_1, \ldots, l_{p(n)}) \rightarrow w_j) \land \left( \bigwedge_{0 \leq j < n} \neg \Delta_j(l_1, \ldots, l_{p(n)}) \rightarrow . \right) \big].$$

- The formula $\text{Accept}$ checks whether the rightmost lower-tree encodes an accepting configuration: $\mathcal{O}^k((\Delta_i(u_1, \ldots, u_{p(n)}) \land V_{q \in Q} \psi) \rightarrow V_{q \in Q_F} \gamma)$.

- The formulas $\text{config}_{q, \alpha}$ and $\text{config}_{q, \beta}$ for states $q$ and symbols $\alpha$ encode the transition relation. For a leaf with labels $q$ and $\alpha$ (leaf 1 in Figure 2) and a transition $(q, \alpha, q', \beta, \text{dir})$, we have to check three leaves in the next lower-tree, namely, the leaf with the same id (leaf 2) has to be labeled with $\beta$, and depending on $\text{dir}$ either the successor leaf (leaf 3) or the predecessor leaf (leaf 4) has to be labeled with $q'$. The premise of the following formula only holds for paths that visit these leaves in the order given above, i.e., paths that lead to a leaf in a lower-tree, loop back to the root of the full tree and then lead to the same leaf id in the successor lower-tree (this takes $k+1$ edges), loop back to the root of this lower-tree and visit the leaf to the right (this takes $p(n)+1$ edges), back to the root of this lower-tree again and then to the leaf to the left (this takes $p(n)+1$ edges). To specify such a path, we use the formula $\text{Inc}$ to reach the successor leaf and a dual formula called $\text{Dec}$ to reach the predecessor leaf. This formula implements a decrement of a nonzero counter. Note that we have to require the paths to visit the successor and predecessor leaf in the next lower-tree, i.e., we have to check the bits $u_j$ to reach the next lower-tree and the bits $l_j$ to reach the leaves. Thus, $\text{config}_{q, \alpha}$ for $q \in Q \setminus Q_F$ is given by:

$$\mathcal{O}^k [q \land \alpha \land \text{Inc}(u_1, \ldots, u_{p(n)}, k + 1) \land \bigwedge_{i=1}^{p(n)} (l_i \leftrightarrow \mathcal{O}^{k+1} l_i) \land \text{Inc}(u_1, \ldots, u_{p(n)}, k + p(n) + 2) \land \text{Inc}(l_1, \ldots, l_{p(n)}, k + p(n) + 2) \land \text{Dec}(l_1, \ldots, l_{p(n)}, k + 2p(n) + 3) \land \text{Dec}(l_1, \ldots, l_{p(n)}, k + 2p(n) + 3) \rightarrow \bigvee_{(q', \beta, \text{dir}) \in \delta(q, \alpha)} \mathcal{O}^{k+1} \beta \land \mathcal{O}^{k+1} \gamma \land \text{config}_{q', \beta, \text{dir}}^\text{Inc}(u_1, \ldots, u_{p(n)}, k + 1) \land \bigwedge_{i=1}^{p(n)} (l_i \leftrightarrow \mathcal{O}^{k+1} l_i) \rightarrow \mathcal{O}^{k+1} \alpha].$$

Here, we have $c_{\text{dir}} = 1$, if $\text{dir} = 1$, and $c_{\text{dir}} = 2$, if $\text{dir} = -1$.

The formula $\text{config}_{q, \alpha}$ determines the relation between the other tape cells’ contents, namely where the head is not pointing to:

$$\mathcal{O}^k \left( \bigwedge_{i=1}^{p(n)} u_i \land \left( \bigwedge_{q \in Q \setminus Q_F} \neg q \right) \land \alpha \land \text{Inc}(u_1, \ldots, u_{p(n)}, k + 1) \land \bigwedge_{i=1}^{p(n)} (l_i \leftrightarrow \mathcal{O}^{k+1} l_i) \rightarrow \mathcal{O}^{k+1} \alpha \right).$$
The formula \( \text{Repeat} \) repeats accepting states in the next lower-tree, if the id of the current lower-tree is not maximal. The repetition of the letters is being taken care of by \( \text{config}_u \).

\[
\mathcal{O}^k \left[ \left( \bigvee_{i=1}^{p(n)} \neg u_i \land \text{Inc}(u_1, \ldots, u_{p(n)}, k + 1) \right) \land \left( \bigwedge_{i=1}^{p(n)} (l_i \leftrightarrow \mathcal{O}^{k+1} l_i) \right) \rightarrow \left( \bigwedge_{q_f \in Q_F} (q_f \rightarrow \mathcal{O}^{k+1} q_f) \right) \right].
\]

Similar to the word case we need some additional formulas to prevent atomic propositions of configurations to appear elsewhere in the tree to guarantee the one-to-one relation between runs and tree-models. For example to prevent a state label from appearing twice in a configuration we use a formula that asserts that from a leaf in which a state is encoded, no other leaf with a state label is reachable within \( p(n) + 1 \) steps, i.e., in the same lower-tree. This ensures that every configuration has exactly one state.

To show that the problem is in \#Exptime we define a nondeterministic exponential time Turing machine \( \mathcal{M} \) as follows. \( \mathcal{M} \) guesses a tree of height \( k \) (which is of exponential size) and checks whether it satisfies \( \varphi \) using the classical model checking algorithm: \( \mathcal{M} \) constructs the Büchi automaton recognizing the language of \( \neg \varphi \) and checks whether the product of the tree and the automaton has an empty language. The automaton and the product are of exponential size and the emptiness check can be performed in deterministic polynomial time (in the size of the product). Hence, \( \mathcal{M} \) runs in exponential time in \( k \) and the size of \( \varphi \). For each \( k \)-tree-model of \( \varphi \), there is exactly one accepting run in \( \mathcal{M} \). Thus, counting the \( k \)-tree-models of \( \varphi \) can be done by counting the accepting runs of \( \mathcal{M} \) on the input \((k, \varphi)\).

The Case of Binary Encodings. In this section, we consider tree-model counting for binary bounds. Since the bound is encoded compactly, the trees we work with have exponential height and therefore doubly-exponential size. Unfortunately, our upper and lower bounds do not match (see the discussion in the next section).

\[\textbf{Theorem 5.} \quad \text{The following problem is } \#\text{Expspace-hard and in } \#\text{2Exptime:} \]

\[\text{Given an LTL formula } \varphi \text{ and a bound } k \text{ (in binary), how many } k \text{-tree-models does } \varphi \text{ have?}\]

\[\textbf{Proof.} \quad \text{Let } \mathcal{M} = (Q, q_i, Q_F, \Sigma, \delta) \text{ be a one-tape nondeterministic exponential space Turing machine and let } w = w_0 \cdots w_{n-1} \text{ be an input to } \mathcal{M}. \text{ Furthermore, let } l_c = 2^{p(n)} - 2 \text{ be the maximal configuration length (for some polynomial } p) \text{ and let } l_r = 2^{2^{p(n)}} \text{ be the maximal length of a run of } \mathcal{M} \text{ on } w \text{ (} p' \text{ is a polynomial which only depends on } \mathcal{M} \text{).}
\]

We choose \( k = m \cdot 2^{p(n)} \) to be the height of our tree-models, where \( m \) is the smallest power of two greater than \( p(n) \). Figure 3 shows the main structure of our tree-models. We use nonbalanced binary trees that are composed of trees of height \( m \). We refer to the latter trees as the inner-trees. The outermost leaves of an inner-tree are inner nodes and the others are leaves in the tree-model. Hence, each inner-tree has two children, which are again inner-trees rooted at the leftmost respectively the rightmost leaf.

In each inner-tree, we will encode a configuration in a similar way as in the unary case (Theorem 4), namely in the leaves (except the two leaves serving as roots for other inner trees, which explains the \(-2\) in the definition of \( l_c \)). We encode the configurations of a run
in the tree-model such that we traverse the inner-trees in a depth-first search manner (DFS).

In Figure 3, we can see how a run of 16 configurations can be encoded in a tree-model with four layers of inner-trees. To encode the DFS structure, we label each root of an inner-tree with its level (the number of inner-tree ancestors) and with its so-called right-child-depth: the number of right-child-inner-trees visited since the last left child to reach this tree (e.g., this value is 0 for the left children $C_1, C_2, C_3, C_7$; it is 1 for $C_6$ and 3 for $C_{15}$). This will help to determine the next inner-tree in line in the DFS structure. We need a polynomial number of bits to encode these addresses. With the right transition we allow the leaves of an inner-tree to reach its root and we use left in the inner-tree of maximal level to reach the parent of the next inner-tree in DFS order. In this way, the distance between the encoding of a tape cell in two successive configurations is polynomial.

As the distance between an inner-tree and its successor is polynomial, the formulas for encoding the run in the tree-model adapt the ideas of the formulas in the unary case with slight modifications that deal with the DFS order of inner-trees. A detailed description of the construction can be found in the full version [19].

The upper bound is proved using the same algorithm as in the proof of Theorem 4.

6 Discussion

We investigated the complexity of the model counting problem for specifications in Linear-time temporal logic. The word-model counting problems are $\#P$-complete (for unary bounds) respectively $\#PSPACE$-complete (for binary bounds) while the tree-model counting problems are $\#EXPTIME$-complete respectively $\#EXPSPACE$-hard and in $\#2EXPTIME$, i.e., the exact complexity of the tree-model counting problem for binary bounds is open.

The problem we face trying to lower the upper bound is that we cannot guess the complete tree-model in nondeterministic exponential space. To meet the space-requirements, we have to construct it step by step, as in the proof of the corresponding upper bound in the word case. However, the correctness of the on-the-fly model checking procedure described there relies on the fact that the model is an ultimately-periodic word. It is open whether the technique can be extended to tree-models. On the other hand, if we try to raise the lower bound, we have to encode doubly-exponential time Turing machines, which seems challenging using polynomially-sized LTL formulas.

To conclude, let us mention another variation of the model counting problem: counting arbitrary transition systems, where the bound $k$ now refers to the size of the transition system. For unary bounds, the problem is $\#P$-hard, which can be shown by strengthening Theorem 2, and in $\#PSPACE$, since LTL model checking is in $PSPACE$. For binary bounds, the construction presented in Theorem 4 yields $\#EXPTIME$-hardness and the problem is in $\#2EXPTIME$, which can be shown by adapting the algorithm presented in the theorem.
Acknowledgments. We would like to thank Markus Lohrey and an anonymous reviewer for bringing Ladner’s work on polynomial space counting [11] to our attention.
Extending Temporal Logics with Data Variable Quantifications*

Fu Song¹ and Zhilin Wu²,³

1 Shanghai Key Laboratory of Trustworthy Computing and National Trusted Embedded Software Engineering Technology Research Center, East China Normal University, P. R. China
   fsong@sei.ecnu.edu.cn
2 State Key Laboratory of Computer Science, Institute of Software, Chinese Academy of Sciences, P. R. China
   wuzl@ios.ac.cn
3 LIAFA, Université Paris Diderot, France

Abstract

Although data values are available in almost every computer system, reasoning about them is a challenging task due to the huge data size or even infinite data domains. Temporal logics are the well-known specification formalisms for reactive and concurrent systems. Various extensions of temporal logics have been proposed to reason about data values, mostly in the last decade. Among them, one natural idea is to extend temporal logics with variable quantifications ranging over an infinite data domain. In this paper, we focus on the variable extensions of two widely used temporal logics, Linear Temporal Logic (LTL) and Computation Tree Logic (CTL). Grumberg, Kupferman and Sheinvald recently investigated the extension of LTL with variable quantifications. They defined the extension as formulas in the prenex normal form, that is, all the variable quantifications precede the LTL formulas. Our goal in this paper is to do a relatively complete investigation on this topic. For this purpose, we define the extensions of LTL and CTL by allowing arbitrary nestings of variable quantifications, Boolean and temporal operators (the resulting logics are called respectively variable-LTL, in brief VLTL, and variable-CTL, in brief VCTL), and identify the decidability frontiers of both the satisfiability and model checking problem. In particular, we obtain the following results: 1) Existential variable quantifiers or one single universal quantifier in the beginning already entails undecidability for the satisfiability problem of both VLTL and VCTL, 2) If only existential path quantifiers are used in VCTL, then the satisfiability problem is decidable, no matter which variable quantifiers are available. 3) For VLTL formulas with one single universal variable quantifier in the beginning, if the occurrences of the non-parameterized atomic propositions are guarded by the positive occurrences of the quantified variable, then its satisfiability problem becomes decidable. Based on these results of the satisfiability problem, we deduce the (un)decidability results of the model checking problem.

1998 ACM Subject Classification F.4.1 Mathematical Logic, F.3.1 Specifying and Verifying and Reasoning about Programs

Keywords and phrases Temporal logics with variable quantifications, satisfiability and model checking, alternating register automata, data automata

Digital Object Identifier 10.4230/LIPIcs.FSTTCS.2014.253

* Fu Song is supported by the NSFC under Grant No. 61402179, STCSM Pujiang Talent Project under Grant No. 14PJ1403200, SHMECK&SHEDF ChenGuang Project under Grant No. 13CG21, the Open Project of Shanghai Key Laboratory of Trustworthy Computing under Grant No. 07dz22304201301, and Shanghai Knowledge Service Platform for Trustworthy Internet of Things under Grant No. ZF1213. Zhilin Wu is supported by the NSFC under Grant No. 61100062, 61272135, and 61472474, and partially supported by the visiting researcher program of China Scholarship Council.

© Fu Song and Zhilin Wu; licensed under Creative Commons License CC-BY
34th Int'l Conference on Foundations of Software Technology and Theoretical Computer Science (FSTTCS 2014)
Editors: Venkatesh Raman and S. P. Suresh; pp. 253–265
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
1 Introduction

Context. Data values are ubiquitous in computer systems. To see just the tip of the iceberg, we have the following scenarios: data variables in sequential programs, process identifiers in concurrent parameterized systems where an unbounded number of processes interact with each other, records in relational databases, attributes of elements of XML documents or nodes of graph databases. On the other hand, reasoning about data values is a very challenging task. Either their sizes are huge, e.g. one single 4-byte integer variable in C programs may take values from $-2,147,483,648$ to $2,147,483,647$, or they are even from an infinite domain, e.g. process identifiers in parameterized systems.

Temporal logics are the widely used specification formalisms. They were originally introduced to formally specify and reason about the behaviors of concurrent and reactive systems. But later on, they also became popular in reasoning about the behaviors of sequential programs. Linear temporal logic (LTL) and computation tree logic (CTL) are the two most widely used temporal logics. Since temporal logics are targeted to specify the behaviors of finite state systems, various extensions of temporal logics have been proposed to deal with the data values, mostly in the last decade. Hodkinson et al. initiated the investigation of first-order extensions of temporal logics, that is, first-order logic over relational structures ([14, 13]). Their motivation is theoretical and they focused on the decidability issues. Vianu and his coauthors used the first-order extensions of LTL to specify and reason about the behaviors of database-driven systems ([22, 3]). Demri and Lazic extended LTL with freeze quantifiers which can store data values into registers and compare the data values with those stored in the registers ([6]). Schwentick et al., Demri et al. , and Decker et al. considered extensions of LTL with navigation mechanisms for data values or tuples over multi-attributed data words, that is, data words where each position carries multiple data values ([16, 5, 4]).

Another natural idea is to extend temporal logics with variable quantifications over an infinite data domain, which is our focus in this paper. There have been some work on this topic. Grumberg et al. investigated the extension of LTL with variable quantifications. They defined the extension as the formulas in prenex normal form, that is, all the variable quantifications are in the beginning and are followed by LTL formulas, and investigated the decidability of the satisfiability and the model checking problem over Kripke structures extended with data variables ([10, 11]). Figueira proposed an extension of LTL with freeze quantifiers of only one register, by quantifications over the set of data values occurring before or after the current position of data words ([8]).

Contribution. Our goal in this paper is to do a relatively complete investigation on this topic. For this purpose, we consider the extensions of both LTL and CTL with variable quantifications (denoted by VLTL and VCTL) where the variable quantifiers can be nested arbitrarily with temporal and Boolean operators, and the quantifications are not over the set of data values occurring before or after the current position, but over the full data domain. In addition, we investigate the decidability and complexity of both the satisfiability and the model checking problem. More specifically, we obtain the following results.

1. Existential variable quantifiers or one single universal quantifier in the beginning already entails undecidability for the satisfiability problem of both VLTL and VCTL.
2. If the existential variable quantifiers are not nested, then the satisfiability problem becomes decidable for both VLTL and VCTL. The proof is obtained by a reduction to the nonemptiness problem of alternating one register automata ([8]).
3. If only existential path quantifiers are used in VCTL, then the satisfiability problem is decidable (NEXPTIME), no matter whatever variable quantifiers are available. This result is proved by a small model property.

4. For the fragment of VLTL with one single universal variable quantifier in the beginning, if the occurrences of the non-parameterized atomic propositions are guarded by the positive occurrences of the universally quantified variable, then the satisfiability problem becomes decidable. The proof is obtained by a reduction to the nonemptiness of extended data automata ([1]). This decidability result is tight in the sense that adding one more existential variable quantifier before or after the universal one implies undecidability.

5. Based on the above results of the satisfiability problem, we also deduce the (un)decidability results of the model checking problem.

The results obtained in this paper are summarized into Table 1 (where ∃, ∀ mean existential and universal variable quantifier, pnf means prenex normal form, NN means non-nested, the question mark means that the decidability is open). The reader can refer to Section 2 for the definitions of the fragments of VLTL and VCTL.

**Related Work.** Emerson and Namjoshi proposed indexed CTL\(\star\) X to specify and reason about parameterized systems ([7]). The indexed CTL\(\star\) X formulas they considered are in prenex normal form and their main goal is to prove the “cutoff” results. Song and Touili considered some extensions of LTL and CTL to detect the malware where the variable quantifications can be nested arbitrarily with the other operators, but the variables range over a finite domain ([20, 19]). The temporal logics extended with variable quantifications ranging over an infinite data domain are the formalisms over infinite alphabets. Researchers have proposed many such formalisms. To cite a few, nondeterministic register automata ([15]), first-order logic with two variables ([2]), XPath with data value comparisons ([9]).
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Very recently, independently of this work, Sheinvald et al. considered the characterization of simulation pre-order in VCTL* ([18]). VCTL* extends CTL* by unrestricted data variable quantifications, thus subsumes VLTL and VCTL considered in this paper. But they have not investigated the satisfiability and model checking problem for VCTL* yet.

The rest of this paper is organized as follows: Preliminaries are given in the next section, Section 3 and 4 present respectively the undecidability and decidability results. All the missing proofs will appear in the journal version of this paper.

2 Preliminaries

Let \( D \) be an infinite set of data values, \( AP \) a finite set of (non-parameterized) atomic propositions, and \( T \) with \( AP \cap T = \emptyset \) a finite set of parameterized atomic propositions, where each of them carries one parameter (data value). Let \( Var \) be a countable set of data variables which range over \( D \). Let \([k]\) denote the set \( \{0, \ldots, k-1\} \), for all \( k \in \mathbb{N} \).

A word (resp. data word) \( w \) over \( AP \) (resp. \( AP \cup T \)) is a finite sequence from \((2^{AP})^*\) (resp. \((2^{AP\cup T\times D})^*\)). Given \( k \geq 1 \), a \( k \)-ary tree is a set \( Z \subseteq [k]^* \) s.t. for all \( zi \in Z \): \( z \in Z \) and \( zj \in Z \) for all \( j \in [i] \). The node \( e \) is called the root of the tree. For every \( z \in Z \), the nodes \( zi \in Z \) for \( i \in [k] \) are called the successors of \( z \), denoted by \( suc(z) \). Let \( Leaves(Z) \) denote the set of leaves of \( Z \). A path \( \pi \) of a tree \( Z \) is a set \( \pi \subseteq Z \) s.t. \( \epsilon \in \pi \) and \( \forall z \in \pi \), either \( z \) is a leaf, or there is a unique \( i \in [k] \) s.t. \( zi \in \pi \). A \( k \)-ary labeled tree (resp. data tree) \( t \) over \( AP \) (resp. \( AP \cup T \)) is a tuple \((Z, L)\), where \( Z \) is a \( k \)-ary tree and \( L : Z \to 2^{AP} \) (resp. \( L : Z \to 2^{AP\cup T\times D} \)) is the labeling function. Given a labeled or data tree \( t = (Z, L) \), let \( z \in Z \) and \( \pi \) be a path of \( t \), then \( tz \) denotes the labeled or data subtree \( t \) rooted at \( z \), and \( w_{\pi} \) denotes the word or data word on the path \( \pi \) of \( t \). For \( z \in Z \) in a tree or data tree \( t = (Z, L) \), define the tree type of \( z \) in \( t \), denoted by \( type_t(z) \), as the set \( \{l_0, \ldots, l_{k-1}\} \) s.t. for every \( j \in [k] \), if \( zj \in Z \), then \( l_j = \nabla_j \), otherwise \( l_j = \nabla_j \) (\( \nabla_j \) means the \( j \)-th child exists).

A variable Kripke structure\(^1\) (VKS) \( K \) is a tuple \((AP \cup T, X, S, R, S_0, I, L, L')\), where \( AP \) and \( T \) are defined as above, \( X \) and \( S \) are finite sets of variables and states respectively, \( R \subseteq S \times S \) is the set of edges, \( S_0 \subseteq S \) is the set of initial states, \( I \) is the invariant function that assigns to each state a formula which is a positive Boolean combination of \( x_i = x_j \) and \( x_i \neq x_j \) for \( x_i, x_j \in X \), \( L : S \to 2^{AP\cup T\times X} \) is the state labeling function, \( L' : R \to 2^{(reset)\times X} \) is the edge labeling function. Intuitively, if \((reset, x) \in L'((s, s'))\), then the value of the variable \( x \) is reset (to any value) when going from \( s \) to \( s' \).

The set of (finite) computation traces and computation trees can be defined similar to Kripke structures. The difference is that the data values are added to positions or nodes of computation traces or trees, while respecting the state invariants and the edge labelings. Let \( L(K) \) and \( T(K) \) denote the set of computation traces and computation trees of \( K \) respectively.

For any VKS \( K \) with the set of variables \( X \), it holds that in every computation trace \( w \) or computation tree \( t \) of \( K \), the number of data values occurring in each position of \( w \) or each node of \( t \) is at most \( |X| \). Since we are interested in reasoning about the computations of variable Kripke structures, we restrict our attention in this paper to the language of data words (or data trees) s.t. there is a bound \( K \) satisfying that each position or node of data words or data trees carries at most \( K \) data values.

For the convenience of discussions, we represent data words with at most \( K \) data values in each position as \( K \)-attributed data words from \((2^{AP} \times (2^T \times D)^K)^*\) (If the number of data values is missing proofs will appear in the journal version of this paper.

---

\(^1\) Variable Kripke structure defined here is the same as that in [10], except that the global invariants are replaced by local state invariants.
values at some position is less than $K$, then we just copy them. For a $K$-attributed data word $w = (A_0, ((B_0, 0), \ldots, (B_0, K-1)), A_n, ((B_n, 0), d_n), \ldots, (B_n, K-1, d_n, K-1))$, let $proj(w)$ denote the sequence $(A_0, ((B_1, d_1), \ldots, (B_k, d_k))) \in 2^{AP} \times (2^T \times D)^K$. We disallow explicit data variable $A$ in $\psi$ by the positive occurrences of the (unique) quantified variable. More specifically, $\theta$ of $\theta$ general VLTL formulas cannot be turned into equivalent prenex normal forms before every temporal operator in the syntax rules of VLTL.

Let $\kappa$ be a VKS and $\varphi$ a VLTL sentence. Then $\kappa$ satisfies $\varphi$, denoted by $\kappa \models \varphi$, if for every computation trace $w$ of $\kappa$, $w \models \varphi$.

Let $L^\ast$-VLTL (resp. $\forall^\ast$-VLTL) denote the set of VLTL formulas without using $\forall$ (resp. $\exists$) quantifier, NN-$L^\ast$-VLTL denote the set of $L^\ast$-VLTL formulas where no $\exists$ quantifiers are nested (in a strict sense), more precisely, for any pair of subformulas $\exists x \psi_1$ and $\exists y \psi_2$ s.t. $x \neq y$, if $\exists y \psi_2$ is a subformula of $\psi_1$, then $x \notin free(\psi_2)$. NN-$\forall^\ast$-VLTL is defined similarly.

Let $\text{VLTL}_{pnf} \subseteq$ denote the set of VLTL formulas in prenex normal form $\theta_1 x_1 \ldots \theta_k x_k \psi$, where $\theta_1, \ldots, \theta_k \in \{\exists, \forall\}$, and $\psi$ is a quantifier-free VLTL formula. Suppose $\theta = \theta_1 \ldots \theta_k \in \{\forall, \exists\}^k$, let $\theta$-VLTL$_{pnf}$ denote the set of $\text{VLTL}_{pnf}$ formulas of the form $\theta_1 x_1 \ldots \theta_k x_k \psi$. Note that in general VLTL formulas cannot be turned into equivalent prenex normal forms.

Let $\Theta \subseteq \{\forall, \exists\}^k$, let $\Theta$-VLTL$_{pnf} = \bigcup_{\Theta \in \Theta} \theta$-VLTL$_{pnf}$. For $\theta \in \{\exists, \forall\}^k$, let $\Theta$-VLTL$_{pnf}^{\exists\forall}$ (resp. $\Theta$-VLTL$_{pnf}^{\forall\exists}$) denote the set of $\theta$-VLTL$_{pnf}$ formulas without using atomic propositions from $AP$. Let $\theta \in \{\exists, \forall\}^k$. Then $\Theta$-VLTL$_{pnf}^{\exists\forall}$ denote the set of $\theta$-VLTL$_{pnf}$ formulas where each occurrence of the atomic propositions from $AP$ is guarded by the positive occurrences of the (unique) quantified variable. More specifically, $\theta$-VLTL$_{pnf}^{\exists\forall}$ is the set of $\theta$-VLTL$_{pnf}$ formulas $\theta x \psi$ s.t. for every $p \in AP$, each occurrence of $p$ (resp. $\neg p$) in $\psi$ is in the formula $p \wedge \tau(x)$ (resp. $\neg p \wedge \tau(x)$) for some $\tau \in T$. For example, $\forall x (open(x) \rightarrow close(x))$ is a $\forall$-VLTL$_{pnf}$ formula, while $\forall x (open(x) \rightarrow (p \wedge \neg write(x)) \mid close(x))$ is not.

The syntax of variable-CTL (VCTL) is defined similarly to VLTL, by adding the path quantifiers $A$ and $E$ before every temporal operator in the syntax rules of VLTL.

VCTL formulas are interpreted over $K$-attributed data trees. The semantics of VCTL are defined similarly to VLTL. The syntactic fragments of VCTL can also be defined similarly to VLTL.

---

1. VLTL defined in [10] is a fragment of VLTL defined here. In addition, we disallow explicit data variable comparisons (e.g. equality and inequality). We believe that VLTL without any data variable comparison is a kind of first-order extensions of temporal logics of the minimum first-order feature.
2. For instance, we conjecture that there are no $\text{VLTL}_{pnf}$ formulas equivalent to the VLTL formula $G(\exists x \tau(x))$. But at present we do not know how to prove this.
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VLTL, with the additional distinction between EVCTL and AVCTL, that is, the fragment of VCTL using only $E$ and $A$ respectively. Let $\mathcal{L}_K(\varphi)$ denote the set of $K$-attributed data trees $t$ satisfying $\varphi$.

Let $K$ be a VKS and $\varphi$ be a VCTL sentence. Then $K$ satisfies $\varphi$, denoted by $K \models \varphi$, if for every computation tree $t$ of $K$, $t \models \varphi$.

For a VLTL or VCTL formula $\varphi$, let $\overline{\varphi}$ denote the negation of $\varphi$, where $\overline{\varphi} = \neg p$, $\overline{\neg p} = p$, $\overline{\tau(x)} = \neg \tau(x)$, $\overline{\tau(x)} = \tau(x)$, $\overline{X\varphi_1} = X\overline{\varphi_1}$, $\overline{A\varphi_1} = E\overline{\varphi_1}$, and so on. Let $|\varphi|$ denote the size of $\varphi$, that is, the number of symbols in $\varphi$. We will use $\varphi_1 \rightarrow \varphi_2$ to mean $\overline{\varphi_1} \lor \varphi_2$. A VLTL or VCTL formula that does not contain subformulas of the form $\psi_1 \rightarrow \psi_2$ is called normalized.

We consider the following two decision problems for VLTL and VCTL.

- Satisfiability problem: Given a VLTL (resp. VCTL) sentence $\varphi$, decide whether $\varphi$ is satisfiable, that is, whether there is a data word $w$ (resp. there are $k \geq 1$ and a $k$-ary data tree $t$) s.t. $w \models \varphi$ (resp. $t \models \varphi$).
- Model checking problem: Given a VKS $K$ and a VLTL/VCTL sentence $\varphi$, decide whether $K \models \varphi$.

**Remark.** We interpret VLTL and VCTL formulas over finite data words and finite data trees, and leave the investigations on infinite data words and infinite data trees as future work. The considerations of temporal logics interpreted over finite words and trees are normally motivated by the verification of safety properties of concurrent systems (cf. e.g. [17]) as well as the verification of properties of sequential programs.

We next define alternating register automata over $k$-ary 1-attributed data trees by adapting the definition of alternating register automata over unranked data trees in [8].

An alternating register automaton over $k$-ary 1-attributed data trees (ATRA) is a tuple $\mathcal{A} = (AP \cup T, Q, q_0, \delta)$, where $AP$ (resp. $T$) is a finite set of atomic propositions (resp. parameterized atomic propositions), $Q$ is a finite set of states, $q_0 \in Q$ is the initial state, $\delta : Q \rightarrow \Phi$ is the transition function, where $\Phi$ is defined by the following grammar

$$p | \neg p | \tau | \tau^i | \nabla_i q_i | \nabla_i q_i | eq | \overline{eq} | q \lor q' | q \land q' | store(q) | guess(q) | \nabla_i q_i,$$

where $p \in AP$, $\tau \in T$, $q, q' \in Q$, and $i \in [k]$. Intuitively, $p, \neg p, \tau, \tau^i$ are used to detect the occurrences of (parameterized) atomic propositions. $\nabla_i q_i, \nabla_i q_i$ are used to describe the types of nodes in trees, $eq, \overline{eq}$ are used to check whether the data value in the register is equal to the current one, $q \lor q'$ makes a nondeterministic choice, $q \land q'$ creates two threads with the state $q$ and $q'$ respectively, $store(q)$ stores the current data value to the register and transfers to the state $q$, $guess(q)$ guesses a data value for the register and transfers to the state $q$, $\nabla_i q_i$ moves to the $i$-th child of the current node and transfers to the state $q$.

An ATRA $\mathcal{A} = (AP \cup T, Q, q_0, \delta)$ is called alternating register automaton over 1-attributed data words (AWRA) if $k = 1$.

The semantics of ATRA over $k$-ary 1-attributed data trees are defined in a completely analogous way as those of ATRA over unranked trees in [8]. Let $\mathcal{L}(\mathcal{A})$ denote the set of all $k$-ary 1-attributed data trees accepted by $\mathcal{A}$.

The closure properties of ATRA and the decidability of the nonemptiness of ATRA can be proved in the same way as the alternating register automata over unranked trees, by utilizing well-structured transition systems (cf. [8]).

**Theorem 1.** ATRAs are closed under intersection and union. The emptiness problem of ATRAs is decidable and non-primitive recursive.

---

4 The *spread* mechanism in [8] is dropped, since it is not used in this paper.
We also introduce extended data automata ([1]), another automata model over (1-attributed) data words. Extended data automata is an extension of the seminal model of data automata ([2]) over 1-attributed data words.

An extended data automaton (EDA) $D$ is a tuple $(AP \cup T, A, B)$ s.t. $AP$ and $T$ are as above, $A$ is a nondeterministic letter-to-letter transducer from the alphabet $2^{AP} \times 2^T$ to some output alphabet $\Sigma$, and $B$ is a finite automaton over $\Sigma \cup \{0\}$ (where $0 \notin \Sigma$). Let $w = (A_0, (B_0, d_0)) \ldots (A_n, (B_n, d_n))$ be a 1-attributed data word. Then $w$ is accepted by $D$ if over $prj(w)$, $A$ outputs a word $w' = \sigma_0 \ldots \sigma_n$ over the alphabet $\Sigma$, s.t. for every data value $d \in D$, $cstr_d(w''')$ is accepted by $B$, where $w'' = (\sigma_0, d_0) \ldots (\sigma_n, d_n)$ and $cstr_d(w''')$ is defined as $\sigma_0' \ldots \sigma_n'$, satisfying that for every $i : 0 \leq i \leq n$, $\sigma_i' = \sigma_i$ if $d_i = d$, and $\sigma_i' = 0$ otherwise. Note that for every data value $d$ not occurring in $w$, $cstr_d(w''') = 0^n+1$.

**Theorem 2** ([2, 1]). EDAs are closed under intersection and union. The nonemptiness problem of EDAs is decidable.

## 3 Undecidability

This section is devoted to the various undecidability results for the satisfiability and model checking problem of VLTL and VCTL.

**Theorem 3.** The satisfiability problem of $\exists^*_{-VTL}$ is undecidable.

**Proof sketch.** We show this by a reduction from the PCP problem. We illustrate the proof by considering the special case $K = 1$. Let $(u_i, w_i)_{1 \leq i \leq n}$ be an instance of the PCP problem over an alphabet $\Sigma$. A solution of the PCP problem is a sequence of indices $i_1 \ldots i_m$ s.t. $u_i, \ldots u_m = v_i, \ldots v_m$.

Let $\Sigma' = \Sigma \cup \{\overline{a} \mid a \in \Sigma\} \cup \{1, \ldots, n\} \cup \{\overline{1}, \ldots, \overline{n}\} \cup \{\#\}$. Then $\Sigma'$ can be encoded by $\lceil \log(|\Sigma'|) \rceil$ bits. Let $AP$ be a set of atomic propositions of size $\lfloor \log(|\Sigma'|) \rfloor$. For each $\sigma \in \Sigma'$, let $atom(\sigma)$ denote the subset of $AP$ corresponding to the binary encoding of $\sigma$, and $type(\sigma)$ denote the conjunction of atomic propositions or negated atomic propositions from $AP$ corresponding to the binary encoding of $\sigma$. For instance, if the binary encoding of $\sigma$ is 10, let $AP = \{p_1, p_2\}$, then $atom(\sigma) = \{p_1\}$ and $type(\sigma) = p_1 \land \neg p_2$. The definition of $atom(\sigma)$ can be naturally extended to $atom(u)$ for words $u \in (\Sigma')^+$. In addition, let $T = \{\tau\}$. We use $atom'(\sigma)$ to denote $(atom(\sigma), \{\tau\})$. Similarly, the definition $atom'(\cdot)$ can be extended to words $u \in (\Sigma')^+$.

We intend to encode a solution of the PCP problem, say $i_1 \ldots i_m$, as the 1-attributed data word over $2^{AP} \times 2^T$ of the form $w_{i_1} w_{i_2} \ldots w_{i_m} (atom'(#), d) \overline{w_{i_1}} \ldots \overline{w_{i_m}}$ s.t.

- $prj(w_{i_j}) = atom'(i_j)atom'(u_{i_j})$ and $prj(\overline{w_{i_j}}) = atom'(i_j)atom'(\overline{u_{i_j}})$ for every $1 \leq j \leq m$,
- the two sequences of data values corresponding to respectively $atom'(i_1) \ldots atom'(i_m)$ and $atom'(\overline{i_1}) \ldots atom'(\overline{i_m})$ are the same,
- the two sequences of data values corresponding to respectively $atom'(u_{i_1}) \ldots atom'(u_{i_m})$ and $atom'(\overline{u_{i_1}}) \ldots atom'(\overline{u_{i_m}})$ are the same.

The data word encodings of the solutions of the PCP problem can be expressed by a $\exists^*_{-VTL}$ formula $\varphi$. For instance, during the reduction, we express as the following $\exists^*_{-VTL}$ formula $\varphi_1$ the fact that for every two consecutive occurrences of letters from $\{atom'(\sigma) \mid \sigma \in \Sigma\}$, there are two consecutive occurrences of letters from $\{atom'(\overline{\sigma}) \mid \sigma \in \Sigma\}$ with the same letters (by viewing $atom'(\sigma)$ the same as $atom'(\overline{\sigma})$) and the same data values, $\varphi_1 = G \land_{\sigma, \overline{\sigma} \in \Sigma} [v_0 \rightarrow \exists x \exists y (\psi_1 \land X \psi_2 \land F(\psi_3 \land X \psi_4))], \psi_1 = type(\sigma_1) \land X[type(\sigma_2) \lor \lor_{1 \leq j \leq n} (type(j) \land X[type(\sigma_2))]), \psi_1 = type(\sigma_1) \land \tau(x), \psi_2 = (type(\sigma_2) \land \tau(y)) \lor \ldots$
\[ \forall 1 \leq j \leq n [\text{type}(j) \wedge X(\text{type}(\sigma_2) \wedge \tau(y))], \; \psi_1 = \text{type}(\sigma_1) \wedge \tau(x), \; \psi_4 = (\text{type}(\sigma_2) \wedge \tau(y)) \lor \forall 1 \leq j \leq n [\text{type}(j) \wedge X(\text{type}(\sigma_2) \wedge \tau(y))]. \]  

Since a VKS can be defined to accept the set of all 1-attributed data words, we deduce the following result.

**Corollary 4.** The model checking problem of \( \forall^*\text{-VLTL} \) is undecidable.

By adding a universal path quantifier \( A \) before every temporal operator of \( \varphi \) in the proof of Theorem 3, we get a reduction to the satisfiability problem of \( \exists^*-\text{AVCTL} \).

**Corollary 5.** The satisfiability problem of \( \exists^*-\text{AVCTL} \) formulas is undecidable.

By a similar reduction from the nonemptiness of two-counter machines as that in Theorem 4.1 of [8], we can show the following result.

**Theorem 6.** The satisfiability problem of \( \forall\text{-VLTL}_{\text{pnf}} \) is undecidable.

**Remark.** The above theorem demonstrates that the claim in [11] that the satisfiability problem of \( \exists\forall\text{-VLTL}_{\text{pnf}} \) is decidable is incorrect. We confirmed this observation in an e-mail with Grumberg, Kupferman and Sheinvald ([12]). On the other hand, we will show that the satisfiability problem of \( \forall\text{-VLTL}^\text{nop} \), that is, \( \forall\text{-VLTL}_{\text{pnf}} \) formulas where all the occurrences of (negated) atomic propositions are guarded, is decidable (cf. Theorem 26).

**Corollary 7.** The model checking problem of \( \exists\forall\text{-VLTL}_{\text{pnf}} \) is undecidable.

**Corollary 8.** The satisfiability problem of \( \forall\text{-AVCTL}_{\text{pnf}} \) is undecidable.

**Remark.** From the undecidability result of the satisfiability of a fragment of VCTL, we do not immediately deduce the undecidability of the model checking problem of the dual fragment. The reason is that there does not exist a VKS to define the set of all \( K \)-attributed computation trees, or define the set of k-ary \( K \)-attributed data trees even for a fixed \( k \).

**Theorem 9.** The model checking problem is undecidable for the following fragments: \( \forall^*\text{-AVCTL}, \forall^*\text{-EVCTL}, \exists\forall\text{VCTLI}_{\text{nop}}, \exists\forall\text{VCTLI}^\text{nop}_{\text{pnf}}, \forall\exists\text{VCTLI}^\text{nop}_{\text{pnf}}, \text{NN-}\exists^*-\text{VCTL} \).

**Proof sketch.** We prove the theorem by reductions from the satisfiability problem of \( \exists^*-\text{VLTL} \) and \( \forall\text{-VLTL} \) over 1-attributed data words.

We illustrate the proof by considering the model checking problem of \( \forall^*-\text{AVCTL} \) and \( \exists\forall\text{VCTLI}^\text{nop}_{\text{pnf}} \). The arguments for the other cases use the similar idea.

We first consider the model checking problem of \( \forall^*-\text{AVCTL} \).

Let \( \varphi \) be a \( \exists^*-\text{VLTL} \) formula over \( AP \cup T \). We will construct a VKS \( K \) and a \( \exists^*-\text{EVCTL} \) formula \( \varphi' \) s.t. \( \varphi \) is satisfiable iff \( K \not\models \varphi' \). Note that \( \varphi' \) is a \( \forall^*-\text{AVCTL} \) formula.

The idea of the reduction is as follows: We construct a VKS \( K \) which is a single loop (without branchings). Thus each computation tree of \( K \) is in fact a data word. Then we obtain from \( \varphi \) by adding existential path quantifiers \( E \) before every temporal operator occurring in \( \varphi \) (plus some other modifications) to obtain \( \varphi' \). Since \( K \) is a structure without branchings, the satisfaction of \( \varphi' \) over the computation trees of \( K \) mimics the satisfaction of \( \varphi \) over data words.

Suppose \( AP = \{p_1, \ldots, p_m\}, \; T = \{\tau_1, \ldots, \tau_{n-m}\} \) (where \( m \leq n \)), and \( \tau_0', \tau_1' \not\in AP \cup T \).

Define the VKS \( K = (AP' \cup T', \{x\}, S, R, S_0, I, L, L') \) as follows: \( AP' = \emptyset, \; T' = \{\tau_0', \tau_1'\}, \; S = \{s_0, s_1, \ldots, s_{2n+1}\}, \; R = \{(s_i, s_{i+1} \mod 2n+2) \mid 0 \leq i \leq 2n + 1\}, \; S_0 = \{s_0\}, \; \) for every \( s_i \in S, I(s_i) = \text{true}, \; L(s_0) = \{(\tau_0', x)\}, \; \) and \( L(s_i) = \{(\tau_i', x)\} \) for every \( i : 1 \leq i \leq 2n + 1, \; L'((s_i, s_{i+1} \mod 2n+2)) = \{(\text{reset}, x)\} \) for every \( i : 0 \leq i \leq 2n + 1. \)
Notice that in $\mathcal{K}$, $T'$ only contains two parameterized atomic propositions. The set of atomic propositions $AP \cup T$ will be encoded by equalities and inequalities between the data values of two adjacent $\tau'_i$-labeled positions in $\mathcal{K}$. Thus each position $(A, B, d)$ in a 1-attributed data word over $AP \cup T$ will be encoded by a segment of computation traces in $\mathcal{K}$ of length $2n + 2$ s.t. the position 0 is labeled by $\tau'_0$, the position $(2i - 1)$ and $(2i)$ encode the satisfaction on $A \cup B$ of the $i$-th atomic proposition from $AP \cup T$, and the last position has the data value $d$. In addition, $x$ is reset on each edge $(s_i, s_{i+1})$ ($0 \leq i \leq 2n$) so that an arbitrary data value can be assigned to $x$ on each position $s_0, s_1, \ldots, s_{2n+1}$.

We use an example to illustrate the construction of the $3^3$-EVCTL formula $\varphi'$ from $\varphi$. Suppose $AP = \emptyset$ and $T = \{\tau_1, \tau_2\}$ and $n = 2$. Then the $3^3$-EVCTL formula corresponding to the $3^3$-VLTL formula $\exists w G(\neg \tau_1(x) \lor EX \neg \tau_2(x))$ is $\exists y [\tau'_0(y) \land \varphi'_0 \land \exists z EG(\psi_1 \lor (EX)^6 EF \psi_2)]$, where $\varphi'_0 = EG(\tau'_0(y) \rightarrow [(EX)^0 \tau'_0(y) \land EX \tau'_1(y) \land (EX)^3 \tau'_2(y)])$ requires that the data value of the position 0 occurs at all the positions $i$ s.t. $i \equiv 0, 1, 3 \text{ mod } 6$, $\psi_1 = \tau'_0(y) \rightarrow (EX \tau'_1(y) \land EX \neg \tau'_2(y)) \lor (EX)^5 \tau'_1(x)$, and $\psi_2 = \tau'_0(y) \land (EX)^3 \tau'_1(y) \land EX \tau'_1(y) \land (EX)^5 \tau'_1(x)$. The formula $\psi_1$ is satisfied in a position if either $\tau'_0(y)$ does not occur, or $\tau'_0(y)$ occurs and one of the following conditions holds: the next two positions have different data values, or $\tau'_1(x)$ does not occur in the 5th position after the current position. Similarly for $\psi_2$.

For the model checking problem of $3^3$-VCTL$^\text{noap}$, we reduce from the satisfiability problem of $\forall$-VLTL over 1-attributed data words. The reduction is similar to that of $\forall^*$-AVCTL.

By using the similar idea as in the proof of Theorem 9, we can get the following result.

\textbf{Theorem 10.} The satisfiability problem of $\exists^*\text{-VLTL}^\text{noap}_{pnf}$ (resp. $\forall^*\text{-VLTL}^\text{noap}_{pnf}$) is undecidable.

\textbf{Corollary 11.} The satisfiability problem of $\exists^*\text{-VCTL}^\text{noap}_{pnf}$ (resp. $\forall^*\text{-VCTL}^\text{noap}_{pnf}$) is undecidable.

\textbf{Corollary 12.} The model checking problem of $\exists^*\text{-VLTL}^\text{noap}_{pnf}$ (resp. $\forall^*\text{-VCTL}^\text{noap}_{pnf}$) is undecidable.

\section{Decidability}

We first present the encodings of $K$-attributed data words and data trees into 1-attributed ones, which will be used in the proofs of this section.

Suppose that $w = w_0 \ldots w_n$ is a $K$-attributed data word over $AP \cup T$ s.t. for every $i : 0 \leq i \leq n$, $w_i = (A_i, ((B_{i,0}, d_{i,0}), \ldots, (B_{i,K-1}, d_{i,K-1})))$. Let $p' \notin AP \cup T$ and $AP' = AP \cup \{p'\}$. A 1-attributed encoding of $w$, denoted by $\text{enc}(w)$, is a data word $w' = w'_0 \ldots w'_{n'}, \ldots, w'_{n'} \ldots w'_{n'}$ over $AP' \cup T$ s.t. for every $i : 0 \leq i \leq n$, $w'_{i,0} = (A_i \cup \{p'\}, (B_{i,0}, d_{i,0}))$, and for every $j : 1 \leq j \leq K - 1$, $w'_{i,j} = (A_i, (B_{i,j}, d_{i,j}))$. The 1-attributed encoding of $K$-attributed data trees can be defined similarly. The definition of $\text{enc}(\cdot)$ can be naturally extended to the languages of $K$-attributed data words and data trees.
Suppose $\varphi$ is a normalized VLTL formula. Then $enc(\varphi) = \varphi'_1 \land \varphi'_2$, where $\varphi'_1$ and $\varphi'_2$ are defined as follows.

$\varphi'_1$ is a quantifier free VLTL formula enforcing the following constraints: $p'$ occurs in the first position, for every occurrence of $p'$ in some position, $p'$ will occur in the $K$-th position after it if there is such a position, but does not occur in between, moreover, for every $p \in AP$, either $p$ occurs in all the positions between two adjacent occurrences of $p'$, or occurs in none of them.

$\varphi'_2$ is obtained from $\varphi$ by replacing $X$ (resp. $\overline{X}$) by $X^K$ (resp. $\overline{X}^K$), and applying some proper replacements for the (parameterized) atomic propositions. For instance, the occurrence of $p_1$ in $Fp_1$ is replaced by $p' \land \bigvee_{0 \leq i \leq K-1} X^i p_1$.

Here is an example for $enc(\varphi)$: $enc(Fp_1) = \varphi'_1 \land F(p'_1 \land \bigvee_{0 \leq i \leq K-1} X^i p_1)$.

Similarly, $enc(\varphi)$ can be defined for VCTL formulas.

**Proposition 13.** For every VLTL (resp. VCTL) formula $\varphi$, $enc(L_K(\varphi)) = L_{\bar{L}}(enc(\varphi))$.

### 4.1 Non-nested existential variable quantifiers

**Proposition 14.** Let $K$ be a VKS. Then $enc(L(K))$ (resp. $enc(T(K))$) can be defined by an AWRA (resp. ATRA).

**Theorem 15.** The satisfiability problem of NN-$\exists^*$-VLTL is decidable and non-primitive recursive.

**Proof sketch.** The decidability proof is by a reduction to the nonemptiness problem of AWRAs. Since quantifiers are not nested, w.l.o.g. we assume that there is only one variable, say $x$, used in $\varphi$. Note that the variable $x$ may be reused and existentially quantified for many times. The AWRA $A_{enc(\varphi)}$ can be constructed by induction on the syntax of NN-$\exists^*$-VLTL formulas similar to the construction of alternating automata from LTL formulas (cf. [21]), by using $guess(q)$ to deal with the existential quantifiers $\exists x$.

The lower bound is obtained by a reduction from the nonemptiness problem of two-counter machines with incrementing errors (cf. e.g. [6]). The reduction is similar to that in Theorem 6, with all the four conditions, except the last one, expressed in NN-$\exists^*$-VLTL.

**Corollary 16.** The model checking problem of NN-$\forall^*$-VLTL is decidable and non-primitive recursive.

**Theorem 17.** The satisfiability problem of NN-$\exists^*$-VCTL is decidable and non-primitive recursive.

Theorem 17 is proved in the same way as Theorem 15, by utilizing the following result.

**Lemma 18.** For every $\exists^*$-VCTL sentence $\varphi$, if $\varphi$ is satisfiable over a 1-attributed data tree, then there is a $(2|\varphi|)$-ary 1-attributed data tree satisfying $\varphi$.

Similar to Corollary 16, we deduce the following result from Theorem 17.

**Corollary 19.** The model checking problem of NN-$\forall^*$-VCTL formulas is decidable and non-primitive recursive.
4.2 Existential path quantifiers for VCTL

- **Theorem 20.** The satisfiability problem of EVCTL is in NEXPTIME.

Theorem 20 can be deduced from the following lemma.

- **Lemma 21.** Let \( \varphi \) be an EVCTL formula, \( t \) be a data tree, and \( \lambda : \text{free}(\varphi) \rightarrow D \) s.t. \( t \models_\lambda \varphi \). Then a data tree \( t' \) can be constructed from \((t, \lambda)\) s.t. \( t' \models_\lambda \varphi \) and \( (t', \lambda) \) contains at most \(|\varphi|\) data values.

**Proof sketch.** The proof is by induction on the syntax of EVCTL formulas. The induction base \( \varphi := p, \neg p, \tau(x), \neg \tau(x) \) is trivial. For induction step, we show the cases \( \exists \varphi_1 \) and \( \forall \varphi_1 \).

- \( \varphi := \exists \varphi_1 \): Suppose \( t \models_\lambda \exists \varphi_1 \). Then there is \( d \in D \) s.t. \( t \models_{\lambda(d/x)} \varphi_1 \). By the induction hypothesis, \( t_1 \) can be constructed from \((t, \lambda[d/x])\) s.t. \( t_1 \models_{\lambda[d/x]} \varphi_1 \) and \( (t_1, \lambda[d/x]) \) contains at most \(|\varphi_1|\) data values. Then \((t_1, \lambda)\) is the desired pair.

- \( \varphi := \forall \varphi_1 \): Suppose \( t \models_\lambda \forall \varphi_1 \). Then for every \( d \in D \), \( t \models_{\lambda[d/x]} \varphi_1 \). Suppose the range of \( \lambda \) is \( \{d_1, \ldots, d_k\} \). Let \( d_0 \) be a data value not occurring in \( t \). In addition, if \( D(t) \setminus \{d_1, \ldots, d_k\} \) contains at least \(|\varphi_1| - k\) data values, let \( d_{k+1}, \ldots, d_{|\varphi_1|} \) be a sequence of \(|\varphi_1| - k\) distinct data values from \( D(t) \setminus \{d_0, d_1, \ldots, d_k\} \); otherwise let \( d_{k+1}, \ldots, d_{|\varphi_1|} \) be a sequence of \(|\varphi_1| - k\) distinct data values from \( D \setminus \{d_0, d_1, \ldots, d_k\} \) that include all the data values in \( D(t) \setminus \{d_0, \ldots, d_k\} \). Then from \( t \models_{\lambda[d/x]} \varphi_1 \) (where \( i = 0, \ldots, |\varphi_1| \)) and the induction hypothesis, we know that \( t_1 \) can be constructed from \((t, \lambda[d/x])\) s.t. \( t_1 \models_{\lambda[d/x]} \varphi_1 \), \((t_1, \lambda[d/x]) \) contains at most \(|\varphi_1|\) data values. Since for every \( i : 0 \leq i \leq |\varphi_1| \), \( t_i \) contains at most \(|\varphi_1|\) data values, we could replace the data values of \( t_i \) that are from \( D \setminus \{d_0, \ldots, d_{|\varphi_1|}\} \) by data values in \( \{d_1, \ldots, d_{|\varphi_1|}\} \), to get \( t'_i \) s.t. all the data values of \( t'_i \) are from \( \{d_1, \ldots, d_{|\varphi_1|}\} \) and \( t'_i \models_{\lambda[d/x]} \varphi_1 \). Note that \( d_0 \) does not occur in any of \( t'_0, \ldots, t'_{|\varphi_1|} \). Without loss of generality, we may assume that the roots of \( t'_0, \ldots, t'_{|\varphi_1|} \) have the same label. Let \( t' \) be the data tree obtained from \( t'_i \) by adding all the subtrees of the roots of \( t'_0, \ldots, t'_{|\varphi_1|} \) as the new subtrees of the root of \( t'_0 \) (with the original subtrees of the root of \( t'_0 \) untouched). We claim that \( t' \models_{\forall \lambda} \varphi_1 \). At first, for every \( d_i \) with \( i : 0 \leq i \leq |\varphi_1| \), we have \( t'_i \models_{\lambda[d/x]} \varphi_1 \), thus \( t' \models_{\lambda[d/x]} \varphi_1 \) since \( \varphi_1 \) contains only existential path quantifiers. Let \( d \not\in \{d_0, \ldots, d_{|\varphi_1|}\} \). Since \( t'_0 \models_{\lambda[d/x]} \varphi_1 \) and neither \( d \) nor \( d_0 \) occurs in \( t'_0 \), assigning \( d \) to \( x \) has the same impact as assigning \( d_0 \) to \( x \) for the satisfaction of \( \varphi_1 \) on \( t'_0 \). Therefore, \( t'_0 \models_{\lambda[d/x]} \varphi_1 \). We deduce that \( t \models_{\lambda[d/x]} \varphi_1 \), since \( \varphi_1 \) contains only existential path quantifiers. From the fact that \( d \) is an arbitrary data value not in \( \{d_0, \ldots, d_{|\varphi_1|}\} \), we conclude that \( t' \models_{\forall \lambda} \varphi_1 \) and \( (t', \lambda) \) contains at most \(|\varphi_1| + 1 \leq |\varphi|\) data values.

4.3 Variable quantifications in the beginning

- **Theorem 22.** (\cite{10}) The following two problems are PSPACE-complete: The satisfiability problem of \( \exists^*\text{-VTL}_{pnf} \) and the model checking problem of \( \forall^*\text{-VTL}_{pnf} \).

- **Theorem 23.** The satisfiability problem of \( \exists^*\text{-VCTL}_{pnf} \) is EXPTIME-complete.

The proof of the upper bound is similar to the proof of the satisfiability problem of \( \exists^*\text{-VTL}_{pnf} \). The lower bound follows from the satisfiability problem of CTL.

- **Theorem 24.** The model-checking problem of \( \forall^*\text{-VCTL}_{pnf} \) is decidable in EXPTIME.

\(^5\) In \cite{10}, only model checking problem of \( \forall^*\text{-VTL}_{pnf} \) is considered. The result for the satisfiability problem of \( \exists^*\text{-VTL}_{pnf} \) can be shown by following the same idea.


Theorem 24 can be easily deduced from the following lemma.

**Lemma 25.** Let $K = (AP, X, S, R, S_0, I, L, L')$ be a $VKS$ and $\forall x_1...\forall x_n \psi$ be a $\forall^*_\text{-VCTL}_{\text{pnf}}$ sentence. Then there is a computation tree $t = (Z, L)$ of $K$ s.t. $t \models \exists x_1...\exists x_n \psi$ iff there is a computation tree $t' = (Z, L')$ of $K$ s.t. $t' \models \exists x_1...\exists x_n \psi$ and $t'$ contains at most $|X| + n$ different values.

We next consider the satisfiability and model checking problem of $\forall\text{-VLTL}_{\text{pnf}}^{\text{gadap}}$.

**Theorem 26.** The satisfiability problem of $\forall\text{-VLTL}_{\text{pnf}}^{\text{gadap}}$ is decidable.

**Proof sketch.** Suppose $\varphi = \forall x \psi$ is a $\forall\text{-VLTL}_{\text{pnf}}^{\text{gadap}}$ formula over $AP \cup T$.

From the definition of $\text{enc}()$, we know that $\text{enc}(\varphi) = \varphi'_1 \land \varphi'_2$ and $\varphi'_2 = \forall x \psi'$ for some quantifier free VLTL formula $\psi'$. Then $\text{enc}(\varphi)$ can be rewritten into $\forall x (\varphi'_1 \land \psi')$, since no variables occur in $\varphi'_1$. So $\text{enc}(\varphi)$ is a $\forall\text{-VLTL}_{\text{pnf}}$ formula over $AP' \cup T$, where $AP' = AP \cup \{p'\}$.

It is not hard to observe that if $\varphi$ is a $\forall\text{-VLTL}_{\text{pnf}}^{\text{gadap}}$ formula, then $\psi'$ can be rewritten into a quantifier free VLTL formula where all the occurrences of $p$ and $\neg p$ for $p \in AP$ are guarded by the positive occurrences of $\tau(x)$ for some $\tau \in T$. For instance, an occurrence of $p \land \tau(x)$ in $\psi$ s.t. $p \in AP$ and $\tau \in T$ is transformed into $(p' \land \bigvee_{0 \leq i \leq K-1} X^i(p)) \land (p' \land \bigvee_{0 \leq i \leq K-1} X^i(\tau(x)))$, which is equivalent to $p' \land \bigvee_{0 \leq i \leq K-1} X^i(p \land \tau(x))$, since either none of $X^i p$ holds or all of them hold. By abuse of notations, we still denote the resulting formula by $\psi'$. Note that the formula $\forall x (\varphi'_1 \land \psi')$ is not a $\forall\text{-VLTL}_{\text{pnf}}^{\text{gadap}}$ formula since the occurrences of $p'$ are not guarded.

To continue the proof, we introduce the following notation. Suppose $w = w_0...w_n$ is a 1-attributed data word over $AP' \cup T$ s.t. $w_i = (A_i, (B_i, d_i))$ for every $i : 0 \leq i \leq n$. Then $\text{prj}_{AP}(w) = w_0|_{AP}...w_n|_{AP}$, where for every $i : 0 \leq i \leq n, w_i|_{AP} = (A_i \cap AP, (B_i, d_i))$. The definition of $\text{prj}_{AP}()$ can be naturally generalized to languages of 1-attributed data words.

From Proposition 13, we know that the satisfiability of $\varphi$ over $K$-attributed data words is reduced to the nonemptiness of the language $\mathcal{L}_1(\text{enc}(\varphi))$. The nonemptiness of $\mathcal{L}_1(\text{enc}(\varphi))$ is then reduced to the nonemptiness of $\text{prj}_{AP}(\mathcal{L}_1(\text{enc}(\varphi)))$.

In addition, it is not hard to show that an EDA $D_{\text{enc}(\varphi)}$ can be constructed from $\text{enc}(\varphi)$ s.t. $\mathcal{L}(D_{\text{enc}(\varphi)}) = \text{prj}_{AP}(\mathcal{L}_1(\text{enc}(\varphi)))$. The decidability then follows from the decidability of the nonemptiness of EDA.

**Corollary 27.** The model checking problem of $\exists\text{-VLTL}_{\text{pnf}}^{\text{gadap}}$ is decidable.

---
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Abstract

Data ω-words are ω-words where each position is additionally labelled by a data value from an infinite alphabet. They can be seen as graphs equipped with two sorts of edges: ‘next position’ and ‘next position with the same data value’. Based on this view, an extension of Data Automata called Generalized Data Automata (GDA) is introduced. While the decidability of emptiness of GDA is open, the decidability for a subclass called Büchi GDA is shown using Multicounter Automata. Next a natural fixpoint logic is defined on the graphs of data ω-words and it is shown that the µ-fragment as well as the alternation-free fragment is undecidable. But the fragment which is defined by limiting the number of alternations between future and past formulas is shown to be decidable, by first converting the formulas to equivalent alternating Büchi automata and then to Büchi GDA.
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1 Introduction

Data words are words that can use symbols ranging over an infinite alphabet of ‘data values’. Data values are meant to be tested for equality only. Hence, one is typically interested in languages such as ‘no data value appears twice’, or ‘all consecutive data values in the word are distinct’, etc. We can already see in these examples one specificity of data words, which is that the exact domain of data values does not matter, and these can be permuted without affecting the membership to a language.

Data values are particularly interesting in several modelling contexts. In particular, data values can be understood as identifiers in a database. The exact content of an identifier does not really matter. What is interesting is to be able to refer easily to the other places in the database/document where this identifier occurs. Another situation in which the data abstraction particularly makes sense is when considering the log of a system, say a server [1]. Such a log is a sequence (potentially infinite) of events that are generated by the different clients. The events produced by the various clients can be interleaved in any manner. Hence, a standard language theoretic approach does not help in verifying meaningful properties of such a log. Indeed, if the events of the sequence are anonymous – in the sense that the identity of the client that has produced it is not retained – then the interleaving obfuscates all relevant behavior of a specific client. Data languages, by annotating each action in this sequence by the unique identifier (the data) representing the client that has produced this action, give access to much more precise information. An interesting way to analyze the structure of the log is then the ability to navigate in its structure. Properties that we are
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interested to express would typically consists of combinations of queries such as ‘what is the next event in the log?’, ‘what is the next event in the log generated by the same user?’, ‘what is the last event that the client has generated?’, ‘has this client ever generated a given event before?’, etc.

There are many different formalisms for describing properties of data words, i.e., for defining data languages. They include Data Automata [3], Register Automata [13, 7], Pebble Automata [17], Class Memory Automata [1], Class Automata [4], Walking Automata [16], Variable Automata [11], First-Order logic with two variables [3], Monadic Second Order logic [5], DataLTL [14], Freeze-LTL [7] and Freeze-$\mu$ [12], Logic of Repeating Values [6], XPath [8, 9], Regular expressions [15], Data Monoids [2], among others. As opposed to the case of the classical theory of regular languages, none of these formalisms can be considered to be a faithful data word counterpart of the notion of regular languages. This is due to the fact that undecidability arises very quickly in this context, and that many formalisms that turn out to be equivalent for standard words happen to have distinct expressiveness in the case of data words (a typical example is — data monoids [2], deterministic register automata and non-deterministic register-automata [13], that all have different expressiveness). In this contribution we are more interested in the kind of formalisms following the temporal logic approach. Temporal logics (LTL, CTL, CTL$^*$ and the $\mu$-calculus) are formalisms that can describe properties of graphs (Kripke structures), by using operators that ‘walk’ in the structure, and can use all the Boolean connectives. This approach is particularly suitable for instance when one is interested in analysing the log of a system as described above: basic walking constructs are ‘go to the next event’, ‘go to the next event of the same client’, ‘go to the previous event’, and ‘go to the previous event of the client’. More complex properties have also to be expressible such as ‘go to the first event generated by the client’. Such advanced navigation can be achieved either using dedicated constructs (such as the ‘since’ and ‘until’ modalities of LTL), or using explicit fixpoints as done in $\mu$-calculus. In practice, a data word consists of a linear order of positions together with an equivalence relation expressing that two given positions in the word carry the same data values (i.e., a binary relation that expresses that two events were generated by the same client). The walking modalities are then ‘next’, ‘previous’ (that we call the global modalities), ‘next in the same class’, and ‘previous in the same class’ (that we call the class modalities).

Formalisms that describe properties of data languages using temporal logics have been introduced in [7] and [14]. These two incomparable formalisms, namely DataLTL and Freeze-LTL, are related to two well-studied notions of automata, respectively Data Automata [3] and Register Automata [13, 7]. The logic in this paper is a notion along the lines of DataLTL. It is subsumed by Freeze-$\mu$ (which is undecidable over data $\omega$-words) and is incomparable with the logics in [7, 6]. DataLTL is equipped with the four modalities described above, as well as until and since operators that can be used either with respect to global modalities or class modalities. Satisfiability of this logic is decidable by reduction to the decidability of the emptiness of Data Automata. This work was itself a continuation of another one [3] in which the satisfiability of first-order with two variables is shown, and Data Automata are introduced for this purpose. Though this logic is not syntactically a temporal logic, its behavior is in fact the one of a temporal logic.

Contribution. Our contributions are two fold. First, we introduce a generalization of Data Automata, called Generalized Data Automata. While the emptiness problem of GDA is open, we prove the decidability of a subclass of automata, namely the class of Büchi GDA via a reduction to Multicounter Automata. Secondly we generalize the notion of DataLTL by
introducing a natural fixpoint logic. It is shown that the $\mu$-fragment, as well as alternation-free fragment, of this logic is undecidable. For this reason, we restrict our attention to the class of formulas in which the alternation between backward and forward modalities is bounded (this can be syntactically enforced very easily). It is shown that the satisfiability of the alternation-free fragment of this subclass is decidable by first translating the formula into an alternating automaton and then by simulating the alternating automaton by a Büchi GDA using games.

**Organization of the paper.** In Section 2 we introduce the basics of data $\omega$-words and languages. In Section 3 we introduce generalized data automata and discuss their closure properties and subsequently prove the decidability of the emptiness problem for Büchi GDA. In Section 4 we define $\mu$-calculus on data words and introduce the bounded-reversal alternation-free fragment. We then introduce alternating parity automata and prove the simulation theorem, which is followed by the decidability of the bounded reversal alternation-free fragment. Finally in Section 5 we discuss future work and conclude.

## 2 Data $\omega$-words and Data Automata

We begin by recalling the basics of data words and Data Automata. Let $\Sigma$ be a finite alphabet of letters and $\mathcal{D}$ be an infinite set. The elements of $\mathcal{D}$, often denoted by $d_1, d_2,$ etc., are called data values. A data word is a finite sequence of pairs from the product alphabet $\Sigma \times \mathcal{D}$. Likewise a data $\omega$-word is a sequence of length $\omega$ of pairs from $\Sigma \times \mathcal{D}$. A data language is a set of data words and likewise a data $\omega$-language is a set of data $\omega$-words.

We recall some standard notions related to data words. Let $w = (a_1, d_1)(a_2, d_2)\ldots(a_n, d_n)$ be a data word. The data values impose a natural equivalence relation $\sim$ on the positions in the data word, namely positions $i$ and $j$ are equivalent, i.e. $i \sim j$, if $d_i = d_j$. An equivalence class of the relation $\sim$ is called simply a class. The set of all positions in a data word is partitioned into classes. The **global successor** and **global predecessor** of a position $i$ are the positions $i + 1$ and $i - 1$ respectively (if they exist). For convenience we use $g(i)$ and $g^{-1}(i)$ to denote the global successor and global predecessor of position $i$. The **class successor** of a position $i$ (if it exists), denoted as $c(i)$, is the leftmost position after $i$ in its class. Symmetrically **class predecessor** of a position $i$ (if it exists), denoted as $c^{-1}(i)$, is the rightmost position before $i$ in its class. These notions are naturally extended to the case of data $\omega$-words.

To simplify the discussion we assume that all classes in a data $\omega$-word are infinite. This assumption is similar to the one on infinite trees (that all maximal paths are infinite); by this assumption global successor and class successor relations become total functions. All the results presented later hold without this proviso as well.

Next we recall the notion of Data Automaton (DA for short) introduced in [3]. Originally it is formulated as a composition of two finite state automata. The definition here follows an equivalent presentation due to [1]. Intuitively it is a finite state machine that reads input pairs from $\Sigma \times \mathcal{D}$ and updates the state as follows. During the run the state after reading the pair at position $i$ depends on the state at the class predecessor position of $i$ in addition to the state and input letter at the position $i$. Formally a Data Automaton $\mathcal{A}$ is a tuple $(Q, \Sigma, \Delta, I, F_c, F_g)$ where $Q$ is a finite set of states, $\Sigma$ is the finite alphabet, $\Delta \subseteq Q \times (Q \cup \{\bot\}) \times \Sigma \times \mathcal{D}$ is the transition relation, $I$ is the set of initial states, $F_c$ is the set of class Büchi states, and $F_g$ is the set of global Büchi states.

Next we define the run of a Data Automaton. A run $\rho \in (Q \times \mathcal{D})^\omega$ of the automaton
\(\mathcal{A}\) on a data \(\omega\)-word \(w = (a_1, d_1)(a_2, d_2)\ldots\) is a relabelling of \(w\) by the states in \(Q\), i.e. \(\rho = (q_1, d_1)(q_2, d_2)\ldots\) such that the tuple \((q_0, \perp, a_1, q_1)\) is a transition in \(\Delta\) for some \(q_0 \in I\) and, for each position \(i > 1\) with a class predecessor, say \(j\), the tuple \((q_{i-1}, q_j, a_i, q_i)\) is a transition in \(\Delta\), otherwise if \(i > 1\) does not have a class predecessor, then the tuple \((q_{i-1}, \perp, a_i, q_i)\) is in \(\Delta\). The run \(\rho\) is accepting if there is a global Büchi state that occurs infinitely often in the sequence \(q_1q_2\ldots\), and for every class \(\{i_1, i_2, \ldots\}\) there is a class Büchi state occurring infinitely often in the sequence \(q_{i_1}q_{i_2}\ldots\). The data \(\omega\)-word \(w\) is accepted if the automaton \(\mathcal{A}\) has an accepting run on \(w\). The set of all data \(\omega\)-words accepted by the automaton \(\mathcal{A}\) is called the language of \(\mathcal{A}\).

### 3 Generalized Data Automata

In this section we introduce a generalization of Data Automaton. For this purpose we view a data \(\omega\)-word as a directed graph with positions as vertices and the global successor and class successor relations as edges. For convenience we refer to these edges as global and class edges. Since both global successor and class successor relations are functions any path in this graph is completely specified by the starting position and a sequence over the alphabet \(\{g, c\}\) denoting which edge is taken. Formally a path \(\pi = e_1e_2\ldots e_n \in \{g, c\}^*\) from the position \(i\) connects the sequence of vertices \(i, e_1(i), e_2(e_1(i))\ldots e_n(\ldots e_1(i))\). Similarly an infinite path is an \(\omega\)-sequence over the alphabet \(\{g, c\}\).

A given run of the Data Automaton is accepted or rejected based on two \(\omega\)-regular conditions; one on the global path (composed only of global edges) and one on each class (composed only of class edges). Next we introduce a generalization of Data Automaton where an \(\omega\)-regular condition is checked on all paths.

First we need the following definition. Let \(w = (a_1, d_1)(a_2, d_2)\ldots\) be a data \(\omega\)-word and \(\pi = e_1e_2\ldots \in \{g, c\}^\omega\) be an infinite path starting from the first position. Let \(i_0 = 1, i_1, i_2, i_3, \ldots\) be the sequence of positions that lie along the path \(\pi\). The path projection of the data \(\omega\)-word \(w\) w.r.t. the path \(\pi\) is the \(\omega\)-word \(a_{i_0}a_{i_1}a_{i_2}\ldots\). The marked path projection of the data \(\omega\)-word \(w\) w.r.t. the path \(\pi\), denoted as \(\text{mpp}_\omega(\pi) \in (\Sigma \times \{e, g, c\})^\omega\), is obtained by annotating the path projection of \(w\) w.r.t. \(\pi\) by the path \(\pi\), that is to say

\[
\text{mpp}_\omega(\pi) = \left(\begin{array}{c}
\epsilon \\
a_{i_0} \\
a_{i_1} \\
a_{i_2} \\
\vdots 
\end{array}\right)
\]

Next we introduce the notion of Generalized Data Automaton that has the same transition structure as that of a Data Automaton but a more general acceptance criterion. A generalized data automaton \(\mathcal{A}\) (for short GDA) \(\mathcal{A}\) is a tuple \((Q, \Sigma, \Delta, I, L)\) where \(Q\) is the finite set of states, \(\Sigma\) is the finite alphabet, \(\Delta \subseteq Q \times (Q \cup \{\perp\}) \times \Sigma \times Q\) is the transition relation, and \(I\) is the set of initial states and \(L \subseteq (Q \times \{e, g, c\})^\omega\) is an \(\omega\)-regular language.

Given a data \(\omega\)-word \(w = (a_1, d_1)(a_2, d_2)\ldots\) a run \(\rho \in (Q \times D)^\omega\) of the automaton \(\mathcal{A}\) on \(w\) is a relabelling \((q_1, d_1)(q_2, d_2)\ldots\) of \(w\) with states in \(Q\) that obeys all the consistency conditions as in the case of Data Automaton. The only difference is in the criterion of acceptance. The run \(\rho\) is accepting if for all paths \(\pi\) in the data \(\omega\)-word \(\rho\), the marked path projection \(\text{mpp}_\omega(\pi)\) is in \(L\). The set of all data \(\omega\)-words on which \(\mathcal{A}\) has an accepting run is called the language of \(\mathcal{A}\).

The definition of GDA presented above is not concrete, however the acceptance criterion \(L\) can be presented as a Büchi automaton which we recall next. A Büchi automaton \(\mathcal{B}\) is a tuple \((S, A, T, s_{in}, G)\) where \(S\) is a finite set of states, \(A\) is the input alphabet, \(T \subseteq S \times A \times S\) is the transition relation, \(s_{in}\) is the initial state and \(G\) is the set of Büchi states. A run \(\tau\)
of the automaton $B$ on an $\omega$-word $a_1a_2\ldots \in A^\omega$ is a sequence of states $s_0s_1\ldots \in Q^\omega$ such that $s_0 = s_n$ and for each $i \in \mathbb{N}$ the tuple $(s_{i-1}, a_i, s_i)$ is a transition in $T$. The run $r$ is accepting if there is a state in $G$ that occurs infinitely often in it. To finitely present the GDA $A$ it is enough to provide a Büchi automaton over the alphabet $Q \times \{\epsilon, g, c\}$ that accepts the language $L$. Next we introduce an important subclass of GDA, namely the class of Büchi GDA. A Büchi GDA is a special case of GDA where the acceptance criterion $L$ is an $\omega$-regular language that is furthermore accepted by a deterministic Büchi automaton; a deterministic Büchi automaton is a Büchi automaton whose transition relation $T$ is a function, i.e. $T : S \times A \rightarrow S$. By definition Büchi GDA are subsumed by GDA. Our next lemma says that for every Data Automaton there is an equivalent Büchi GDA (hence a GDA as well).

**Lemma 1.** For every Data Automaton there is an equivalent Büchi GDA.

In the following we briefly discuss the closure properties of GDA and Büchi GDA. The class of data languages accepted by Data Automata are closed under union, intersection (but not under complementation). The class of languages accepted by GDA and Büchi GDA also exhibit similar closure properties. The union of two GDA (as well as Büchi GDA) accepted languages is recognized by the disjoint union of the respective (Büchi) GDA. Closure under intersection is by usual product construction. (Both GDA and Büchi GDA are not closed under complementation, this follows from the fact that over finite data words GDA are equivalent to Data Automata.)

Two additional closure properties that are relevant for GDA (as well as for DA) are the closure under renaming and closure under composition which we recall now. For a map $h : \Sigma \rightarrow \Gamma$ and a data $\omega$-word $w$ over $\Sigma \times D$, the renaming of $w$ under $h$, denoted as $h(w)$, is obtained by replacing each letter $a \in \Sigma$ occurring in $w$ by $h(a)$. For a language $L$ of data $\omega$-words over $\Sigma \times D$, the renaming of $L$ under $h$, in notation $h(L)$, is simply the set of all renamings $h(w)$ of each word $w \in L$.

Assume $A, B, C$ are letter alphabets. A GDA over the alphabet $(A \times B) \times D$ can be thought of as a machine that reads a data $\omega$-word over the alphabet $A \times D$ and applying a labelling of each position by a letter from the set $B$. In other words the machine can be thought of as a letter-to-letter transducer. The composition of languages correspond to the operation of cascading (feeding the output label of one machine into the input of another) the respective automata. Let $L_1$ and $L_2$ be two data $\omega$-languages over the alphabets $(A \times B) \times D$ and $(B \times C) \times D$ respectively. The composition $\text{Comp}(L_1, L_2)$ of $L_1$ and $L_2$ is the set of data $\omega$-words $((a_1, c_1), d_1), ((a_2, c_2), d_2)\ldots$ over the alphabet $(A \times C) \times D$ such that there exists a data $\omega$-word $((a_1, b_1), d_1), ((a_2, b_2), d_2)\ldots \in (A \times B) \times D$ in $L_1$ and $((b_1, c_1), d_1), ((b_2, c_2), d_2)\ldots \in (B \times C) \times D$ in $L_2$. The closure of GDA and Büchi GDA under renaming and composition can be shown by standard constructions (renaming of transitions and product construction respectively) as in the case of finite state automata. The following lemma summarizes the closure properties discussed above.

**Lemma 2.** GDA as well as Büchi GDA are closed under union, intersection, renaming and composition.

### 3.1 Emptiness of Büchi GDA

The rest of this section is devoted to the emptiness problem of GDA, namely *is the language of a given GDA empty?*. We don’t know if the emptiness of GDA is decidable. However, by extending the decidability proof of emptiness problem of Data Automata it can be shown...
that the emptiness problem for Büchi GDA is decidable. As in the case of Data Automata [3], the emptiness problem of GDA is reduced to the emptiness problem of Multicounter Automata which is decidable.

The general idea is as follows. Given a Büchi GDA \( A \) we construct a Multicounter Automaton that guesses a data \( \omega \)-word \( w \) and simulates the automaton \( A \) on \( w \) and accepts if and only if \( A \) accepts \( w \). Since a data \( \omega \)-word is an infinite object the Multicounter Automaton cannot guess the whole word \( w \). Instead it guesses a finite data word satisfying certain conditions that guarantees the existence of a data \( \omega \)-word in the language of the automaton \( A \).

Now we proceed with the proof. Fix a Büchi GDA \( A = (Q, \Sigma, \Delta, I, L) \) and a deterministic Büchi automaton \( B = (S, A = Q \times \{\epsilon, g, c\}, T, s_{in}, G) \) accepting the language \( L \).

Let \( w = (a_1, d_1)(a_2, d_2) \ldots \) be a data \( \omega \)-word accepted by the automaton \( A \) and let \( \rho = (q_1, d_1)(q_2, d_2) \ldots \) be a successful run of \( A \) on \( w \). Therefore for every infinite path \( \pi \) the \( \omega \)-word \( mpp_{\rho}(\pi) \) is accepted by the Büchi automaton \( B \). Let \( \pi_1 \) and \( \pi_2 \) be two infinite paths. Their respective marked path projections agree on the common prefix of \( \pi_1 \) and \( \pi_2 \). Since the automaton \( B \) is deterministic the (unique) runs of \( B \) on \( mpp_{\rho}(\pi_1) \) and \( mpp_{\rho}(\pi_2) \) agree on the common prefix as well. This allows us to represent the runs of the automaton \( B \) on the marked path projections of \( \rho \) by a labelling by subsets of \( S \) in the following way.

Let \( \pi = e_1 \ldots e_n \in \{g, c\}^* \) be a finite path connecting the sequence of positions \( j_0 = 1, j_1, \ldots, j_n = i \). The marked path projection of \( \rho \) w.r.t. \( \pi \) is the word \((q_{j_0}, \epsilon)(q_{j_1}, e_1) \ldots (q_{j_n}, e_n)\) over the alphabet \( Q \times \{\epsilon, g, c\} \). By \( P(S) \) we denote the power set of \( S \). Let \( S_1, S_2 \ldots \in (P(S))^\omega \) be such that \( S_i \) is the set of all states \( q \) such that there is a finite path \( \pi \in \{g, c\}^\ast \) ending in position \( i \) and the unique partial run of the automaton \( B \) on the marked path projection of \( \pi \) ends in state \( q \). The \( \omega \)-word \( S_1S_2 \ldots \in (P(S))^\omega \) can be seen as the superposition of the runs of the automaton \( B \) on each of the marked string projections. We call the data word \( \zeta = ((q_1, S_1), (q_2, S_2), d_2) \ldots \in ((Q \times P(S)) \times D)^\omega \) the annotated run.

As we mentioned earlier a witness for non-emptiness of the language of the automaton \( A \) is an infinite object. Hence it is not possible to compute the witness algorithmically. Instead one has to define a finite object that witnesses the non-emptiness. In the case of a Büchi automaton over infinite words this finite object is a word of the form \( u \cdot v \) such that \( u \cdot v^\omega \) is in the language of the automaton. In the case of Büchi GDA, \( u \) and \( v \) are two finite data words such that \( u \cdot v \cdot v_2 \ldots \) is in the language of the automaton where \( v, v_1, v_2, \ldots \) all have the same string projections and identical classes, in other words \( v_1, v_2, \ldots \) are obtained from \( v \) by renaming of data values.

We fix some notation. Let \( w = (a_1, d_1) \ldots (a_m, d_m) \) be a finite data word over the alphabet \( \Sigma \). A position with no class successor is called a class-maximal position. Similarly a position with no class predecessor is called a class-minimal position. The class vector of \( w \) is vector \( C(w) : \Sigma \rightarrow \mathbb{N} \) that maps each letter \( a \) in \( \Sigma \) to the number of class-maximal positions labelled by \( a \).

Next we formally define the notion of the finite witness in the case of Büchi GDA. Let \( u, v \in (\Sigma \times D)^\ast \) be two finite data words and let \( w = u \cdot v \). Let \( \rho = \rho_u \cdot \rho_v \in (\Delta \times D)^\ast \) be a partial run of the Büchi GDA on the finite data word \( w \) (A partial run is a finite prefix/infix/suffix of some run of the automaton under consideration). Let \( \zeta = \zeta_u \cdot \zeta_v \in ((Q \times P(S)) \times D)^\ast \) be the annotated run of the automaton \( A \) on the data word \( w \). (Note that the definition of annotation extends to finitely data words naturally). We aim at constructing a data \( \omega \)-word in the language of the automaton \( A \) by repeatedly appending the data word \( v \) (with possible renaming of data values) to the end of \( w \). Therefore the ‘configuration’ of the automata \( A \) and \( B \), namely the states at which the partial runs of both automata end, have to be the same.
at the end of the data words \( u \) and \( w \). Moreover the number of class-maximal positions in \( \zeta_w \) annotated with a pair \((q, S')\) in \( Q \times P(S) \) has to be at least the number of class-maximal positions in \( \zeta_u \) annotated with the same pair for the pumping to work correctly. Finally for the acceptance criterion to be satisfied every partial run of the automaton \( B \) on the marked path projection of \( \rho \) w.r.t a path starting from a class-maximal position in \( u \) and ending in a class-maximal position in \( v \) (including the last position) has to see a Büchi state (in \( G \)). All these conditions are summarized below:

The triple \( w, \rho, \zeta \) forms a regular witness if the following conditions are met.

(i)  The state at the end of the partial runs \( \rho_u \) and \( \rho_w \) are the same.

(ii) \( S_u = S_w \) where \( S_u \) and \( S_w \) are annotations at the last positions of \( \zeta_u \) and \( \zeta_w \) respectively.

(iii) Let \( C_u \) and \( C_w \) be the class vectors of \( \zeta_u \) and \( \zeta_w \) respectively. Then,

(a) \( C_u \leq C_w \) in the componentwise ordering,

(b) for all \((q, S') \in Q \times P(S)\), if \( C_u((q, S')) = 0 \) then it is the case that \( C_w((q, S')) = 0 \).

(c) Every partial run of the automaton \( B \) on the marked path projection of \( \rho \) w.r.t a path starting from a class-maximal position in \( u \) and ending in a class-maximal position in \( v \) (including the last position) has to see a Büchi state (in \( G \)).

In the subsequent lemma we prove the necessity and sufficiency of regular witnesses for deciding the nonemptiness. The proof rests on the following two standard lemmas.

- **Lemma 3 (Dickson’s lemma).** Fix a \( k \in \mathbb{N} \). Every infinite sequence of vectors \( v_0, v_1, \ldots \) where \( v_i \in (\mathbb{N}_0)^k \) contains an infinite nondecreasing subsequence \( v_{i_0} \leq v_{i_1} \leq \ldots \) where the ordering \( \leq \) is componentwise.

- **Lemma 4 (König’s lemma for words).** If \( A \) is a finite set and \( L \subseteq A^* \) is infinite then there exists \( x \in A^* \) such that \( x \) has infinitely many prefixes in \( L \).

- **Lemma 5.** Automaton \( A \) accepts some data \( \omega \)-word if and only if there is a regular witness for the non-emptiness of \( A \).

Using Lemma 5 it is possible to decide if a given GDA accepts a non-empty language. This is achieved by a reduction to the non-emptiness problem of Multicounter Automata. A **Multicounter Automata** is a finite state machine equipped with a finite set \([k]\) of counters which hold positive integer values. During each step the machine reads a letter from the input and depending on the letter just read and the current state it performs a counter action and moves to a new state. The allowed operations on the counters are increment counter \( i \) and decrement counter \( i \), but no zero tests are allowed. During the execution if a counter holding a zero value is decremented then the machine halts erroneously. Initially the machine starts in a designated initial state with all the counters set to value zero. An execution is accepting if the machine terminates in a state which belongs to a designated set of final states with all the counters being zero. We will be crucially making use of this final zero test. Non-emptiness of Multicounter Automata is decidable which implies by virtue of the following theorem that non-emptiness of Büchi GDA is decidable.

- **Theorem 6.** Given a Büchi GDA \( A \) one can effectively construct an exponentially-sized Multicounter Automaton which accepts a word if and only if \( A \) has a regular witness.

### 4 \( \mu \)-calculus on data \( \omega \)-words

In this section, we introduce \( \mu \)-calculus over data words. Let \( Prop = \{p, q, \ldots\} \) be a set of propositional variables. The formulas in the logic are the following. The atomic formulas are, \( p \in Prop, \neg p, \) and \( \mathcal{S}, \mathcal{P}, 1 \), first\( ^{c} \), first\( ^{d} \) which are zeroary modalities. Also, \( Xp, X^{c}p, Y^{c}p, Y^{d}p \)
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\[
\begin{align*}
\llbracket p \rrbracket_w &= \ell(p) & \llbracket \neg p \rrbracket_w &= \omega \setminus \ell(p) \\
\llbracket \mathcal{P} \rrbracket_w &= \{ i \mid g^{-1}(i) = c^{-1}(i) \} & \llbracket \text{first}^\omega \rrbracket_w &= \{ 1 \} \\
\llbracket \text{first}^\ell \rrbracket_w &= \{ i \mid \ell_j = c^{-1}(i) \} \\
\llbracket X^\mathcal{P} \cdot \varphi \rrbracket_w &= \{ i \in \omega \mid g(i) \in \llbracket \varphi \rrbracket_w \} & \llbracket X^\varphi \rrbracket_w &= \{ i \in \omega \mid c(i) \in \llbracket \varphi \rrbracket_w \} \\
\llbracket Y^\mathcal{P} \cdot \varphi \rrbracket_w &= \{ i \in \omega \mid g^{-1}(i) \in \llbracket \varphi \rrbracket_w \} & \llbracket Y^\varphi \rrbracket_w &= \{ i \in \omega \mid c^{-1}(i) \in \llbracket \varphi \rrbracket_w \} \\
\llbracket \mu \cdot \varphi \rrbracket_w &= \bigcap \left\{ S \subseteq \omega \mid \llbracket \varphi \rrbracket_{w[\ell(p) := S]} \subseteq S \right\} & \llbracket \varphi_1 \land \varphi_2 \rrbracket_w &= \llbracket \varphi_1 \rrbracket_w \cap \llbracket \varphi_2 \rrbracket_w \\
\llbracket \nu \cdot \varphi \rrbracket_w &= \bigcup \left\{ S \subseteq \omega \mid S \subseteq \llbracket \varphi \rrbracket_{w[\ell(p) := S]} \right\} & \llbracket \varphi_1 \lor \varphi_2 \rrbracket_w &= \llbracket \varphi_1 \rrbracket_w \cup \llbracket \varphi_2 \rrbracket_w
\end{align*}
\]

Figure 1 Semantics of \( \mu \)-calculus on a \( \omega \)-word \( w = (\omega, \ell, g, c) \).

are formulas whenever \( \varphi \) is a formula, and \( \varphi_1 \lor \varphi_2, \varphi_1 \land \varphi_2 \) are formulas whenever \( \varphi_1 \) and \( \varphi_2 \) are formulas. Finally, \( \mu \cdot \varphi, \nu \cdot \varphi \) are formulas whenever \( \varphi \) is a formula and the variable \( p \) occurs positively in \( \varphi \) (i.e. \( \neg p \) is not a subformula of \( \varphi \)).

Next we disclose the semantics; as usual, on a given structure each formula denotes the set of positions where it is true. The modality \( \text{first}^\mathcal{P} \) holds (only) on the first position and \( \text{first}^\ell \) holds exactly on all the first positions of classes. The modality \( \mathcal{S} \) is true at a position \( i \) if the successor and class successor of \( i \) coincide. Similarly \( \mathcal{P} \) is true at \( i \) if the predecessor and class predecessor of \( i \) coincide. The modalities \( X^\mathcal{P} \cdot \varphi, X^\varphi, Y^\mathcal{P} \cdot \varphi, Y^\varphi \) hold if \( \varphi \) holds on the successor, class successor, predecessor and class predecessor positions respectively. Coming to the fix-point formulas, each formula \( \varphi(p) \), where \( p \) occurs positively, defines a function from sets of positions to sets of positions that is furthermore monotone. We define the semantics of \( \mu \cdot \varphi(p) \) and \( \nu \cdot \varphi(p) \) to be the least and greatest fix-points of \( \varphi(p) \) that exists due to Knaster-Tarski theorem. To formally define the semantics we consider a data \( \omega \)-word as a Kripke structure \( w = (\omega, \ell, g, c) \) where \( \ell : \text{Prop} \to \text{P}(\omega) \) is valuation function giving for each \( p \in \text{Prop} \) the set of positions where \( p \) holds, \( g \) is the global successor relation and \( c \) is the class successor relation. For \( S \in \text{P}(\omega) \) by \( w[\ell(p) := S] \) we mean \( w \) with the new valuation function \( \ell' \) that is defined as \( \ell'(p) = S \) and \( \ell'(q) = \ell(q) \) for all \( q \in \text{Prop}, q \neq p \). The formal semantics \( \llbracket \varphi \rrbracket_w \) of a formula \( \varphi \) over a data word \( w \) is described in Figure 1.

Note that we allow negation only on atomic propositions. However it is possible to negate a formula in the logic. For this, define the dual modalities \( X^\mathcal{P}, Y^\mathcal{P}, X^\ell, Y^\ell \) respectively and such that \( \neg X^\mathcal{P} \cdot \varphi = \neg X^\varphi \), where \( \neg \) stands for set complement. Since successor and class successor relations are total functions it follows that \( X^\mathcal{P} \cdot \varphi \equiv Y^\mathcal{P} \cdot \varphi, X^\ell \cdot \varphi \equiv Y^\ell \cdot \varphi \). Similarly since predecessor and class predecessor relations are partial functions it follows that \( Y^\mathcal{P} \cdot \varphi \equiv \text{first}^\mathcal{P} \lor Y^\varphi, Y^\ell \cdot \varphi \equiv \text{first}^\ell \lor Y^\varphi \). To negate a formula \( \varphi \) we take the dual of \( \varphi \); this means exchanging in the formula \( \land, \lor, \mu, \nu \) and \( p \) and \( \neg p \), and all the modalities with their dual.

If \( \varphi(p_1, \ldots, p_n) \) is a formula then by \( \varphi(\psi_1, \ldots, \psi_n) \) we mean the formula obtained by substituting \( \psi_i \) for each \( p_i \) in \( \varphi \). As usual the bound variables of \( \varphi(p_1, \ldots, p_n) \) may require a renaming to avoid the capture of the free variables of \( \psi_i \)’s. For a formula \( \varphi \) and a position \( i \) in the word \( w \), we denote by \( w, i \models \varphi \) if \( i \in \llbracket \varphi \rrbracket_w \). The notation \( w \models \varphi \) abbreviates the case when \( i = 1 \). The data language of a sentence \( \varphi \) is the set of data words \( w \) such that \( w \models \varphi \), while the data \( \omega \)-language of a sentence \( \varphi \) is the set of data \( \omega \)-words \( w \) such that \( w \models \varphi \).

Unfortunately, even the fragment of the logic containing only \( \mu \)-fixpoints itself is undecidable.
Theorem 7. Satisfiability of the $\mu$-fragment is undecidable.

This also implies the undecidability of the alternation-free fragment (recalled below). One of the sources of undecidability is the presence of both future and past modalities, or in other words the two-way-ness of the logic. Therefore we can reclaim decidability of the logic if we restrict the number of times a formula is allowed to change direction. Next we formally define this fragment, namely the bounded reversal alternation-free fragment. We first recall the operation of composition of formulas. Let $\Psi$ be a set of formulas. Define the set $\text{Comp}^{i}(\Psi)$ inductively as $\text{Comp}^{0}(\Psi) = \emptyset$ and

$$\text{Comp}^{i}(\Psi) = \{\psi(\varphi_{1}, \ldots, \varphi_{n}) \mid \psi(p_{1}, \ldots, p_{n}) \in \Psi, \varphi_{1}, \ldots, \varphi_{n} \in \text{Comp}^{i-1}(\Psi)\}.$$  

The set of formulas $\text{Comp}(\Psi)$ is defined as $\text{Comp}(\Psi) = \bigcup_{i \in \mathbb{N}} \text{Comp}^{i}(\Psi)$. For a formula $\psi \in \text{Comp}(\Psi)$ we define the Comp-height of $\psi$ in $\text{Comp}(\Psi)$ as the least $i$ such that $\psi \in \text{Comp}^{i}(\Psi)$.

For $\lambda \in \{\mu, \nu\}$ let $\text{Formulas}(\lambda)$ denote the formulas which uses only the fixpoint operator $\lambda$. Then the alternation-free fragment, denoted as AF, is the set of formulas $\text{AF} = \text{Comp}(\text{Formulas}(\mu) \cup \text{Formulas}(\nu))$; intuitively there does not exist a $\mu$-subformula and a $\nu$-subformula with intersecting scope in any formula of AF. We call the set of all $\mu$-calculus formulas which does not use the modalities $\{Y, Y^{c}\}$ (resp. $\{X, X^{c}\}$) the forward (resp. backward) fragment. Forward (resp. backward) alternation-free fragment, denoted as $\text{AF}_{F}$ (resp. $\text{AF}_{B}$) is the set of all formulas in the alternation-free fragment which are also in the forward (resp. backward) fragment. The bounded reversal alternation-free fragment of $\mu$-calculus, denoted as BR, is the set of formulas $\text{BR} = \text{Comp}(\text{AF}_{F} \cup \text{AF}_{B})$. An example of a formula in AF but not expressible in the fragment BR (we do not prove it) is $\mu x.a \lor Y^{c}X^{c}x$. It tests whether an a-letter is reachable by successive steps of advancing to the next in the class, and going backward globally. An example of a formula that is in BR is $\mu y.(\nu x.a \lor X^{c}x) \lor Y^{c}y$.

Next we prove that the fragment BR is decidable by reducing the satisfiability problem for BR to the emptiness problem for Büchi GDA. Since both BR and Büchi GDA are closed under composition it is enough to prove that for every formula in the fragment $\text{AF}_{F}$ and $\text{AF}_{B}$ there is a Büchi GDA that labels each position with the set of (sub)formulas true at that position.

Lemma 8. Given a formula $\varphi$ in the backward fragment there is a Data Automaton that labels each position with the set of subformulas of $\varphi$ true at that position.

Next we show that for every formula in the forward alternation-free fragment there is a Büchi GDA that labels each position with the set of satisfied subformulas. For this, we recall the notion of alternating parity automaton over graphs (See [10] for a comprehensive presentation). First we need the basics of two player (namely Adam and Eve) games played on graphs. An arena $A = (V, E)$ is a set of positions $V = V_{E} \cup V_{A}$ partitioned into those of Adam ($V_{A}$) and those of Eve ($V_{E}$) along with a set of moves $E \subseteq (V_{A} \times V_{E}) \cup (V_{E} \times V_{A})$ (we assume that there are no dead-ends in the game). A partial play $(v_{0}, v_{1})(v_{1}, v_{2}) \ldots (v_{k}, v_{k+1}) \subseteq E^{*}$ is a finite sequence of moves performed by the players. The position $v_{0}$ is the starting position of the play and $v_{k+1}$ is the ending position of the play. A strategy for a player Eve (resp. Adam) $\sigma$ maps a partial play ending in a position in $V_{E}$ (resp. $V_{A}$) to a move in $E$. A play $\pi = (v_{0}, v_{1})(v_{1}, v_{2}) \ldots \in E^{\omega}$ is an $\omega$-sequence of moves. We say $\pi$ is a play according to the strategy $\sigma$ of Eve if on all finite prefixes of $\pi$ ending in $V_{E}$ she plays according to $\sigma$. A winning condition $W \subseteq E^{\omega}$ is a set of plays which are winning for Eve. A game $\mathcal{G}$ is a triple $\mathcal{G} = (A = (V, E), v, W)$ where $A$ is an arena, $v \in V$ is the initial position and $W$ is the winning condition. The strategy $\sigma$ is a winning strategy for Eve if all the plays according
to \( \sigma \) are winning for Eve. The strategy is positional if for all partial plays ending on the
same vertex the strategy \( \sigma \) agrees on the next move. A parity game is a game where \( W \) is
presented by means of a parity condition \( \Omega : V \to \{0, \ldots, k\} \) for some \( k \in \mathbb{N} \). Given \( \Omega \), the
winning condition \( W \) is defined as the union of all plays \( \pi = (v_0, v_1) \tau (v_1, v_2) \ldots \) such that the
maximal number occurring infinitely often in the sequence \( \Omega (v_0), \Omega (v_1), \ldots \) is even. It
is well-known that parity games are positionally determined, i.e. one of the players has a
positional winning strategy.

Let \( P \) be a set of propositional variables. A positive conjunction \( p_1 \land p_2 \ldots \land p_k, k \geq 1 \)
over \( P \) is identified with the subset \( \{p_1, \ldots, p_k\} \) of \( P \). A DNF formula over \( P \) is a disjunction
\( \varphi_1 \lor \varphi_2 \ldots \lor \varphi_l, l \geq 1 \), where each \( \varphi_j \) is a positive conjunction over \( P \), which is identified with
a subset of the powerset of \( P \), namely \( \{\varphi_1, \ldots, \varphi_l\} \). The set of all DNF formulas over \( P \)
is denoted by DNF\(^+\)(\( P \)). Let \( M \) be the set \( \{S, \neg S, \mathcal{P}, \neg \mathcal{P}\} \). For a given a data \( \omega \)-word \( w \) and
a position \( i \) in \( w \) the type of \( i \), denoted by \( tp(i) \), is the subset of \( M \) satisfied at position \( i \).

An alternating parity automaton on data \( \omega \)-words \( A \) is a tuple \( (Q, \Sigma, \Delta, q_0, \Omega) \) where \( Q \)
is the finite set of states, \( \Sigma \) is the alphabet, \( q_0 \) is the initial state, \( \Delta : Q \times \Sigma \times \mathcal{P}(M) \to
DNF^+(\{X^p, X^p | p \in Q\}) \) is the transition relation and \( \Omega : Q \to \{0, \ldots, k\} \) is the parity
condition. When \( \Omega \) is such that all states have parity either 1 or 2 the automaton is called
Büchi.

Fix an automaton \( A \). Given a data \( \omega \)-word \( w = (\omega, \lambda, g, c) \) (for convenience we let
the labelling function \( \lambda : \omega \to \Sigma \) map each position to its label), the acceptance of \( w \) by
\( A \) is defined, as usual, in terms of a two-player parity game \( G_{A, w} \) (sometimes called the
membership game) played between Adam and Eve on the arena with positions \( V = V_E \cup V_A \)
where \( V_E = Q \times \omega \) and \( V_A = co-Dom(\Delta) \times \omega \). The moves \( E \) are the following. On every Eve
position \( (p, i) \) she can make a move to an Adam position \( (\varphi, i) \) where \( \varphi \) is a conjunction over
the set \( \{X^p, X^p | p \in Q\} \) such that \( \varphi \in \Delta(p, \lambda(i), tp(i)) \). On every Adam position \( (\varphi, i) \) he
can make a move to an Eve position \( (p, j) \) if \( j \) is the successor (resp. class successor) of \( i \) and
\( X^p \) (resp. \( X^p \)) is in \( \varphi \). Observe that there are no dead-ends in the game. The parity of the
game positions are defined as follows. For all Adam positions the parity is 0 and for all Eve
positions \( (p, i) \) the parity is \( \Omega(p) \). We say the automaton \( A \) accepts the data word \( w \) if in the
game \( G_{A, w} \) the player Eve has a winning strategy from the position \( (q_0, 1) \).

The following lemma follows from canonical connection between \( \mu \)-calculus and alternating
parity automata on any fixed class of graphs ([10]).

\textbf{Fact 9.} For every formula in the forward (resp. alternation-free) fragment there is an
equivalent (which is effectively obtained) alternating parity (resp. Büchi) automaton. Moreover
the states of the automaton are precisely the subformulas of the given formula.

If a data \( \omega \)-word \( w \) is accepted by \( A \) then there is a winning strategy for Eve in the
game \( G_{A, w} \) which in turn implies that Eve has a positional winning strategy for the game.
A positional strategy for Eve in \( G_{A, w} \) is a function \( \sigma : \omega \to (Q \to co-Dom(\Delta)) \) such that for
all \( i \) and for all \( p \in Q \), \( (\sigma(i))(p) \in \Delta(p, \lambda(i), tp(i)) \). Once a strategy \( \sigma \) for Eve is
fixed the game \( G_{A, w} \) can be seen as a game played by a single player (namely Adam) in the
following way. Define \( G_{A, w}^* \) as the subgame where the moves of Eve are limited to
\( \{(p, i) \to ((\sigma(i))(p), i) | i \in \omega \} \). Since the moves of Eve are fixed in the game \( G_{A, w}^* \) (\( \ast \))
she wins if and only all the infinite paths in the graph \( G_{A, w}^* \) are winning. A local strategy
is a partial function \( f : Q \to co-Dom(\Delta) \) such that there exist \( a \in \Sigma, \tau \in \mathcal{P}(M) \) such
that for all \( p \in Dom(f) \), \( f(p) = \Delta(p, a, \tau) \). A local strategy \( f \) is consistent at position \( i \) if
\( f(p) \in \Delta(p, \lambda(i), tp(i)) \) for all \( p \in Dom(f) \). Observe that a positional strategy for Eve is a
sequence of local strategies \( (f_i)_{i \in \omega} \) such that each \( f_i \) is consistent at position \( i \). Now we
restate (\( \ast \)) in terms of local strategies. Let \( F \) be the set of local strategies.
A local strategy annotation of a data $\omega$-word $w$ is a sequence of local strategies $(f_i)_{i \in \omega}$ which are consistent at each position $i$ and furthermore satisfy the following conditions. Let $(D_i)_{i \in \omega}$ be the sequence of subsets of states $Q$ (called the set of reachable states) such that the local strategy $f_i$ has domain $D_i$.

1. $D_1 = \{q_0\}$.
2. $q \in D_{M(i)}$ iff there exists $p \in D_i$ such that $f_i(p) = \varphi$ and $Mq \in \varphi$ [When $M = X^g$ (resp. $M = X^c$) we use $M(i)$ to denote the successor (resp. class successor) of $i$.] In this case we say that there is an edge between $(p, i)$ and $(q, M(i))$ in the strategy annotation.

A path in the strategy annotation is a sequence $(p_1, i_1) \ldots (p_n, i_n)$ such that each successive tuples has an edge between them. The local strategy annotation $(f_i)_{i \in \omega}$ is accepting if for all infinite paths (starting from $(q_0, 1)$) it is the case that the maximal infinitely occurring parity is even.

It is straightforward to see that Eve has a (positional) winning strategy $\sigma$ in the game $G_{A,w}$ iff all the paths in the $G^\sigma_{A,w}$ are winning iff there is a local strategy annotation in which all paths are accepting. Thus we get,

▶ Lemma 10. A data $\omega$-word $w$ is accepted by the automaton $A$ if and only if there exist a local strategy annotation $(f_i)_{i \in \omega}$ of $w$ which is accepting.

Next we show the goal of this section namely that for every alternating Büchi automaton there is an equivalent Büchi GDA. Since we are converting an alternating automata to a non-deterministic automata (though not of the same kind) it can be seen as an analogue of the simulation theorem for alternating tree automata. A technicality here is that in the definition of GDA we don’t have access to the type of a position. Therefore the GDA has to synthesize the type of every position. This is achieved by the following lemma due to Schwentick and Björklund.

▶ Lemma 11 ([1]). There is a Data automaton $A$ which reads a data $\omega$-word and outputs the type of each position.

Now we present the simulation theorem. The proof is using the standard technique. The GDA guesses a local strategy annotation and verifies that all paths in the annotation are accepting. The only technicality is that the automaton has to rely on the marked path projection to verify that the paths are accepting.

▶ Proposition 12. Given an alternating parity (resp. Büchi) automaton $A$ there is an equivalent (resp. Büchi) GDA $A'$.

Finally we prove the main theorem of this section.

▶ Theorem 13. Satisfiability of bounded-reversal alternation-free $\mu$-calculus is decidable on data $\omega$-words.

5 Conclusion and future work

In this paper we have introduced a generalization of Data Automata. While the emptiness problem for GDA is open it is shown that the decidability of emptiness of a subclass, namely the class of Büchi GDA, is decidable. Next, a natural fixpoint logic on data words is defined and it is shown that the $\mu$-fragment as well as the alternation-free fragment is undecidable. Then, by limiting the number of change of directions of formulas the class of bounded reversal alternation-free fragment is defined which subsumes other logics such DataLTL and FO$^2$. 
It is shown that satisfiability problem for the bounded-reversal alternation-free fragment is decidable by extending the results for Data automata. In fact the latter result easily extends to the case of formulas with alternation depth $\nu$. 

Regarding future work, there are two interesting questions; namely the decidability of the non-emptiness problem for GDA and the satisfiability problem of the forward fragment. However these two problems are effectively equivalent since given a GDA $A$ (resp. Büchi) there is an effectively constructed universal parity (resp. Büchi) automaton $A'$ accepting the accepting runs of automaton $A$. It is also interesting to know if DA is strictly included in (Büchi) GDA.
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Abstract

Testing if an incomplete description of an XML document is consistent, that is, if it describes a real document conforming to the imposed schema, amounts to deciding if a given tree pattern can be matched injectively into a tree accepted by a fixed automaton. This problem can be solved in polynomial time for patterns that use the child relation and the sibling order, but do not use the descendant relation. For general patterns the problem is in NP, but no lower bound has been known so far. We show that the problem is NP-complete already for patterns using only child and descendant relations. The source of hardness turns out to be the interplay between these relations: for patterns using only descendant we give a polynomial algorithm. We also show that the algorithm can be adapted to patterns using descendant and following-sibling, but combining descendant and next-sibling leads to intractability.

1998 ACM Subject Classification H.2.1 [Database Management]: Logical Design – Data models, F.2.2 [Analysis of Algorithms and Problem Complexity]: Nonnumerical Algorithms and Problems

Keywords and phrases XML, incomplete information, injective tree patterns, consistency

Digital Object Identifier 10.4230/LIPIcs.FSTTCS.2014.279

1 Introduction

It is convenient to think that a database instance is a faithful representation of a fragment of reality; but, in fact, it almost never is. Pieces of information are not available, or classified, or get lost on the way due to storage and transmission failures. Additional sources of incompleteness are complex data management tasks, like data integration [11] or data exchange [6]. Since the seminal work of Imielinski and Lipski [8], incompleteness of information has been an important topic in relational database theory [7]. More recently, the need to deal with incomplete information has increased dramatically, due to large amounts of data on the Web [1]. This data tends to be more prone to errors than data stored in traditional DBMSs, and transformation, integration, and exchange of data between different applications is inherent to this context. Dealing with data on the Web also means facing new data models such as XML documents or graph databases, and scenarios involving incomplete information for such models have been considered [4, 9].

Incompleteness brings new difficulties into classical tasks such as query answering (what does it mean to answer a query over an incomplete database?), but it also gives rise to new tasks. One of such problems is consistency: is there a real instance that matches the incomplete description? A systematic study of problems related to incomplete XML data was undertaken in [2]. XML documents are modelled as unranked labelled trees. For such a tree there are several kinds of information that can be missing in the description: nodes can be missing, or their labels, or their relative position in the tree. Thus an incomplete tree can be seen as a tree with some labels missing, and some edges representing descendant relation, rather than child relation (one can also allow partial information about sibling order).
Assuming the so-called DOM semantics, nodes of XML documents have their identity, which is never lost (if it gets lost, the node is considered to be lost). On its own, such description is always consistent: we obtain a proper document by turning all edges to child edges and filling in the labels arbitrarily. Typically, however, the setting also involves a schema (DTD, XSM, RelaxNG), that describes the shape of correct documents. The structural restrictions of the schema can always be expressed by a tree automaton. Thus, the consistency problem for a fixed schema amounts to deciding if there is a tree accepted by the automaton, that matches the given incomplete description.

The incomplete descriptions of [2] coincide with the notion of tree patterns, originally introduced as an elegant formalism to express acyclic conjunctive queries over trees and extensively studied in connection with the XPath query language [3, 12, 13, 14, 15]. Our consistency problem is a variant of the satisfiability problem for tree patterns with respect to a fixed automaton [3]. The difference lies in the semantics. Classically, a pattern is satisfied in a tree if its nodes can be mapped to the tree nodes in such a way that the labels and relations are preserved. In our setting, the DOM semantics imposes an additional requirement: the mapping has to be injective. This makes the existing results on patterns inapplicable. We also cannot use the variant of the injective semantics considered in [5], where it is additionally assumed that if two pattern nodes are incomparable (neither is descendant of the other), they must be mapped to incomparable nodes in the tree.

Already in [2] it is noticed that the consistency problem is in \( \text{NP} \), but the exact complexity is left open. For a special case of patterns (incomplete descriptions) that do not involve descendant edges, a polynomial algorithm is given. In a highly nontrivial extension of this result, Kopczynski [10] gives a polynomial procedure for patterns that contain at most one descendant edge on each branch.\(^1\)

In this paper we close the gap: we show that the consistency problem is \( \text{NP} \)-complete. In fact our result is tight with respect to Kopczynski’s polynomial algorithm: the problem is \( \text{NP} \)-hard already for patterns with at most two descendant edges per branch. We also investigate further the sources of hardness and find out that for descendant-only patterns the problem can be solved in \( \text{PTime} \). Finally, we consider possible extensions involving the sibling order. Combining next-sibling with descendant leads to intractability, but for patterns using only descendant and following-sibling an adaptation of our proof techniques gives tractability.

2 Preliminaries

For an unranked \( \Sigma \)-labelled tree \( T \), we write \( \text{nodes}_T \) for the set of nodes, \( \text{root}_T \) for the root of \( T \), and \( \text{lab}_T(v) \) for the label of a node \( v \) in \( T \). We also use the notation \( u \downarrow v \) and \( u \downarrow^+ v \) to indicate that node \( v \) is, respectively, a child or a descendant of node \( u \). We write \( T_v \) for the subtree of tree \( T \) rooted at node \( v \).

An antichain in a tree is any sequence of nodes such that no two of them are in the descendant relation (they can be siblings). A frontier is a maximal antichain that does not contain the root of the tree.

\( \triangleright \) Definition 1. A tree pattern \( \pi \) over the alphabet \( \Sigma \) is a finite unranked \( \Sigma \)-labelled tree, whose edges are of one of two kinds: child edges, denoted \( \downarrow \), and descendant edges, denoted

\(^1\) In fact, Kopczynski gives an algorithm for the general problem, but under his own semantics, resembling that of [5]. For patterns with at most one descendant per branch, this semantics coincides with the standard injective semantics.
\( \downarrow^+ \). We write \( \text{lab}_n(v) \) for the label of \( v \) in \( \pi \). We also use notation \( u \downarrow v \) and \( u \downarrow^+ v \) to indicate that the nodes are connected with a \( \downarrow \)-edge or \( \downarrow^+ \)-edge, respectively.

**Definition 2.** A tree pattern \( \pi \) is satisfied in a tree \( T \), written as \( T \models \pi \), if there exists an injective homomorphism \( h : \pi \to T \), that is, an injective function mapping the nodes of \( \pi \) to nodes of \( T \) that preserves the labels and the relations, that is, for all nodes \( u, v \) in \( \pi \)

- \( \text{lab}_T(h(v)) = \text{lab}_\pi(v) \);
- if \( u \downarrow v \) in \( \pi \), then \( h(u) \downarrow h(v) \) in \( T \);
- if \( u \downarrow^+ v \) in \( \pi \), then \( h(u) \downarrow^+ h(v) \) in \( T \).

**Definition 3.** A tree automaton \( A = (\Sigma, Q, \delta, F) \) consists of an alphabet \( \Sigma \), a finite set of states \( Q \), a set of final states \( F \subseteq Q \), and a transition function \( \delta : \Sigma \times Q \to \mathcal{P}(Q^*) \), assigning regular languages over \( Q \) (represented as regular expressions) to each label and state.

A run of \( A \) over a tree \( T \) is a labelling \( \rho \) of the nodes of \( T \) with elements of \( Q \) such that for each node of \( v \), if \( v \) has children \( v_1, v_2, \ldots, v_k \), then \( \rho(v_1)\rho(v_2)\ldots\rho(v_k) \in \delta(\text{lab}_T(v), \rho(v)) \). If \( v \) is a leaf, this amounts to \( \varepsilon \in \delta(\text{lab}_T(v), \rho(v)) \).

A run \( \rho \) is accepting if the root’s label is in \( F \). If \( T \) admits an accepting run, we say that \( T \) is accepted by \( A \). We write \( L(A) \) for the language recognized by \( A \), i.e., the set of trees accepted by \( A \). A state \( q \) is productive if it occurs in some accepting run.

Let \( A \) be a tree automaton. We are interested in the complexity of the following problem.

<table>
<thead>
<tr>
<th>Problem: CONS(_A)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Tree pattern ( \pi ).</td>
</tr>
<tr>
<td><strong>Question:</strong> Is there a tree ( T \in L(A) ) such that ( T \models \pi )?</td>
</tr>
</tbody>
</table>

Note that the automaton \( A \) is not part of the input. The complexity is measured in terms of the size of the pattern \( \pi \). In the context of the incomplete information scenario, where \( \pi \) represents information about an XML document, this corresponds to data complexity of consistency.

### 3 NP-hardness

We first consider the problem for patterns with full vertical navigation, that is, with \( \downarrow \) and \( \downarrow^+ \) edges.

**Theorem 4.** There is an automaton \( A \) such that CONS\(_A\) is NP-complete. Moreover, CONS\(_A\) is NP-hard already for patterns with at most two occurrences of \( \downarrow^+ \) per branch.

**Proof.** The NP upper bound can be proved by a standard guess and check technique \[2\]. The rest of this proof is devoted to showing that the problem is NP-hard.

Consider the language \( K \) defined in Figure 1. It is straightforward to construct an automaton recognizing \( K \). We claim that for any automaton \( A \) recognizing \( K \), CONS\(_A\) is NP-hard (even for patterns with at most two occurrences of \( \downarrow^+ \) per branch).

We reduce from CNF-SAT. Let \( \varphi = c_1 \land c_2 \land \cdots \land c_m \) be a conjunction of clauses over variables \( x_1, x_2, \ldots, x_n \). We build a pattern \( \pi_\varphi \) such that the formula \( \varphi \) is satisfiable if and only if the pattern \( \pi_\varphi \) is satisfiable in a tree \( T \) from \( K \).

The pattern \( \pi_\varphi \) can be decomposed in two parts. One part ensures that the tree \( T \) represents precisely the formula \( \varphi \). The rest of the pattern represents a valuation of the variables \( x_1, x_2, \ldots, x_n \) and the proof that this valuation satisfies the formula \( \varphi \). The idea of the encoding of the formula into a tree \( T \) from \( K \) is to associate each variable \( x_i \) with an...
x node and encode in the two corresponding x'-rooted subtrees two lists of clauses: those satisfied when x_i is true, and those satisfied when it is false.

The full pattern π_ϕ is given in Figure 2. Notice that subpattern F_i^j depends on whether literal ¯x_i occurs in the clause c_j or not; subpattern T_i^j is defined analogously, with literal x_i replaced with ¯x_i. Let π'_ϕ be the pattern obtained from π_ϕ by removing subpatterns V_i^j and C_i^j for all i and j. In other words, we keep the blue nodes, but remove the green and red nodes. Observe that whenever π'_ϕ is matched in a tree T ∈ K, the subpatterns T_i^j and F_i^j must be matched at the grandchildren of the ith x node. Indeed, for T^n and F^n there is no choice. Consequently, since the matching must be injective, for T^{n-1} and F^{n-1} there is no choice either, etc. A similar argument applies to the subpatterns T_j^i and F_j^i. This implies that (up to the ordering of x’ siblings) there is exactly one tree in K satisfying π'_ϕ: the tree T_ϕ obtained from π'_ϕ by filling in the missing nodes with labels x', c', a', b'. Moreover, there is exactly one injective homomorphism from π'_ϕ to T_ϕ, that is the one induced by the construction of T_ϕ.

Intuitively, the subpattern T_i lists the clauses of ϕ that are made true by setting x_i to
true, and $F^i$ lists the ones made true by setting $x_i$ to false. Whether clause $c_j$ is true or not is encoded by subpatterns $T^i_j$ and $F^i_j$: a sequence of $j$ labels $a$ and $m - j$ labels $b$ is inserted between $a_{\text{beg}}$ and $a_{\text{end}}$ if and only if clause $c_j$ is made true.

It remains to show that this homomorphism can be extended to the full pattern $\pi_\varphi$ if and only if $\varphi$ is satisfiable. There are two ways of matching $V^i$ in $T^i_\varphi$: at the parent of the image of $T^i$ or at the parent of the image of $F^i$. In either case, the matching uses all $c'$ nodes in the corresponding subtree, while the nodes in the other subtree remain unused. Thus, choosing $T^i$ should be interpreted as setting $x_i$ to false, since $c'$ nodes under $F^i$ remain unused, and choosing $F^i$ as setting $x_i$ to true, since $c'$ nodes under $T^i$ remain unused. When all subpatterns $V^i$ have been matched, subpattern $C_j$ can be matched if and only if the associated valuation makes clause $c_j$ true.

It follows that $T^i_\varphi \models \pi_{\varphi}$ if and only if there exists a valuation of the variables $x_1, x_2, \ldots, x_n$ that makes true every clause of $\varphi$. \hfill $\blacktriangleright$
4 Descendant-only patterns

In the previous section we have proved that Cons\(_A\) is NP-complete in general. We know that the problem is tractable for some restricted classes of patterns such as patterns using only child relation [2] or the class considered by Kopczyński [10]. In this section, we prove that Cons\(_A\) is also tractable for tree patterns that only use the descendant relation.

\begin{itemize}
  \item \textbf{Theorem 5.} \textit{Let} \(A\) \textit{be a fixed tree automaton. Then Cons\(_A\) is solvable in PTIME for \(\downarrow^+\)-only tree patterns.}
\end{itemize}

The key argument to prove Theorem 5 is that consistency of a descendant-only tree pattern with respect to an automaton \(A\) can be reduced to membership of the underlying tree of the pattern in a regular tree language that depends only on \(A\). When the automaton \(A\) is fixed, the latter can be checked in time polynomial in the size of \(\pi\). This stronger result is proved in Lemma 14. The remaining of the section is dedicated to a fine analysis of descendant-only tree patterns together with a tree automaton, providing the tools needed to state and prove this lemma.

Our goal is to build concise representations of trees in \(L(A)\) that satisfy some descendant-only pattern \(\pi\), in such a way that the size of these representations does not depend on \(\pi\). The first step is to omit nodes that are not used to satisfy \(\pi\). The notion of \textit{descendant count} introduced in Definition 6 provides a concise way to represent the set of possible frontiers that are reachable starting from a given label-state pair in a run of \(A\).

\begin{itemize}
  \item \textbf{Definition 6.} Let \(A = (\Sigma, Q, \delta, F)\) be a tree automaton. A \textit{count} for \(A\) is a function \(\alpha : \Sigma \times Q \rightarrow \mathbb{N}\), where \(\mathbb{N} = \mathbb{N} \cup \{\ast\}\), with the natural order extended with \(i \leq j\) for all \(i, j \in \mathbb{N}\).

We say that count \(\alpha\) is smaller than count \(\beta\) if \(\alpha(a, q) \leq \beta(a, q)\) for all pairs \((a, q) \in \Sigma \times Q\).

We say that a count \(\alpha\) is \textit{realized} at \((a, q)\) if for all \(n \in \mathbb{N}\), there exists a tree \(T\), a run \(\rho\) of \(A\) on \(T\), and a frontier \(w\) in \(T\) such that:

\begin{itemize}
  \item the root \(v\) of \(T\) has label \(a\) and \(\rho(v) = q\);
  \item for all \((a', q') \in \Sigma \times Q\) such that \(\alpha(a', q') \in \mathbb{N}\), \(w\) contains at least \(\alpha(a', q')\) nodes \(v\) with label \(a'\) and such that \(\rho(v) = q'\);
  \item for all \((a', q') \in \Sigma \times Q\) such that \(\alpha(a', q') = \ast\), \(w\) contains at least \(n\) nodes \(v\) with label \(a'\) and such that \(\rho(v) = q'\).
\end{itemize}

Finally, given \((a, q) \in \Sigma \times Q\), the \textit{descendant count} of \(a\) and \(q\), denoted by DC\(_A(a, q)\), is defined as the set of all maximal counts for \(A\) that are realized at \((a, q)\).

\begin{itemize}
  \item \textbf{Remark.} The sets DC\(_A(a, q)\) are finite and can be computed. Indeed, we can easily compute a context-free grammar recognizing the set Fr\(_A(a, q)\) \(\subseteq (\Sigma \times Q)^*\) of sequences of letter-state pairs yielded by the frontiers occurring in the definition of DC\(_A(a, q)\). As Fr\(_A(q, a)\) is closed under subsequences, its Parikh image is a (finite) union of linear sets of the form \(\{\beta \in \mathbb{N}^{\Sigma \times Q} \mid \beta \leq \alpha\}\), where \(\alpha\) is a count. Since a semilinear representation of the Parikh image of a context-free language can be computed effectively, the involved counts \(\alpha\) can be deduced as well. DC\(_A(a, q)\) consists of the maximal ones among them.

Using descendant counts, we define the notion of skeleton for a tree automaton \(A\) which can be seen as a sparse representation of a tree in \(L(A)\), where some nodes are omitted. We show that if a tree pattern \(\pi\) is satisfied by a skeleton \(s\) for \(A\), then it is consistent with \(A\).

\begin{itemize}
  \item \textbf{Definition 7.} Let \(A = (\Sigma, Q, \delta, F)\) be a tree automaton. A \textit{skeleton} \(s\) for \(A\) is a tree whose nodes carry a label from \(\Sigma \times Q\) and can optionally be flagged as starred. Additionally, for each node \(v\) of \(s\) with label \((a, q)\), there exists \(\alpha \in \text{DC}_A(a, q)\) such that for all \((a', q')\)
if $\alpha(a', q') \in N$, then $v$ has at most $\alpha(a', q')$ children with label $(a', q')$, all non-starred;
- if $\alpha(a', q') = \star$, then $v$ has an arbitrary number of children with label $(a', q')$, all starred;
- if $v$ is the root, then $v$ is not starred, and $q$ is productive.

We say that $s$ satisfies a $\downarrow^\star$-only tree pattern $\pi$ if the underlying tree of $s$ satisfies $\pi$.

Descendant counts are used to build skeletons and ensure that each level of the skeleton is consistent with $A$ and can indeed be simulated by a tree in $L(A)$. This is more precisely shown in the following lemma, where we prove that, starting from a skeleton $s$, we can build a tree $T$ in $L(A)$ that features the same nodes as $s$, arranged in the same descendant order.

Lemma 8. Let $A = (\Sigma, Q, \delta, F)$ be a tree automaton and $s$ be a skeleton for $A$. Then there exists a tree $T$, a run $\rho$ of $A$ on $T$ and an injective mapping $i : \text{nodes}_s \rightarrow \text{nodes}_T$ such that, for all nodes $u, v$ of $s$,
- if $\text{lab}_s(u) = (a, q)$, then $\text{lab}_T(i(u)) = a$ and $\rho(i(u)) = q$;
- if $u \downarrow v$ in $s$, then $i(u) \downarrow^+ i(v)$ in $T$;
- if $u$ is the root of $s$, then $i(u)$ is the root of $T$.

Proof. We prove this by induction on the structure of $s$.

Assume that $s$ consists of a single node $u$ with label $(a, q)$. By Definition 7, there exists a count $\alpha \in \text{DC}_A(a, q)$. Since $\alpha$ is realized at $(a, q)$, the tree $T$ of Definition 6 satisfies the requirements of the lemma.

Assume that $u$ is the root of $s$, with children $s_1, \ldots, s_n$. Let $(a, q)$ be the label of $u$, and $(a_i, q_i)$ be the label of the root of $s_i$. Then, by definition of $s$, there exists a count $\alpha$ that is realized at $(a, q)$ and fits the definition of $s$ at $u$. Then, by Definition 6, there exists a tree $T$ and a run $\rho$ on $T$ such that $T$ has root $v$ with $\text{lab}_T(v) = a$, $\rho(v) = q$, and with some frontier $v_1 \ldots v_n$ with $\text{lab}_T(v_i) = a_i$ and $\rho(v_i) = q_i$. Then we can build from $T$ the required tree by replacing the nodes of this frontier with the trees $T_1, \ldots, T_n$ produced by the induction hypothesis applied to $s_1, \ldots, s_n$.

Since the root of a skeleton is always labeled by a productive state and our patterns only use $\downarrow^\star$, Lemma 8 implies the following result.

Corollary 9. Let $A$ be an automaton, $s$ a skeleton for $A$ and $\pi$ a $\downarrow^\star$-only pattern. If a skeleton $s$ satisfies $\pi$, then there exists a tree $T \in L(A)$ that satisfies $\pi$.

Note that, even though skeletons can be sparser than trees, there is still an infinite number of them. We show that we can represent all skeletons considering only the finite set of reduced skeletons.

Definition 10. Let $A = (\Sigma, Q, \delta, F)$ be a tree automaton. A reduced skeleton $s$ for $A$ is a skeleton that additionally satisfies the following two properties:
- each pair label-flag appears at most once in each branch of $s$;
- each node of $s$ has at most one starred child of each label.

Note that the number of reduced skeletons is finite for any automaton $A$. Indeed, reduced skeletons are both bounded in depth, as there are a finite number of labels and they are not allowed to repeat along a branch, and in width, since the maximum number of non-starred children of any given label is bounded by the largest value different from $\star$ taken by any of the counts in $\bigcup_{(a, q) \in \Sigma \times Q} \text{DC}_A(a, q)$.

Intuitively these skeletons correspond to minimal ones and can be obtained by pruning long branches and large siblings sets in some larger skeleton. Moreover, reduced skeletons contain enough information to recover the whole skeletons, by means of the horizontal and vertical pumping properties of tree automata.
Definition 11. Skeleton \( s \) reduces to skeleton \( s' \) if \( s' \) can be obtained from \( s \) by applying a (possibly empty) sequence of the following reductions:

- \( (H) \) Remove any starred node of \( s \) that has the same label as some of its starred siblings.
- \( (V) \) Assume that a node \( u \) of \( s \) and its descendant \( v \) carry the same labels and flags.

Then reduce \( s \) to a skeleton obtained by replacing in \( s \) the subtree \( s_n \) with \( s_v \).

We write \( \text{red}(s) \) for the set of skeletons to which \( s \) reduces, that cannot be further reduced.

Note that the label and flag of the root of \( s \) are preserved by both reduction steps. Also, if \( s \) reduces to \( s' \), and \( s \) is a skeleton for \( A \) then \( s' \) is also a skeleton for \( A \). Moreover if \( s \) cannot be reduced by either \( (H) \) or \( (V) \), then \( s \) is a reduced skeleton. This implies that \( \text{red}(s) \) is the set of all reduced skeletons \( s' \) such that \( s \) reduces to \( s' \).

The reductions \( (H) \) and \( (V) \) give a way to simplify a skeleton. The final ingredient we need is a way of combining skeletons without losing information. To this end we define the notion of injection of a skeleton into another. Intuitively an injection of \( s_2 \) into \( s_1 \) can be viewed as a skeleton \( s \) expanding \( s_1 \) such that \( s_2 \) can be matched disjointly from \( s_1 \) into \( s \).

Definition 12. Let \( s, s_1 \) and \( s_2 \) be skeletons. Then \( s \) is an injection of \( s_2 \) into \( s_1 \) if there exists two injective mappings \( i_1 : \text{nodes}_{s_1} \rightarrow \text{nodes}_s \) and \( i_2 : \text{nodes}_{s_2} \rightarrow \text{nodes}_s \) such that

- if \( u \) is the root of \( s_1 \), then \( i_1(u) \) is the root of \( s \);
- the images of \( i_1 \) and \( i_2 \) are disjoint;
- mappings \( i_1 \) and \( i_2 \) preserve labels and flags as well as descendant relation.

Remark. Note that if \( s_1 \) satisfies a pattern \( \pi_1 \) and \( s_2 \) satisfies a pattern \( \pi_2 \), then any injection of \( s_2 \) into \( s_1 \) satisfies \( \pi_1 \) and \( \pi_2 \) simultaneously, that is, we can match \( \pi_1 \) and \( \pi_2 \) in such a way that their images are disjoint.

We are now ready to define the tree automaton \( A_H \) and prove that it recognizes the set of all descendant-only tree patterns that are consistent with a given tree automaton \( A \). As explained in the beginning of the section Theorem 5 follows directly from this result.

Definition 13. Let \( A = (\Sigma, Q, \delta, F) \) be a tree automaton. Then we define the pattern automaton \( A_H = (\Sigma, Q_H, \delta_H, F_H) \) of \( A \) as follows.

- \( Q_H = F_H = \{ \text{set of all reduced skeletons for } A \} \).
- Let \( s \) be a reduced skeleton for \( A \) and \( a \in \Sigma \), then \( s_1 \ldots s_n \in \delta(s, a) \) if and only if there exist skeletons \( t_0, \ldots, t_n \) such that
  - \( t_0 \) is the root of \( s \) and is labeled \( (a, q) \) for some \( q \);
  - for all \( i > 0 \), there exists an injection of \( s_i \) into \( t_{i-1} \) that reduces to \( t_i \);
  - \( t_n = s \) (or \( t_0 = s \) if \( s_1 \ldots s_n \) is \( \varepsilon \)).

It is easy to check that \( A_H \) is a properly defined tree automaton. Indeed, the three properties defining \( \delta(s, a) \) actually define the initial states, transitions and final states of a finite automaton, hence \( \delta(s, a) \) is regular.

Lemma 14. Let \( A \) be a tree automaton and \( \pi \) be a \( \downarrow \uparrow \)-only tree pattern. Then \( \pi \) is consistent with respect to \( A \) if and only if \( \pi \in L(A_H) \).

Proof. \( (\Rightarrow) \) Assume that \( \pi \) is consistent with respect to \( A \). We want to exhibit an accepting run \( \rho \) of \( A_H \) on \( \pi \).

Let \( T \in L(A) \) such that \( T \models \pi \), which means that there is an injective homomorphism \( h \) from \( \pi \) to \( T \). Let \( \mu \) be an accepting run of \( A \) on \( T \). Combining, the tree \( T \), the run \( \mu \) and the pattern \( \pi \), we build a skeleton \( s \) as follows:
the nodes of \( s \) correspond to the nodes in \( h(\pi) \);

- for each node \( v \) of \( \pi \) with label \( a \), the corresponding node in \( s \) has label \( (a, \mu(h(v))) \);

- the father of a node \( v \) in \( s \) is its closest ancestor in \( T \) that also belongs to \( h(\pi) \);

- for each node \( v \) of \( s \) of label \( (a, q) \), choose \( \alpha \in \text{DC}_A(a, q) \) such that the number of \( v \)'s children of label \( (a', q') \) is at most \( \alpha(a', q') \), and flag the children as starred accordingly.

Regardless of the choices of \( \alpha \), the resulting \( s \) is indeed a properly defined skeleton for \( A \), as \( T \) and \( \mu \) witness all the required descendant counts. Note also that \( s \) satisfies \( \pi \) through the same injective homomorphism \( h \).

For all nodes \( v \) of \( \pi \), we define \( \pi_v \) as the subpattern of \( \pi \) rooted at \( v \). For \( V \), a subset of the set of nodes of \( \pi \), we deduce \( s^0_V \) from \( s \) by keeping only the least common ancestor of nodes in \( V \) as well as all the nodes of \( s \) that appear in \( h(\pi_v) \) for all \( v \in V \), and linking nodes to their closest ancestor, as it is done for \( s \). For \( s^0_V \) to be a proper skeleton, we also unflag its root in case it is flagged as starred. We also define \( s_V \) as any skeleton arbitrarily chosen in \( \text{red}(s^0_V) \). If \( V \) consists of a single node \( v \), we simply write \( s^0_v \) and \( s_v \).

We are now ready to exhibit an accepting run \( \rho \) of \( A_H \) on \( \pi \). For each node \( v \) of \( \pi \), we define \( \rho(v) = s_v \). It remains to show that \( \rho \) is a properly defined run of \( A_H \): it will immediately be accepting, as all states of \( A_H \) are final. We show by induction on the structure of \( \pi \) that, for all nodes \( v \) of \( \pi \), the partial run defined by \( \rho \) on \( \pi_v \) is a correct run for \( A_H \).

Let \( v \) be a leaf node of \( \pi \) with label \( a \). Then \( s^0_v \) is a skeleton consisting of a single node labeled \( (a, q) \) for some \( q \), and is thus reduced. Hence, \( \rho(v) = s_v = s^0_v, \epsilon \in \delta_H(a, s_v) \) and \( \rho \) is a properly defined run on \( \pi_v \).

Let \( v \) be an internal node of \( \pi \) with label \( a \). Let \( u_1, \ldots, u_n \) be the children of \( v \). By the induction hypothesis, we know that \( \rho \) is a properly defined run on all \( \pi_{u_i} \). Let \( t_0 \) be the root of \( s_v \). As \( h(v) = t_0 \), then \( t_0 \) has label \( (a, q) \) for some \( q \). For all \( i > 0 \), we define \( V_i = \{u_1, \ldots, u_i\} \) and \( t_i = s_{V_i} \). Then, this sequence of skeletons satisfies the definition of \( A_H \).

The injection of \( s_{u_i} \) into \( t_{i-1} \) is simply \( s^0_{V_i} \), which reduces to \( t_i \) by definition. Hence, \( \rho \) is a properly defined run on \( \pi_v \).

\((\Leftarrow)\) Assume that \( \pi \in L(A_H) \). Let \( \rho \) be an accepting run of \( A_H \) on \( \pi \). For each node \( v \) of \( \pi \), we define \( \pi_v \) as the subpattern of \( \pi \) rooted at \( v \). We now prove by induction on the structure of \( \pi \) that, for all nodes \( v \) of \( \pi \), there exists a skeleton \( s \) that satisfies \( \pi_v \) and that reduces to \( \rho(v) \).

Let \( v \) be a leaf node of \( \pi \) with label \( a \). By definition of \( A_H \), the reduced skeleton \( \rho(v) \) is a single node labeled \( (a, q) \) for some \( q \). Then \( \rho(v) \) satisfies \( \pi_v \) and is already reduced. Hence, we can choose \( s = \rho(v) \).

Let \( v \) be an internal node of \( \pi \) labeled \( a \). Assume that \( v \) has only two children, \( v_1 \) and \( v_2 \), as other cases are similar. Let \( u \) be the root of \( \rho(v) \). By definition of \( A_H \), there is an injection \( t \) of \( \rho(v_1) \) and \( \rho(v_2) \) into \( u \) that reduces to \( \rho(v) \). By induction, there are two skeletons \( s_1 \) and \( s_2 \) that respectively reduce to \( \rho(v_1) \) and \( \rho(v_2) \) and respectively satisfy \( \pi_{v_1} \) and \( \pi_{v_2} \).

We can build from \( t \) a skeleton \( s \) by reverting in \( t \) all the reductions steps that are used to reduce each \( s_i \) to \( \rho(v_i) \), as well as adding enough copies of starred nodes of \( t \) so that \( s \) is an injection of \( s_1 \) and \( s_2 \) into \( u \). Thus, \( s \) satisfies both \( \pi_{v_1} \) and \( \pi_{v_2} \) simultaneously without using the root node. Moreover, it is easy to check that \( s \) reduces to \( \rho(v) \), since all new nodes can simply be removed by reductions steps. Let \( h \) be an injective homomorphism that witnesses the fact that \( s \) satisfies \( \pi_{v_1} \) and \( \pi_{v_2} \) simultaneously and without using the root node. Then we can extend \( h \) by mapping \( v \) to \( u \). This extended mapping witnesses the fact that \( s \) satisfies \( \pi_v \), as \( u \) has label \( (a, q) \) for some \( q \), since it is the root of \( \rho(v) \).

By applying this induction to the root \( v \) of \( \pi \), we deduce that there exists a skeleton \( s \) that reduces to \( \rho(v) \) and satisfies \( \pi \). We conclude using Lemma 8 and Corollary 9.
5 Extending the pattern language

In this section we briefly discuss possible extensions of the pattern language. Let us first observe that we can add wildcard to our language for free, that is, we can costlessly allow nodes in patterns that do not have a specified label and can match a tree node with any label. Indeed, our automaton can simply guess the label for each processed wildcard, and then proceed as before.

A more interesting extension is to add horizontal relations. Patterns with horizontal relations are defined just like \(\{↓, ↓^+\}\)-patterns we have seen so far, except that they have two additional kinds of edges, denoted by \(→\) and \(→^+\), and interpreted respectively as the next sibling and the following sibling.

As soon as we add the next sibling relation, the consistency problem becomes NP-hard. A reduction can be obtained via a simple modification of the one in Theorem 4. Specifically, it suffices to modify the encoding so that the \(x\) nodes, \(c\) nodes, and \(a\) and \(b\) nodes are arranged horizontally, rather than vertically. After this modification the pattern in Figure 2 only uses child relation between \(x\) and \(x'\) nodes. Given that the only descendants of any \(x\) node that have label \(x'\) are its children, we can replace the child relation with the descendant relation.

\[\text{Theorem 15. There is an automaton } A \text{ s. t. } \text{CONS}_A \text{ is NP-complete for } \{↓^+, →\}-patterns.\]

When only the following sibling is added, we can get a polynomial algorithm.

\[\text{Theorem 16. For each automaton } A, \text{ CONS}_A \text{ is in PTime for } \{↓^+, →^+\}-patterns.\]

In fact, we can again construct a tree automaton recognizing \(\{↓^+, →^+\}\)-patterns consistent with an automaton \(A\). In the following, we explain the main ideas of this construction.

We first explain how to extend the notion of skeleton. Let \(A = (Σ, Q, δ, F)\) be a tree automaton. We assume that horizontal languages in the automaton are given in disjunctive normal form, that is, for each \((a, q) ∈ Σ × Q\), the language \(δ(a, q)\) is given by a disjunction of disjunction-free regular expressions. We shall refer to these disjunction-free expressions as \(\text{clauses}\) of \(δ(a, q)\). Note that turning a regular expression into this form usually involves an exponential blow-up, but since the automaton is considered to be fixed, this does not change the complexity bound. In the definition below, a letter-state pair \((a, q)\) is \(\text{reachable}\) if there exists a tree \(T\) with label \(a\) in the root and a run over \(T\) that assigns state \(q\) to the root. A state \(q\) is reachable if there exists a run on any tree that assigns \(q\) to the root. Without loss of generality we can assume that all states of \(A\) are reachable.

\[\text{Definition 17. A } \{↓^+, →^+\}-\text{skeleton (in this section, just skeleton) for an automaton } A = (Σ, Q, δ, F) \text{ is a forest labelled with disjunction-free regular expressions over reachable letter-state pairs from } Σ × Q \text{ such that}\]

- each label is either a single letter-state pair (non-starred node) or a disjunction-free regular expression of the form \(e^*\) (starred node);
- starred nodes have no children;
- for each node of label \((a, q)\) the concatenation of the labels of its children forms a disjunction-free regular expression \(w_1u_1(e_1)^*v_1w_2u_2(e_2)^*v_2 \cdots w_nu_n(e_n)^*v_nw_{n+1}\) such that \(u_i, v_i\) are generated by \(e_i\) and the projection over \(Q\) of \(w_1(e_1)^*w_2(e_2)^* \cdots w_n(e_n)^*w_{n+1}\) is a clause of \(δ(a, q)\);
- similarly for the concatenation of labels of the roots, except that the projection over \(Q\) of \(w_1(e_1)^*w_2(e_2)^* \cdots w_n(e_n)^*w_{n+1}\) is a \(\text{suffix}\) of a clause of \(δ(a', q')\) for some productive \(q'\).

Additionally, non-starred nodes can be flagged as used.
A skeleton is reduced if no letter-state pair repeats on a branch, and the words $u_i$ and $v_i$ in the definition above are all empty. A reduced skeleton has its branching bounded by the size of the clauses of the horizontal languages (which are polynomial in the original representation of the languages), and its height bounded by the number of states of the automaton $A$. Hence, the set of reduced skeletons is finite and each of them is of size at most exponential in the size of $A$.

Like for $\rightarrow+$-skeletons, we can reduce skeleton $s$ by repeatedly applying the following rules

(H) remove any non-starred node (together with its subtree) whose label occurs in the regular expression $e^*$ labelling its next or previous sibling;

(V) if $u$ and its descendant $v$ are non-starred and carry the same label, then the subtree rooted at $u$ (excluding $u$) can be replaced by the subtree rooted at $v$ (excluding $v$).

The automaton recognizing consistent patterns essentially proceeds like before: it assigns reduced skeletons to nodes of the pattern $\pi$ in a bottom-up fashion, ensuring that they are consistent with each other. More precisely, a node $v$ gets a skeleton that summarizes a way to satisfy the subpattern of $\pi$ rooted at $v$. Note that in this subpattern some nodes are connected to $v$ via $\downarrow+$-edges, and others via $\rightarrow+$-edges. Thus, the subpattern talks about a certain subforest, which explains why our skeletons are forests. We always assume that $v$ is mapped to the first root of the skeleton.

Suppose that we want to assign a reduced skeleton to a node $v$. First, we guess a reduced skeleton for a single-node pattern consisting of $v$ alone. This skeleton has at most one used node. Next, we aggregate it with the skeletons assigned to $v$’s children, one by one, using appropriately adjusted injections. Since $v$’s children are now connected to $v$ via $\downarrow+$ or $\rightarrow+$, we need two variants of the notion. In both variants, we add to Definition 12 an item guaranteeing preservation of the sibling order: if $v \rightarrow+ v'$ in $s_k$, then $i_k(v) \rightarrow+ i_k(v')$ in $s$. In the variant for $\downarrow+$, we require that the first root of the second skeleton is mapped to a descendant of the first root of $s$, and in the variant for $\rightarrow+$, it is mapped into a following sibling of the first root of $s$.

We close this section by commenting that the reasoning above could be extended to cover limited use of child and next-sibling relations: it can be done for patterns, where the maximal length of paths that do not use $\downarrow+$-edge is bounded.

6 Conclusions

We have shown that under injective semantics, the consistency problem for tree patterns with respect to a fixed automaton is NP-complete by showing the problem to be NP-hard already for child/descendant patterns with at most two descendant edges per branch. This closes an open problem from [2]. Moreover our result is tight with respect to the result of Kopczynski [10], showing tractability for patterns with at most one descendant per branch.

On the positive side, we have provided a polynomial time algorithm in the case of descendant-only tree patterns. The key ingredient is to show that the set of all patterns that are consistent with a given tree automaton $A$ is a regular tree language. This language only depends on $A$ and we can effectively construct a tree automaton $A_\Pi$ recognizing it. Hence, consistency is equivalent to testing whether the pattern belongs to this language, which can be done in polynomial time. Thus, our algorithm is not only polynomial for fixed $A$, but also fixed-parameter tractable with the size of $A$ as the parameter.

The involved constant is essentially the size of the automaton $A_\Pi$, which is double exponential in the size of $A$. This may seem suboptimal, since the problem is known to be in
NP even when \( \mathcal{A} \) is a part of the input. However, while we are guaranteed to find a witness polynomial in the size of the pattern and the automaton, it may be arbitrarily large with respect to the automaton itself. It happens so that these witnesses can be summarized as objects exponential in the size of the automaton (double exponential complexity comes from handling sets of such summaries), but we can see no way to do better than exponential.

We have also examined patterns with additional features: wildcard can be added effortlessly, but horizontal relations pose more problems. We adapted our techniques to show that one can combine descendant and following-sibling without losing tractability, but combining descendant with next-sibling makes the problem NP-complete (for some automata).

Given that without descendant the problem is known to be tractable [2], this charts out completely the tractability frontier for the consistency of injective tree patterns. A question we find interesting and challenging is which of the tractability results can be extended to patterns that are DAGs, rather than trees. For instance, what is the complexity of the consistency problem for descendant-only DAG patterns?
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Abstract

We consider the problem of preprocessing an array \( A[1..n] \) to answer range selection and range top-\( k \) queries. Given a query interval \([i..j]\) and a value \( k \), the former query asks for the position of the \( k \)th largest value in \( A[i..j] \), whereas the latter asks for the positions of all the \( k \) largest values in \( A[i..j] \). We consider the encoding version of the problem, where \( A \) is not available at query time, and an upper bound \( \kappa \) on \( k \), the rank that is to be selected, is given at construction time. We obtain data structures with asymptotically optimal size and query time on a RAM model with word size \( \Theta(\log n) \): our structures use \( O(n \log \kappa) \) bits and answer range selection queries in time \( O(1 + \log k / \log \log n) \) and range top-\( k \) queries in time \( O(k) \), for any \( k \leq \kappa \).
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1 Introduction

We consider the problem of preprocessing an array \( A[1..n] \) over a totally ordered universe, so that the following queries can be efficiently answered:

- Range selection: \( \text{select}(i, j, k) \) returns the position of the \( k \)th largest element in \( A[i..j] \).
- Range top-\( k \): \( \text{top}(i, j, k) \) returns the positions of the \( k \) largest elements in \( A[i..j] \).

We can assume that \( A \) is a permutation of \( [n] \), since replacing each element \( A[i] \) by its rank in \( A \) yields correct answers to those queries. The range selection problem has received a lot of interest in recent years [4, 3, 13, 5]. Following a series of earlier papers, Brodal and Jørgensen [4] presented a structure using linear space and \( O(\log n / \log \log n) \) time, for any \( k \) given at query time. The model used for this result, as well as the other results in this paper, is the word RAM model with word size \( w = \Theta(\log n) \) bits. Jørgensen and Larsen [13] improved the time to \( O(\log k / \log \log n + \log \log n) \), still within linear space, and proved that \( \Omega(\log k / \log \log n) \) time is needed when using \( n \log^{O(1)} n \) space. Finally, Chan and Wilkinson [5]
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matched this lower bound, obtaining \(O(1 + \log k / \log \log n)\) time using linear space\(^1\). This result implies, via a reduction first observed in [4], an optimal \(O(k)\)-time solution to the range top-\(k\) problem as well.

In this paper, we are interested in the encoding model, where the array \(A\) is not available at query time, and therefore the data structure must contain enough information to answer queries by itself. One can always use a non-encoding data structure such as that of Chan and Wilkinson [5], on a copy \(A'\) of \(A\), and thus trivially avoid access to \(A\) at query time. This yields an encoding that uses \(O(n)\) words, or \(\Theta(n \log n)\) bits, and has time equal to that of the best non-encoding data structure. We aim to find non-trivial encodings of size \(o(n \log n)\) bits (from which, of course, it is not possible to recover the sorted permutation, but one can still answer any select query).

Existing non-trivial solutions for this problem in the encoding model are as follows. In the case \(k = 1\), both queries boil down to the well-known range maximum query (RMQ), which can be answered in constant time and \(2n + o(n)\) bits, matching the lower bound of \(2n - O(\log n)\) bits to within lower-order terms [9]. Note that the space usage is \(O(n/\log n)\) words, or sublinear. The case \(k = 2\) was recently considered by Davoodi et al. [7]. Grossi et al. [11] considered encodings for general \(k\), showing that \(\Omega(n \log k)\) bits are needed to encode answers to either selection or top-\(k\) queries. Therefore, interesting encodings can only exist if an upper bound \(k\) on \(k\) is given at construction time—the so-called \(k\)-bounded rank variant of this problem [13]. For general \(k\), Grossi et al. [11] gave an asymptotically optimal-space and \(O(1)\) time solution for the (much simpler) case where \(k\) is fixed at construction time and furthermore, only one-sided queries (i.e. query intervals of the form \([1,j]\)) are supported. Optimal-space encodings for the two-sided range selection problem can be obtained via encodings of the range top-\(k\) problem given by Grossi et al. [11] described below; these however have poor running times. Chan and Wilkinson gave a (bounded-rank) range selection encoding for general \(k\) that answers select queries in \(O(1 + \log k / \log \log n)\) time. Its space usage, however, is \(O(n(\log k + \log \log n + (\log n)/\kappa))\) bits, which is non-optimal.

In this paper we show that the same optimal time can be obtained in the encoding model, using asymptotically optimal space.

\(\blacktriangleright\) **Theorem 1.** Given an array \(A[1..n]\) and a value \(\kappa\), there is an encoding of \(A\) that uses \(O(n \log k)\) bits and supports the query select\((i, j, k)\) in \(O(1 + \log k / \log \log n)\) time for any \(k \leq \kappa\).

Furthermore, our development allows us to obtain asymptotically optimal time and space for the encoding range top-\(k\) problem.

\(\blacktriangleright\) **Theorem 2.** Given an array \(A[1..n]\) and a value \(\kappa\), there is an encoding of \(A\) that uses \(O(n \log k)\) bits and supports the query top\((i, j, k)\) in time \(O(k)\), for any \(k \leq \kappa\).

Grossi et al. [11] gave a range top-\(k\) encoding using \(O(n \log k)\) bits that answers top-\(k\) queries in \(O(k)\) time, for any \(k \leq \kappa\). To achieve the optimal \(O(k)\) time, they require \(O(n \log^2 \kappa)\) bits. Note that Grossi et al.’s result implies an optimal-space (bounded-rank) range selection encoding with running time \(O(k)\).

In general, the low space usage of encoding data structures is useful when the values in \(A\) themselves are uninteresting, and one just wants to query about their relative magnitudes. An example of range top-\(k\) queries used for autocompletion search is given by Grossi et

\(^1\) Chan and Wilkinson claim a bound of \(O(1 + \log \omega)\) for the “trans-dichotomous” model where the word size \(w = \Omega(\log n)\); this is, however, based on an incorrect application [17] of a result of Grossi et al. [12], and the proof presented in [5] only yields a time bound of \(O(1 + \log k / \log \log n)\).
al. [11]; the problem arises frequently in data and log mining applications as well. In addition, our result for range selection allows, for example, delivering the top-\(k\) results in sorted order. It is also useful for interfaces where, say, the top-\(k\) results are displayed and then, upon user request, the \( (k+1)\)th to \( 2k\)th results are displayed, and so on. Even when \( A \) is needed, the sub-linear space usage of encoding data structures means that multiple copies of range selection data structures can be built over one copy of \( A \), and still take less space than \( A \) (this trick is used already in the non-encoding result of [5]).

The next section gives some basic concepts and the roadmap of the paper.

2 Preliminaries

Grossi et al. [11] build their results on top of the shallow cutting technique [13, 5]. We revisit (a slight variant of) this construction, as we also build on it.

Let \( A[i..n] \) be a permutation on \( [n] \). Furthermore, consider each entry \( A[i] \) as a point \( (x,y) = (i,A[i]) \), and set a parameter \( \kappa \). A horizontal line sweeps the space \([1,n] \times [1,n]\) from \( y=n \) to \( y=1 \). The points hit are included in a single root cell, which spans a three-sided area called a slab, of the form \([1,n] \times [y,n]\), including all the points of the cell. Once we reach a point \((x^*, y^*)\) that makes the root cell contain \(2\kappa\) points, we close the cell and leave its final slab as \([1,n] \times [y^*,n]\). Then we create two children cells of \( \kappa \) points as follows. Let \( x_{\text{split}} \) be the \( \kappa \)th coordinate in the root cell. This is called the split point. Then the new cells contain the points whose \( x \)-coordinates are \( \leq x_{\text{split}} \) and \( > x_{\text{split}} \), respectively, and their initial slabs are thus \([1, x_{\text{split}}] \times [y^*,n] \) and \([x_{\text{split}} + 1, n] \times [y^*,n]\) (these will grow downwards as we continue with the sweeping process, independently on each cell). When those cells reach size \(2\kappa\), they are split again, and so on. A binary tree \( T_C \) is created to reflect the cell refinement process. The root cell is associated with the root node of \( T_C \), the first two children cells to the left and right children of the root, and so on. The leaves of \( T_C \) are associated with the final cells, which have not been split and contain \( \kappa \) to \(2\kappa - 1\) points (unless \( n < \kappa \)).

At any moment of the sweeping process, there is a sequence of split points \( x_1, x_2, \ldots \), which grows as further cells are split. The current leaves of \( T_C \) cover an interval of \( x \)-coordinates \([x_i + 1, x_{i+1}]\) (we implicitly assume split points 0 and \( n \) at the extremes). When the next split occurs, within the cell covering interval \([x_i + 1, x_{i+1}]\), we split the cell into two new cells covering the \( x \)-coordinate intervals \([x_i + 1, x_{\text{split}}]\) and \([x_{\text{split}} + 1, x_{i+1}]\). We associate the keys \([x_i + 1, x_{\text{split}}]\) and \([x_{\text{split}} + 1, x_{i+1}]\) and the extents \([x_{i-1} + 1, x_{i+1}]\) and \([x_i + 1, x_{i+2}]\), respectively, with the two new cells. After the sweep finishes, the sequence of split points is of the form \(0 = x_0 < x_1 < x_2 < \ldots < x_{n'} = n \). In the following, we will use \( x_i \) to refer to this final sequence of split points. Then we add \( n' \) further keyless cells with extents \([x_i + 1, x_{i+1}]\) for all \( 1 \leq i \leq n' \). Note that \( \kappa \leq x_{i+1} - x_i \leq 2\kappa \) for all \( i \) (if \( n \geq \kappa \)).

This construction has useful properties [13]: (i) it creates \( O(n') = O(n/\kappa) \) cells, each containing \( \kappa \) to \(2\kappa\) points (if \( n \geq \kappa \)); (ii) if \( c \) is the cell of the highest (closest to the root) node \( v \in T_C \) whose key is contained in a query range \([i..j]\), then \([i..j]\) is contained in the extent of \( c \); and (iii) the top-\(\kappa\) values in \([i..j]\) belong to the union of the points in the 3 cells comprising the extent of \( c \).

With these properties, Chan and Wilkinson [5] reduce the \( O(\log n/\log \log n) \) time of Brodal and Jørgensen [4] as follows. At each node \( v \in T_C \), they store the structure of Brodal and Jørgensen for the array \( A_v[1..O(\kappa)] \) of the \( y \)-coordinates of the points in the extent of \( v \). Actually, they store in \( A_v \) the local permutation in \([O(\kappa)]\) induced by the relative ordering in \( A \), thus \( A_v \) requires \( O(\kappa \log \kappa) \) bits in each \( v \) and \( O(n \log \kappa) \) bits in total. The structure for range selection also uses \( O(\kappa \log \kappa) \) bits and answers queries in time \( O(1 + \log_{\beta_W} \kappa) \). They also
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In Section 3 we provide constant-time access to any

\[ \ell \]

We describe a data structure that gives constant-time access to the values \( v \) and some additional structures of total size \( n \) bits, they show how to find the appropriate node \( v \in T_C \), as well as the cell and extent limits, corresponding to a range \( A[i..j] \), in constant time. They can also map between \( i \) and \( x_i \), and compute the interval \( [x_i, x_j] \) of splitting points contained in any node \( v \), all in constant time.

In the sequel we build a space- and time-optimal encoding for range selection:

1. In Section 3 we provide constant-time access to any \( P_v \) using only \( O(n \lg \kappa) \) bits in the encoding model. This yields an \( O(\lg \kappa) \) time algorithm for range selection, as we can first find the node \( v \) in constant time, then binary search for \( l \) and \( r \) in \( P_v \), then run the range selection query on \( A_v \) in \( O(1 + \lg \kappa / \lg \lg n) \), to finally return \( P_v[A_v] \) in \( O(1) \) time. This is obtained by a hierarchical marking of nodes plus a color-based encoding of the inheritance of points along cells in paths of unmarked nodes in \( T_C \).

2. In Section 4 we address the bottleneck of the previous solution: we replace the binary search by fast predecessor queries on \( P_v \), so as to obtain \( O(1 + \lg \kappa / \lg \lg n) \) time. This is obtained by storing succinct string B-trees (succinct SB-trees) \[12\] on some nodes, which enable a denser marking, and searches on the color information along (now shorter) paths of unmarked nodes, using global precomputed tables.

3. In Section 5 we wrap up the results in order to prove Theorem 1. Then we show how to answer top-\( k \) queries by first finding the \( k \)th element in \( A_v \) and then using existing techniques \[15\] to collect all the values larger than the \( k \)th. This proves Theorem 2.

### 3 Constant-time Access to \( P_v \)

We describe a data structure that gives constant-time access to the values \( P_v[1..O(\kappa)] \) in any node \( v \).

#### 3.1 Marking Nodes

Let \( s(v) \) be the number of descendants of \( v \) in \( T_C \). We define a decreasing sequence of sizes as follows: \( t_0 = n' \) and \( t_{\ell+1} = [\lg t_\ell] \), until reaching a \( z \) such that \( t_z = 1 \). Node \( v \) will be of level \( \ell \) if \( t_\ell \leq s(v) < t_{\ell+1} \). For any \( \ell \geq 1 \), we mark a node \( v \in T_C \) if it is of level \( \ell \) and:

- **C1.** it is a leaf or both its children are of level \( > \ell \); or
- **C2.** both its children are of level \( \ell \); or
- **C3.** it is the root or its parent is of level \( < \ell \).

\[ \textbf{Lemma 3.} \] The number of marked nodes of level \( \ell \) is \( O(n'/t_\ell^2) \).

**Proof.** The key property is that the descendants of \( v \) are of the same level of \( v \) or less. So nodes marked by C1 above cannot descend from each other, thus each such marked node has at least \( t_\ell^2 \) descendants not shared with another. As \( T_C \) has at most \( 2n' \) nodes, there
cannot be more than $2n'/l^2_\ell$ nodes marked by this condition. By the same key property, nodes marked by C2 form a binary tree whose leaves are those marked by C1, thus there are at most other $2n'/l^2_\ell$ nodes marked by C2. For C3, note that all unmarked nodes of level $\ell$ are in disjoint paths (otherwise the parent of two nodes of level $\ell$ would be marked by C2), and the path terminates in a node already marked by C1 or C2 (contrarily, a node of level $\ell$ marked by C3 must be a child of a node of level $<\ell$, and thus cannot descend from nodes of level $\ell$, by the key property). Therefore, C3 marks the highest node of each such isolated path leading to a node marked by C1 or C2, and thus the number of nodes marked this way is limited by those marked by C1 or C2.

### 3.2 Handling Marked Nodes

Marked nodes, across all the levels, are few enough to admit an essentially naive storage of the array $P_v$. If a marked node $v$ represents a slab with left boundary $x_l$ + 1, we store all its $P_v[\alpha]$ values as the integers $P_v[\alpha] - x_l$. As explained, from $v$ we can determine $x_l$, and thus obtain $P_v[\alpha]$ in constant time. Since a node of level $\ell$ contains less than $l^2_{\ell-1}$ descendants (leaves, in particular), its slab spans $O(l^2_{\ell-1})$ consecutive split points $x_i$, and thus $O(\kappa l^2_{\ell-1})$ positions in $A$. Thus, each such integer $P_v[\alpha] - x_l$ can be represented using $\lg O(\kappa l^2_{\ell-1}) = O(t_l + \lg \kappa)$ bits. The second term adds up to $O(\kappa \lg \kappa)$ bits per node and $O(n \lg \kappa)$ overall. Since, by Lemma 3, there are $O(n'/l^2_\ell)$ marked nodes of level $\ell$, the first term, $O(t_\ell)$, adds up to $O(n'/l^2_\ell) \cdot (\kappa t_\ell) = O(n/t_\ell)$ bits over all marked nodes of level $\ell$. Adding over all the levels $\ell$ we have $O(n) \sum_{\ell=0}^{s} 1/t_\ell$. Since $t_\ell = 1$ and $t_{\ell-1} > 2^{s-1}$, it holds $t_{s-1} > 2^s$ for $s \geq 4$, and thus $O(n) \sum_{\ell=0}^{s} 1/t_\ell \leq O(n)(O(1) + \sum_{s \geq 0} 1/2^s) = O(n)$ bits overall.

### 3.3 Handling Unmarked Nodes

While the problem of supporting constant-time access to $P_v$ is solved for marked nodes, $T_C$ may have $\Theta(n')$ unmarked nodes. To deal with unmarked nodes, we first observe that an unmarked node $v$ at level $\ell$ has exactly one level $\ell$ child and one child $x$ at level $> \ell$ (otherwise $v$ would be marked by C2). Furthermore, $x$ is marked by C3. Finally, the marked parent of an unmarked level $\ell$ node must be the root or at level $\ell$ itself. Thus, as already observed, level $\ell$ unmarked nodes form disjoint paths in $T_C$, and all nodes adjacent to such a path are marked.

Now consider the points in slabs corresponding to unmarked nodes. When a cell is closed and split into two, the leftmost (rightmost) $\kappa$ points in its slab become part of its left (right) child slab.

Thus, each child slab starts out with $\kappa$ inherited points which are in common with its parent slab and $\kappa$ further original points will be added to it before it is itself closed and split. For each point of node $v$, in $x$-coordinate order, we use a bit to specify if the point is inherited or original. Let $a_v[1..2\kappa]$ be this bit-vector.

Let $\pi$ be a path of unmarked nodes of level $\ell$, let $u$ be the marked parent of the topmost unmarked node, and let $v$ be an unmarked node in $\pi$. Each original point $p$ of $v$ must be an inherited point of some marked descendant $v'$ that is adjacent to $\pi$ (recall that $v'$ represents all its points explicitly). Thus the coordinate of each such original point $p$ can be specified by recording which marked descendant $v'$ contains it, and the rank of $p$ among the points of $v'$. Suppose that the $j$-th original point in $v$ is in $v'$'s marked descendant at distance $d_j$ along $\pi$. Then we write down the bit-string $b_v = 1^{d_1-1}01^{d_2-1}0 \ldots 1^{d_s-1}0$. We claim that, summed across all nodes $v$ in the path $\pi$, this adds $2|\pi|\kappa$ bits: there are $|\pi|\kappa$ 0 bits, each 1 bit represents an inherited point in a slab on the path $\pi$, and there are $|\pi|\kappa$ inherited points.
296 Asymptotically Optimal Encodings for Range Selection

in π. Thus, \(\sum_{v \in T_C} |b_v| = O(n' \kappa) = O(n)\) bits. As explained, we also store \(O(\lg \kappa)\) bits for each original point in \(v\) telling which rank to pick in the marked node, in an array \(r_v\). This adds \(O(n' \kappa \lg \kappa) = O(n \lg \kappa)\) bits, which completes the information necessary to identify any original point. Section 3.4 has the details of how to obtain the point value in \(O(1)\) time.

Unfortunately, we cannot apply the same approach to the inherited points in \(v\), as we cannot bound the size of the bit-strings as we did for \(b_v\). For any inherited point \(p\) in \(v\), we instead specify which ancestor of \(v\) on \(\pi\) has \(p\) as an original point (we specify \(u\) if this ancestor is outside \(\pi\)), and then retrieve the point as an original point in the ancestor. This is done by coding points using \(4\kappa\) colors. Of these colors, \(2\kappa\) are original colors and \(2\kappa\) are inherited colors. For each original color \(g\) there is a corresponding inherited color \(g'\). All the points in \(u\) are given arbitrary distinct original colors. Then we traverse the nodes \(v\) in \(\pi\) top to bottom. If point \(p\) in \(v\) is inherited (from its parent \(v'\)), we look at the color of \(p\) in \(v'\). If \(p\) has an original color \(g\) in \(v'\), we give \(p\) color \(g'\) in \(v\). Otherwise, if \(p\) is also inherited in \(v'\), having color \(g'\), it will also have color \(g'\) in \(v\). On the other hand, if point \(p\) is original in \(v\), we give it one of the currently unused original colors. Note that no colors \(g\) and \(g'\) can be present simultaneously in any \(v'\), thus writing \(g'\) in \(v\) unambiguously determines which color is inherited from \(v'\). Then any other color \(g\) such that \(g'\) is not among the \(\kappa\) inherited colors of \(v\) can be used as an original color for \(v\).

This scheme gives sufficient information to track the inheritance of points across \(\pi\): when a new, original, point \(p\) appears in \(v\), it is given an original color \(g\). Then the point is inherited along the descendants of \(v\) as long as color \(g'\) exists below \(v\). Thus, to find the appropriate ancestor of \(v\) that contains a given inherited point \(p\) of color \(g'\), as an original point, we concatenate all the colors on \(\pi\) into a string, and ask for the nearest preceding occurrence of color \(g\). The path can be encoded in \(O(|\pi| \lg \kappa)\) bits, which adds up to \(O(n \lg \kappa)\) bits overall. The position of \(g\) in the nearest ancestor also tells which of the original points does \(p\) correspond to.

### 3.4 Technicalities

Let us fix a representation for \(T_C\) using \(O(n')\) bits and supporting a large number of operations in constant time [16], in particular the preorder \(r(v)\) of any node \(v\). We also use structures that support two operations on bit-vectors and sequences \(X\): \(\text{rank}_a(X, i)\) is the number of occurrences of symbol \(a\) in \(X[1..i]\), and \(\text{select}_a(X, j)\) is the position of the \(j\)th occurrence of letter \(a\) in \(X\).

We store a bit-vector \(M[1..O(n')]\) in the same preorder of the nodes, where \(M[r(v)] = 1\) iff node \(v\) is marked. Further, we store a string \(S[1..O(n')]\) where we write down the level of each marked node, that is, \(S[\text{rank}_1(M, r(v))] = \ell\) iff \(v\) is marked and of level \(\ell\). Operations \(\text{rank}\) and \(\text{select}\) on \(M\) can be supported in constant time and \(o(|M|)\) further bits [6, 14]. Since there are \(\lg n'\) distinct values of \(\ell\), the alphabet of \(S\) is small and \(S\) can be represented within \(|S|H_0(S) + o(n')\) bits so that operations \(\text{rank}\) and \(\text{select}\) on \(S\) can be carried out in constant time [8]. Here \(H_0(S)\) is the zeroth-order empirical entropy of \(S\), defined as \(|S|H_0(S) = \sum_{\ell} n_\ell \lg(|S|/n_\ell)\), where \(n_\ell\) is the number of occurrences of symbol \(\ell\) in \(S\). Since \(n_\ell \lg(|S|/n_\ell)\) is increasing\(^2\) with \(n_\ell\) and \(n_\ell = O(n'/t_\ell^2)\) by Lemma 3, we have \(|S|H_0(S) = O(n')\sum_\ell \lg(t_\ell^2)/t_\ell^2 = O(n')\sum_\ell \lg(t_\ell)/t_\ell^2 \leq O(n')\sum_\ell 1/t_\ell = O(n')\).

With \(M\) and \(S\) we can create separate storage areas per level for the explicit \(P_\ell\) arrays of

---

\(^2\) At least for \(n_\ell \leq |S|/e\). When \(n_\ell\) is larger we can simply bound \(n_\ell \lg(|S|/n_\ell) = O(n_\ell)\), thus we can remove all those large \(n_\ell\) terms from the sum and add an extra \(O(n')\) term to absorb them all.
marked nodes, each of which uses the same space for nodes of the same level: if a node \( v \) is marked (i.e., \( M[r(v)] = 1 \)) and is of level \( \ell = S[\text{rank}_1(M, r(v))] \), then we store its array \( P_v \) as the \( r \)th one in a separate sequence for level \( \ell \), where \( r = \text{rank}_1(S, \ell) \).

Now consider unmarked nodes. The vectors \( a_v, r_v \) and \( b_v \) are concatenated in the same preorder of the nodes. While vectors \( a_v \) and \( r_v \) are of fixed size, vectors \( b_v \) are not. Their starting positions are thus indicated with \( 1 \)s in a second bit-vector \( B[1..|O(n)|] \). Given any original point \( a_v[i] = 1 \), it is the \( j \)th original point for \( j = \text{rank}_1(a_v, i) \); recall that \( j \) is used to find \( d_j \) in \( b_v \). Now \( b_v \) starts at position \( \text{select}_1(B, r(v)) \) in the concatenation of all the \( b_v \)’s. Finally, we recover \( d_j \) as \( \text{select}_0(b_v, j) - \text{select}_0(b_v, j-1) \).

Now we have to find the marked node \( v' \) leaving \( \pi \) at distance \( d_j \) from \( v \). The strategy is to find the node \( u' \) that is “at the end” of \( \pi \). More precisely, \( u' \) is a child of the lowest node of \( \pi \) and is the only node leaving \( \pi \) that is of the same level \( \ell \) of \( v \). Indeed, \( u' \) is the highest marked node of level \( \ell \) in the subtree of \( v \). Since we can compute node depth and level ancestors in constant time [16], we can compute the ancestor \( a \) of \( u' \) that is at depth \( \text{depth}(v) + d_j - 1 \), and find \( v' \) as the child of \( a \) that is not in \( \pi \), that is, is not an ancestor of \( u' \).

Now, to find \( u' \), we calculate the subtree size of \( v \) (in constant time [16]) and hence its level \( \ell \). In the same preorder, \( u' \) is the first node appearing after \( r(v) \), \( r(u') > r(v) \), which is marked \( M[r(u')] = 1 \) and whose level is \( S[\text{rank}_1(M, r(u'))] = \ell \). This corresponds to the first occurrence of \( \ell \) in \( S \) after position \( \text{rank}_1(M, r(v)) \). This is found in constant time with \( \text{rank} \) and \( \text{select} \) operations on \( S \), and then \( r(u') \) is found with \( \text{select} \) on \( M \). Finally, the tree representation gives us \( u' \)’s rank \( r(u') \) in constant time as well.

The sequence of colors \( c_\pi \) of path \( \pi \) is associated with the last node \( u' \) of \( \pi \), and all are concatenated in preorder of those nodes \( u' \). As before, a bitmap is used to mark the starting position of each sequence \( c_\pi \), and another bitmap is used to mark the preorders of the involved nodes \( u' \).

Now let \( c_\pi \) be the sequence of \( 2|\pi|\kappa \) colors for path \( \pi \), writing from highest to lowest node the \( 2\kappa \) colors of each node. The subarray corresponding to each \( v \) is easily found in \( c_\pi \) by knowing the depth of \( v \) and of \( u' \). In order to find, given a position \( c_\pi[i] = g' \), the largest \( i' < i \) such that \( c_\pi[i'] = g \), we build a monotone minimum perfect hash function (MMPHF) [1] for each original color \( g \), recording the set of positions where either \( g \) or \( g' \) occur in \( c_\pi \). A MMPHF can be regarded as a support for the limited operation \( \text{rank}_{g,g'}(c_\pi, i) \) that counts the number of occurrences of \( g \) or \( g' \) in \( c_\pi[1..i] \), provided \( c_\pi[i] \in \{g, g'\} \). This is answered in constant time and using \( O(|\pi|\kappa \lg \kappa) \) bits. In addition, for each \( g \) we store a bit-vector \( c_\pi^g \) so that \( c_\pi^g[\text{rank}_{g,g'}(c_\pi, i)] = 1 \) iff \( c_\pi[i] = g \). Then, after computing \( r = \text{rank}_{g,g'}(c_\pi, i) \), we use \( \text{rank} \) and \( \text{select} \) on \( c_\pi^r \) to find the latest \( 1 \) in \( c_\pi^r[1..r] \). This corresponds to the last occurrence of \( g \) preceding \( c_\pi[i] = g' \). The position is mapped back from \( c_\pi^r[0] \) to \( c_\pi \) using a sequence \( c_\pi^r \) that identifies \( g' \) with \( g \), so that the answer is \( \text{select}_g(c_\pi^r, o) \). We use a representation for \( c_\pi^r \) that requires \( O(|\pi|\kappa \lg \kappa) \) bits and gives constant \( \text{select} \) time [10]. Thus the structures representing paths \( \pi \) use space \( O(|\pi|\kappa \lg \kappa) \), which is independent of the path level \( \ell \).

### Extending access from cells to extents

We have shown how to provide constant-time access to the points in a cell. In order to extend this to the extent of a node \( v \), we use the technique of [11] to find in constant time the 3 cells that form the extent of \( v \), and simulate the concatenation of the 3 arrays \( P \).

---

3 To find the level in constant time from the subtree size, we can check directly for the case \( \ell = 0 \), and store the other answers in a small table of \( \lg \) \( u' \) cells.
4 Predecessor Queries on $P_v$

Having constant-time access to $P_v$ enables binary searching for the desired limits of the array $A_v$, where the selection query is to be run. However the binary search time becomes the bottleneck. In this section we obtain fast predecessor searches that replace the binary search.

A classical predecessor structure uses $O(\kappa \lg n)$ bits, as the universe is the set of positions in $A$, and this adds up to $O(n \lg n)$ bits (note that this structure is needed in all the $O(n')$ nodes of $T_G$, not only the marked ones). A low-space predecessor structure when one has independent access to the sequence is the succinct SB-tree [12, Lem. 3.3]. For $\kappa$ elements over a universe of size $m$, this structure supports predecessor queries in time $O(1 + \lg \kappa / \lg \lg m)$ using $O(\kappa \lg \lg m)$ bits, and a precomputed table of size $o(m)$ that depends only on $m$.

On a node $v$ of level $\ell$, the universe of positions is of size $O(\kappa s(v)) = O(\kappa t_{\ell-1}^2)$, thus the succinct SB-tree would use $O(\kappa \lg \lg (\kappa t_{\ell-1})) = O(\kappa \lg t_\ell + \kappa \lg \lg \kappa)$ bits. The first term is still too large, as just considering the nodes with $\ell = 1$ we add up to $O(n \lg \lg n)$ bits.

To improve on this, we will use a marking that is denser than that used in Section 3 (this marking is only used for the predecessor structures). We will further mark every $(t_\ell / \lg^2 t_\ell)$th node in the paths $\pi$ of unmarked nodes of level $\ell$. All marked nodes will store a succinct SB-tree. The number of marked nodes of level $\ell$ is now $O(n' \lg^2 t_\ell / t_\ell)$, so storing a succinct SB-tree in a each marked node of level $\ell$ adds up to $O(n \lg^2 t_\ell / t_\ell)$ bits. Adding up over all the levels $\ell$ we have $O(n) \sum_{\ell=1}^L \lg^3 t_\ell / t_\ell \leq O(n)(O(1) + \sum_{s \geq 0} s^2 / 2^s) = O(n)$ bits. The second term of the succinct SB-tree space, $O(\kappa \lg \lg \kappa)$, adds up to $O(n \lg \lg n)$ bits.

As a result, the paths of unmarked nodes of level $\ell$ have length $O(t_\ell / \lg^2 t_\ell) = O(t_\ell)$. Consider one such path. The nodes leaving the path are of level $> \ell$, except the node $u'$ leaving $\pi$ at the bottom, which is of level $\ell$. Therefore, we can divide the range of $s(v)$ split points covered by $v$ into three areas: (1) the area covered by the subtrees that leave $\pi$ to the left, (2) the area covered by the subtrees that leave $\pi$ to the right, and (3) the area covered by $u'$. Each of those areas is contiguous, (1) preceding (3) preceding (2). Since there are $O(t_\ell)$ nodes of type (1) and each is of level at least $\ell + 1$, the total area covered by those is of size $O(t_\ell \cdot \kappa t_{\ell}^2) = O(\kappa t_{\ell}^3)$. The case of (2) is analogous. Therefore, for the (unmarked) nodes on $\pi$ we store a succinct SB-tree for the values in area (1) and another for the values in area (2), both using $O(\kappa \lg \lg (\kappa t_{\ell})) = O(\kappa \lg \lg (\kappa t_{\ell}))$ bits. Given a predecessor request, we first find the node $u'$ below $\pi$ as in Section 3, and determine in constant time whether the query falls in the area (1), (2), or (3) (by obtaining the limits $[x_{\ell + 1}, x_{\ell}]$ of $u'$, as explained). If it falls in areas (1) or (2) we use the corresponding succinct SB-tree of $v$, otherwise we use the succinct SB-tree of $u'$ (which is marked and hence stores a regular succinct SB-tree). We use the same techniques as in Section 3 to store and access the (variable-sized) representations of the succinct SB-trees.

With this twist, the space over a node of level $\ell$ is $O(\kappa \lg \lg (\kappa t_{\ell}))$ bits, adding up to at most $O(n \lg \lg n + n \lg \lg \kappa)$ bits, again dominated by the nodes of level $\ell = 1$. This gives a total space of $O(n (\lg \kappa + \lg \lg n))$ and a time of $O(\lg \kappa / \lg \lg n)$. Note that the time is improved from $O(\lg \kappa / \lg \lg n)$ to $O(\lg \kappa / \lg \lg n)$ by using the same precomputed table over a universe of size $n$ for all the nodes, and this table requires $o(n)$ further bits. This result is already as desired if $\lg \kappa = \Omega(\lg \lg n)$. In the sequel we address the case $\kappa = O(\lg \lg n)$.

4.1 Handling Small $\kappa$ Values

When $\kappa = O(\lg \lg n)$ we will not use the mechanism of storing succinct SB-trees for areas (1) and (2) of unmarked nodes as before, but a different mechanism. Let $\pi$ be a path of unmarked nodes of level $\ell$. Let $u_1, u_2, \ldots$ be the nodes that leave $\pi$ from the left, reading their areas in
left-to-right order (i.e., top-down in $\pi$), and $v_1, v_2, \ldots$ be the nodes that leave $\pi$ from the right, also reading them in left-to-right order (i.e., bottom-up in $\pi$). Then the area of $A$ covered by $\pi$ can be partitioned into the $|\pi|$ consecutive areas covered by $u_1, u_2, \ldots, u', v_1, v_2, \ldots$. All those nodes are marked and thus store their own succinct SB-tree.

Our problem is to determine, given a node $v$ in $\pi$, which is the predecessor in $P_v$ of a given position $p$. A first predecessor structure, associated with $\pi$, determines in which of those $|\pi|$ areas $p$ belongs (the node containing that area will descend from $v$). Let $t_i$ be the level of node $u_i$. Then the area covered by $u_i$ is of length $O(\kappa t_i^{2^i} - 1)$. Thus we can encode those lengths with, say, $\gamma$-codes [2], within $O(\sum_i |\kappa| \lg n (\kappa t_i^{2^i} - 1)) = O(|\pi| \lg n + \sum_i t_i)$ bits.

From a space accounting point of view, this space can be afforded because we can charge $O(\lg n + t_i)$ bits to the storage of $u_i$. As $u_i$'s level is larger than $p$, it is a marked node (see Section 3). Thus there are $O(n'/t_i^2)$ such nodes overall, each of which will be charged $O(t_i)$ bits only once, from the path $\pi$ it leaves, for a total of $O(n'/t_i)$ bits, adding up to $O(n')$ bits overall. For the other term, note that we can always afford $\lg n$ bits per node.

On the other hand, we note that, since $t_i > \ell$, it holds $O(|\pi| \lg n + \sum_i t_i) = O(|\pi| \lg n + |\pi| \lg t_i)$. Since $|\pi| = O(t_i/\lg^2 t_i)$, $t_i = O(\lg n)$ even for $\ell = 1$, and $\kappa = O(\lg \lg n)$, the space is $O(\lg n/\lg \lg n) = o(\lg n)$, and thus the whole description of the $u_i$ areas fits in a single computer word, and a global precomputed table of $o(n)$ bits can be used to answer any predecessor query in constant time.

We proceed analogously with the areas of $v_1, v_2, \ldots$. Now, a predecessor query for the areas $u_1, u_2, \ldots, u', v_1, v_2, \ldots$ can be answered as before: We first determine whether the answer is $u'$ with a constant number of comparisons, and if not, we use the global precomputed table with the description of the lengths of the areas of the $u_i$ or the $v_i$ nodes. This takes $O(1)$ time. Once we know the area where the answer lies, we use the succinct SB-tree of the corresponding node $v'$ (which we remind it is marked) to find the position of the predecessor in its $P_v$ array. Node $v'$ is found by first computing its parent $v''$ with level ancestor queries from $u'$ (found as in Section 3) and then $v'$ is the child of $v''$ not in $\pi$.

Once we have that the predecessor of $p$ in $v'$ is $P_v[a']$, the final challenge is to map that position in $v'$ to the corresponding position in $v$. We will reuse the encoding of $4\kappa$ colors described in Section 3. Note that, in the string of $2|\pi|\kappa$ colors associated with the path $\pi$, we have sufficient information to determine which of the points in $v$ are inherited in $v'$: if the color of the point is $g$ or $g'$, we track $g'$ downwards in $\pi$ until it does not appear in some node $v''$, then the point is inherited in the sibling $v'$ of $v''$ not in $\pi$. Note that all the points of $v$ that are inherited in $v'$ are contiguous in $P_v$.

In addition to the color information $c_v$, we store associated with $v$ a sequence of numbers $n_v[1..2\kappa]$, so that $n_v[i]$ is the rank of the $i$th point of $v$ among the points stored in $v'$, where $v'$ is the first node leaving $\pi$ that inherits the $i$th point of $v$. With the information of $c_v$ and $n_v$, and given the predecessor of a point in $P_v$, we have sufficient information to determine the predecessor of the point in $P_v$: only some of the points of $P_v$ are inherited from $P_v$.

The set of all $c_v$ and $n_v$ arrays in $\pi$ add up to $O(|\pi|\kappa \lg \kappa)$ bits, and since $|\pi| = O(t_{\ell}/\lg^2 t_{\ell})$, $t_{\ell} = O(\lg n)$, and $\kappa = O(\lg \lg n)$, this is $O(\lg n \lg \lg n/\lg \lg n) = o(\lg n)$. Thus a global precomputed table of $o(n)$ bits can precompute all the process of determining the predecessor in any $v$ given that the answer is at any position in any descendant $v'$.

**Predecessors on extents**

Once again, $P_v$ refers to the extent of $v$, not only to its cell, whereas we support predecessors only on the points of the cell. With a couple of comparisons we determine whether the predecessor query must be run on the cell of $v$ or on the cell of a neighboring node.
5 Wrapping Up

We can now describe a structure that, given a value \( \kappa \), uses \( O(n \lg \kappa) \) bits and answers a query \( \text{select}(i, j, k) \) for any \( k \leq \kappa \) in time \( O(1 + \lg \kappa / \lg \lg n) \), as follows:

1. We find the maximal interval \([l, r]\) such that \( i \leq x_l + 1 \leq x_r \leq j \), using \( \text{rank/select} \) on a bit-vector that marks the split points \( x_s \) [11].
2. If the interval is empty, then \( A[i..j] \) is contained in a leaf of \( T_C \), which covers \( O(\kappa) \) consecutive values of \( A \). Then the query can be directly run on plain range selection structures [4] associated with each leaf (these structures add up to \( O(n \lg \kappa) \) bits).
3. Otherwise, we find the highest node \( v \in T_C \) containing \([x_l + 1, x_r]\), as well as the other two neighbor nodes that span the extent of \( v \), all in constant time [11].
4. Using the structures of Section 4, we find the predecessor \( P_v[r] \) of \( j \), and the successor \( P_v[l] \) of \( i \) (the successor needs structures analogous to the predecessor), in time \( O(1 + \lg \kappa / \lg \lg n) \).
5. We use the range selection structure [4] associated with \( P_v \) to run the query \( o = \text{select}(l, r, k) \). The time is \( O(1 + \lg \omega \kappa) \).
6. We use the structures of Section 3 to compute the final answer \( P_v[o] \), in \( O(1) \) time, adding to it the starting offset of node \( v \).

In order to reduce the time to \( O(1 + \lg k / \lg \lg n) \), we build our data structures for values \( \kappa_t = 2^{2^t} \), for \( t = 0, 1, \ldots, \tau \), where \( \tau \) is such that \( 2^{2^\tau - 1} < \kappa \leq 2^{2^\tau} \). The space for those structures is \( O(n) \sum_{t=0}^\tau \lg \kappa_t = O(n) \sum_{t=0}^\tau 2^t = O(n 2^\tau) = O(n \lg \kappa) \). A query \( \text{select}(i, j, k) \) is run on the structure for \( \kappa_t \) such that \( \kappa_{t-1} < k \leq \kappa_t \), that is, \( 2^{t-1} < \lg k \leq 2^t \), and thus its query time is \( O(1 + \lg \kappa_t / \lg \lg n) = O(1 + 2^t / \lg \lg n) = O(1 + \lg k / \lg \lg n) \). This proves Theorem 1.

**Answering the query** \( \text{top}(i, j, k) \)

We proceed as for query \( \text{select}(i, j, k) \) until we find the \( k \)-th largest element in \( A_v[l..r] \), let it be \( A_v[o] \). Now we must find all the elements \( A_v[s] \in A_v[l..r] \) where \( A_v[s] \geq A_v[o] \). With an RMQ structure over \( A_v \), we can do this using Muthukrishnan’s algorithm [15]: find the maximum in \( A_v[l..r] \), let it be \( A_v[m_1] \), then continue recursively with \( A_v[l..m_1 - 1] \) and \( A_v[m_1 + 1..r] \) stopping the recursion when the maximum found at \( A_v[m] \) satisfies \( A_v[m] < A_v[o] \). Recall that \( A_v \) is a permutation on \( O(\kappa) \) symbols and thus we can afford storing it directly. Finally, when we have the positions \( m_1, \ldots, m_k \) of the top-\( k \) elements, we return \( P_v[m_1], \ldots, P_v[m_k] \). The overall time is \( O(\lg k / \lg \lg n + k) = O(k) \). This proves Theorem 2.

Note that we deliver the top-\( k \) elements in unsorted order. On the other hand, after \( O(1 + \lg k / \lg \lg n) \) time, each new result is delivered in \( O(1) \) time.

6 Conclusions

We have shown how to build an encoding data structure that uses asymptotically optimal space of \( O(n \lg \kappa) \) bits that answers \( \kappa \)-bounded rank range selection queries in time \( O(1 + \lg k / \lg \lg n) \), and range top-\( k \) queries in \( O(k) \) time for any \( k \leq \kappa \). It would be interesting to obtain exactly optimal space (to within lower-order terms), but the precise lower bound is unknown even for \( k = 2 \) [7]. It would also be interesting to obtain optimal time bounds for the general case \( w = \Omega(\lg n) \).

---

4 The search for the right \( t \) can be done in constant time by computing \( \lg \lg k \) and consulting a small precomputed table of \( \lg \lg K \leq \lg \lg n \) entries.
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Abstract

Genomic Analysis, Plagiarism Detection, Data Mining, Intrusion Detection, Spam Fighting and
Time Series Analysis are just some examples of applications where extraction of recurring patterns
in sequences of objects is one of the main computational challenges. Several notions of patterns
exist, and many share the common idea of strictly specifying some parts of the pattern and
to don’t care about the remaining parts. Since the number of patterns can be exponential in
the length of the sequences, pattern extraction focuses on statistically relevant patterns, where
any attempt to further refine or extend them causes a loss of significant information (where the
number of occurrences changes). Output-sensitive algorithms have been proposed to enumerate
and list these patterns, taking polynomial time \( O(n^c) \) per pattern for constant \( c > 1 \), which is
impractical for massive sequences of very large length \( n \).

We address the problem of extracting maximal patterns with at most \( k \) don’t care symbols
and at least \( q \) occurrences. Our contribution is to give the first algorithm that attains a
stronger notion of output-sensitivity, borrowed from the analysis of data structures: the cost is proportional
to the actual number of occurrences of each pattern, which is at most \( n \) and practically much
smaller than \( n \) in real applications, thus avoiding the aforementioned cost of \( O(n^c) \) per pattern.

1998 ACM Subject Classification E.1 Data Structures

Keywords and phrases Pattern Extraction, Motif Detection, Pattern Discovery, Motif Trie

Digital Object Identifier 10.4230/LIPIcs.FSTTCS.2014.303

1 Introduction

In pattern extraction, the task is to extract the “most important” and frequently occurring
patterns from sequences of “objects” such as log files, time series, text documents, datasets
or DNA sequences. Each individual object can be as simple as a character from \( \{A, C, G, T\} \)
or as complex as a json record from a log file. What is of interest to us is the potentially
very large set of all possible different objects, which we call the alphabet \( \Sigma \), and sequence \( S \)
built with \( n \) objects drawn from \( \Sigma \).

We define the occurrence of a pattern in \( S \) as in pattern matching but its importance
depends on its statistical relevance, namely, if the number of occurrences is above a certain
threshold. However, pattern extraction is not to be confused with pattern matching. The
problems may be considered inverse of each other: the former gets an input sequence \( S \) from
the user, and extracts patterns \( P \) and their occurrences from \( S \), where both are unknown
to the user; the latter gets \( S \) and a given pattern \( P \) from the user, and searches for \( P \)'s occurrences in \( S \), and thus only the pattern occurrences are unknown to the user.

Many notions of patterns exist, reflecting the diverse applications of the problem [11, 4, 19, 21]. We study a natural variation allowing the special don't care character \( * \) in a pattern to mean that the position inside the pattern occurrences in \( S \) can be ignored (so \(*\) matches any single character in \( S \)). For example, \( \text{TA} \ast \ast \text{AC}A \ast \text{G}T\text{G} \) is a pattern for DNA sequences.

A motif is a pattern of any length with at most \( k \) don't cares occurring at least \( q \) times in \( S \). In this paper, we consider the problem of determining the maximal motifs, where any attempt to extend them or replace their \( * \)'s with symbols from \( \Sigma \) causes a loss of significant information (where the number of occurrences in \( S \) changes). We denote the family of all motifs by \( M_{qk} \), the set of maximal motifs \( M \subseteq M_{qk} \) (dropping the subscripts in \( M \)) and let \( \text{occ}(m) \) denote the number of occurrences of a motif \( m \) inside \( S \). It is well known that \( M_{qk} \) can be exponentially larger than \( M \) [16].

**Our Results.** We show how to efficiently build an index that we call a motif trie which is a trie that contains all prefixes, suffixes and occurrences of \( M \), and we show how to extract \( M \) from it. The motif trie is built in level-wise, using an oracle \( \text{GENERATE}(u) \) that reveals the children of a node \( u \) efficiently using properties of the motif alphabet and a bijection between new children of \( u \) and intervals in the ordered sequence of occurrences of \( u \). We are able to bound the resulting running time with a strong notion of output-sensitive cost, borrowed from the analysis of data structures, where the cost is proportional to the actual number \( \text{occ}(m) \) of occurrences of each maximal motif \( m \).

\[ \blacktriangleright \text{Theorem 1.} \text{ Given a sequence } S \text{ of } n \text{ objects over an alphabet } \Sigma, \text{ and two integers } q > 1 \text{ and } k \geq 0, \text{ there is an algorithm for extracting the maximal motifs } M \subseteq M_{qk} \text{ and their occurrences from } S \text{ in } O(n(k + \log \Sigma) + (k + 1)^3 \times \sum_{m \in M} \text{occ}(m)) \text{ time.} \]

Our result may be interesting for several reasons. First, observe that this is an optimal listing bound when the maximal number of don't cares is \( k = O(1) \), which is true in many practical applications. The resulting bound is \( O(n \log \Sigma + \sum_{m \in M} \text{occ}(m)) \) time, where the first additive term accounts for building the motif trie and the second term for discovering and reporting all the occurrences of each maximal motif.

Second, our bound provides a strong notion of output-sensitivity since it depends on how many times each maximal motif occurs in \( S \). In the literature for enumeration, an output-sensitive cost traditionally means that there is polynomial cost of \( O(n^c) \) per pattern, for a constant \( c > 1 \). This is infeasible in the context of big data, as \( n \) can be very large, whereas our cost of \( \text{occ}(m) \leq n \) compares favorably with \( O(n^c) \) per motif \( m \), and \( \text{occ}(m) \) can be actually much smaller than \( n \) in practice. This has also implications in what we call “the \text{CTRL-C} argument,” which ensures that we can safely stop the computation for a specific sequence \( S \) if it is taking too much time\(^1\). Indeed, if much time is spent with our solution, too many results to be really useful may have been produced. Thus, one may stop the computation and refine the query (change \( q \) and \( k \)) to get better results. On the contrary, a non-output-sensitive algorithm may use long time without producing any output: It does not indicate if it may be beneficial to interrupt and modify the query.

Third, our analysis improves significantly over the brute-force bound: \( M_{qk} \) contains pattern candidates of lengths \( p \) from 1 to \( n \) with up to \( \min\{k, p\} \) don't cares, and so has size

\[ \text{\footnotesize{\textsuperscript{\textbox{1}} Such an algorithm is also called an anytime algorithm in the literature.}} \]
\[\sum |\Sigma|^p \times (\sum_{i=1}^{\min\{k, p\}} \binom{p}{i}) = O(|\Sigma|^n n^k).\] Each candidate can be checked in \(O(nk)\) time (e.g. string matching with \(k\) mismatches), or \(O(k)\) time if using a data structure such as the suffix tree [19]. In our analysis we are able to remove both of the nasty exponential dependencies on \(|\Sigma|\) and \(n\) in \(O(|\Sigma|^n n^k).\) In the current scenario where implementations are fast in practice but skip worst-case analysis, or state the latter in pessimistic fashion equivalent to the brute-force bound, our analysis could explain why several previous algorithms are fast in practice. (We have implemented a variation of our algorithm that is very fast in practice.)

**Related Work.** Although the literature on pattern extraction is vast and spans many different fields of applications with various notation, terminology and variations, we could not find time bounds explicitly stated obeying our stronger notion of output-sensitivity, even for pattern classes different from ours. Output-sensitive solutions with a polynomial cost per pattern have been previously devised for slightly different notions of patterns. For example, Parida et al. [15] describe an enumeration algorithm with \(O(n^2)\) time per maximal motif plus a bootstrap cost of \(O(n^5 \log n)\) time. \(^2\) Arimura and Uno obtain a solution with \(O(n^3)\) delay per maximal motif where there is no limitations on the number of don’t cares [4]. Similarly, the MADMX algorithm [11] reports dense motifs, where the ratio of don’t cares and normal characters must exceed some threshold, in time \(O(n^3)\) per maximal dense motif. Our stronger notion of output-sensitivity is borrowed from the design and analysis of data structures, where it is widely employed. For example, searching a pattern \(P\) in \(S\) using the suffix tree [14] has cost proportional to \(P\)'s length and its number of occurrences.

A one-dimensional query in a sorted array reports all the wanted keys belonging to a range in time proportional to their number plus a logarithmic cost. Therefore it seemed natural to us to extend this notion to enumeration algorithms also.

**Applications.** Although the pattern extraction problem has found immediate applications in stringology and biological sequences, it is highly multidisciplinary and spans a vast number of applications in different areas. This situation is similar to the one for the edit distance problem and dynamic programming. We here give a short survey of some significant applications, but others are no doubt left out due to the difference in terminology used (see [1] for further references). In computational biology, motif discovery in biological sequences identifies areas of interest [19, 21, 11, 1]. Computer security researches use patterns in log files to perform intrusion detection and find attack signatures based on their frequencies [9], while commercial anti-spam filtering systems use pattern extraction to detect and block SPAM [18]. In the data mining community pattern extraction is used extensively [13] as a core method in web page content extraction [7] and time series analysis [17, 20]. In plagiarism detection finding recurring patterns across a (large) number of documents is a core primitive to detect if significant parts of documents are plagiarized [6] or duplicated [5, 8]. And finally, in data compression extraction of the common patterns enables a compression scheme that competes in efficiency with well-established compression schemes [3].

As the motif trie is an index, we believe that it may be of independent interest for storing similar patterns across similar strings. Our result easily extends to real-life applications requiring a solution with two thresholds for motifs, namely, on the number of occurrences in a sequence and across a minimum number of sequences.

\(^2\) The set intersection problem (SIP) in appendix A of [15] requires polynomial time \(O(n^2)\): The recursion tree of depth \(\leq n\) can have unary nodes, and each recursive call requires \(O(n)\) to check if the current subset has been already generated.
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String: TACTGACACTGCCGA

| Quorum | q = 2 |
| Don’t cares | k = 1 |

(a) Input and parameters for example.

Maximal Motif | Occurrence List
--- | ---
A | 2, 6, 8, 15
AC | 2, 6, 8
ACTG+C | 2, 8
C | 3, 7, 9, 12, 13
G | 5, 11, 14
GA | 5, 14
G+C | 5, 11
T | 1, 4, 10
T+C | 1, 10

(b) Output: Maximal motifs found (and their occurrence list) for the given input.

Figure 1 Example 1: Maximal Motifs found in string.

Reading Guide. Our solution has two natural parts. In Section 3 we define the motif trie, which is an index storing all maximal motifs and their prefixes, suffixes and occurrences. We show how to report only the maximal motifs in time linear in the size of the trie. That is, it is easy to extract the maximal motifs from the motif trie – the difficulty is to build the motif trie without knowing the motifs in advance. In Section 4 and 5 we give an efficient algorithm for constructing the motif trie and bound its construction time by the number of occurrences of the maximal motifs, thereby obtaining an output-sensitive algorithm.

2 Preliminaries

Strings. We let Σ be the alphabet of the input string S ∈ Σ* and n = |S| be its length. For 1 ≤ i ≤ j ≤ n, S[i, j] is the substring of S between index i and j, both included. S[i, j] is the empty string ε if i > j, and S[i] = S[i, i] is a single character. Letting 1 ≤ i ≤ n, a prefix or suffix of S is S[1, i] or S[i, n], respectively. The longest common prefix \( lcp(x, y) \) is the longest string such that \( x[1, |lcp(x, y)|] = y[1, |lcp(x, y)|] \) for any two strings \( x, y \in Σ^* \).

Tries. A trie T over an alphabet Π is a rooted, labeled tree, where each edge \((u, v)\) is labeled with a symbol from Π. All edges to children of node \( u \in T \) must be labeled with distinct symbols from Π. We may consider node \( u \in T \) as a string generated over Π by spelling out characters from the root on the path towards u. We will use u to refer to both the node and the string it encodes, and |u| to denote its string length. A property of the trie T is that for any string \( u \in T \), it also stores all prefixes of u. A compacted trie is obtained by compacting chains of unary nodes in a trie, so the edges are labeled with substrings: the suffix tree for a string is special compacted trie that is built on all suffixes of the string [14].

Motifs. A motif \( m \in (Σ ∪ \{⋆\})^* \) consist of symbols from Σ and don’t care characters \( ⋆ \not\in Σ \). We let the length |m| denote the number of symbols from \( Σ ∪ \{⋆\} \) in m, and let dc(m) denote the number of ⋆ characters in m. Motif \( m \) occurs at position \( p \) in S iff \( m[i] = S[p+i-1] \) or \( m[i] = ⋆ \) for all \( 1 ≤ i ≤ |m| \). The number of occurrences of \( m \) in S is denoted \( occ(m) \). Note that appending ⋆ to either end of a motif \( m \) does not change \( occ(m) \), so we assume that motifs starts and ends with symbols from Σ. A solid block is a maximal (possibly empty ε) substring from \( Σ^* \) inside \( m \).
We say that a motif $m$ can be extended by adding don’t cares and characters from $\Sigma$ to either end of $m$. Similarly, a motif $m$ can be specialized by replacing a don’t care $\star$ in $m$ with a symbol $c \in \Sigma$. An example is shown in Figure 1.

**Maximal Motifs.** Given an integer quorum $q > 1$ and a maximum number of don’t cares $k \geq 0$, we define a family of motifs $M_{qk}$ containing motifs $m$ that have a limited number of don’t cares $dc(m) \leq k$, and occurs frequently $occ(m) \geq q$. A maximal motif $m \in M_{qk}$ cannot be extended or specialized into another motif $m' \in M_{qk}$ such that $occ(m') = occ(m)$. Note that extending a maximal motif $m$ into motif $m'' \notin M_{qk}$ may maintain the occurrences (but have more than $k$ don’t cares). We let $\mathcal{M} \subseteq M_{qk}$ denote the set of maximal motifs.

Motifs $m \in M_{qk}$ that are left-maximal or right-maximal cannot be specialized or extended on the left or right without decreasing the number of occurrences, respectively. They may, however, be prefix or suffix of another (possibly maximal) $m' \in M_{qk}$, respectively.

> **Fact 1.** If motif $m \in M_{qk}$ is right-maximal then it is a suffix of a maximal motif.

### 3 Motif Tries and Pattern Extraction

This section introduces the motif trie. This trie is not used for searching but its properties are exploited to orchestrate the search for maximal motifs in $\mathcal{M}$ to obtain a strong output-sensitive cost. Due to space constraints, all proofs have been omitted in the present version.

#### 3.1 Efficient Representation of Motifs

We first give a few simple observations that are key to our algorithms. Consider a suffix tree built on $S$ over the alphabet $\Sigma$, which can be done in $O(n \log |\Sigma|)$ time. It is shown in [21, 10] that when a motif $m$ is maximal, its solid blocks correspond to nodes in the suffix tree for $S$, matching their substrings from the root. For this reason, we introduce a new alphabet, the solid block alphabet $\Pi$ of size at most $2n$, consisting of the strings stored in all the suffix tree nodes.

We can write a maximal motif $m \in M_{qk}$ as an alternating sequence of $\leq k + 1$ solid blocks and $\leq k$ don’t cares, where the first and last solid block must be different from $\epsilon$. Thus we represent $m$ as a sequence of $\leq k + 1$ strings from $\Pi$ since the don’t cares are implicit. By traversing the suffix tree nodes in preorder we assign integers to the strings in $\Pi$, allowing us to assume that $\Pi \subseteq [1, \ldots, 2n]$, and so each motif $m \in M_{qk}$ is actually represented as a sequence of $\leq k + 1$ integers from $1$ to $|\Pi| = O(n)$. Note that the order on the integers in $\Pi$ shares the following grouping property with the strings over $\Sigma$.

> **Lemma 2.** Let $A$ be an array storing the sorted alphabet $\Pi$. For any string $x \in \Sigma^*$, the solid blocks represented in $\Pi$ and sharing $x$ as a common prefix, if any, are grouped together in $A$ in a contiguous segment $A[i,j]$ for some $1 \leq i \leq j \leq |\Pi|$.

When it is clear from its context, we will use the shorthand $x \in \Pi$ to mean equivalently a string $x$ represented in $\Pi$ or the integer $x$ in $\Pi$ that represents a string stored in a suffix tree node. We observe that the set of strings represented in $\Pi$ is closed under the longest common prefix operation: for any $x, y \in \Pi$, $\text{lcp}(x, y) \in \Pi$ and it may be computed in constant time after augmenting the suffix tree for $S$ with a lowest common ancestor data structure [12].

Summing up, the above relabeling from $\Sigma$ to $\Pi$ only requires the string $S \in \Sigma^*$ and its suffix tree augmented with lowest common ancestor information.

---

3 The proofs in [21, 10] can be easily extended to our notion of maximality.
3.2 Motif Tries

We now exploit the machinery on alphabets described in Section 3.1. For the input sequence $S$, consider the family $M_{qk}$ defined in Section 2, where each $m$ is seen as a string $m = m[1, \ell]$ of $\ell \leq k + 1$ integers from 1 to $|\Pi|$. Although each $m$ can contain $O(n)$ symbols from $\Sigma$, we get a benefit from treating $m$ as a short string over $\Pi$: unless specified otherwise, the prefixes and suffixes of $m$ are respectively $m[1, i]$ and $m[i, \ell]$ for $1 \leq i \leq \ell$, where $\ell = dc(m) + 1 \leq k + 1$.

This helps with the following definition as it does not depend on the $O(n)$ symbols from $\Sigma$ in a maximal motif $m$ but it solely depends on its $\leq k + 1$ length over $\Pi$.

Definition 3 (Motif Trie). A motif trie $T$ is a trie over alphabet $\Pi$ which stores all maximal motifs $M \subseteq M_{qk}$ and their suffixes.

As a consequence of being a trie, $T$ implicitly stores all prefixes of all the maximal motifs and edges in $T$ are labeled using characters from $\Pi$. Hence, all sub-motifs of the maximal motifs are stored in $T$, and the motif trie can be essentially seen as a generalized suffix trie storing $M$ over the alphabet $\Pi$. From the definition, $T$ has $O((k + 1) \cdot |M|)$ leaves, the total number of nodes is $O(|T|) = O((k + 1)^2 \cdot |M|)$, and the height is at most $k + 1$.

We may consider a node $u$ in $T$ as a string generated over $\Pi$ by spelling out the $\leq k + 1$ integers from the root on the path towards $u$. To decode the motif stored in $u$, we retrieve these integers in $\Pi$ and, using the suffix tree of $S$, we obtain the corresponding solid blocks over $\Sigma$ and insert a don’t care symbol between every pair of consecutive solid blocks. When it is clear from the context, we will use $u$ to refer to (1) the node $u$ or (2) the string of integers from $\Pi$ stored in $u$, or (3) the corresponding motif from $(\Sigma \cup \{\star\})^*$. We reserve the notation $|u|$ to denote the length of motif $u$ as the number of characters from $\Sigma \cup \{\star\}$. Each node $u \in T$ stores a list $L_u$ of occurrences of motif $u$ in $S$, i.e. $u$ occurs at $p$ in $S$ for $p \in L_u$.

Since child edges for $u \in T$ are labeled with solid blocks, the child edge labels may be prefixes of each other, and one of the labels may be the empty string $\varepsilon$ (which corresponds to having two neighboring don’t cares in the decoded motif).

3.3 Reporting Maximal Motifs using Motif Tries

Suppose we are given a motif trie $T$ but we do not know which nodes of $T$ store the maximal motifs in $S$. We can identify and report the maximal motifs in $T$ in $O(|T|) = O((k + 1)^2 \cdot |M|) = O((k + 1)^2 \cdot \sum_{m \in M} \text{occ}(m))$ time as follows.

---

As it will be clear later, a compacted motif trie does not give any advantage in terms of the output-sensitive bound compared to the motif trie.
We first identify the set $R$ of nodes $u \in T$ that are right-maximal motifs. A characterization of right-maximal motifs in $T$ is relatively simple: we choose a node $u \in T$ if (i) its parent edge label is not $\epsilon$, and (ii) $u$ has no descendant $v$ with a non-empty parent edge label such that $|L_u| = |L_v|$. By performing a bottom-up traversal of nodes in $T$, computing for each node the length of the longest list of occurrences for a node in its subtree with a non-empty edge label, it is easy to find $R$ in time $O(|T|)$ and by Fact 1, $|R| = O((k + 1) \cdot |M|)$.

Next we perform a radix sort on the set of pairs $([L_u], \text{reverse}(u))$, where $u \in R$ and reverse$(u)$ denotes the reverse of the string $u$, to select the motifs that are also left-maximal (and thus are maximal). In this way, the suffixes of the maximal motifs become prefixes of the reversed maximal motifs. By Lemma 2, those motifs sharing common prefixes are grouped together consecutively. However, there is a caveat, as one maximal motif $m'$ could be a suffix of another maximal motif $m$ and we do not want to drop $m'$: in that case, we have that $|L_m| \neq |L_{m'}|$ by the definition of maximality. Hence, after sorting, we consider consecutive pairs $([L_{u_1}], \text{reverse}(u_1))$ and $([L_{u_2}], \text{reverse}(u_2))$ in the order, and eliminate $u_1$ iff $|L_{u_1}| = |L_{u_2}|$ and $u_1$ is a suffix of $u_2$ in time $O(k + 1)$ per pair (i.e. prefix under reverse). The remaining motifs are maximal.

4 Building Motif Tries

The goal of this section is to show how to efficiently build the motif trie $T$ discussed in Section 3.2. Suppose without loss of generality that enough new symbols are prepended and appended to the sequence $S$ to avoid border cases. We want to store the maximal motifs of $S$ in $T$ as strings of length $\leq k + 1$ over $\Pi$. Some difficulties arise as we do not know in advance which are the maximal motifs. Actually, we plan to find them during the output-sensitive construction of $T$, which means that we would like to obtain a construction bound close to the term $\sum_{m \in M} \text{occ}(m)$ stated in Theorem 1.

We proceed in top-down and level-wise fashion by employing an oracle that is invoked on each node $u$ on the last level of the partially built trie, and which reveals the future children of $u$. The oracle is executed many times to generate $T$ level-wise starting from its root $u$ with $L_u = \{1, \ldots, n\}$, and stopping at level $k + 1$ or earlier for each root-to-node path. Interestingly, this sounds like the wrong way to do anything efficiently, e.g. it is a slow way to build a suffix tree, however the oracle allows us to amortize the total cost to construct the trie. In particular, we can bound the total cost by the total number of occurrences of the maximal motifs stored in the motif trie.

The oracle is implemented by the $\text{Generate}(u)$ procedure that generates the children $u_1, \ldots, u_d$ of $u$. We ensure that (i) $\text{Generate}(u)$ operates on the $\leq k + 1$ length motifs from $\Pi$, and (ii) $\text{Generate}(u)$ avoids generating the motifs in $M_{q_k} \setminus M$ that are not suffixes or prefixes of maximal motifs. This is crucial, as otherwise we cannot guarantee output-sensitive bounds because $M_{q_k}$ can be exponentially larger than $M$.

In Section 5 we will show how to implement $\text{Generate}(u)$ and prove:

$\textbf{Lemma 4.}$ Algorithm $\text{Generate}(u)$ produces the children of $u$ and can be implemented in time $O(\text{sort}(L_u) + (k + 1) \cdot |L_u| + \sum_{i=1}^{d} |L_{u_i}|)$.

By summing the cost to execute procedure $\text{Generate}(u)$ for all nodes $u \in T$, we now bound the construction time of $T$. Observe that when summing over $T$ the formula stated in Lemma 4, each node exists once in the first two terms and once in the third term, so the
latter can be ignored when summing over $T$ (as it is dominated by the other terms)

$$\sum_{u \in T} (\text{sort}(L_u) + (k + 1) \cdot |L_u| + \sum_{i=1}^{d} |L_{u_i}|) = O\left(\sum_{u \in T} (\text{sort}(L_u) + (k + 1) \cdot |L_u|)\right).$$

We bound

$$\sum_{u \in T} \text{sort}(L_u) = O\left(n(k + 1) + \sum_{u \in T} |L_u|\right)$$

by running a single cumulative radix sort for all the instances over the several nodes $u$ at the same level, allowing us to amortize the additive cost $O(n)$ of the radix sorting among nodes at the same level (and there are at most $k + 1$ such levels).

To bound $\sum_{u \in T} |L_u|$, we observe $\sum_{u} |L_u| \geq |L_u|$ (as trivially the $ε$ extension always maintains the number of occurrences of its parent). Consequently we can charge each leaf $u$ the cost of its $\leq k$ ancestors, so

$$\sum_{u \in T} |L_u| = O\left((k + 1) \times \sum_{\text{leaf } u \in T} |L_u|\right).$$

Finally, from Section 3.2 there cannot be more leaves than maximal motifs in $M$ and their suffixes, and the occurrence lists of maximal motifs dominate the size of the non-maximal ones in $T$, which allows us to bound:

$$(k + 1) \times \sum_{\text{leaf } u \in T} |L_u| = O\left((k + 1)^2 \times \sum_{m \in M} \text{occ}(m)\right).$$

Adding the $O(n \log \Sigma)$ cost for the suffix tree and the LCA ancestor data structure of Section 3.1, we obtain:

**Theorem 5.** Given a sequence $S$ of $n$ objects over an alphabet $\Sigma$ and two integers $q > 1$ and $k \geq 0$, a motif trie containing the maximal motifs $M \subseteq M_q^k$ and their occurrences $\text{occ}(m)$ in $S$ for $m \in M$ can be built in time and space $O\left(n(k + \log \Sigma) + (k + 1)^3 \times \sum_{m \in M} \text{occ}(m)\right)$.

## 5 Implementing Generate($u$)

We now show how to implement Generate($u$) within the time bounds stated by Lemma 4. The idea is as follows. We first obtain $E_u$, which is an array storing the occurrences in $L_u$, sorted lexicographically according to the suffix associated with each occurrence. We can then show that there is a bijection between the children of $u$ and a set of maximal intervals in $E_u$.

By exploiting the properties of these intervals, we are able to find them efficiently through a number of scans of $E_u$. The bijection implies that we thus efficiently obtain the new children of $u$.

### 5.1 Nodes of the Motif Trie as Maximal Intervals

The key point in the efficient implementation of the oracle Generate($u$) is to relate each node $u$ and its future children $u_1, \ldots, u_d$ labeled by solid blocks $b_1, \ldots, b_d$, respectively, to some suitable intervals that represent their occurrence lists $L_u, L_{u_1}, \ldots, L_{u_d}$. Though the idea of using intervals for representing trie nodes is not new (e.g. in [2]), we use intervals to
expand the trie rather than merely representing its nodes. Not all intervals generate children as not all solid blocks that extend $u$ necessarily generate a child. Also, some of the solid blocks $b_1, \ldots, b_d$ can be prefixes of each other and one of the intervals can be the empty string $\varepsilon$. To select them carefully, we need some definitions and properties.

**Extensions.** For a position $p \in L_u$, we define its *extension* as the suffix $ext(p, u) = S[p + |u| + 1, n]$ that starts at the position after $p$ with an offset equivalent to skipping the prefix matching $u$ plus one symbol (for the don’t care). We may write $ext(p)$, omitting the motif $u$ if it is clear from the context. We also say that the *skipped characters* $skip(p)$ at position $p \in L_u$ are the $d = dc(u) + 2$ characters in $S$ that specialize $u$ into its occurrence $p$: formally, $skip(p) = (c_0, c_1, \ldots, c_{d-1})$ where $c_0 = S[p-1]$, $c_{d-1} = S[p+|u|]$, and $c_i = S[p+j_i - 1]$ for $1 \leq i \leq d-2$, where $u[j_i] = *$ is the $i$th don’t care in $u$.

We denote by $E_u$ the list $L_u$ sorted using as keys the integers for $ext(p)$ where $p \in L_u$. (We recall from Section 3.1 that the suffixes are represented in the alphabet $I$, and thus $ext(p)$ can be seen as an integer in $I$.) By Lemma 2 consecutive positions in $E_u$ share common prefixes of their extensions. Lemma 6 below states that these prefixes are the candidates for being correct edge labels for expanding $u$ in the trie.

▶ **Lemma 6.** Let $u_i$ be a child of node $u$, $b_i$ be the label of edge $(u, u_i)$, and $p \in L_u$ be an occurrence position. If position $p \in L_u$, then $b_i$ is a prefix of $ext(p, u)$.

**Intervals.** Lemma 6 states a necessary condition, so we have to filter the candidate prefixes of the extensions. We use the following notion of intervals to facilitate this task. We call $I \subseteq E_u$ an interval of $E_u$ if $I$ contains consecutive entries of $E_u$. We write $I = [i, j]$ if $I$ covers the range of indices from $i$ to $j$ in $E_u$. The *longest common prefix* of an interval is defined as $LCP(I) = \min_{p_1, p_2 \in I} lcp(ext(p_1), ext(p_2))$, which is a solid block in $I$ as discussed at the end of Section 3.1. By Lemma 2, $LCP(I) = lcp(ext(E_u[i]), ext(E_u[j]))$ can be computed in $O(1)$ time, where $E_u[i]$ is the first and $E_u[j]$ the last element in $I = [i, j]$.

**Maximal Intervals.** An interval $I \subseteq E_u$ is *maximal* if (1) there are at least $q$ positions in $I$ (i.e. $|I| \geq q$), (2) motif $u$ cannot be specialized with the skipped characters in $skip(p)$ where $p \in I$, and (3) any other interval $I' \subseteq E_u$ that strictly contains $I$ has a shorter common prefix (i.e. $|LCP(I')| < |LCP(I)|$ for $I' \supset I$) ⁵. We denote by $I_u$ the set of all maximal intervals of $E_u$, and show that $I_u$ form a tree covering of $E_u$. A similar lemma for intervals over the LCP array of a suffix tree was given in [2].

▶ **Lemma 7.** Let $I_1, I_2 \in I_u$ be two maximal intervals, where $I_1 \neq I_2$ and $|I_1| \leq |I_2|$. Then either $I_1$ is contained in $I_2$ with a longer common prefix (i.e. $I_1 \subseteq I_2$ and $|LCP(I_1)| > |LCP(I_2)|$) or the intervals are disjoint (i.e. $I_1 \cap I_2 = \emptyset$).

The next lemma establishes a useful bijection between maximal intervals $I_u$ and children of $u$, motivating why we use intervals to expand the motif trie.

▶ **Lemma 8.** Let $u_i$ be a child of a node $u$. Then the occurrence list $L_{u_i}$ is a permutation of a maximal interval $I \subseteq I_u$, and vice versa. The label on edge $(u, u_i)$ is the solid block $b_i = LCP(I)$. No other children or maximal intervals have this property with $u_i$ or $I$.

---

⁵ In the full version we show that condition (2) is needed to avoid the enumeration of either motifs from $M_{gh} \setminus M$ or duplicates from $M$. 

---

5.2 Exploiting the Properties of Maximal Intervals

We now use the properties shown above to implement the oracle \text{GENERATE}(u), resulting in Lemma 4. Observe that the task of \text{GENERATE}(u) can be equivalently seen by Lemma 8 as the task of finding all maximal intervals \(I_u\) in \(E_u\), where each interval \(I \in I_u\) corresponds exactly to a distinct child \(u_i\) of \(u\). We describe three main steps, where the first takes \(O(\text{sort}(L_u) + (k + 1) \cdot |L_u|)\) time, and the others require \(O(\sum_{i=1}^d |L_u|)\) time. The interval \(I = E_u\) corresponding to the solid block \(\varepsilon\) is trivial to find, so we focus on the rest. We assume \(dc(u) < k\), as otherwise we are already done with \(u\).

**Step 1. Sort occurrences and find maximal runs of skipped characters.** We perform a radix-sort of \(L_u\) using the extensions as keys, seen as integers from \(\Pi\), thus obtaining array \(E_u\). To facilitate the task of checking condition (2) for the maximality of intervals, we compute for each index \(i \in E_u\) the smallest index \(R(i) > i\) in \(E_u\) such that motif \(u\) cannot be specialized with the skipped characters in \(\text{skip}(E_u[j])\) where \(j \in [i, R(i)]\). That is, there are at least two different characters from \(\Sigma\) hidden by each of the skipped characters in the interval. (If \(R(i)\) does not exist, we do not create \([i, R(i)]\).) We define \(|P_i|\) as the minimum number of different characters covered by each skipped character in interval \(I\), and note that \(|P_{[i, R(i)]}| \geq 2\) by definition.

To do so we first find, for each skipped character position, all indices where a maximal run of equal characters end: \(R(i)\) is the maximum indices for the given \(i\). This helps us because for any index \(i\) inside such a block of equal characters, \(R(i)\) must be on the right of where the block ends (otherwise \([i, R(i)]\) would cover only one character in that block). Using this to calculate \(R(i)\) for all indices \(i \in E_u\) from left to right, we find each answer in time \(O(k + 1)\), and \(O((k + 1) \cdot |E_u|)\) total time. We denote by \(\mathcal{R}\) the set of intervals \([i, R(i)]\) for \(i \in E_u\).

**Lemma 9.** For any maximal interval \(I \equiv [i, j] \in \mathcal{I}_u\), there exists \(R(i) \leq j\), and thus \([i, R(i)]\) is an initial portion of \(I\).

**Step 2. Find maximal intervals with handles.** We want to find all maximal intervals covering each position of \(E_u\). To this end, we introduce handles. For each \(p \in E_u\), its interval domain \(D(p)\) is the set of intervals \(I' \subseteq E_u\) such that \(p \in I'\) and \(|P_{I'}| \geq 2\). We let \(\ell_p\) be the length of the longest shared solid block prefix \(b_i\) over \(D(p)\), namely, \(\ell_p = \max_{I' \in D(p)} |LCP(I')|\). For a maximal interval \(I \subseteq \mathcal{I}_u\), if \(|LCP(I)| = \ell_p\) for some \(p \in I\) we call \(p\) a handle on \(I\). Handles are relevant for the following reason.

**Lemma 10.** For each maximal interval \(I \subseteq \mathcal{I}_u\), either there is a handle \(p \in E_u\) on \(I\), or \(I\) is fully covered by \(\geq 2\) adjacent maximal intervals with handles.

Let \(\mathcal{H}_u\) denote the set of maximal intervals with handles. We now show how to find the set \(\mathcal{H}_u\) among the intervals of \(E_u\). Observe that for each occurrence \(p \in E_u\), we must find the interval \(I'\) with the largest \(LCP(I')\) value among all intervals containing \(p\).

From the definition, a handle on a maximal interval \(I'\) requires \(|P_{I'}| \geq 2\), which is exactly what the intervals in \(\mathcal{R}\) satisfy. As the \(LCP\) value can only drop when extending an interval, these are the only candidates for maximal intervals with handles. Note that from Lemma 9, \(\mathcal{R}\) contains a prefix for all of the (not expanded) maximal intervals because it has all intervals from left to right obeying the conditions on length and skipped character conditions. Furthermore, \(|\mathcal{R}| = O(|E_u|)\), since only one \(R(i)\) is calculated for each starting position. Among the intervals \([i, R(i)] \in \mathcal{R}\), we will now show how to find those with maximum \(LCP\) (i.e., where the \(LCP\) value equals \(\ell_p\)) for all \(p\).

We use an idea similar to that used in Section 3.3 to filter maximal motifs from the right-maximal motifs. We sort the intervals \(I' = [i, R(i)] \in \mathcal{R}\) in decreasing lexicographic
order according to the pairs \(|\text{LCP}(I^\prime)|, -i\) (i.e. decreasing LCP values but increasing indices \(i\)), to obtain the sequence \(C\). Thus, if considering the intervals left to right in \(C\), we consider intervals with larger LCP values from left to right in \(S\) before moving to smaller LCP values.

Consider an interval \(I_p = [i, R(i)] \in C\). The idea is that we determine if \(I_p\) has already been added to \(H_u\) by some previously processed handled maximal interval. If not, we expand the interval (making it maximal) and add it to \(H_u\), otherwise \(I_p\) is discarded. When \(C\) is fully processed, all occurrences in \(E_u\) are covered by maximal intervals with handles.

First, since maximal intervals must be fully contained in each other (from Lemma 7), we determine if \(I_p\) is already fully covered by previously expanded intervals (with larger LCP values) – if not, we must expand \(I_p\). Clearly, if either \(i\) or \(R(i)\) is not included in any previous expansions, we must expand \(I_p\). Otherwise, if both \(i\) and \(R(i)\) is part of a single previous expansion \(I_q \in C\), \(I_p\) should not be expanded. If \(i\) and \(R(i)\) is part of two different expansions \(I_q\) and \(I_r\), we compare their extent values: \(I_p\) must be expanded if some \(p \in I_p\) is not covered by either \(I_q\) or \(I_r\). To enable these checks we mark each \(j \in E_u\) with the longest processed interval that contains it (during the expansion procedure below).

Secondly, to expand \(I_p\) maximally to the left and right, we use pairwise \(lcp\) queries on the border of the interval. Let \(a \in I_p\) be a border occurrence and \(b \notin I_p\) be its neighboring occurrence in \(E_u\) (if any, otherwise it is trivial). When \(|lcp(a, b)| > |\text{LCP}(I_p)|\), the interval cannot be expanded to span \(b\). When the expansion is completed, \(I_p\) is a maximal interval and added to \(H_u\). As previously stated, all elements in \(I_p\) are marked as being part of their longest covering handled maximal interval by writing \(I_p\) on each of its occurrences.

**Step 3. Find composite maximal intervals covered by maximal intervals with handles.**

From Lemma 10, the only remaining type of intervals are composed of maximal intervals with handles from the set \(H_u\). A composite maximal interval must be the union of a sequence of adjacent maximal intervals with handles. We find these as follows. We order \(H_u\) according to the starting position and process it from left to right in a greedy fashion, letting \(I_h \in H_u\) be one of the previously found maximal intervals with handles. Each interval \(I_h\) is responsible for generating exactly the composite maximal intervals where the sequence of covering intervals starts with \(I_h\) (and which contains a number of adjacent intervals on the right). Let \(I_h \in H_u\) be the interval adjacent on the right to \(I_h\), and create the composed interval \(I_c = I_h + I_h\) (where + indicates the concatenation of consecutive intervals). To ensure that a composite interval is new, we check as in Step 2 that there is no previously generated maximal interval \(I\) with \(|\text{LCP}(I)| = |\text{LCP}(I_c)|\) such that \(I_c \subseteq I\). This is correct since if there is such an interval, it has already been fully expanded by a previous expansion (of composite intervals or a handled interval). Furthermore, if there is such an interval, all intervals containing \(I_c\) with shorter longest common prefixes have been taken care of, since from Lemma 7 maximal intervals cannot straddle each other. If \(I_h\) is new, we know that we have a new maximal composite interval and can continue expanding it with adjacent intervals. If the length of the longest common prefix of the expanded interval changes, we must perform the previous check again (and add the previously expanded composite interval to \(I_a\)).

By analyzing the algorithm described, one can prove the following two lemmas showing that the motif trie is generated correctly. While Lemma 11 states that \(\epsilon\)-extensions may be generated (i.e. a sequence of \(\ast\) symbols may be added to suffixes of maximal motifs), a simple bottom-up cleanup traversal of \(T\) is enough to remove these.

- **Lemma 11 (Soundness).** Each motif stored in \(T\) is a prefix or an \(\epsilon\)-extension of some suffix of a maximal motif (encoded using alphabet \(\Pi\) and stored in \(T\)).

- **Lemma 12 (Completeness).** If \(m \in \mathcal{M}\), \(T\) stores \(m\) and its suffixes.
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Abstract

Given a set of \( n \) disjoint balls \( b_1, \ldots, b_n \) in \( \mathbb{R}^d \), we provide a data structure, of near linear size, that can answer \((1 \pm \varepsilon)\)-approximate \( k \)-th-nearest neighbor queries in \( O(\log n + 1/\varepsilon^d) \) time, where \( k \) and \( \varepsilon \) are provided at query time. If \( k \) and \( \varepsilon \) are provided in advance, we provide a data structure to answer such queries, that requires (roughly) \( O(n/k) \) space; that is, the data structure has sublinear space requirement if \( k \) is sufficiently large.

1 Introduction

The nearest neighbor problem is a fundamental problem in Computer Science [18, 1]. Here, one is given a set of points \( P \), and given a query point \( q \) one needs to output the nearest point in \( P \) to \( q \). There is a trivial \( O(n) \) algorithm for this problem. Typically the set of data points is fixed, while different queries keep arriving. Thus, one can use preprocessing to facilitate a faster query. There are several applications of nearest neighbor search in computer science including pattern recognition, information retrieval, vector compression, computational statistics, clustering, data mining and learning among many others, see for instance the survey by Clarkson [10] for references. If one is interested in guaranteed performance and near linear space, there is no known way to solve this problem efficiently (i.e., logarithmic query time) for dimension \( d > 2 \), while using near linear space for the data structure.

In light of the above, major effort has been devoted to develop approximation algorithms for nearest neighbor search [6, 17, 10, 13]. In the \((1 + \varepsilon)\)-approximate nearest neighbor problem, one is additionally given an approximation parameter \( \varepsilon > 0 \) and one is required to find a point \( u \in P \) such that \( d(q, u) \leq (1 + \varepsilon)d(q, P) \). In \( d \) dimensional Euclidean space, one can answer ANN queries in \( O(\log n + 1/\varepsilon^{d-1}) \) time using linear space [6, 12]. Unfortunately, the constant hidden in the \( O \) notation is exponential in the dimension (and this is true for all bounds mentioned in this paper), and specifically because of the \( 1/\varepsilon^{d-1} \) in the query time, this approach is only efficient in low dimensions. Interestingly, for this data structure,
the approximation parameter $\varepsilon$ need not be specified during the construction, and one can provide it during the query. An alternative approach is to use Approximate Voronoi Diagrams (AVD), introduced by Har-Peled [11], which is a partition of space into regions of low total complexity, with a representative point for each region, that is an ANN for any point in the region. In particular, Har-Peled showed that there is such a decomposition of size $O((n/\varepsilon^d)\log^2 n)$, see also [13]. This allows ANN queries to be answered in $O(\log n)$ time. Arya and Malamatos [2] showed how to build AVDs of linear complexity (i.e., $O(n/\varepsilon^d)$). Their construction uses WSPD (Well Separated Pairs Decomposition) [8]. Further trade-offs between query time and space usage for AVDs were studied by Arya et al. [4].

A more general problem is the $k$-nearest neighbors problem where one is interested in finding the $k$ points in $\mathcal{P}$ nearest to the query point $q$. This is widely used in classification, where the majority label is used to label the query point. A restricted version is to find only the $k$th-nearest neighbor. This problem and its approximate version have been considered in [3, 14].

Recently, the authors [14] showed that one can compute a $(k, \varepsilon)$-AVD that $(1 + \varepsilon)$-approximates the distance to the $k$th nearest neighbor, and surprisingly, requires $O(n/k)$ space; that is, sublinear space if $k$ is sufficiently large. For example, for the case $k = \Omega(\sqrt{n})$, which is of interest in practice, the space required is only $O(\sqrt{n})$. Such ANN is of interest when one is worried that there is noise in the data, and thus one is interested in the distance to the $k$th NN which is more robust and noise resistant. Alternatively, one can think about such data structures as enabling one to summarize the data in a way that still facilitates meaningful proximity queries.

In this paper we consider a generalization of the $k$th-nearest neighbor problem. Here, we are given a set of $n$ disjoint balls in $\mathbb{R}^d$ and we want to preprocess them, so that given a query point we can find approximately the $k$th closest ball. The distance of a query point to a ball is defined as the distance to its boundary if the point is outside the ball or 0 otherwise. Clearly, this problem is a generalization of the $k$th-nearest neighbor problem by viewing points as balls of radius 0. Algorithms for the $k$th-nearest neighbor for points, do not extend in a straightforward manner to this problem because the distance function is no longer a metric. Indeed, there can be two very far off points both very close to a single ball, and thus the triangle inequality does not hold. The problem of finding the closest ball can also be modeled as a problem of approximating the minimization diagram of a set of functions; here, a function would correspond to the distance from one of the given balls. There has been some recent work by the authors on this topic, see [15], where a fairly general class of functions admits a near-linear sized data structure permitting a logarithmic time query for the problem of approximating the minimization diagram. However, the problem that we consider in this paper does not fall under the framework of [15]. The technical assumptions of [15] mandate that the set of points which form the 0-sublevel set of a distance function, i.e., the set of points at which the distance function is 0 is a single point (or an empty set). This is not the case for the problem we consider here. Also, we are interested in the more general $k$th-nearest neighbor problem, while [15] only considers the nearest-neighbor problem, i.e., $k = 1$.

We first show how to preprocess the set of balls into a data structure requiring space $O(n)$, in $O(n \log n)$ time, so that given a query point $q$, a number $1 \leq k \leq n$ and $\varepsilon > 0$, one can compute a $(1 + \varepsilon)$-approximate $k$th closest ball in time $O(\log n + \varepsilon^{-d})$. If both $k$ and $\varepsilon$ are available during preprocessing, one can preprocess the balls into a $(k, \varepsilon)$-AVD, using $O(\frac{n}{k\varepsilon^d} \log(1/\varepsilon))$ space, so that given a query point $q$, a $(k, \varepsilon)$-ANN closest ball can be computed, in $O(\log(n/k) + \log(1/\varepsilon))$ time.
Paper Organization. In Section 2, we define the problem, list some assumptions, and introduce notations. In Section 3, we set up some basic data structures to answer approximate range counting queries for balls. In Section 4, we present the data structure, query algorithm and proof of correctness for our data structure which can compute \((1 \pm \varepsilon)\)-approximate \(k\)th-nearest neighbors of a query point when \(k\) and \(\varepsilon\) are only provided during query time. In Section 5 we present approximate quorum clustering, see [9, 14], for a set of disjoint balls. Using this, in Section 6, we present the \((k, \varepsilon)\)-AVD construction. We conclude in Section 7.

2 Problem definition and notation

We are given a set of disjoint\(^1\) balls \(B = \{b_1, \ldots, b_n\}\), where \(b_i = b(c_i, r_i)\), for \(i = 1, \ldots, n\). Here \(b(c, r) \subseteq \mathbb{R}^d\) denotes the (closed) ball with center \(c\) and radius \(r \geq 0\). Additionally, we are given an approximation parameter \(\varepsilon \in (0, 1)\). For a point \(q \in \mathbb{R}^d\), the distance of \(q\) to a ball \(b = b(c, r)\) is \(d(q, b) = \max \left( \|q - c\| - r, 0 \right)\).

- **Observation 1.** For two balls \(b_1 \subseteq b_2 \subseteq \mathbb{R}^d\), and any point \(q \in \mathbb{R}^d\), we have \(d(q, b_1) \geq d(q, b_2)\).

The \(k\)th-nearest neighbor distance of \(q\) to \(B\), denoted by \(d_k(q, B)\), is the \(k\)th smallest number in \(d(q, b_1), \ldots, d(q, b_n)\). Similarly, for a given set of points \(P\), \(d_k(q, P)\) denotes the \(k\)th-nearest neighbor distance of \(q\) to \(P\).

We aim to build a data structure to answer \((1 \pm \varepsilon)\)-approximate \(k\)th-nearest neighbor (i.e., \((k, \varepsilon)\)-ANNN) queries, where for any query point \(q \in \mathbb{R}^d\) one needs to output a ball \(b \in B\) such that, \((1 - \varepsilon)d_k(q, B) \leq d(q, b) \leq (1 + \varepsilon)d_k(q, B)\). There are different variants depending on whether \(\varepsilon\) and \(k\) are provided with the query or in advance.

We use **cube** to denote a set of the form \([a_1, a_1 + \ell] \times [a_2, a_2 + \ell] \times \ldots \times [a_d, a_d + \ell] \subseteq \mathbb{R}^d\), where \(a_1, \ldots, a_d \in \mathbb{R}\) and \(\ell \geq 0\) is the side length of the cube.

- **Observation 2.** For any set of balls \(B\), the function \(d_k(q, B)\) is a 1-Lipschitz function; that is, for any two points \(u, v\), we have that \(d_k(u, B) \leq d_k(v, B) + \|u - v\|\).

- **Assumption 3.** We assume all the balls are contained inside the cube \(\left[1/2 - \delta, 1/2 + \delta\right]^d\), which can be ensured by translation and scaling (which preserves order of distances), where \(\delta = \varepsilon/4\). As such, we can ignore queries outside the unit cube \([0, 1]^d\), as any input ball is a valid answer in this case.

For a real positive number \(x\) and a point \(p = (p_1, \ldots, p_d) \in \mathbb{R}^d\), define \(G_x(p)\) to be the grid point \((p_1/x, x), \ldots, \lfloor p_d/x \rfloor, x\). The number \(x\) is the width or side length of the grid \(G_x\). The mapping \(G_x\) partitions \(\mathbb{R}^d\) into cubes that are called **grid cells**.

- **Definition 4.** A cube is a **canonical cube** if it is contained inside the unit cube \(U = [0, 1]^d\), it is a cell in a grid \(G_r\), and \(r\) is a power of two (i.e., it might correspond to a node in a quadtree having \([0, 1]^d\) as its root cell). We will refer to such a grid \(G_r\) as a **canonical grid**.

Note that all the cells corresponding to nodes of a compressed quadtree are canonical.

---

\(^1\) Our data structure and algorithm work for the more general case where the balls are interior disjoint, where we define the interior of a “point ball”, i.e., a ball of radius 0, as the point itself. This is not the usual topological definition.
Definition 5. Given a set \( b \subseteq \mathbb{R}^d \), and a parameter \( \delta > 0 \), let \( G_\approx(b, \delta) \) denote the set of canonical grid cells of side length \( 2^{[\log_2 \delta \text{diam}(b)/\sqrt{d}]} \), that intersect \( b \), where \( \text{diam}(b) = \max_{u \in b} \|p - u\| \) denotes the diameter of \( b \). Clearly, the diameter of any grid cell of \( G_\approx(b, \delta) \), is at most \( \delta \text{diam}(b) \). Let \( G_\approx(b) = G_\approx(b, 1) \). It is easy to verify that \( |G_\approx(b)| = O(1) \). The set \( G_\approx(b) \) is the grid approximation to \( b \).

Let \( \mathcal{B} \) be a family of balls in \( \mathbb{R}^d \). Given a set \( X \subseteq \mathbb{R}^d \), let

\[
\mathcal{B}(X) = \{ b \in \mathcal{B} \mid b \cap X \neq \emptyset \}
\]

denote the set of all balls in \( \mathcal{B} \) that intersect \( X \).

For two compact sets \( X, Y \subseteq \mathbb{R}^d \), \( X \preceq Y \) if and only if \( \text{diam}(X) \leq \text{diam}(Y) \). For a set \( X \) and a set of balls \( \mathcal{B} \), let \( \mathcal{B}_i(X) = \{ b \in \mathcal{B} \mid b \cap X \neq \emptyset \text{ and } b \preceq X \} \). Let \( c_d \) denote the maximum number of pairwise disjoint balls of radius \( r \), that may intersect a given ball of radius \( r \) in \( \mathbb{R}^d \). Clearly, we have \( |\mathcal{B}_i(b)| \leq c_d \) for any ball \( b \). The proof of the following lemma appears in the full version [16].

Lemma 6. \( 2 \leq c_d \leq 3^d \) for all \( d \).

Definition 7. For a parameter \( \delta > 0 \), a function \( f : \mathbb{R}^+ \to \mathbb{R}^+ \) is \( \delta \)-monotonic, if for every \( x \geq 0 \), \( f((x/(1 + \delta)) \leq f(x) \).

3 Approximate range counting for balls

Data-structure 8. For a given set of disjoint balls \( \mathcal{B} = \{b_1, \ldots, b_n\} \) in \( \mathbb{R}^d \), we build the following data structure, that is useful in performing several of the tasks at hand.

(A) Store balls in a (compressed) quadtree. For \( i = 1, 2, \ldots, n \), let \( G_i = G_\approx(b_i) \), and let \( G = \bigcup_{i = 1}^n G_i \) denote the union of these cells. Let \( \mathcal{T} \) be a compressed quadtree decomposition of \( [0, 1]^d \), such that all the cells of \( G \) are cells of \( \mathcal{T} \). We preprocess \( \mathcal{T} \) to answer point location queries for the cells of \( G \). This takes \( O(n \log n) \) time, see [12].

(B) Compute list of "large" balls intersecting each cell. For each node \( u \) of \( \mathcal{T} \), there is a list of balls registered with it. Formally, register a ball \( b_i \) with all the cells of \( G_i \). Clearly, each ball is registered with \( O(1) \) cells, and it is easy to see that each cell has \( O(1) \) balls registered with it, since the balls are disjoint. Next, for a cell \( \square \) in \( \mathcal{T} \) we compute a list storing \( \mathcal{B}_i(\square) \), and these balls are associated with this cell. These lists are computed in a top-down manner. To this end, propagate from a node \( u \) its list \( \mathcal{B}_i(\square) \) (which we assume is already computed) down to its children. For a node receiving such a list, it scans it, and keep only the balls that intersect its cell (adding to this list the balls already registered with this cell). For a node \( \nu \in \mathcal{T} \), let \( \mathcal{B}_\nu \) be this list.

(C) Build compressed quadtree on centers of balls. Let \( \mathcal{C} \) be the set of centers of the balls of \( \mathcal{B} \). Build, in \( O(n \log n) \) time, a compressed quadtree \( \mathcal{T}_\mathcal{C} \) storing \( \mathcal{C} \).

(D) ANN for centers of balls. Build a data structure \( \mathcal{D} \), for answering \( 2 \)-approximate \( k \)-nearest neighbor distances on \( \mathcal{C} \), the set of centers of the balls, see [14], where \( k \) and \( \varepsilon \) are provided with the query. The data structure \( \mathcal{D} \), returns a point \( c \in \mathcal{C} \) such that, \( d_k(q, c) \leq d(q, c) \leq 2d_k(q, c) \).

(E) Answering approximate range searching for the centers of balls. Given a query ball \( b_q = b(q, x) \) and a parameter \( \delta > 0 \), one can, using \( \mathcal{T}_\mathcal{C} \), report (approximately), in \( O(\log n + 1/\delta^d) \) time, the points in \( b_q \cap \mathcal{C} \). Specifically, the query process computes \( O(1/\delta^d) \) sets of points, such that their union \( X \), has the property that \( b_q \cap \mathcal{C} \subseteq X \subseteq \mathcal{C} \).
(1 + \delta)b_q \cap \mathcal{C}, where (1 + \delta)b_q is the scaling of b_q by a factor of 1 + \delta around its center. Indeed, compute the set \mathcal{G}_B(b_q), and then using cell queries in \mathcal{T}_C compute the corresponding cells (this takes \(O(\log n)\) time). Now, descend to the relevant level of the quadtree to all the cells of the right size, that intersect b_q. Clearly, the union of points stored in their subtrees are the desired set. This takes overall \(O(\log n + 1/\delta^d)\) time.

A similar data structure for approximate range searching is provided by Arya and Mount [5], and our description above is provided for the sake of completeness. Overall, it takes \(O(n \log n)\) time to build this data structure.

We denote the collection of data structures above by \(\mathcal{DS}_8\) and where necessary, specific functionality it provides, say for finding the large balls intersecting a cell, by \(\mathcal{DS}_8(2)\).

### 3.1 Approximate range counting among balls

We need the ability to answer approximate range counting queries on a set of disjoint balls. Specifically, given a set of disjoint balls \(\mathcal{B}\), and a query ball \(b\), the target is to compute the size of the set \(b \cap \mathcal{B} = \{ b' \in \mathcal{B} \mid b' \cap b \neq \emptyset \}\). To make this query computationally fast, we allow an approximation. More precisely, for a ball \(b\) a set \(\tilde{b}\) is a \((1 + \delta)\)-ball of \(b\), if \(b \subseteq \tilde{b} \subseteq (1 + \delta)b\), where \((1 + \delta)b\) is the \((1 + \delta)\)-scaling of \(b\) around its center. The purpose here, given a query ball \(b\), is to compute the size of the set \(\tilde{b} \cap \mathcal{B}\) for some \((1 + \delta)\)-ball \(\tilde{b}\) of \(b\).

The proofs of the following two lemmas appear in the full version [16].

- **Lemma 9.** Given a compressed quadtree \(\mathcal{T}\) of size \(n\), a convex set \(X\), and a parameter \(\delta > 0\), one can compute the set of nodes in \(\mathcal{T}\), that realizes \(\mathcal{G}_B(X, \delta)\) (see Definition 5), in \(O(\log n + 1/\delta^d)\) time. Specifically, this outputs a set \(X_N\) of nodes, of size \(O(1/\delta^d)\), such that their cells intersect \(\mathcal{G}_B(X, \delta)\), and their parents cell diameter is larger than \(\delta\text{diam}(X)\).

  Note that the cells in \(X_N\) might be significantly larger if they are leaves of \(\mathcal{T}\).

- **Lemma 10.** Let \(X\) be any convex set in \(\mathbb{R}^d\), and let \(\delta > 0\) be a parameter. Using \(\mathcal{DS}_8\), one can compute, in \(O(\log n + 1/\delta^d)\) time, all the balls of \(\mathcal{B}\) that intersect \(X\), with diameter \(\geq \delta\text{diam}(X)\).

### 3.2 Answering a query

Given a query ball \(b_q = b(q, x)\), and an approximation parameter \(\delta > 0\), our purpose is to compute a number \(N\), such that \(|\mathcal{B}(b(q, x))| \leq N \leq |\mathcal{B}(b(q, (1 + \delta)x))|\).

The query algorithm works as follows:

- **(A)** Using Lemma 10, compute a set \(X\) of all the balls that intersect \(b_q\) and are of radius \(\geq \delta x/4\).

- **(B)** Using \(\mathcal{DS}_8\), compute \(O(1/\delta^d)\) cells of \(\mathcal{T}_C\) that corresponds to \(\mathcal{G}_B(b_q(1 + \delta/4), \delta/4)\). Let \(N'\) be the total number of points in \(\mathcal{C}\) stored in these nodes.

- **(C)** The quantity \(N' + |X|\) is almost the desired quantity, except that we might be counting some of the balls of \(X\) twice. To this end, let \(N''\) be the number of balls in \(X\) with centers in \(\mathcal{G}_B(b_q(1 + \delta/4), \delta/4)\). Let \(N'''\) be the number of balls in \(X\) with centers in \(\mathcal{G}_B(b_q(1 + \delta/4), \delta/4)\), and their number is computed correctly. Similarly, the
“large” balls are computed correctly. The last stage ensures we do not over-count by 1 each large ball that also has its center in $G_\infty(h_q(1 + \delta/4), \delta/4)$. It is also easy to check that $|B(b(q, x))| \leq N \leq |B(b(q, x, (1 + \delta)))|$. The same result can be used for $x/(1 + \delta)$ to get $\delta$-monotonicity of $N$.

We now analyze the running time. Computing all the cells of $G_\infty(h_q(1 + \delta/4), \delta/4)$ takes $O(\log n + 1/\delta^d)$ time. Computing the “large” balls takes $O(\log n + 1/\delta^d)$ time. Checking for each large ball if it is already counted by the “small” balls takes $O(1/\delta^d)$ by using a grid. We denote the above query algorithm by $\text{rangeCount}(q, x, \delta)$.

The above implies the following.

$\blacklozenge$ Lemma 11. Given a set $B$ of $n$ disjoint balls in $\mathbb{R}^d$, it can be preprocessed, in $O(n \log n)$ time, into a data structure of size $O(n)$, such that given a query ball $b(q, x)$ and approximation parameter $\delta > 0$, the query algorithm $\text{rangeCount}(q, x, \delta)$ returns, in $O(\log n + 1/\delta^d)$ time, a number $N$ satisfying the following:

(A) $N \leq |B(b(q, (1 + \delta)x))|$, 
(B) $|B(b(q, x))| \leq N$, and 
(C) for a query ball $b(q, x)$ and $\delta$, the number $N$ is $\delta$-monotonic as a function of $x$, see Definition 7.

4 Answering $k$-ANN queries among balls

4.1 Computing a constant factor approximation to $d_k(q, B)$

The proof of the following lemma appears in the full version [16].

$\blacklozenge$ Lemma 12. Let $B$ be a set of disjoint balls in $\mathbb{R}^d$, and consider a ball $b = b(q, r)$ that intersects at least $k$ balls of $B$. Then, among the $k$ nearest neighbors of $q$ from $B$, there are at least $\max(0, k - c_d)$ balls of radius at most $r$. The centers of all these balls are in $b(q, 2r)$.

$\blacklozenge$ Corollary 13. Let $\gamma = \min(k, c_d)$. Then, $d_{k-\gamma}(q, C)/2 \leq d_k(q, B)$.

The basic observation is that we only need a rough approximation to the right radius, as using approximate range counting (i.e., Lemma 11), one can improve the approximation.

Let $x_i$ denote the distance of $q$ to the $i$th closest center in $C$. Let $d_k = d_k(q, B)$. Let $i$ be the minimum index, such that $d_k \leq x_i$. Since $d_k \leq x_i$, it must be that $i \leq k$. There are several possibilities:

(A) If $i \leq k - c_d$ (i.e., $d_k \leq x_{k-c_d}$) then, by Lemma 12, the ball $b(q, 2d_k)$ contains at least $k - c_d$ centers. As such, $d_k < x_{k-c_d} \leq 2d_k$, and $x_{k-c_d}$ is a good approximation to $d_k$.

(B) If $i > k - c_d$, and $d_k \leq 4x_{i-1}$, then $x_{i-1}$ is the desired approximation.

(C) If $i > k - c_d$, and $d_k \geq x_i/4$, then $x_i$ is the desired approximation.

(D) Otherwise, it must be that $i > k - c_d$ and $4x_{i-1} < d_k < x_i/4$. Let $b_j = b(c_j, r_j)$ be the $j$th closest ball to $q$, for $j = 1, \ldots, k$. It must be that $b_1, \ldots, b_k$ are much larger than $b(q, d_k)$. But then, the balls $b_1, \ldots, b_k$ must intersect $b(q, x_i/2)$, and their radius is at least $x_i/2$. We can easily compute these big balls using $\mathcal{DS}_S(2)$, and the number of centers of the small balls close to query, and then compute $d_k$ exactly.

We build $\mathcal{DS}_S$ in $O(n \log n)$ time.

First we introduce some notation. For $x \geq 0$, let $N(x)$ denote the number of balls in $B$ that intersect $b(q, x)$; that is $N(x) = \left| \left\{ b \in B \mid b \cap b(q, x) \neq \emptyset \right\} \right|$, and $C(x)$ denote the number of centers in $b(q, x)$, i.e., $C(x) = |C \cap b(q, x)|$. Also, let $\#(x)$ denote the $2$-approximation to the number of balls of $B$ intersecting $b(q, x)$, as computed by Lemma 11; that is $N(x) \leq \#(x) \leq N(2x)$. 

We now provide our algorithm to answer a query. We are given a query point \( q \in \mathbb{R}^d \) and a number \( k \).

Using \( DS_K \), compute a 2-approximation for the smallest ball containing \( k - i \) centers of \( B \), for \( i = 0, \ldots, \gamma \), where \( \gamma = \min(k, c_d) \), and let \( r_{k-i} \) be this radius. That is, for \( i = 0, \ldots, \gamma \), we have \( C(r_{k-i}/2) \leq k - i \leq C(r_{k-i}) \). For \( i = 0, \ldots, \gamma \), compute \( N_{k-i} = \#(r_{k-i}) \) (Lemma 11).

Let \( \alpha \) be the maximum index such that \( N_{k-\alpha} \geq k \). Clearly, \( \alpha \) is well defined as \( N_k \geq k \).

The algorithm is executed in the following steps.

(A) If \( \alpha = \gamma \) we return \( 2r_{k-\gamma} \).

(B) If \( \#(r_{k-\alpha}/4) < k \), we return \( 2r_{k-\alpha} \).

(C) Otherwise, compute all the balls of \( B \) that are of radius at least \( r_{k-\alpha}/4 \) and intersect the ball \( b(q, r_{k-\alpha}/4) \), using \( DS_K \) (2). For each such ball \( b \), compute the distance \( \zeta = d(q, b) \) of \( q \) to it. Return \( 2\zeta \) for the minimum such number \( \zeta \) such that \( \#(\zeta) \geq k \).

The proof of the following lemma appears in the full version [16].

\[ \textbf{Lemma 14.} \text{ Given a set of } n \text{ disjoint balls } B \text{ in } \mathbb{R}^d, \text{ one can preprocess them in } O(n \log n) \text{ time, into a data structure of size } O(n), \text{ such that given a query point } q \in \mathbb{R}^d \text{, and a number } k, \text{ one can compute, in } O(\log n) \text{ time, a number } x \text{ such that, } x/4 \leq d_k(q, B) \leq 4x. \]

We now show how to refine the approximation in the following lemma, whose proof appears in the full version [16].

\[ \textbf{Lemma 15.} \text{ Given a set } B \text{ of } n \text{ balls in } \mathbb{R}^d, \text{ it can be preprocessed, in } O(n \log n) \text{ time, into a data structure of size } O(n). \text{ Given a query point } q, \text{ numbers } k, x, \text{ and an approximation parameter } \varepsilon > 0, \text{ such that } x/4 \leq d_k(q, B) \leq 4x, \text{ one can find a ball } b \in B \text{ such that, } (1 - \varepsilon)d_k(q, B) \leq d(q, b) \leq (1 + \varepsilon)d_k(q, B), \text{ in } O(\log n + 1/\varepsilon^d) \text{ time.} \]

### 4.2 The result

\[ \textbf{Theorem 16.} \text{ Given a set of } n \text{ disjoint balls } B \text{ in } \mathbb{R}^d, \text{ one can preprocess them in time } O(n \log n) \text{ into a data structure of size } O(n), \text{ such that given a query point } q \in \mathbb{R}^d, \text{ a number } k \text{ with } 1 \leq k \leq n \text{ and } \varepsilon > 0, \text{ one can find in time } O(\log n + \varepsilon^{-d}) \text{ a ball } b \in B \text{, such that, } (1 - \varepsilon)d_k(q, B) \leq d(q, b) \leq (1 + \varepsilon)d_k(q, B). \]

### 5 Quorum clustering

We are given a set \( B \) of \( n \) disjoint balls in \( \mathbb{R}^d \), and we describe how to compute quorum clustering for them quickly.

Let \( \xi \) be some constant. Let \( B_0 = \emptyset \). For \( i = 1, \ldots, m \), let \( \mathcal{R}_i = B \setminus \left( \bigcup_{j=0}^{i-1} B_j \right) \), and let \( \Lambda_i = b(w_i, x_i) \) be any ball that satisfies,

(A) \( \Lambda_i \) contains \( \min(k - c_d, |\mathcal{R}_i|) \) balls of \( \mathcal{R}_i \) completely inside it,

(B) \( \Lambda_i \) intersects at least \( k \) balls of \( B \), and

(C) the radius of \( \Lambda_i \) is at most \( \xi \) times the radius of the smallest ball satisfying the above conditions.

Next, we remove any \( k - c_d \) balls that are contained in \( \Lambda_i \) from \( \mathcal{R}_i \) to get the set \( \mathcal{R}_{i+1} \). We call the removed set of balls \( \mathcal{B}_i \). We repeat this process till all balls are extracted. Notice that at each step \( i \), we only require that the \( \Lambda_i \) intersects \( k \) balls of \( B \) (not \( \mathcal{R}_i \)), but that it must contain \( k - c_d \) balls from \( \mathcal{R}_i \). Also, the last quorum ball may contain fewer balls. The balls \( \Lambda_1, \ldots, \Lambda_m \), are the resulting \( \xi \)-approximate quorum clustering.
5.1 Computing an approximate quorum clustering

Definition 17. For a set $P$ of $n$ points in $\mathbb{R}^d$, and an integer $\ell$, with $1 \leq \ell \leq n$, let $r_{opt}(P, \ell)$ denote the radius of the smallest ball which contains at least $\ell$ points from $P$, i.e.,

$$r_{opt}(P, \ell) = \min_{q \in \mathbb{R}^d} d_2(q, P)$$

Similarly, for a set $\mathcal{R}$ of $n$ balls in $\mathbb{R}^d$, and an integer $\ell$, with $1 \leq \ell \leq n$, let $R_{opt}(\mathcal{R}, \ell)$ denote the radius of the smallest ball which completely contains at least $\ell$ balls from $\mathcal{R}$.

Lemma 18 ([14]). Given a set $P$ of $n$ points in $\mathbb{R}^d$ and integer $\ell$, with $1 \leq \ell \leq n$, one can compute, in $O(n \log n)$ time, a sequence of $\lceil n/\ell \rceil$ balls, $o_1 = b(u_1, \psi_1), \ldots, o_{\lceil n/\ell \rceil} = b(u_{\lceil n/\ell \rceil}, \psi_{\lceil n/\ell \rceil})$, such that, for all $i, 1 \leq i \leq \lceil n/\ell \rceil$, we have

(A) For every ball $o_i$, there is an associated subset $P_i$ of $\min(\ell, |Q_i|)$ points of $Q_i = P \setminus (P_i \cup \ldots \cup P_{i-1})$, that it covers.

(B) The ball $o_i = b(u_i, \psi_i)$ is a $2$-approximation to the smallest ball covering $\min(\ell, |Q_i|)$ points in $Q_i$; that is, $\psi_i/2 \leq r_{opt}(Q_i, \min(\ell, |Q_i|))$.

The algorithm to construct an approximate quorum clustering is as follows. We use the algorithm of Lemma 18 with the set of points $P = C$, and $\ell = k - c_d$ to get a list of $m = \lceil n/(k - c_d) \rceil$ balls $o_1 = b(u_1, \psi_1), \ldots, o_m = b(u_m, \psi_m)$, satisfying the conditions of Lemma 18. Next we use the algorithm of Theorem 16, to compute $(k, \varepsilon)$-ANN distances from the centers $u_1, \ldots, u_m$, to the balls of $B$.

Thus, we get numbers $\gamma_i$ satisfying, $(1/2)d_2(u_i, B) \leq \gamma_i \leq (3/2)d_2(u_i, B)$. Let $\zeta_i = \max(2\gamma_i, 3\psi_i)$, for $i = 1, \ldots, m$. Sort $\zeta_1, \ldots, \zeta_m$ (we assume for the sake of simplicity of exposition that $\zeta_m$, being the radius of the last cluster is the largest number). Suppose the sorted order is the permutation $\pi$ of $\{1, \ldots, m\}$ (by assumption $\pi(m) = m$). We output the balls $A_i = b(u_{\pi(i)}, \zeta_{\pi(i)})$, for $i = 1, \ldots, m$, as the approximate quorum clustering.

5.2 Correctness

The following lemmas prove the correctness of our approximate quorum clustering algorithm. Their proofs appear in the full version [16].

Lemma 19. Let $B = \{b_1, \ldots, b_n\}$ be a set of $n$ disjoint balls, where $b_i = b(c_i, r_i)$, for $i = 1, \ldots, n$. Let $C = \{c_1, \ldots, c_n\}$ be the set of centers of these balls. Let $b = b(c, r)$ be any ball that contains at least $\ell$ centers from $C$, for some $2 \leq \ell \leq n$. Then $b(c, 3r)$ contains the $\ell$ balls that correspond to those centers.

Lemma 20. Let $B = \{b_1 = b(c_1, r_1), \ldots, b_n = b(c_n, r_n)\}$ be a set of $n$ disjoint balls in $\mathbb{R}^d$. Let $C = \{c_1, \ldots, c_n\}$ be the corresponding set of centers, and let $\ell$ be an integer with $2 \leq \ell \leq n$. Then, $r_{opt}(C, \ell) \leq R_{opt}(B, \ell) \leq 3r_{opt}(C, \ell)$.

Lemma 21. The balls $A_1, \ldots, A_m$ computed above are a $12$-approximate quorum clustering of $B$.

Lemma 22. Given a set $B$ of $n$ disjoint balls in $\mathbb{R}^d$, such that $(k - c_d)|n$, and a number $k$ with $2c_d < k \leq n$, in $O(n \log n)$ time, one can output a sequence of $m = n/(k - c_d)$ balls $A_1, \ldots, A_m$, such that

(A) For each ball $A_i$, there is an associated subset $B_i$ of $k - c_d$ balls of $\mathcal{R}_i = B \setminus (B_1 \cup \ldots \cup B_{i-1})$, that it completely covers.

(B) The ball $A_i$ intersects at least $k$ balls from $B$.

(C) The radius of the ball $A_i$ is at most $12$ times that of the smallest ball covering $k - c_d$ balls of $\mathcal{R}_i$, completely, and intersecting $k$ balls of $B$. 
Proof. The correctness was proved in Lemma 21. To see the time bound is also easy as the computation time is dominated by the time in Lemma 18, which is $O(n \log n)$. ▶

6 Construction of the sublinear space data structure for $(k, \varepsilon)$-ANN

Here we show how to compute an approximate Voronoi diagram for approximating the $k$th-nearest ball, that takes $O(n/k)$ space. We assume $k > 2c_d$ without loss of generality, and we let $m = \lceil n/(k - c_d) \rceil = O(n/k)$. Here $k$ and $\varepsilon$ are prespecified in advance.

6.1 Preliminaries

The following notation was introduced in [14]. A ball $b$ of radius $r$ in $\mathbb{R}^d$, centered at a point $c$, can be interpreted as a point in $\mathbb{R}^{d+1}$, denoted by $b' = (c, r)$. For a regular point $p \in \mathbb{R}^d$, its corresponding image under this transformation is the mapped point $p' = (p, 0) \in \mathbb{R}^{d+1}$, i.e., we view it as a ball of radius 0 and use the mapping defined on balls. Given point $u = (u_1, \ldots, u_d) \in \mathbb{R}^d$ we will denote its Euclidean norm by $\|u\|$. We will consider a point $u = (u_1, u_2, \ldots, u_{d+1}) \in \mathbb{R}^{d+1}$ to be in the product metric of $\mathbb{R}^d \times \mathbb{R}$ and endowed with the product metric norm $\|u\|_{\oplus} = \sqrt{u_1^2 + \cdots + u_d^2 + |u_{d+1}|}$.

It can be verified that the above defines a norm, and for any $u \in \mathbb{R}^{d+1}$ we have $\|u\| \leq \|u\|_{\oplus} \leq \sqrt{2} \|u\|$.

6.2 Construction

The input is a set $B$ of $n$ disjoint balls in $\mathbb{R}^d$, and parameters $k$ and $\varepsilon$.

The construction of the data structure is similar to the construction of the $k$th-nearest neighbor data structure from the authors’ paper [14]. We compute, using Lemma 22, a $\xi$-approximate quorum clustering of $B$ with $m = \lceil n/(k - c_d) \rceil = O(n/k)$ balls, $\Sigma = \{\Lambda_1 = b(w_1, x_1), \ldots, \Lambda_m = b(w_m, x_m)\}$, where $\xi \leq 12$. The algorithm then continues as follows:

(A) Compute an exponential grid around each quorum cluster. Specifically, let

$$\mathcal{I} = \bigcup_{i=1}^{m} \bigcup_{j=0}^{\lceil \log(32\xi/\varepsilon) \rceil} G_{\zeta_1}(b(w_i, 2^jx_i), \frac{\varepsilon}{\zeta_1}),$$

be the set of grid cells covering the quorum clusters and their immediate environ, where $\zeta_1$ is a sufficiently large constant (say, $\zeta_1 = 256\xi$).

(B) Intuitively, $\mathcal{I}$ takes care of the region of space immediately next to a quorum cluster.$^2$

For the other regions of space, we can apply a construction of an approximate Voronoi diagram for the centers of the clusters (the details are somewhat more involved). To this end, lift the quorum clusters into points in $\mathbb{R}^{d+1}$, as follows

$$\Sigma' = \{\Lambda'_1, \ldots, \Lambda'_m\},$$

$^2$ That is, intuitively, if the query point falls into one of the grid cells of $\mathcal{I}$, we can answer a query in constant time.
where \( \Lambda'_i = (w_i, x_i) \in \mathbb{R}^{d+1} \), for \( i = 1, \ldots, m \). Note that all points in \( \Sigma' \) belong to \( U' = [0, 1]^{d+1} \) by Assumption 3. Now build a \((1 + \varepsilon/8)\)-ANN for \( \Sigma' \) using the algorithm of Arya and Malamatos [2], for distances specified by the \( \| \cdot \|_\infty \) norm. The AVD construction provides a list of canonical cubes covering \([0, 1]^{d+1}\) such that in the smallest cube containing the query point, the associated point of \( \Sigma' \), is a \((1 + \varepsilon/8)\)-ANN to the query point. (Note that these cubes are not necessarily disjoint. In particular, the smallest cube containing the query point \( q \) is the one that determines the assigned approximate nearest neighbor to \( q \).)

Clip this collection of cubes to the hyperplane \( x_{d+1} = 0 \) (i.e., throw away cubes that do not have a face on this hyperplane). For a cube \( I \) in this collection, denote by \( mn'(I) \), the point of \( \Sigma' \) assigned to it. Let \( S \) be this resulting set of canonical \( d \)-dimensional cubes.

(C) Let \( W \) be the space decomposition resulting from overlaying the two collection of cubes, i.e. \( I \) and \( S \). Formally, we compute a compressed quadtree \( T \) that has all the canonical cubes of \( I \) and \( S \) as nodes, and \( W \) is the resulting decomposition of space into cells. One can overlay two compressed quadtrees representing the two sets in linear time [7, 12]. Here, a cell associated with a leaf is a canonical cube, and a cell associated with a compressed node is the set difference of two canonical cubes. Each node in this compressed quadtree contains two pointers – to the smallest cube of \( I \), and to the smallest cube of \( S \), that contains it. This information can be computed by doing a BFS on the tree.

For each cell \( \square \in W \) we store the following.

(I) An arbitrary representative point \( \square_{\text{rep}} \in \square \).

(II) The point \( mn'(\square) \in \Sigma' \) that is associated with the smallest cell of \( S \) that contains this cell. We also store an arbitrary ball, \( b(\square) \in B \), that is one of the balls completely inside the cluster specified by \( mn'(\square) \) – we assume we stored such a ball inside each quorum cluster, when it was computed.

(III) A number \( \beta_k(\square_{\text{rep}}) \) that satisfies \( d_k(\square_{\text{rep}}, \mathcal{B}) \leq \beta_k(\square_{\text{rep}}) \leq (1 + \varepsilon/4)d_k(\square_{\text{rep}}, \mathcal{B}) \), and a ball \( mn_k(\square_{\text{rep}}) \in B \) that realizes this distance. In order to compute \( \beta_k(\square_{\text{rep}}) \) and \( mn_k(\square_{\text{rep}}) \) use the data structure of Section 4, see Theorem 16.

### 6.3 Answering a query

Given a query point \( q \), compute the leaf cell (equivalently the smallest cell) in \( W \) that contains \( q \) by performing a point-location query in the compressed quadtree \( T \). Let \( \square \) be this cell. Let,

\[
\lambda^* = \min \left( \| q' - mn'(\square) \|_\infty , \beta_k(\square_{\text{rep}}) + \| q - \square_{\text{rep}} \| \right). \tag{6.2}
\]

If \( \text{diam}(\square) \leq (\varepsilon/8)\lambda^* \) we return \( mn_k(\square_{\text{rep}}) \) as the approximate \( k \)th-nearest neighbor, else we return \( b(\square) \).

### 6.4 Correctness

**Lemma 23.** The number \( \lambda^* = \min \left( \| q' - mn'(\square) \|_\infty , \beta_k(\square_{\text{rep}}) + \| q - \square_{\text{rep}} \| \right) \) satisfies, \( d_k(q, \mathcal{B}) \leq \lambda^* \).

**Proof.** This follows by the Lipschitz property, see Observation 2.  

The proofs of the following lemmas appear in the full version [16].
Lemma 24. Let \( \square \in W \) be any cell containing \( q \). If \( \text{diam}(\square) \leq \varepsilon d_k(q, B)/4 \), then \( \text{nn}_k(\square_{rep}) \) is a valid \((1 \pm \varepsilon)\)-approximate \( k \)-th-nearest neighbor of \( q \).

Lemma 25. For any point \( q \in \mathbb{R}^d \) there is a quorum ball \( \Lambda_i = b(w_i, x_i) \) such that \((A)\) \( \Lambda_i \) intersects \( B(q, d_k(q, B)) \), \((B)\) \( x_i \leq 3\xi d_k(q, B) \), and \((C)\) \( \|q - w_i\| \leq 4\xi d_k(q, B) \).

Definition 26. For a given query point, any quorum cluster that satisfies the conditions of Lemma 25 is defined to be an anchor cluster. By Lemma 25 an anchor cluster always exists.

The following lemma, whose proof appears in the full version [16], gives a condition under which the output of the algorithm is correct.

Lemma 27. Suppose that among the quorum cluster balls \( \Lambda_1, \ldots, \Lambda_m \), there is some ball \( \Lambda_i = b(w_i, x_i) \) which satisfies that \( \|q - w_i\| \leq 8\xi d_k(q, B) \) and \( \varepsilon d_k(q, B)/4 \leq x_i \leq 8\xi d_k(q, B) \) then the output of the algorithm is correct.

The next lemma, whose proof appears in the full version [16], proves the correctness for the general case.

Lemma 28. The query algorithm always outputs a correct approximate answer, i.e., the output ball \( b \) satisfies \((1 - \varepsilon)d_k(q, B) \leq d(q, b) \leq (1 + \varepsilon)d_k(q, B) \).

6.5 The result

The following theorem encapsulates our main result for this section. Its proof appears in the full version [16].

Theorem 29. Given a set \( B \) of \( n \) disjoint balls in \( \mathbb{R}^d \), a number \( k \), with \( 1 \leq k \leq n \), and \( \varepsilon \in (0, 1) \), one can preprocess \( B \), in \( O\left( n \log n + \frac{n}{k} C_\varepsilon \log n + \frac{n}{k} C'_\varepsilon \right) \) time, where \( C_\varepsilon = O(\varepsilon^{-d} \log \varepsilon^{-1}) \) and \( C'_\varepsilon = O(\varepsilon^{-2d} \log \varepsilon^{-1}) \). The space used by the data structure is \( O(C_\varepsilon n/k) \).

Given a query point \( q \), this data structure outputs a ball \( b \in B \) in \( O\left( \log \frac{n}{k\xi} \right) \) time, such that \((1 - \varepsilon)d_k(q, B) \leq d(q, b) \leq (1 + \varepsilon)d_k(q, B) \).

Note that the space decomposition generated by Theorem 29 can be interpreted as a space decomposition of complexity \( O(C_\varepsilon n/k) \), where every cell has two input balls associated with it, which are the candidates to be the desired \((k, \varepsilon)\)-ANN. That is, Theorem 29 computes a \((k, \varepsilon)\)-AVD of the input balls.

7 Conclusions

In this paper, we presented a generalization of the usual \((1 \pm \varepsilon)\)-approximate \( k \)-th-nearest neighbor problem in \( \mathbb{R}^d \), where the input are balls of arbitrary radius, while the query is a point. We first presented a data structure that takes \( O(n) \) space, and the query time is \( O(\log n + \varepsilon^{-d}) \). Here, both \( k \) and \( \varepsilon \) could be supplied at query time. Next we presented an \((k, \varepsilon)\)-AVD taking \( O(n/k) \) space. Thus showing, surprisingly, that the problem can be solved in sublinear space if \( k \) is sufficiently large.
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Abstract

A switching network of depth $d$ is a layered graph with $d$ layers and $n$ vertices in each layer. The edges of the switching network do not cross between layers and in each layer the edges form a partial matching. A switching network defines a stochastic process over $S_n$ that starts with the identity permutation and goes through the layers of the network from first to last, where for each layer and each pair $(i,j)$ in the partial matching of the layer, it applies the transposition $(ij)$ with probability half. A switching network is good if the final distribution is close to the uniform distribution over $S_n$.

A switching network is $\varepsilon$-almost $q$-permutation-wise independent if its action on any ordered set of size $q$ is almost uniform, and is $\varepsilon$-almost $q$-set-wise independent if its action on any set of size $q$ is almost uniform. Mixing of switching networks (even for $q$-permutation-wise and $q$-set-wise independence) has found several applications, mostly in cryptography. Some applications further require some additional properties from the network, e.g., the existence of an algorithm that given a permutation can set the switches such that the network generates the given permutation, a property that the Benes network has.

Morris, Rogaway and Stegers showed the Thorp shuffle (which corresponds to applying two or more butterflies one after the other) is $q$-permutation-wise independent, for $q = n^\gamma$ for $\gamma$ that depends on the number of sequential applications of the butterfly network. The techniques applied by Morris et al. do not seem to apply for the Benes network.

In this work we show the Benes network is almost $q$-set-wise independent for $q$ up to about $\sqrt{n}$. Our technique is simple and completely new, and we believe carries hope for getting even better results in the future.
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1 Introduction

The subject of this paper is the generation of a random permutation through the composition of (few) simple building blocks. The question is quite old and appears in many different contexts, one prominent example is the application to CCA-security in cryptography. Generating an almost random permutation on log $n$-bit strings in such a way, ensures CCA-security to almost $2^n$ queries (see for example [14]). The problem comes in two main flavors:
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Mixing with simple permutations: Here, we have a small subset of (usually simple) permutations, and we ask how fast the process of composing random elements from the subset converges to the uniform distribution over $S_n$. Some typical examples are, e.g., when:
- The subset that contains all transpositions,
- The subset that contains all permutations whose cycle decomposition is $2^{n/2}$, i.e., they are a product of $n/2$ disjoint transpositions, and,
- The subset that contains all permutations in some conjugacy class of $S_n$.

A seminal result of Diaconis and Shahshahani [6] analyzes the case where the conjugacy class is the set of all transpositions, and shows that the mixing time is about $1/2 n \log n + \Theta(n)$ steps. This result was later extended to the conjugacy class of $r$-cycles [11]. The technique uses non-commutative Fourier transform and combinatorics of Young Tableaux, and has been used with great success in many works.

Switching networks: A switching network of depth $d$ is a layered graph with $d$ layers and $n$ vertices in each layer. The edges of the switching network do not cross between layers and in each layer the edges form a partial matching. A switching network defines a stochastic process over $S_n$ that starts with the identity permutation and goes through the layers of the network from first to last, where for each layer and each pair $(i,j)$ in the partial matching of the layer, it applies the transposition $(ij)$ with probability half. A switching network is good if the final distribution is close to the uniform distribution over $S_n$.

One may view the switching network problem as a derandomized version of mixing with simple permutations. For example, Diaconis and Shahshahani showed that composing $d = 1/2 n \log n + \Theta(n)$ random transpositions is sufficient and necessary for getting a (close to) uniform permutation. However, a switching network would show a specific sequence $\sigma_1, \ldots, \sigma_t$, such that picking $i_1, \ldots, i_t \in \{0, 1\}$ at random and applying $\sigma_{i_1} \ldots \sigma_{i_t}$ would generate a close to uniform distribution over $S_n$.

Similarly, the matching-exchange process goes as follows. A random perfect matching on the $n$ elements is chosen uniformly at random, and for each pair $(i,j)$ in the matching, the transposition $(ij)$ is applied with probability half. One way to analyze this process is by choosing $k$ (the number of transpositions) between 0 and $n/2$ according to the binomial distribution, and then choosing a random permutation from the conjugacy class $2^k 1^{n-2k}$. Using non-commutative Fourier analysis and character estimates [12] proved the process converges to uniform in $O(\log n)$ time. Another proof of the same result, but with inferior constants, was obtained using delayed path coupling [4].

Building a switching network would show a specific sequence of perfect matchings that can be used in the matching-exchange process. Thus, constructing a switching network essentially amounts to de-randomizing the matching-exchange process, thus limiting the use of randomness to the bare minimum needed for generating a distribution close to uniform over $S_n$.

Moreover, it turns out in some important applications (e.g., CCA security) it is crucial to have the second variant (of a mixing network) rather than the first one (of mixing with simple permutations). Another application is for the security of electronic voting and the efficient zero knowledge proofs for the decryption of the encrypted votes (see for example: [2, 1] and [10]). In this application both variants may be used.

However, the question whether good shallow switching networks exist is still wide open. In 1981, David Chaum [3], suggested a cryptographic protocol that guarantees anonymous communication, provided that shallow switching networks exist. In 1993, Rackoff and Simon [15] claimed an explicit switching network of depth $\text{poly}(\log n)$ is good. Rackoff and Simon
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gave only a short sketch of the proof while the full proof of the theorem, which had been
delayed to the journal version of the paper, was never published. In 1999, Czumaj et
al. [4] claimed the existence of a good switching network of depth $O(\log^2 n)$, however, the
correctness proof was deferred to the full version of the paper and has not appeared to date.
Finally, it has been proven in [5] using delayed path coupling that:

- **Theorem 1** ([5]). There exists an explicit construction of a good switching network of
depth $\text{polylog}(n)$.

Morris [13] constructed, using totally different techniques, an explicit switching network
of depth $O(\log^4 n)$ that builds upon Thorp shuffle. We expand on this shortly. Still, in our
current state of knowledge, it is not known whether good switching networks of logarithmic
depth exist.

1.1 q-wise independence

One way to visualize the action of a switching network is as follows. Assume we have a
switching network with $n$ vertices and $d$ layers. Put $n$ numbered balls on the $n$ vertices of
the first layer. Go through the layers from first to last, and for each layer, and each pair $(i, j)$
in the partial matching of the layer, with probability half switch the balls that are currently
at positions $i$ and $j$. A network is good if the distribution of the $n$ numbered balls at the
last layer is close to uniform.

One may weaken this definition by considering the action of the network on only $q \leq n$
numbered balls. Further weakening is considering the case where the balls are identical balls.

- We say a network is $\varepsilon$-almost $q$-permutation-wise independent if for any possible way of
  putting $q$ numbered balls, the distribution of the balls at the last layer is $\varepsilon$-close to the
  uniform distribution on all the $\binom{n}{q}$ possible end configurations.
- We say a network is $\varepsilon$-almost $q$-set-wise independent if for any possible way of putting
  $q$ identical balls, the distribution of the balls at the last layer is $\varepsilon$-close to the uniform
distribution on all the $\left(\begin{array}{c}n \\ q \end{array}\right)$ possible end configurations.

A network that is $q$ permutation–wise independent is in particular $q$ set–wise independent.

Mathematically, the $q$-wise independence problem is natural. The permutation-wise
problem compares the action of the network and the action of $S_n$ on the set $X = [n]_q$ of all
ordered subsets of size $q$, and the set-wise problem does the same for the set $X = \binom{[n]}{q}$
of all subsets of size $q$. The $q$-wise question was extensively studied, e.g., by Gowers [7]
and later by Hoory et al. [8], who show, using canonical paths, that composing few random
simple permutations from a certain fixed family is $\varepsilon$-almost $q$-wise. Morris, Rogaway and
Stegers [14] showed the Thorp shuffle, that we soon discuss, is almost $q$ permutation–wise
independent for a large $q$, and we soon expand on their result.

1.2 The Thorp shuffle and the butterfly network

We first introduce some notation. For $0 \leq x < n$ let $x = x_0 x_1 \ldots x_i$ be its binary
representation. Let $\overline{x}$ (resp. $\overline{x}$) be the integer that has the same binary representation as $x$
except that its most significant bit is 0 (resp. 1) independent of the most significant bit of $x$.

\footnote{It seems that the constant in the exponent is currently at least 7.}
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I.e.,

\[
\underline{x} = 0, x_{\log n-1}, \ldots, x_1 \\
\underline{\tau} = 1, x_{\log n-1}, \ldots, x_1
\]

For example, if \( n = 16 \), \( x = 11 \) then \( \underline{x} = 3 \) and \( \underline{\tau} = 11 \).

Now we introduce the Thorp shuffle. At each stage of the Thorp shuffle we do the following:

- For all \( 0 \leq x < n/2 \), with probability half we switch the elements in cells number \( x \) and \( \tau \) (and keep them in place with probability half).
- We permute the elements as follows: an element that is at cell number \( x_{\log n-1}, \ldots, x_1 \) is moved to cell number \( x_{\log n-1}, \ldots, x_1, x_{\log n} \). Notice that this forms a permutation over the \( n \) elements.

This process is equivalent to the butterfly switching network. In the butterfly switching network we have \( \log n \) layers with \( n \) vertices in each layer. We index the \( n \) elements by their binary representation in \( \{0, 1\}^{\log n} \). The edges of the \( i \)’th layer, for \( i = 1, \ldots, \log n \), connect \( x, y \in \{0, 1\}^{\log n} \) if and only if they differ only in the \( i \)’th coordinate. The Thorp shuffle for \( T = r \log n \) stages is equivalent to applying \( r \) butterfly switching networks one after the other.

One way to visualize what the butterfly switching network does is as follows. Take the \( (\log n) \)-dimensional cube with its usual edges, i.e., \( x, y \in \{0, 1\}^{\log n} \) are neighbors if and only if they differ only in one coordinate. For every \( i \) and edge \( (x, x + e_i) \) color the edge with color \( i \). As before, put \( n \) numbered balls on the \( n \) vertices of the cube, go sequentially over \( i = 1, \ldots, \log n \), and for each edge \( (x, y) \) colored \( i \), switch the balls on \( x, y \) with probability half.

The butterfly switching network (or equivalently the thorp shuffle with \( \log n \) stages) induces a probability distribution over permutations of \( S_n \). What can we say about it?

Clearly, the butterfly network is 1-wise (set and permutation) perfect, i.e. if we put one ball at any starting vertex \( x \in \{0, 1\}^{\log n} \) and apply the network, the ball will have the same (\( \frac{1}{n} \)) probability to finish at any vertex. However, if we look at two balls, things are not that good. Suppose we start with two balls on vertices \( x_1, x_2 \) that are connected by an edge colored 1, i.e., \( x_2 = x_1 + e_1 \). Notice that after stage 1 the two balls have different first coordinate, and this does not change later on. Thus, the two balls must end up at vertices that differ in their first bit. A random permutation, however, would do that only with probability half. Thus, the induced distribution over \( S_n \) is far from uniform (set and permutation wise).

In [14] , Morris et al. analyze the Thorp shuffle. They show using a clever coupling argument, that applying the Thorp shuffle \( T = 2r \log n \) stages, is \( \frac{2}{r+1} \cdot \left( \frac{4q \log n}{n} \right)^r \)-almost \( q \)-wise-permutation independent. For example running the butterfly twice (i.e., \( r = 1 \)) we get \( \varepsilon = \frac{2q \log n}{n} \) and we may have \( q \) almost as large as \( \sqrt{n} \).

1.3 The Benes network

Another classical switching network is the Benes network. The Benes network is applying the butterfly twice, first in its original order, and then in reversed order. Thus, the Benes network is similar to the Thorp shuffle in that it repeatedly uses the butterfly network, but it differs from it in the way it orders the layers. An example of the Benes network on eight vertices is given in Figure 1.
It is well known that the Benes network gives positive probability to each permutation \( \pi \in S_n \), see, e.g., [9, Section 3.2]. Other than that, not much was known about the distribution induced over \( S_n \) by the Benes network. The techniques of Morris et al. do not seem to work for the Benes network.\(^2\)

The Benes network is mathematically very natural (as it makes the operator Hermitian, see Sec 2.1). It also induces a clean recursive structure, i.e., a Benes network on \( n \) elements is composed of simple first and last layers, and two parallel Benes networks on \( n/2 \) elements, see Section 2.1 and Figure 1. This clean recursive structure is also behind the proof that every permutation may be obtained by the Benes network.

Also, the Benes network appears in many applications, and often the reason is exactly this clean structure it possesses. For example, Abe [2] uses the Benes network for mixnets (and electronic voting) and a key property that is required is the ability to easily route any permutation on the network, a property that, as far as we know, the thorp shuffle lacks.

There are therefore two main reasons to study the Benes network: the first is that it appears in protocols that require some specific property of it. The second is that it is mathematically elegant, and the hope that one may be able to use its elegant recursive structure to finally give a construction of a good logarithmic-depth switching network. In particular, it is possible that applying sequentially a constant number of Benes networks, defines a distribution that is close to uniform over \( S_n \).

In this work we use the elegant structure of the network and prove that the Benes network is \( \varepsilon \)-almost \( q \)-set-wise independent, for \( q \) up to about \( \sqrt{n} \). Specifically, we prove:

\[ \text{Theorem } 2. \text{ The Benes network is } \frac{2(q-1)}{2n} \text{-almost } q \text{-set-wise independent.} \]

Parameter-wise, the result we obtain is slightly better than the one obtained in [14] for the corresponding Thorp shuffle (with \( 2 \log n \) stages). On the downside, [14] show \( q \)-permutation-wise independent and also show that applying a series of Thorp shuffle sequentially significantly reduces the error, while we do not show the corresponding fact for the Benes network.

More importantly, we believe the proof technique, that is completely different than the one in [14], is of independent interest, and reveals the delicate and beautiful structure of the Benes network. We give a recursive formula for the probability the Benes moves a given set of \( q \) elements to another, and we identify the crucial parameters on which it depends. The question then reduces to a combinatorial question, that can be solved by analyzing two related experiments. Using this we prove that any set of \( q \) elements is obtained with probability at least \( \frac{2^q}{n^q} \) (and notice how close this is to the uniform probability of \( \frac{1}{\binom{n}{q}} \)) which is a strong and surprising result by itself. We believe there might be a way to tighten the analysis given in the paper and achieve much better results (e.g., proving \( q \) above \( \sqrt{n} \)). We view this work as a first step of understanding the Benes switching network and believe it sheds light on the way it operates and we hope it may possibly lead to solving the challenging problem of constructing a good switching network of logarithmic depth.

\section{Definitions and Notation}

For a set \( S \), \( \binom{S}{q} \) is the set of all \( q \)-subsets of \( S \), i.e., \( \{ A \subseteq S \mid |A| = q \} \). We let \([n]\) denote the set \( \{0, \ldots, n-1\} \). The symmetric group \( S_n \) acts on \( \binom{[n]}{q} \) in a natural way, \( \pi(A) = \)

\[ \text{(some equation or description related to the Benes network, if necessary).} \]

\(^2\) One key ingredient in the proof is the fact that using the update rule described in the paper, for time \( t \geq \log n - 1 \), the probability that any two elements are adjacent at time \( t \) is \( \leq 2^{t-\log n} \). This does not hold for the Benes network since with this update rule the probability can only be bounded by \( \leq 2^{t-0.5 \log n} \).
The Benes Network is a network with a specific structure, defined as a graph with $n$ vertices and $2n-1$ edges. Its nodes are labeled with elements of $S_n$, the symmetric group on $n$ elements. The edges connect nodes according to a specific rule defined by the matrix $D_X$.

For a distribution $\mathcal{D}$ over $S_n$, we let $D_X$ denote the $|X| \times |X|$ matrix

$$D_X = \sum_{\pi \in \mathcal{S}_n} \mathcal{D}(\pi) \cdot \pi_X.$$  

If $H$ is a subset of $\mathcal{S}_n$, we identify it with the flat distribution over $H$, and let $H_X$ be the corresponding matrix.

Given $x, y \in [n]$, we say $x \sim y$ if their binary representations differ only on bit number $i$ (starting with the least significant bit). For example, $13 \sim 15$ since their binary representations are 1101 and 1111.

A Benes network is a layered graph with $2 \log n$ layers, indexed from 1 to $2 \log n$ and $n$ vertices in each layer. In layers $i$ and $2 \log n + 1 - i$ (for $i = 1, \ldots, \log n$), the matching is formed by all the edges $(x, y)$ s.t. $x \sim y.\log n + 1 - i$.

Alternatively, let $H_i$ (for $i = 1, 2, \ldots, \log n$) be the abelian subgroup of $\mathcal{S}_n$ generated by the set of $n/2$ disjoint transpositions

$$\left\{ (x \ y) \mid x \sim y \right\}.$$

A Benes network is a series $H^\log n, \ldots, H^1, H^1, \ldots, H^\log n$ indexed by $n$.

A Benes network defines a distribution $\mathcal{B}(n)$ on $S_n$ as follows: pick $\sigma_{\log n} \in H^\log n, \ldots, \sigma_1 \in H^1, \sigma_1 \in H^1, \ldots, \sigma_{\log n} \in H^\log n$ and output $\sigma_{\log n} \cdot \ldots \cdot \sigma_1 \cdot \sigma_1 \cdot \ldots \cdot \sigma_{\log n} \in S_n$. We denote

$$B_X^{(n)} = \Sigma_{\pi \in \mathcal{S}_n} \mathcal{B}(\pi) \cdot \pi_X.$$  

As before, when $X = \mathcal{S}_n$ and the action is by left multiplication, we denote $B_X^{(n)}$ simply by $B^{(n)}$, and if $X = (i^{\log n})$ and the action is the natural action, we denote $B_X^{(n)}$ by $B_q^{(n)}$. When $n$ is clear from the context we omit it and write $\mathcal{B}, B_X, B_q$ and $B$ instead of $\mathcal{B}(n), B_X^{(n)}, B_q^{(n)}$ and $B^{(n)}$ respectively. Notice that

$$B_X = H_X^\log n \cdot \ldots \cdot H_X^1 \cdot H_X^1 \cdot \ldots \cdot H_X^\log n.$$  

Looking at Eq (3) we see that for every $X$, $B_X$ is Hermitian and positive. Looking at Eq (2) we see that $B_X$ is stochastic. In particular $B_X$ is also doubly stochastic.

As $B_X$ is Hermitian we have that $(B_X^{(n)})_{\alpha,\beta} = (B_X^{(n)})_{\beta,\alpha}$ for any $\alpha, \beta \in X$. Since for any $\pi \in \mathcal{S}_n$ and $A \subseteq [n]$ we have that $\pi(A^c) = (\pi(A))^c$, then $(B_X^{(n)})_{\alpha,\beta} = (B_{\alpha-q}^{(n)})_{\alpha,\beta}$ for any $A_1, A_2 \in [n]$, where $c$ denotes set complement, i.e., $A^c = [n] - A$. 
2.2 Almost q-set-wise independence

Definition 3 (Almost q-set-wise Independence). Let $\mathcal{D}$ be a distribution over $S_n$, and $q$ an integer. We say $\mathcal{D}$ is $\varepsilon$–almost $q$–set-wise independent in norm $\ell$, if for any initial distribution $\nu_0$ over $X = \begin{pmatrix} n \\ q \end{pmatrix}$,

$$\|D_X \nu_0 - U_X\| \leq \varepsilon,$$

where $D_X$ is the $|X| \times |X|$ matrix defined in Eq (1) and $U_X$ is the uniform distribution over $X$.

As usual, it is enough to show that

$$\|D_X \nu_0 - U_X\| \leq \varepsilon,$$

for initial distributions $\nu_0$ that are 1 on one element of $X$ and zero otherwise and use the convexity of the norm.

It is well known that $\mathcal{B}$ is perfectly one-wise independent, i.e

$$B_1 = \frac{1}{n} J,$$

where $J$ is the all-one matrix.
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3 Benes is $q(q-1)/2n$-almost q-set-wise independent

Theorem 4. For every $q$ and $n$ such that $\left(\frac{q}{2}\right) \leq n$, the Benes network is $\frac{q(q-1)}{2n}$-almost $q$-set-wise independent

Proof. Fix $X = [n]_q$. Take $\beta \in [n]_q$ and let $\nu_0$ be the distribution that is 1 on $\beta$. By our previous remark, it is enough to show that:

$$\| (B^n_q)_{\nu_0} - 1_X \|_1 \geq \sum_{\alpha \in X : (B^n_q)_{\alpha, \beta} < U_q} (U_q - (B^n_q)_{\alpha, \beta}) \leq \varepsilon,$$

where $U_q = \frac{1}{(n)_q}$. The central ingredient in the proof is showing that:

Lemma 5 (Main). For every $q \leq n$ where $n$ is a power of 2 and every $\alpha, \beta \in [n]_q$ we have that $(B^n_q)_{\alpha, \beta} \geq \frac{q!}{n^q}$

Having the lemma we see that

$$\sum_{\alpha : (B^n_q)_{\alpha, \beta} < U_q} (U_q - (B^n_q)_{\alpha, \beta}) < \sum_{\alpha \in [n]_q} (U_q - \frac{q!}{n^q})$$

$$= \sum_{\alpha \in [n]_q} U_q - \sum_{\alpha \in [n]_q} \frac{q!}{n^q}$$

$$= 1 - \binom{n}{q} \frac{q!}{n^q}$$

$$= 1 - (1 - \frac{1}{n})(1 - \frac{2}{n})\ldots(1 - \frac{q-1}{n})$$

$$< \frac{q-1}{n} \sum_{i=0}^{q-1} i = \frac{q(q-1)}{2n}.$$ 

Whereas the first inequality is using the lemma and summing over all $\alpha \in [n]_q$, the equalities are simple algebra and the second inequality is simply inclusion-exclusion principle: Think of independent events $A_i$, $i = 1 \ldots m$ with probabilities $p_i$. Then the probability that at least one of the event occurs is given by $1 - (1 - p_1)(1 - p_2)\ldots(1 - p_m)$ and is smaller then $\sum_{i=1}^m p_i$. Now take $m = q - 1$ and $p_i = \frac{1}{n}$ and the inequality follows.

Before proving the main lemma we will look into the recursive structure of the Benes network and obtain a recursive formula for $(B^n_q)_{\alpha, \beta}$.

4 The recursive structure of the Benes network

Looking at the Benes network, we notice that if we take the series

$$H^{\log n_{i-1}}, \ldots, H^1, H^1, \ldots, H^{\log n_{i-1}}$$

where $H^i$ (for $i = 1, \ldots, \log n - 1$) is the subgroup of $S_n$ generated by the set of $n/4$ transpositions $\{(x y) \mid x \sim y, x < n/2\}$, we get a Benes network on $[n/2]$.

Taking $H^{\log n_{i-1}}, \ldots, H^1, H^1, \ldots, H^{\log n_{i-1}}$, where $H^i$ (for $i = 1, \ldots, \log n - 1$) is the subgroup of $S_n$ generated by the set of $n/4$ transpositions $\{(x y) \mid x \sim y, x \geq n/2\}$, gives us a switching network on $\{n/2, \ldots, n-1\}$ that is isomorphic to the Benes network on $[n/2]$. 
We now want to use this recursive structure to get a recursive formula for \((B^q_n)_{\alpha,\beta}\), which is the probability that if we choose \(\pi_{\log n} \in H^{\log n}\), \(\pi_1 \in H^1\), \(\sigma_1 \in H^1\), \(\sigma_{\log n} \in H^{\log n}\) (all with flat probability \(\frac{1}{n}\)) then \(\sigma_{\log n} \cdot \ldots \cdot \sigma_1 \cdot \pi_1 \cdot \pi_{\log n}(\beta) = \alpha\).

The first and last layers of the Benes network connect two inputs that differ only in the most significant bit. We use the notation of \(\underline{x}\) and \(\overline{x}\) introduced earlier. We remind the reader that \(x \sim^n \underline{x}\) and that either \(x = \underline{x}\) or \(x = \overline{x}\).

Given \(\alpha \subseteq [n]\), we denote
\[
\underline{\alpha} = \{x \mid x \in \alpha\} \\
\overline{\alpha} = \{x \mid x \in \alpha\}
\]

We say \(\beta \in X = \binom{[n]}{q}\) contains a pair \((\underline{x}, \overline{x})\) if both \(\underline{x}, \overline{x}\) belong to \(\beta\). We observe that if \(\pi \in H^{\log n}\) then \(\pi \{\underline{x}, \overline{x}\} = \{\underline{x}, \overline{x}\}\). An element \(x \in [n]\) is called paired in \(\beta\) if \(\beta\) contains \((\underline{x}, \overline{x})\).

\begin{prop}[Recursive Formula] Fix \(\alpha\) and \(\beta\) in \(X = \binom{[n]}{q}\). Assume now \(\beta\) contains \(r\) pairs \((\underline{x}, \overline{x})\) and \(\alpha\) contains \(d\) such pairs. Denote \(R\) and \(D\) the set of paired elements in \(\beta\) and \(\alpha\) respectively. Either \(r\) or \(d\) may be zero. Denote by \(R_1\) the set of paired elements in \(\beta\) that are on the left side of the network (i.e., belong to \([n/2]\)). Symmetrically denote by \(R_2\) the set of paired elements in \(\beta\) that are on the right side of the network (i.e., belong to \([n/2, \ldots, n-1]\)). Notice that \(R_2 = \overline{R}_1\) and that \(R = R_1 \cup R_2\). We denote respectively the sets \(D_1, D_2\) for \(\alpha\). So \(|R_1| = |R_2| = r\) and \(|D_1| = |D_2| = d\). In this setting we have:
\[
(B^q_n)_{\alpha,\beta} = \frac{1}{2^{2q-2r}} \cdot \frac{1}{2^{-2q-2d}} \sum_{\beta \subseteq \beta \subseteq \beta \subseteq \beta - R_2, \alpha \subseteq \alpha \subseteq \alpha - D_2} (B^q_{|\beta|})_{\alpha,\beta} \cdot (B^q_{n-|\beta|})_{\alpha - \beta, \beta - \alpha - \beta}
\]

\end{prop}

\begin{proof}[Proof of Proposition 1] The action of the first layer of the Benes network on \(\beta\) is captured by the set \(\beta_L \subseteq \beta\) of elements of \(\beta\) that are moved by the first layer to the left side. Clearly, for any \(\pi_{\log n} \in H^{\log n}\) we have that \(\pi_{\log n}(R) = R\). Thus, paired elements in \(\beta\) are left in place, so \(R_1\) stays on the left side and \(R_2\) on the right side. Non-paired elements, i.e., the set \(\beta - R\) can be either moved to the left or to the right, and each possibility occurs with equal probability.

Thus, to transfer \(\beta\) to \(\alpha\) through the Benes network we have to go over all the possibilities to choose \(\beta_L\) s.t. \(R_1 \subseteq \beta_L \subseteq \beta - R_2\). Once we choose \(\beta_L\), we have to route \(\beta_L\) through the left Benes network to some \(\alpha_L\) and \(\beta - \beta_L\) through the right Benes network to \(\alpha - \alpha_L\). The last layer then routes \(\alpha_L\) to \(\beta_L\).

Let us see what paths are possible. First, as we saw before, we have freedom to choose any \(R_1 \subseteq \beta_L \subseteq \beta - R_2\). Next, we have freedom to choose any \(\alpha_L\) such that \(|\alpha_L| = |\beta_L|\) and \(D_1 \subseteq \alpha_L \subseteq \alpha - D_2\). The probability of such an event is \(\frac{1}{2^{2q-2r}}\) for the probability the first layer is captured by \(\beta_L\), \(\frac{1}{2^{2q-2d}}\) for the probability the last layer is captured by \(\alpha_L\), and for each \(\alpha_L, \beta_L\) as above, \((B^q_{|\beta|})_{\alpha_L, \beta_L}\) for the probability the left Benes network routes \(\beta_L\) to \(\alpha_L\), and \((B^q_{n-|\beta|})_{\alpha - \beta, \beta - \alpha - \beta}\) for the probability the right Benes network routes \(\beta - \beta_L\) to \(\alpha - \alpha_L\).

We now prove the main lemma.

\section{Proof of main lemma}

\begin{proof}[Proof of Lemma 5] We prove the lemma by induction on \(q\) using the recursive structure of the Benes network. The base case is \(q = 1\) and arbitrary \(n\) and is very simple: \((B^1_n)_{\alpha,\beta} = \frac{1}{n}\) for every \(\alpha, \beta \in \binom{[n]}{1}\). We now assume for all \(q \leq q_0\) and we prove for \(q = q_0 + 1\).

\end{proof}
We prove the case \( q = q_0 + 1 \) by induction on \( n \). The base case is for \( n = n_q \) where \( n_q \) is the first power of 2 such that \( q \leq n_q \), i.e. \( \frac{n_q}{2} < q \leq n_q \). In this case

\[
(B^q_n)_{\alpha, \beta} = (B^n_{n_q - q})_{\alpha^*, \beta^*} \geq \frac{(n_q - q)!}{n_q^{n_q - q}} \geq \frac{q!}{n_q^q},
\]

where we have used the simple fact that \( n_q - q \leq q_0 \) and the induction hypothesis on \( q \).

Now, fix \( \alpha \) and \( \beta \) in \( X = \binom{n}{q} \) with the same setting as proposition 1. We get:

\[
(B^n_q)_{\alpha, \beta} = \frac{1}{2q - 2r} \sum_{i=r}^{q-r} \binom{q}{r} d_i \binom{q - 2r}{i - r} \binom{q - 2d}{i} \frac{(q - i)!}{(q - i)!} \frac{q!}{n^q},
\]

where the inequality is by induction on \( n \) and the final equality is simple algebra.

We want to show that \( \frac{(q - 2d)!}{n^q} \sum_{i=r}^{q-r} \binom{q - 2r}{i - r} \frac{(q - i)!}{(q - i)!} \frac{q!}{n^q} \). This follows from our main combinatorial lemma:

\[\textbf{Lemma 6 (Combinatorial Lemma).} \text{ Let } d \leq r \text{ then:} \]

\[
(q - 2d)! \binom{d}{r}^2 \sum_{i=r}^{q-r} \binom{q - 2r}{i - r} \frac{(q - i)!}{(q - i)!} \frac{q!}{n^q} \geq \frac{q!}{n^q}.
\]

We now prove the combinatorial lemma.

\[\textbf{Proof of Lemma 6.} \text{ We denote } (N)_l = N(N - 1) \ldots (N - l + 1) = \frac{N!}{(N - l)!}, \text{ so if } l > N \text{ then } (N)_l = 0. \text{ The inequality is equivalent to} \]

\[
\sum_{i=r}^{q-r} \binom{q - 2r}{i} \frac{(q - i)!}{(q - i)!} \frac{q!}{2d^q} \geq \frac{(q - 2d)!}{2d^q}.
\]

We consider two experiments. In both experiments we have \( q \) numbered balls, and two colors black and white. In the first experiment we color all the \( q \) balls uniformly at random. In the second experiment \( r \) of the balls are already colored white and \( r \) are colored black and we color the remaining \( q - 2r \) balls uniformly at random. In both experiments we define a random variable \( X \) whose value is the number of possibilities to choose an ordered sequence of \( d \) white balls and an ordered sequence of \( d \) black balls. I.e., if \( C \) is the random variable counting the number of balls that are colored white, then \( X = (i)_d(q - i)_d \) given that \( C = i \). Now we compute the expected value of \( X \) in each of the two experiments.
In the first experiment $E(X) = \sum_{i=d}^{q-d} \frac{q}{2^q} (i)_{q} (q_i)_{d}$, and rearranging:

$$\sum_{i=d}^{q-d} \frac{q}{2^q} (i)_{q} (q_i)_{d} = \frac{1}{2^q} \sum_{i=d}^{q-d} \frac{q!}{i!(q-i)!} (i)(q_i)_{d}$$

$$= \frac{1}{2^q} \sum_{i=d}^{q-d} \frac{q!}{i!(q-i)!} = \frac{(q)_{2d}}{2^q} \sum_{i=d}^{q-d} (q-2d)!$$

$$= \frac{(q)_{2d}}{2^q} \sum_{i=d}^{q-d} (q-2d)!(q-i)! (q-i-d)!$$

Thus, this is exactly the right term in inequality (5). Also, in the second experiment

$$E(X) = \sum_{i=r}^{q-r} \frac{(q-2r)}{2^{2q-2r}} (i)_{d}(q_i)_{d}$$

which is the left term in the inequality. Thus, we need to prove that $E(X)$ in the second experiment is larger than $E(X)$ in the first experiment.

Let $t_i$ denote the probability that $C = i$ in the first (second) experiment respectively. Namely, $t_i = \frac{(q)}{2^q}$ and $p_i = \frac{(q-2r)}{2^{2q-2r}}$. Let $X_i = (X|C = i)_{d}(q_i)_{d}$. It is easy to see that:

**Claim 1.** If $i, j$ are integers, $(d \leq i < j \leq \frac{q}{2})$, then $t_i < t_j$ and $p_i < p_j$.

Also:

**Lemma 7.** If $i, j$ are integers, $(d \leq i < j \leq \frac{q}{2})$ then $X_i < X_j$.

**Lemma 8.** If $d \leq i < j \leq \frac{q}{2}$ then $\frac{p_i}{p_{i+1}} > \frac{t_i}{t_j}$.

Both lemmas are proven easily by induction. Take $j = i + 1$, and by simple algebra one can see that the inequalities in both lemmas are equivalent to $2i < q - 1$ which is true since $i$ is an integer and $i < \frac{q}{2}$. For example, $\frac{p_i}{p_{i+1}} = \frac{2i}{q-i-1}$ and therefore $p_i < p_{i+1}$ iff $i + 1 - r < q - r - i$ iff $2i < q - 1$.

Now, from these two lemmas together with the symmetry around $\frac{q}{2}$ of our variables and probabilities ($X_j = X_{q-j}$, $t_j = t_{q-j}$, $p_j = p_{q-j}$), we get that there exists some index $i_0 \leq \frac{q}{2}$ such that $p_i \geq t_i$ if and only if $i \in S = \{i_0, i_0 + 1, \ldots, q - i_0\}$. We also know that since $\{X_i\}_i = 1, \ldots, \frac{q}{2}$ is monotonically increasing, it must be that for any $i \in S, j \in S^c$ we have that $X_i > X_j$. We now prove this implies that the expected value of the second experiment is larger than that of the first experiment:

**Lemma 9.** Let $\{X_i\}_{i \in A}$ be a set of non negative variables. Assume $S \subset A$ such that:

- For any $i \in S, j \in S^c$ we have that $X_i \geq X_j$, i.e $\min_{i \in S} \{X_i\} \geq \max_{i \in S^c} \{X_i\} = X_{\max}(S^c)$. And,
- Let $\{p_i\}_{i \in A}$ and $\{t_i\}_{i \in A}$ be two distributions such that $p_i \geq t_i$ if and only if $i \in S$.

Then $\sum_{i \in A} p_i X_i \geq \sum_{i \in A} t_i X_i$.

To see the lemma, notice that:

$$\sum_{i \in A} p_i X_i = \sum_{i \in S} p_i X_i + \sum_{i \in S^c} p_i X_i = \sum_{i \in S} t_i X_i + \sum_{i \in S} (p_i - t_i) X_i + \sum_{i \in S^c} t_i X_i + \sum_{i \in S^c} (p_i - t_i) X_i$$

$$= \sum_{i \in A} t_i X_i + \sum_{i \in S} (p_i - t_i) X_i + \sum_{i \in S^c} (p_i - t_i) X_i$$
The Benes Network is $q(q-1)/2n$-Almost q-set-wise Independent

However, $p_i - t_i$ is positive for $i \in S$ and negative otherwise, and $X_i \geq X_{\text{max}}(S)$ for $i \in S$ and $X_i \leq X_{\text{max}}(S^c)$ for $i \in S^c$. Thus,

$$\sum_{i \in A} p_i X_i \geq \sum_{i \in A} t_i X_i + \sum_{i \in S} (p_i - t_i) X_{\text{max}}(S) + \sum_{i \in S^c} (p_i - t_i) X_{\text{max}}(S^c) = \sum_{i \in A} t_i X_i.$$

\[\square\]
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Abstract

We determine the descriptional complexity (smallest number of states, up to constant factors) of recognizing languages \(\{1^n\}\) and \(\{1^n t : t = 0, 1, 2, \ldots\}\) with state-based finite machines of various kinds. This task is understood as counting to \(n\) and modulo \(n\), respectively, and was previously studied for classes of finite-state automata by Kupferman, Ta-Shma, and Vardi (2001). We show that for Turing machines it requires \(\log n / \log \log n\) states in the worst case, and individual values are related to Kolmogorov complexity of the binary encoding of \(n\). For deterministic pushdown and counter automata, the complexity is \(\log n\) and \(\sqrt{n}\), respectively; for alternating counter automata, we show an upper bound of \(\log n\). For visibly pushdown automata, i.e., if the stack movements are determined by input symbols, we consider languages \(\{a^n b^n\}\) and \(\{a^n b^n t : t = 0, 1, 2, \ldots\}\) and determine their complexity, of \(\sqrt{n}\) and \(\min(n_1 + n_2)\), respectively, with minimum over all factorizations \(n = n_1 n_2\).
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1 Introduction

The task of counting is one of the most basic tasks that can be entrusted to computing devices. In the framework of formal language theory, it is natural to associate counting with finite machines that recognize singleton languages \(\{1^n\}\), where \(n = 0, 1, 2, \ldots\) Since even most primitive devices, namely finite automata, are expressive enough to perform this task, questions from the realm of descriptional complexity arise.

A standard problem setting here can be traced back to a classic 1971 paper by Meyer and Fischer [16] and can be stated as follows: given a specific class \(\mathcal{C}\) of computational machines (such as nondeterministic finite automata), estimate the function \(f(n)\), whose value on an arbitrary non-negative integer \(n\) is defined as the smallest descriptional complexity of a machine from this class that recognizes the language \(\{1^n\}\). One then says that machines from \(\mathcal{C}\) count to \(n\) with complexity \(f(n)\). All classes are usually expressive enough to contain at least one appropriate machine for each \(n\), and so it is always the case that \(f(n) < \infty\).

To the best of our knowledge, the most thorough account of the problems of counting with finite machines can be found in a technical report from 2001 by Kupferman, Ta-Shma, and Vardi [12], which coins the term counting to \(n\) to refer to the problem of recognizing the language \(\{1^n\}\). Kupferman et al. study this problem for standard classes of finite machines: deterministic, nondeterministic, universal, and alternating automata, and characterize the smallest number of states sufficient to count to \(n\) within each of these classes. Disregarding constant factors, this number is \(n\) for deterministic and nondeterministic automata, \(\sqrt{n}\) for universal and \(\log n\) for alternating automata.
Our contribution

Our primary focus is on the problems of counting with more powerful devices, capable of recognizing non-regular languages. As far as we know, these problems have never been addressed systematically. Observe that although one of the goals of the study of descriptional complexity is to compare the expressive power of machines from different classes, the notion of complexity in the definition above is tied to a specific class of machines. As a consequence, for different classes one has to use “matching” complexity measures. For all classes of machines considered in this paper, we use measures that generalize state complexity of finite automata.

Our results are as follows. First, for Turing machines with tape alphabet \( \{0, 1\} \), we show in Section 3 that the complexity of counting is at most \( \log n / \log \log n \). As a corollary, for an arbitrary string \( s \) (not necessarily over the one-letter alphabet), the state complexity of generating it with a Turing machine is asymptotically equal to \( K(s) / (|\Delta| - 1) \log K(s) \), where \( K(\cdot) \) denotes the standard Kolmogorov complexity and \( \Delta \) is the tape alphabet. (For \( |\Delta| \geq 3 \), this follows from a construction by Chaitin [4, sections 1.5–1.6], and we fill in the gap for \( |\Delta| = 2 \).) In other words, whenever there exists a Turing machine that produces \( s \) when run on empty tape and has binary encoding of length \( k \), there always exists another Turing machine with the same properties that has at most \( k/(|\Delta| - 1) \log k \) states, and the latter bound is asymptotically tight.

Second, we study the problems of counting for classes of pushdown automata (PDA). For deterministic PDA, we show in Section 4 that matching upper and lower bounds of \( O(\log n) \) and \( \Omega(\log n) \) for all \( n \) follow from earlier results due to Pighizzini [19] and Chistikov and Majumdar [7]. Subclasses of PDA, however, require separate consideration. For deterministic counter automata, i.e., when the stack alphabet contains only one symbol apart from the bottom-of-stack, we obtain an upper bound of \( O(\sqrt{n}) \) and show a matching lower bound \( \Omega(\sqrt{n}) \) by reducing to counting with deterministic finite automata (DFA). For alternating counter automata, we prove an upper bound of \( O(\log n) \) (here we use a complexity measure that is more refined than just the number of states, so this result is not subsumed by the fact, due to Kupferman et al., that alternating finite automata count to \( n \) with \( \lceil \log n \rceil \) states).

Third, we consider another well-known subclass of PDA called visibly pushdown automata (VPA, also known as nested word automata and input-driven PDA) in Section 5. While counting (and, indeed, recognizing any unary language) for VPA is easily shown to be as hard as for finite automata, we prove that deterministic VPA recognize languages \( \{a^n b^n : t = 0, 1, 2, \ldots\} \) — another problem interpreted as counting—with complexity \( \Theta(\sqrt{n}) \). We also show that the complexity of recognizing languages \( \{a^{t_1} b^{t_2} : t_1, t_2 = 0, 1, 2, \ldots\} \) is \( \Theta(\min(n_1 + n_2)) \), where the minimum is taken over all factorizations \( n = n_1 n_2 \); this function ranges, for different values of \( n \), between \( \Theta(\sqrt{n}) \) and \( \Theta(n) \). By showing sequences for which its value is \( o(n) \), we refute a conjecture of Salomaa [22] on the state complexity, with respect to VPA, of a related language.
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2 Related work

As explained above, the starting point for our work is the technical report of Kupferman, Ta-Shma, and Vardi [12], who build upon the results of Leiss [13], Birget [2], and Chrobak [8]. From the general language-theoretic perspective, the problems of counting are closely tied to numerous phenomena of unary languages, that is, languages over a one-letter alphabet (also known as tally languages). Classes of unary languages possess many properties that cannot be observed in classes of languages over larger alphabets. Perhaps the most widely known is the theorem saying that every unary context-free language is regular, first proved by Ginsburg and Rice in 1962 [11].

Although the languages \( \{1^n\} \) studied in the present paper are finite and therefore regular, we are interested in their descriptional complexity with respect to classes of machines that recognize, in general, non-regular languages. Hence, related are not only descriptional complexity questions for machines specifying non-regular sets, but also questions of so-called succinctness of representations, or economy of description. This term is associated with the following question, first asked by Meyer and Fischer in 1971 [16]: suppose that some language \( L \) belongs to a certain class \( C \); how short a description can this language \( L \) have with respect to \( C \), compared to the shortest description within some specific subclass \( C' \subseteq C \) such that \( L \in C' \)? Or, in other words, what is the largest blowup that can be observed when translating a description from the class \( C \) into the “terms” of \( C' \)?

For general context-free and regular languages (with sizes of context-free grammars—CFG—and deterministic finite automata—DFA—as complexity measures), the answer to this question is given by Meyer and Fischer: the description of a DFA cannot be bounded by any recursive function in the size of a CFG. For unary languages, translations from CFG (in Chomsky normal form) into NFA and DFA are shown to be at most exponential [20].

One can easily see that using PDA instead of CFG also leaves the translation exponential. Tight bounds on the size of the blowup in the case of unary nondeterministic PDA are also given in [20], and the unary deterministic case is studied in [19]. A general connection between unary deterministic PDA and grammar compression of binary words is established in [7]. In the present paper, we use these results to obtain bounds on the size of PDA.

In general, descriptional complexity problems for general context-free languages per se have so far been mostly associated with grammars and not with automata. As pointed out above, however, PDA have been intensively studied in connection with questions of economy of description. In this area, we wish to highlight the paper [10], which not only continues the line of research started by Meyer and Fischer, but also proves exponential lower bounds for descriptional complexity of PDA recognizing several natural finite languages.

For context-free grammars, we refer the reader to a recent paper [9], which obtains strong lower bounds on the size of CFG for several specific finite languages. Counting problems for context-free grammars are tightly related to the well-studied concept of an addition chain (see, e.g., [6, Section V-B]), which is a restriction, to the unary alphabet, of a context-free grammar that generates a single word. (A more general topic is, of course, grammar compression of non-unary words, see also [21, 6, 15].) As an illustrative example, one can easily show that the language \( \{1^n\} \) can be generated by a context-free grammar with at most \( O(\log n) \) symbols in right-hand sides of productions, and prove that this bound is tight.

For the subclass of context-free languages recognized by visibly pushdown automata, descriptional complexity questions have been studied somewhat more extensively; see, e.g., [17, 18], where these machines are called “input-driven pushdown automata”.
A Turing machine (TM) with input alphabet $\Sigma$ and tape alphabet $\Delta \supseteq \Sigma$ is a tuple $M = (\Sigma, \Delta, \square, Q, q_0, H, \delta)$, where $\square \in \Delta \setminus \Sigma$ is the blank symbol, $Q$ the set of states, $q_0 \in Q$ the initial state, $H$ the set of halting states, and $\delta \subseteq (Q \times \Delta) \times (Q \times \Delta \times \{-1, 0, +1\})$ the transition relation.

Configurations of $M$ have the form $(q, \mu, n)$, where $q \in Q$, $\mu : \mathbb{Z} \to \Delta$, and $n \in \mathbb{Z}$; the interpretation is that cells of the infinite tape, indexed by $\mathbb{Z}$, contain symbols from $\Delta$ specified by $\mu$, with $|\mu^{-1}(\Delta \setminus \{\square\})| < \infty$, the control state of the machine is $q$, and the head of the machine is at the $n$th cell of the tape. If $M$ is run on input $w \in \Sigma^*$, then the initial configuration is $(q_0, \mu_w, 0)$ where $\mu_w(i)$ is $w[i]$ for $0 \leq i < |w|$ and $\square$ otherwise; halting configurations are those with $q \in H$. The transition relation imparts a step-reachability on configurations: if $(q, \sigma, q', \tau, d) \in \delta$ and $q \notin H$, then at a configuration $(q, \mu, n)$, if $\mu(n) = \sigma$, the machine can overwrite this $\sigma$ with $\tau$, change its control state to $q'$, and change the head's position by $d$. A machine is deterministic if from each configuration at most one configuration is reachable in one step (i.e., $\delta$ defines a mapping from $Q \times \Delta$ to $Q \times \Delta \times \{-1, 0, +1\}$).

Instead of the problem of recognizing the language $\{1^n\}$ with a Turing machine, we consider the problem of generating this language; our results can be easily extended to language recognition as well. A machine $M$ outputs a word $u \in (\Delta \setminus \{\square\})^*$ when run on $w \in \Sigma^*$ if from $(q_0, \mu_w, 0)$ it reaches some configuration $(q, \mu, n)$ with $q \in H$ such that $\mu^{-1}(\Delta \setminus \{\square\}) = [a, a + |w| - 1]$ for some $a \in \mathbb{Z}$ and $\mu(a + i) = w[i]$ for $0 \leq i < |w|$.

Let $Q_\Delta(s), s \in \Sigma^* \subseteq \Delta^*$, be the smallest number $m$ such that there exists a deterministic TM with $m$ states and tape alphabet $\Delta$ that outputs $s$ when run on empty tape. The interpretation is that TMs with tape alphabet $\Delta$ count to $n$ with complexity $Q_\Delta(n)$.

**Theorem 1.** Fix $\Sigma = \{1\}$, $\Delta = \{0, 1\}$, and $\square = 0$. Then $Q_\Delta(1^n) \leq \log n/\log \log n$.

**Proof.** We construct, for each $n$, a Turing machine $M_n$ with tape alphabet $\{0, 1\}$ that has $\log n/\log \log n (1 - o(1))$ states and outputs $1^n$ when run on empty tape. Let us show the workings of $M_n$. Let $n = \sum_{i=0}^{\lfloor \log n \rfloor} b_i 2^{-i}$ be the $k$-ary representation of $n$, with $b_i \in \{0, 1, \ldots, k - 1\}$. The value of $k$ will be fixed later. The TM will keep two counters on the tape, denoted $i$ and $v$, and written out in unary, as $1^i$ and $1^v$ respectively. Initially $v = 0$ and $i = 0$. Next, the machine will get into the main loop and do the following, as long as $i < l$: multiply $v$ by $k$, add $b_i$ to $v$, and increment $i$. For multiplication, two auxiliary counters $u$ and $j$ are needed: at first $j = k$ and $u = 0$, then the machine will add $v$ to $u$ and decrement $j$ as long as $j > 0$; when $j$ becomes 0, the value of $u$ takes the place of $v$. In the main loop, when $i$ becomes $l$, the TM will terminate with output $v$.

It is easy to see that this procedure is correct: $v = n$ at the end of the computation. Let us count the number of states needed to implement it. For initial setup, $O(1)$ states suffice. In the main loop, all operations are fixed and take up $O(1)$ states, with two exceptions: one of setting $j$ to $k$, and another of choosing (and generating) $b_i$ according to $i$ (we also include

---

1 We write $f(n) \leq g(n)$ iff $f(n) \leq g(n) \cdot (1 + o(1))$. 

---
At Theorem 1 allows us to extend this result to a quite different case considered in this paper (including nondeterministic and alternating ones), provided that properties that has at most \(K\) and has an encoding of length \(\log n\) (here \(K\) is not the initial state of \(M_n\)). Let the machine transition to \(q_0\) and step on the leftmost 1 in \(1^n\). At each of the states \(q_j\), \(j < l - 1\), if the observed cell tape contains a 1, the machine moves its head one cell to the right and goes to \(q_{j+1}\). If the observed cell is 0, then the value of the counter is \(j\). In this case, \(M_n\) also moves its head one cell to the right and goes to \(p_s\) for \(s = b_j \in \{0, 1, \ldots, k - 1\}\). At \(q_{l-1}\), if the machine observes 1, it invokes the termination procedure as \(i = l\); otherwise, it moves its head one cell to the right and goes to \(p_s\) for \(s = b_{l-1}\). All these transitions are hardwired in \(M_n\) and encode, when taken together, the number \(n\). At each of the states \(p_s\), \(0 < s < k - 1\), the machine writes a 1, moves its head one cell to the right, and goes to \(p_{s-1}\); there is no need to write anything at the state \(p_0\). As a result, if put in \(q_0\), the machine will arrive at the state \(p_0\) with the unchanged counter \(i\) and with \(1^{b_i}\) written to the right of \(1^n\) and separated from it by a 0. This is indeed the desired result; the number of states used in this gadget is \(l + k + O(1)\).

In total, \(M_n\) has \(|Q| \leq l + 2k + O(1)\) states. Notice that \(l = \lceil \log_k (n+1) \rceil = \log n / \log k + O(1)\) and take \(k = \log n / (\log \log n)^2\), then \(2k = o (\log n / \log \log n)\) as \(n \to \infty\), and so \(|Q| \leq \log n / (\log \log n (1 - o(1)))\), which completes the proof.

Corollary 2 below shows that the upper bound given by Theorem 1 is tight, i.e., that \(\lim \sup Q_{\{0,1\}} (n) / (\log n / \log \log n) = 1\). However, the lower bound of \(\log n_k / \log \log n_k (1 + o(1))\) only holds for certain sequences of naturals, and not for all \(n \geq 0\).

For individual values of \(n\), we relate the complexity of counting to Kolmogorov complexity; the following definitions are standard [14]. If some Turing machine \(M\), when given input \(y\), halts and outputs \(x\), then the string \(y\) is called a description of \(x\) with respect to \(M\). Let us also fix some universal Turing machine \(U\); given input \((z, y)\), the TM \(U\) runs the machine described by \(z\) on input \(y\). Here we fix, in advance, some descriptive system for Turing machines in which strings \(z \in \{0, 1\}^*\) encode machines. Define the Kolmogorov complexity of a string \(x \in \{0, 1\}^*\) with respect to the smallest number \(k\) such that \(x\) has some description of size \(k\), \(y \in \{0, 1\}^k\), with respect to \(U\).

It follows from results of Chaitin [4, sections 1.5–1.6] that for any alphabets \(\Sigma \subseteq \Delta\), \(|\Delta| \geq 3\), and all strings \(s \in \Sigma^*\) it holds that \(Q_{\Delta} (s) \sim K(s) / (|\Delta| - 1) \log K(s)\), as \(K(s) \to \infty\).

Theorem 1 allows us to extend this result to a quite different case \(|\Delta| = 2\) (where, unlike Chaitin, we have to use unary-encoded numbers). By \(\text{bin}(n)\) we denote the binary encoding of a non-negative integer \(n\); that is, a word over the alphabet \(\{0, 1\}\).

**Corollary 2.** Under conditions of Theorem 1, for all \(n \geq 0\) it holds that \(Q_{\{0,1\}} (1^n) \sim K(1^n) / \log K(1^n) \sim K(\text{bin}(n)) / \log K(\text{bin}(n))\) as \(K(\text{bin}(n)) \to \infty\).

Another way of stating the last result is as follows: whenever there exists a Turing machine, with tape alphabet \(\Delta\), \(|\Delta| \geq 2\), that produces a string \(s\) when run on empty tape and has an encoding of length \(k\), there always exists another Turing machine with the same properties that has at most \(k / (|\Delta| - 1) \log k \cdot (1 + o(1))\) states; in other words, encodings of Turing machines can always be fit into the smallest possible number of states.

**Remark.** The lower bound of \(K(\text{bin}(n)) / \log K(\text{bin}(n))\) holds for all classes of machines considered in this paper (including nondeterministic and alternating ones), provided that the number of transitions leaving each control state is bounded by a constant.
4 Pushdown and counter automata

A pushdown automaton (PDA) over an input alphabet $\Sigma$ is a tuple $A = (\Sigma, Q, q_0, P, \bot, F, \delta)$, where $Q$ is the set of (control) states, $q_0 \in Q$ the initial state, $P$ the set of stack symbols, $\bot \in P$ the bottom-of-the-stack symbol, $F \subseteq Q$ the set of accepting states, and $\delta \subseteq (Q \times P \times (\Sigma \cup \{\varepsilon\})) \times (Q \times P^{\leq 2})$ the transition relation.

Configurations of a PDA $A$ are tuples of the form $(q, s, u)$, where $q \in Q$ is the current state, $s \in (P \setminus \{\bot\})^* \bot$ the contents of the stack, and $u \in \Sigma^*$ the remaining input tape. For an input word $w \in \Sigma^*$, the initial configuration is $(q_0, \bot, w)$. For every transition $(q, p, \sigma, q', t) \in \delta$, the PDA can, consuming $\sigma$ from the input, move from a configuration $(q, s, u)$ to a configuration $(q', s', u')$ such that $u = \sigma u'$, $s = pw$ and $s' = tv$ for some $v \in P^*$. If $p = \bot$, then $t \in (P \setminus \{\bot\})^{\leq 1} \bot$, otherwise $t \in (P \setminus \{\bot\})^{\leq 2}$.

The PDA accepts a word $w \in \Sigma^*$ if from $(q_0, \bot, w)$ it can reach a configuration $(q, s, \varepsilon)$ with $q \in F$. The PDA is deterministic (DPDA) if from each configuration at most one configuration is reachable in one step; it suffices that, first, for each $q \in Q$ transitions $(q, p, \sigma, q', t) \in \delta$ either all have $\sigma = \varepsilon$ or $\sigma \neq \varepsilon$, and, second, that $\delta$ defines a partial mapping from $Q \times P \times (\Sigma \cup \{\varepsilon\})$ to $Q \times P^{\leq 2}$.

The product $|Q| \cdot |P|$ shall be called the complexity of a deterministic PDA. We recall that machines from a certain class are said to count to $n$ with complexity $f(n)$ if $f(n)$ is the smallest size of a machine from the class that recognizes the language $\{1^n\}$; for a related language $\{1^n : t = 0, 1, 2, \ldots\}$, we use the term counting modulo $n$.

\begin{itemize}
  \item \textbf{Theorem 3.} Deterministic pushdown automata count to $n$ and modulo $n$ with complexity $\Theta(\log n)$.
\end{itemize}

This result can be obtained as an application of Theorem 1 in Chistikov and Majumdar [7]. The theorem states that the size of the smallest DPDA recognizing a language $R \subseteq \{1\}^*$ is within a constant factor of the smallest size of a pair of context-free grammars $P, L$ generating single words $\text{eval}(P), \text{eval}(L)$ such that the $i$th element of the sequence $c = \text{eval}(P) \cdot (\text{eval}(L))^c$ is 1 if $1^i \in R$ and 0 if $1^i \notin R$. In our case $c = 0^n \cdot 1 \cdot 0^\omega$ for $R = \{1^n\}$ and $c = (10^n)^c$ for $R = \{1^n : t = 0, 1, 2, \ldots\}$; in both cases, logarithmic upper and lower bounds on the size of $(P, L)$ follow, because $\Theta(\log n)$ constant-size productions are necessary and sufficient for a CFG to generate a word of length $n$. The lower bound can also be deduced, under minor structural assumptions about DPDA, from an earlier result of Pighizzini [19, Theorem 12].

A counter automaton (CA) is a pushdown automaton with $|P| = 2$, that is, with just one stack symbol apart from $\bot$. It is convenient to think of a CA as of a finite automaton with a non-negative integer counter. Available operations on the counter are increment, decrement, and zero test; the CA cannot directly distinguish between different non-zero counter values.

\begin{itemize}
  \item \textbf{Theorem 4.} Deterministic counter automata count to $n$ and modulo $n$ with complexity $\Theta(\sqrt{\pi})$.
\end{itemize}

\textbf{Proof.} We first prove the upper bound. Denote $r = \lceil \sqrt{n} \rceil$. Let a deterministic counter automaton $A_n$ first consume $n - r^2 \leq 2r$ letters from the input and then increase the counter value to $r$; these operations require at most $3r + 1$ states, the last of which we denote by $q_0$. At this state $q_0$, the automaton $A_n$ performs a zero test on the counter: if its value is zero, $A_n$ accepts and terminates; otherwise it decrements the counter, consumes $r$ letters from the input, and returns to $q_0$. It is easy to see that $A_n$ has $4r + O(1)$ states and recognizes $\{1^n\}$; if instead of termination it goes to the initial state, it will recognize $\{1^n : t = 0, 1, 2, \ldots\}$.

To prove the lower bound, consider any deterministic counter automaton $A$. Suppose its set of states is $Q$, with $|Q| = m$. Construct an auxiliary device: a deterministic finite
automaton $D$ with states of the form $(q, k)$, for $q \in Q$ and $0 \leq k \leq m + 1$. Direct the transitions of $D$ in such a way that $D$ simulates $A$, keeping the value of the counter in the component of the control state denoted $k$; do not add transitions from states $(q, m + 1)$ that need to increase the counter.

If $D$ recognizes the same language as $A$, then the desired bound holds, because DFA—even with $\varepsilon$-transitions—need $n$ states to count both to and modulo $n$. Now consider the only alternative: suppose that a computation of the CA $A$ on some input word $1^a$ gets to a state $q$ with counter value $m + 1$ and then increases the counter. For each $i = 1, \ldots, m + 1$ consider, in this computation, the last configuration before this point when the counter value is $i$. Denote these configurations by $(q, i)$; they occur in the computation in the order with $i = 1$ first and $i = m + 1$ last. Note that between $(q_1, 1)$ and $(q_{m+1}, m + 1)$ the counter value is always positive, and recall that the automaton cannot distinguish between different positive values. By pigeonhole principle, there exist indices $j < k$ such that $q_j = q_k$, so $A$ essentially gets into a loop: if the input tape provides it with infinitely many 1s, then it will be following the transitions of this loop forever. In $D$, rerouting to $(q_k, j) = (q_j, j)$ the transitions with destination $(q_k, k)$ will make it simulate $A$ faithfully, i.e., recognize the same language.

Let us now consider each counting task separately. First suppose that $A$ recognizes the language $\{1^n\}$, then either the loop we have found does not contain any accepting state, or it contains an accepting state but does not consume any letters from the input. (Indeed, if neither of these two conditions held, then $A$ would accept infinitely many words.) In both cases it is possible to replace this loop with at most one state in the DFA. But then the obtained DFA, possibly with $\varepsilon$-transitions, will accept $\{1^n\}$, so it should contain at least $n + 1$ states. As a result, $m(m + 2) \geq n + 1$, and the desired bound follows.

Now suppose that $A$ recognizes $\{1^m \colon t = 0, 1, 2, \ldots\}$. Since the constructed DFA, like $A$, is trapped forever in the loop, the states in the loop should enable it to accept input words $1^m$ and reject all other input words. This means that the loop should consume at least $n$ letters from the input; since it contains at most $m^2 + 1$ transitions, we conclude that $n \leq m^2 + 1$. This completes the proof. ▶

We next consider the alternating version of counter automata; we use the standard definition of alternation, which is a little different from the one that appeared originally in Chandra, Kozen, and Stockmeyer [5]. Informally, the machine is extended with the ability to make guesses and, dually, assertions during the computation.

More formally, suppose each state $q \in Q$ is labeled with either $\exists$ or $\forall$; consider the computational tree imparted on configurations by step-reachability. A node in this tree is accepting if, first, its state $q$ belongs to $F$, or, second, its state is labeled by $\exists$ and has an accepting successor, or, third, its state is labeled by $\forall$ and all its successors are accepting (we use the least fixpoint here; i.e., only finite branches can count towards acceptance). An input word is accepted if the root in the computational tree is accepting.

Note that whenever the syntax of a state-based machine allows an unbounded number of transitions from a particular state (as sometimes needed by, e.g., nondeterministic and alternating machines), the number of control states is no longer a good complexity measure. For instance, alternating finite-state automata counting to $n$ described by Kupferman et al. [12] have $O(\log n)$ states but $\Omega(\log^2 n)$ transitions. To avoid this issue, we use the number of transitions in $\delta$ as the complexity measure for alternating counter automata.

\textbf{Theorem 5.} Alternating counter automata count to $n$ with complexity $O(\log n)$.

\textbf{Proof.} Suppose $n = \sum_{i=0}^{l-1} b_i2^i$, with $l = \lceil \log_2(n + 1) \rceil$ and all $b_i \in \{0, 1\}$, and create control states $q_0, q_1, \ldots, q_l$. The state $q_0$ will be the initial state of the automaton $A$. Starting at a
state $q_i$, $i < l$, with a zero counter value, $A$ will, if $b_i = 1$, consume a letter from the input tape, and then, regardless of the value of $b_i$, get into a loop where it simultaneously reads from the input and increases the value of the counter. It can nondeterministically choose to exit the loop; the interpretation is that it guesses some value $m$ and, with $m$ iterations, reads $1^m$ from the input and increases the value of the counter to $m$. Upon exiting the loop, $A$ branches universally: the first branch verifies that the value of the counter is equal to the number of remaining letters on the input tape, and the second branch goes to $q_{i+1}$. At the state $q_i$, $A$ accepts. It is easy to see that $A$ indeed recognizes the language $\{1^n\}$; $O(1)$-bounded branching ensures that $A$ has $O(\log n)$ transitions.

5 Visibly pushdown automata

A visibly pushdown automaton [1], or a VPA, $A$ is a pushdown automaton that has the following property: there exists a partition of the input alphabet $\Sigma$ into three parts, $\Sigma = \Sigma_{\text{call}} \cup \Sigma_{\text{ret}} \cup \Sigma_{\text{int}}$, such that $A$ always pushes a symbol upon reading a letter from $\Sigma_{\text{call}}$, pops a symbol upon reading a letter from $\Sigma_{\text{ret}}$, and does not use the stack on letters from $\Sigma_{\text{int}}$. It is implied that, in a VPA, destinations of transitions driven by letters from $\Sigma_{\text{call}}$ and $\Sigma_{\text{ret}}$ cannot depend on the top symbol of the stack. Furthermore, a VPA is not allowed to have $\varepsilon$-transitions—i.e., all transitions are required to consume at least one letter from the input.

It is easy to see that in the problem of counting, defined as recognizing languages $\{1^n\}$ and $\{1^{tn}: t = 0, 1, 2, \ldots\}$, visibly pushdown automata cannot do better than standard finite automata. So it is natural to consider different, although closely related languages $\{a^n b^n\}$ and $\{a^n b^n: t = 0, 1, 2, \ldots\}$, where $n = 0, 1, 2, \ldots$, with the restriction that $a \in \Sigma_{\text{call}}$ and $b \in \Sigma_{\text{ret}}$. Basically, we convert “linear” input words over $\Sigma$ into nested words, as in [1], which enables our automata to use the stack. Note that in the framework of nested words, our languages $\{a^n b^n\}$ and $\{a^n b^n: t = 0, 1, 2, \ldots\}$ translate to languages over a one-letter alphabet, that is, to a unary language of nested words.

Salomaa [22] proved that every deterministic visibly pushdown automaton over the alphabet $\Sigma = \Sigma_{\text{call}} \cup \Sigma_{\text{ret}}$, with $\Sigma_{\text{call}} = \{a_1, a_2\}$ and $\Sigma_{\text{ret}} = \{b_1, b_2\}$, recognizing a related language

\[ L_n = \{a_{i_1} b_{i_1} \ldots a_{i_k} b_{i_k} \ldots b_n: i_1, \ldots, i_k \in \{1, 2\}, k \leq t, t = n\}, \]

should have at least $\sqrt{n}$ states. The proof does not essentially use different kinds of push and pop symbols, so the lower bound extends to $\{a^n b^n: t = 0, 1, 2, \ldots\}$. Moreover, the crucial point is just that the word $a^n b^n$ is accepted, and all words $a^n b^n$, $0 < m < n$, rejected; as a result, the lower bound of $\sqrt{n}$ holds for the language $\{a^n b^n\}$ as well.

Salomaa also constructed a VPA with $n + 1$ states and 3 stack symbols for $L_n$, and conjectured that this VPA is optimal in terms of $|Q| + |P|$. We refute this conjecture by constructing a VPA with $O(\sqrt{n})$ states and $O(1)$ stack symbols that recognizes $L_n$.

- **Theorem 6.** For every $n \geq 1$, there exists a deterministic visibly pushdown automaton $A$ that recognizes the language $\{a^n b^n\}$ and satisfies $|Q| \leq O(\sqrt{n})$ and $|P| \leq O(1)$. In contrast, every (possibly nondeterministic) visibly pushdown automaton that recognizes this language satisfies the inequality $|Q| \geq \Omega(\sqrt{n})$.

- **Theorem 7.** If $n = n_1 n_2 \geq 1$, then there exists a deterministic visibly pushdown automaton $A$ that recognizes the language $\{a^n b^n: t = 0, 1, 2, \ldots\}$ and satisfies $|Q| \leq O(n_1 + n_2)$ and $|P| \leq O(1)$. In contrast, every deterministic visibly pushdown automaton that recognizes this language satisfies the inequality $|Q| \geq \Omega(\min(n_1 + n_2))$, where the minimum is over all factorizations $n = n_1 n_2$ with natural $n_1, n_2 \geq 1$. 

\[ \]
Theorem 7 shows that the smallest VPA counting modulo \( n \) have \( \Theta(f(n)) \) control states, with \( f(n) = \min(n_1 + n_2) \) over all factorizations \( n = n_1n_2 \); here \( \sqrt{n} \leq f(n) \leq n + 1 \) for all \( n \), the left-hand inequality is tight for perfect squares, \( n = k^2 \), and the right-hand inequality for prime numbers, \( n = p \).

\begin{itemize}
  \item **Proposition 8.** The results of Theorem 7 also hold for the language \( L_n \), as defined by (1). For \( n = k^2 \), \( k = 1, 2, \ldots \), the automaton witnessing the upper bound satisfies \( |Q| + |P| = O(k) = O(\sqrt{n}) \), which disproves the conjecture of Salomaa [22]. For \( n = p \), \( p \) prime, the lower bound shows that the construction of VPA for \( L_n \) given in [22] is optimal up to a constant factor.
\end{itemize}

The rest of the section is devoted to the proofs of Theorems 6 and 7 and Proposition 8.

## 5.1 Main ingredients for upper bounds

The high-level idea for proving the upper bounds is simple and common for all three languages: let the automaton first count blocks of \( q_i \), each of size \( n_1 \), and mark their starting positions by pushing a special symbol on the stack. Then, as the automaton reads \( bs \) and pops from the stack, it counts the number of blocks. Here it can count either to \( n_2 \) or modulo \( n_2 \), and the bound on the total number of states is \( O(n_1 + n_2) \). So we will need an auxiliary construction, that of a VPA recognizing the language

\[ L_{cycles} = \{a^by^{t+d} : n_1 | s, n_2n_2 | t, s \geq t + d, 0 \leq d < n_1 \}. \tag{2} \]

Let us define such a VPA, denoted \( \mathcal{V}(n_1, n_2) \), as follows.

First take \( n_1 \) control states and connect them in a single cycle such that reading an \( a \) from the input moves the device one step along the cycle. Make one of these states, \( q_1 \), the initial state and let the device push 1 when it reads \( a \) at \( q_1 \), and push 0 when it reads \( a \) at any other state of the cycle. Now take new \( n_2 \) control states and connect them into a different cycle. The automaton will only use these states when reading \( bs \) from the input; more specifically, demand that popping 0 from the stack not change the control state, and popping 1 moves the device one state further along the cycle.

Now connect these two disjoint cycles in the following manner. Let the device, upon reading \( b \) and popping 0 at \( q_1 \), move to some specific state of the second cycle, \( q_2 \). We shall call this state \( q_2 \) the entry point of the second cycle. Make \( q_1 \) and \( q_2 \) the only final states, and turn all missing transitions into some (new) sink state.

\begin{itemize}
  \item **Lemma 9.** The VPA \( \mathcal{V}(n_1, n_2) \) has \( n_1 + n_2 + O(1) \) control states and 3 stack symbols and recognizes \( L_{cycles} \).
\end{itemize}

## 5.2 Proof of Theorem 6

As mentioned above, the lower bound is essentially shown in Salomaa [22, Theorem 4.1]; and it is instructive to see that it holds even for nondeterministic VPA: it suffices to carry out the reasoning for an accepting branch of the computation. So, in what follows we only need to focus on the upper bound.

Given \( n \), choose \( n_1 = n_2 = \lfloor \sqrt{n} - 1 \rfloor \) and \( r = n - n_1^2 > 0 \), construct the VPA \( \mathcal{V}(n_1, n_2) \) described above, and modify it in the following way. First, add a new stack symbol 2, make a simple path of \( r \) transitions reading \( a \) and pushing 2, and attach it to the VPA so that the last of these transitions leads to \( q_1 \), the “entry point” of the first cycle in \( \mathcal{V}(n_1, n_2) \). Mark the source of the attached path, \( q_0 \), as the initial state of the VPA. Next, consider the second
cycle of the VPA and transform it into a path by changing the destination of the transition that pops 1 and leads from a state $q$ to $q_2$, the “entry point” of the second cycle. Make this transition lead from $q$ to a new state $q'$ instead, and then add to $q'$ a path of $r$ transitions that read $b$ from the input and pop 2 from the stack. Make the last state on this path the only final state. (As previously, all missing transitions are sent to the sink state.) Now it is easy to see that the obtained VPA accepts exactly the words $a^s b^r$ with $s = r + kn_1$, $s' = n_1^2 + r$, and $s = s'$—or, to put it differently, recognizes the language $\{a^s b^r\}$. Since it has $n_1 + n_2 + 2r + O(1) \leq 4\sqrt{n} + O(1)$ control states and 4 stack symbols, this completes the proof of Theorem 6.

### 5.3 Main ingredients for lower bounds

We now turn our attention to the lower bound of Theorem 7, for the language $\{a^tnb^m \colon t = 0, 1, 2, \ldots\}$. Our goal is to show that every deterministic VPA recognizing this language has at least $\Omega(\min(n_1 + n_2))$ states, where $\min$ is taken over all factorizations $n = n_1 n_2$ with integers $n_1, n_2 \geq 1$.

The key insight is the decomposition of a VPA for this language into two finite-state transducers. The first transducer transforms the first part of the input into a sequence of stack symbols, and the second transducer transforms the reversal of this sequence into a sequence of accepting and non-accepting states. Periodic behaviour of these transducers enables us to obtain the desired lower bound.

To use this idea, we need to go through some auxiliary constructions first. Take a (deterministic) VPA $\mathcal{A}$ and denote by $Q$ the set of its control states. First consider the behaviour of $\mathcal{A}$ on words of the form $a^s$, $s = 0, 1, 2, \ldots$; one can regard them all as prefixes of the infinite sequence $a\omega$. Restricted to these words, the VPA $\mathcal{A}$ behaves as a deterministic letter-to-letter finite-state transducer, with symbols pushed on the stack interpreted as output letters. Since the input to this push-transducer is a prefix of the infinite sequence $a\omega$, it is easy to see that the sequence of the states $\mathcal{A}$ gets into is eventually periodic with some period $k \leq |Q|$, and the word pushed on the stack is of the form $uw^m w'$, where $|w| = k$ and $w = w w''$ for some $w''$. That is, the push-transducer transforms $a\omega$ into $uw\omega$; words $u$, $w$, and $w'$ are uniquely determined by $q$, the state in which $\mathcal{A}$ arrives upon reading $a^s$. Denote by $Q'$ the set of states that $\mathcal{A}$ visits infinitely often; $|Q'| = k$.

Now let $\mathcal{A}$ stop in some state $q \in Q'$ after an input $a^s$. Suppose this state $q$ is fixed. If, from this point on, the input tape supplies $\mathcal{A}$ with symbols $b$ only, then $\mathcal{A}$ will operate as another finite-state transducer, the pop-transducer: the symbols popped from the stack are interpreted as input letters of the transducer, and the states from $Q$ the device visits are the output letters. Observe that the input to this transducer is $(\bar{w})^m \bar{u}$, for $\bar{w} = (w')^R (w'')^R$ and $\bar{u} = (w')^R u^R$, where by $v^R$ we denote the reversal of a word $v$. This input is a prefix of the infinite periodic sequence $\alpha_q = (\bar{w})^\omega$ augmented with the finite word $\bar{u}$. Note that the words $\bar{w}$ and $\bar{u}$ are uniquely determined by $q$.

\textbf{Lemma 10.} For each $q \in Q'$, the pop-transducer transforms the sequence $\alpha_q$ into an eventually periodic sequence with a period $r_q$ such that $r_q | t_k$ for some $t_k \leq |Q|$.

\textbf{Lemma 11.} For each $i$, $0 \leq i < k$, the behaviour of $\mathcal{A}$ on words $a^i b^r$ with $s \mod k = i$ is eventually periodic with period $r_q$ for some fixed $q \in Q'$; more precisely, for each $i$, $0 \leq i < k$, there exists some $q \in Q'$ and an integer $s^{(i)}$ such that the VPA $\mathcal{A}$ either accepts or rejects both words $a^{s_1} b^{s_1}$ and $a^{s_2} b^{s_2}$, provided that $s_1, s_2 \geq s^{(i)}$, the period $r_q$ divides $|s_1 - s_2|$, and $k$ divides $|s_1 - s_2|$. 
Lemma 12. If $A$ recognizes $\{a^tb^n : t = 0, 1, 2, \ldots\}$, then $n | g_1g_2$ for some integers $g_1, g_2 \leq |Q|$.

As the proof shows, the conclusion of Lemma 12 holds for any VPA $A$ that recognizes a language $L$ with $L \cap \{a^tb^n : s \geq s_0\} = \{a^tb^n : t = t_0, t_0 + 1, \ldots\}$ for some fixed $s_0, t_0 \in \mathbb{N}$.

5.4 Proofs of Theorem 7 and Proposition 8

Proof of Theorem 7. The lower bound can be obtained as a corollary of Lemma 12, by the following argument. Since $n | g_1g_2$, there exists some $f$ such that $nf = g_1g_2$. Therefore, we can assume that $n = n_1n_2$ for some $n_1, n_2$ with $n_1 | g_1$ and $n_2 | g_2$. Furthermore, as $g_1, g_2 \leq |Q|$, it also holds that $n_1, n_2 \leq |Q|$, that is, $|Q| \geq \max\{n_1, n_2\}$. But $\max\{n_1, n_2\} \geq (n_1 + n_2)/2$, so it follows that $|Q| \geq (n_1 + n_2)/2$, and so $|Q| \geq \min(n_1' + n_2')/2$, with min over all factorizations $n = n_1'n_2'$. This concludes the proof of the lower bound.

As mentioned above, we use the same idea as in Theorem 6 to prove the upper bound. Given a factorization $n = n_1n_2$, we show how to construct a VPA that accepts this language and satisfies the stated bounds. First note that $\{a^tb^n : t = 0, 1, 2, \ldots\} = L_{\text{balanced}} \cap L_{\text{cycles}}$, where $L_{\text{balanced}} = \{a^tb^n : s \geq 0\}$ and $L_{\text{cycles}}$ is given by the definition in (2) on p. 347. It is straightforward to construct a VPA for $L_{\text{balanced}}$ with 5 control states and 2 stack symbols, and a VPA for the intersection of languages is easily obtained by taking the products of control states and stack alphabets. Therefore, it suffices to show that $L_{\text{cycles}}$ can be recognized with a VPA with $|Q| = n_1 + n_2 + O(1)$ and $|P| \leq 3$, but we already know how to do this with Lemma 9. This completes the proof of Theorem 7.

Proof of Proposition 8. The lower bound holds, because the intersection $L_n \cap \{a_1, b_1\}^*$ is essentially $\{a^tb^n : t = 0, 1, 2, \ldots\}$, just with $a_1, b_1$ in place of $a, b$. As a result, the smallest VPA recognizing $L_n$ can be at most a constant factor smaller than the smallest VPA recognizing $\{a^tb^n : t = 0, 1, 2, \ldots\}$. As for the upper bound, it suffices to replace, in the VPA $V(n_1, n_2)$ for $L_{\text{cycles}}$, transitions reading $a$ and $b$ with pairs of transitions reading $a_1$ and $b_1$, and replace the VPA for $L_{\text{balanced}}$ with a VPA for $\{a_{i_1} \ldots a_{i_k} b_{i_k} \ldots b_{i_1} : i_1, \ldots, i_k \in \{1, 2\}\}$. ▶

6 Open questions

Unanswered questions of a related nature abound. Probably the most natural is the following one: for which classes of machines are other modes of operation (nondeterministic, universal, and alternating ones) of help for the task of recognizing the language $\{1^n\}$? Kutnerman et al. [12] provide a comprehensive answer for the classes of finite-state machines. For other classes, a short list of some specific problems follows:

1. Does nondeterminism or alternation make it possible for pushdown automata to count to $n$ with $o(\log n)$ states for all $n$? The arguments that lead to the lower bound of $\Omega(\log n)$ in Theorem 3 only work for deterministic PDA and seem tricky or impossible to generalize. For other modes of operation, the only known lower bound is at most $\log n/\log \log n (1 + o(1))$, given by the Kolmogorov argument of Corollary 2 and Remark 3.

2. Can nondeterministic or universal counter automata count to $n$ with $o(\sqrt{n})$ states? As seen from the upper bound of Theorem 5, counter automata with unbounded alternation can, but is it achievable with bounded alternation depth?

3. What is the state complexity of recognizing the language $\{a^tb^n : t = 0, 1, 2, \ldots\}$ with nondeterministic visibly pushdown automata?

Needless to say, many other related problem settings exist.
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Abstract
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1 Introduction
Games (especially games played on graphs) have been intensively used in computer science as a powerful way of modelling interactions between several computerised systems [11, 8]. Until recently, more focus had been put on the study of purely antagonistic games (a.k.a. zero-sum games, where the aim of one player is to prevent the other player from achieving her objective), which conveniently model systems evolving in a (hostile) environment.

Over the last ten years, games with non-zero-sum objectives have come into the picture: they allow for conveniently modelling complex infrastructures where each individual system tries to fulfill its own objectives, while still being subject to actions of the surrounding systems. As an example, consider (a simplified version of) the team formation problem [4], an example of which is presented in Fig. 1: several agents are trying to achieve tasks; each task requires some resources, which are shared by the players. Achieving a task thus requires the formation of a team that have all required resources for that task: each player selects the task she wants to achieve (and so proposes her resources for achieving that task), and if a task receives enough resources, the associated team receives the corresponding payoff (to be divided among the players in the team). In such a game, there is a need of cooperation (to gather enough resources), and an incentive to selfishness (to maximise the payoff).

In that setting, focusing only on optimal strategies for one single agent is not relevant. In game theory, several solution concepts have been defined, which more accurately represents rational behaviours of these multi-player systems; Nash equilibrium [9] is the most prominent such concept: a Nash equilibrium is a strategy profile (that is, one strategy to each player) where no player can improve her own payoff by unilaterally changing her strategy. In other terms, in a Nash equilibrium, each individual player has a satisfactory strategy with regards to the other players’ strategies. Notice that Nash equilibria need not exist or be unique,
A1 → T1, A2 → T1
A1 → T2, A2 → T2

A1 → T1, A2 → T2
A1 → T2, A2 → T1

player A1 has resources {r1, r2, r3}
player A2 has resources {r2, r3}
task T1 requires resources {r1, r2}
task T2 requires resources {r3, r3}

Figure 1 An instance of the team-formation problem. For any deterministic choice of actions, one of the players has an incentive to change her choice: there is no pure Nash equilibrium. However there is one mixed Nash equilibrium, where each player plays T1 and T2 uniformly at random.

and are not necessarily optimal: Nash equilibria where all players lose may coexist with more interesting Nash equilibria. Therefore, looking for constrained Nash equilibria (e.g. equilibria in which some players are required to win, or equilibria with maximal social welfare) is an interesting and important problem to study, which has been suggested both in the game-theory community [5] and in the computer-science community [12].

In this paper, we study (deterministic) concurrent games played on graphs. Such games are indeed a general and relevant model for interactive systems, where the agents take their decision simultaneously (which is the case for instance in distributed systems). Concurrent games subsume turn-based games, where in each state, only one player has the decision for the next move, and which have attracted more focus until now in the computer science community. Notice also that in game theory, models are almost exclusively based on concurrent actions (e.g. games in normal form given as matrices indicating the payoff of each player for each concurrent choice of actions, and extensions thereof, such as repeated games).

In this paper we are interested in randomized (a.k.a. mixed) strategies for the players. A mixed strategy consists in choosing, at each step of the game, a probability distribution over the set of available actions; the game then proceeds following the product distribution of the strategies of all players. Strategies may depend on the history of the game, i.e., the sequence of visited states, but do not require to see the actions played by the other agents. In previous works, the first two authors have focused on pure strategies, where at each step, each player proposes exactly one action, and developed algorithms for deciding the existence of constrained Nash equilibria in various settings [1]. In the present paper, we focus on terminal-reward payoffs (where some designated states are absorbing, and each player has a value—or reward—attached to each of these states): the payoff of a player is then her expected reward. We will also consider the subclass of games with terminal-reachability objectives, where the reward in each absorbing state is either 0 or 1 (hence the expected reward for a player is the probability to reach her winning states). The game in Fig. 1 has terminal-reward payoffs: they are given by the values labelling the two absorbing states (1 for player A1 and 0 for player A2 in the right-most state). This game can be shown to have no pure-strategy Nash equilibria, but it has a mixed-strategy one.

Our results. Our main result is the undecidability of the existence of a 0-optimal Nash equilibrium in concurrent games with terminal-reachability payoff functions, with only three players and strategies insensitive to actions. A 0-optimal Nash equilibrium is a Nash equilibrium in which one designated player is required to have maximal payoff (that is, 1 in the case of terminal-reachability payoffs). A corollary of our result is the undecidability of the existence of unconstrained Nash equilibria in concurrent games with terminal payoffs. We believe that these results are important, as they solve natural questions for basic objectives. Moreover, our constructions give new insight in the understanding of concurrent games and their algorithmics, and contain several intermediary tools that can be interesting on their own in different contexts.
Several results already exist in related settings:

- our result should first be compared with the undecidability of the existence of a 0-optimal Nash equilibrium in turn-based games with terminal-reward payoffs [13], which requires 14 players and general rewards. It should be noticed that this result requires more than 0/1 rewards (contrary to our result), since the existence of a 0-optimal equilibrium can be decided in polynomial time in turn-based games with terminal-reachability payoffs (by combining the reduction to pure 0-optimal Nash equilibria of [12] and the algorithm in [13] for computing such equilibria);
- our result should also be compared with polynomial-time algorithm for deciding the existence of a 0-optimal pure Nash equilibrium in concurrent terminal-reward games [15];
- our result has several corollaries, that we develop at the end of the paper:
  - the existence of a (unconstrained) Nash equilibrium in terminal-reward games with three players; on the opposite, stationary $\epsilon$-Nash equilibria do always exist in concurrent games for terminal-reachability (and terminal-reward) games [3];
  - the existence of a Nash equilibrium that maximizes the social welfare in games with terminal-reachability payoffs is undecidable with three players. This should be compared with the NP-completeness of the existence of such equilibria for two-player normal-form games [6];
  - the existence of a constrained finite-memory Nash equilibrium in terminal-reachability games is undecidable with three players;
  - the existence of a constrained Nash equilibrium in safety games is undecidable with three players. This should be compared to the result of [10], which states that there always exists a Nash equilibrium (with little memory) in a safety game.

By lack of space, only some sketches of proofs could be included in this paper. We refer the interested reader to [2] for full details.

2 Definitions

**Definition 1.** A concurrent arena $\mathcal{A}$ is a tuple $\mathcal{A} = (\text{States}, \text{Agt}, \text{Act}, \text{Tab}, (\text{Allow}_i)_{i \in \text{Agt}})$ where \text{States} is a finite set of states; \text{Agt} is a finite set of players; \text{Act} is a finite set of actions; For all $i \in \text{Agt}$, $\text{Allow}_i : \text{States} \rightarrow 2^{\text{Act}_i \setminus \{\varnothing\}}$ is a function describing authorized actions in a given state for Player $i$; $\text{Tab} : \text{States} \times \text{Act}^\text{Agt} \rightarrow \text{States}$ is the transition function.

A state $s \in \text{States}$ is said terminal (or final) if $\text{Tab}(s, \cdot) \equiv s$. We write $F_\mathcal{A}$ (or simply $F$ when the underlying arena is clear from the context) for the set of terminal states of $\mathcal{A}$.

A history of such an arena $\mathcal{A}$ is a finite, non-empty word $h \in \text{States}^+$. We denote by first($h$) and last($h$) respectively the first and last states of the word $h$. During a play, players in $\text{Agt}$ choose their next moves concurrently and independently from each others, according to the current history $h$ and what they are allowed to do in the current state last($h$).

**Definition 2.** A strategy for Player $i$ is a function $\sigma_i : \text{States}^+ \rightarrow \text{Dist}($\text{Act}$)$ with the requirement that $\sigma_i(h)^{-1}(R_{>0}) \subseteq \text{Allow}_i($\text{last}($h$)$)$ for all history $h$.

Let $\alpha \in \text{Act}$. We write $\sigma_i(\alpha \mid h)$ for the probability mass $\sigma_i(h)(\alpha)$ of action $\alpha$ in the distribution $\sigma_i(h)$. In the sequel, we sometimes write $\sigma_i(h) = \alpha$ when $\sigma_i(\alpha \mid h) = 1$. When $\sigma_i(h) \in \text{Act}$ for all $h$, the strategy $\sigma_i$ for player $i$ is said to be pure. Otherwise it is said to be mixed. We denote by $S_i$ (resp. $S_i$) the set of pure (resp. mixed) strategies of Player $i$.

A strategy profile $\sigma$ is a mapping assigning one strategy to each player. We write $\mathcal{S}$ for the set of all strategy profiles, and for $\sigma \in \mathcal{S}$, we will write $\sigma(i)$ in place of $\sigma(i)$ for the strategy of Player $i$. 
Mixed Nash Equilibria in Concurrent Terminal-Reward Games

Remark. While strategies are aware of the sequence of actions played in a turn-based game, we can notice this is generally not the case in the concurrent setting depicted here, since strategies only depend on the sequence of visited states. This is realistic when considering multi-agent systems, where only the global effect of the actions of the players is assumed to be observable. However this partial-information hypothesis makes the detection of strategy deviations (and therefore the computation of Nash equilibria) harder.

Consider a strategy profile \( \sigma \in S \) and an initial state \( s_0 \). For any history \( h \in \text{States}^+ \) and any player \( i \in \text{Agt} \), we construct the random variable \( \alpha_i(h) \in \text{Act} \) with distribution \( \sigma_i(h) \) such that \( \langle \alpha_i(h) \rangle_{i \in \text{Agt}, h \in \text{States}^+} \) is a family of independent random variables.

We define the stochastic process \( (X_n)_{n \in \mathbb{N}} \) inductively by \( X_0 = s_0 \) and for every \( n \), \( X_{n+1} = X_n \cdot \text{Tab} \left( \text{last}(X_n), (\alpha_i(X_n))_i \right) \). For each \( n \), the random variable \( X_n \) takes value in \( \text{States}^{n+1} : (X_n)_n \) is an increasing sequence of prefixes whose limit is an infinite random run \( X_\infty \in \text{States}^\omega \).

We now consider the standard Borel \( \sigma \)-algebra over \( \text{States}^\omega \) from \( s_0 \), and define the probability measure \( P^\sigma \) as the probability distribution induced by \( X_\infty \), that is, if \( B \) is a Borel subset of \( \text{States}^\omega \), \( P^\sigma(B) = P(X_\infty \in B) \). It coincides with the standard construction based on cylinders. In the following, to make explicit the initial state, we may write \( P^\sigma(B \mid s_0) \) instead of simply \( P^\sigma(B) \). In the sequel, we sometimes also abusively write \( h \) for the cylinder \( h \cdot \text{States}^\omega \): then, when we write \( P^\sigma(h \mid s_0) \), we mean \( P^\sigma(X_{|h|} = h) \). If \( P^\sigma(h \mid s_0) > 0 \), we say that \( \sigma \) enables \( h \) from \( s_0 \): in that case we can define the conditional probability \( P^\sigma(B \mid h) = P^\sigma(B \mid X_{|h|} = h) \).

Finally we say that a node \( n \) is activated by a strategy profile whenever it is visited with positive probability under that profile.

Definition 3. A terminal-reward game \( G = (A, s, (\phi_i)_{i \in \text{Agt}}) \) is given by an arena \( A \), an initial state \( s \), and for every player \( i \in \text{Agt} \), a real-valued function \( \phi_i \) ranging over terminal states of \( A \). In the following, we extend \( \phi_i \) to every \( r \in \text{States}^\omega \), by \( \phi_i(r) = \phi_i(s) \) if \( r \) is an infinite path ending in a state \( s \in F \), and \( \phi_i(r) = 0 \) otherwise.

The game \( G \) will be said a terminal-reachability game whenever each function \( \phi_i \) only takes values 0 or 1.

Remark. In the sequel, we represent terminal-reward games as graphs with circle states representing non-terminal states, and rectangle states representing terminal states, decorated with the associated rewards for all players. The self-loop on terminal states will be omitted. The transition table of the underlying arena is encoded by decorating the transitions with the move vectors that trigger it. Move vectors are written as words over \( \text{Act} \), by identifying \( \text{Agt} \) with the subset \([0, |\text{Agt}| - 1] \). We will use \( \cdot \) as a special symbol representing any action. Also, for a set \( S \) of words in \( (\text{Act} \cup \{\cdot\})^k \), with \( k < |\text{Agt}| \), and for a letter \( a \in \text{Act} \cup \{\cdot\} \), we write \( aS \) for the words \( \{aw \mid w \in S \} \). See Fig. 2 (and the subsequent figures) for an example.

Consider a terminal-reward game \( G \), a strategy profile \( \sigma \), and an enabled history \( h \). One can easily check that \( \phi_i \) is a measurable function under \( P^\sigma \). The expected payoff of Player \( i \) under \( \sigma \) after \( h \) is defined as

\[
E^\sigma(\phi_i \mid h) = \sum_{x \in \text{Img}(\phi_i)} x \cdot P^\sigma(\phi_i^{-1}(\{x\}) \mid h).
\]

In case \( G \) is a terminal-reachability game, the expected payoff of Player \( i \) is the probability of reaching terminal states with value 1 under \( \phi_i \).

Let \( G \) be a terminal-reward game. Let \( \sigma \in S \) be a (mixed) strategy profile in \( G \), and \( h \) be a history. A single-player deviation (simply called deviation hereafter, as we only consider
deviations of a single player at a time) of \( \sigma \) for Player \( i \) after history \( h \) is another strategy profile \( \sigma' \) for which there exists \( \sigma'' \in S_i \) satisfying

\[
\forall h' \in \text{States}^+. \left\{ h \sqsubseteq h' \Rightarrow \sigma'_i(h') = \sigma''_i(h') \quad \forall j \not\in \text{Agt} \left( h \not\sqsubseteq h' \lor j \not= i \right) \Rightarrow \sigma'_j(h') = \sigma_j(h') \right\}
\]

where \( \sqsubseteq \) is the prefix relation. We then write \( \sigma' = \sigma[i/\sigma'']^h \). The deviation \( \sigma[i/\sigma'']^h \) is said deterministic if \( \sigma'' \) is.

- **Definition 4.** Let \( G \) be a terminal-reward game. A strategy profile \( \sigma \) forms a Nash equilibrium after a history \( h \) when the following conditions are met:
  - \( h \in \text{States}^+ \) is enabled by \( \sigma \) from \( h \);
  - No player has a profitable deviation; in other terms, for all \( i \in \text{Agt} \) and for all \( \sigma'_i \in S_i \), it holds
    \[
    E^{\sigma[i/\sigma'_i]^h}(\phi_i \mid h) \leq E^\sigma(\phi_i \mid h).
    \]

We then write that \( \langle \sigma, h \rangle \) is a Nash equilibrium.

A Nash equilibrium \( \langle \sigma, h \rangle \) is said 0-optimal whenever the expected payoff of Player 0 is optimal, that is, \( E^\sigma(\phi_0 \mid h) = \max(\text{Img}(\phi_0)) \). In case of a terminal-reachability game, it amounts to saying that the payoff of Player 0 is 1.

The following result will be useful all along the paper:

- **Lemma 5.** Let \( G \) be a terminal-reward game, and \( \langle \sigma, h \rangle \) be a Nash equilibrium. If \( \langle \sigma, h \rangle \) enables \( h' \), then \( \langle \sigma, h' \rangle \) is a Nash equilibrium.

In general, several Nash equilibria may coexist. It is therefore very relevant to look for constrained Nash equilibria, that is, Nash equilibria that satisfy a constraint on the expected payoff. In this paper, we only consider 0-optimality as the constraint, and we prove that the existence of a 0-optimal Nash equilibrium in a three-player terminal-reachability game is undecidable. To prove this result, we will first show undecidability in the case of terminal-reward games, and then extend the result to terminal-reachability games. Those results will have interesting corollaries, like the undecidability of the existence of a Nash equilibrium (with no constraint) in terminal-reward games, when the rewards are in \( \{-1, 0, 1\} \), or the existence of a Nash equilibrium with optimal social welfare.

## 3 Tools

In this section, we develop several intermediary results that will be useful for our reduction. We first show that we can equivalently define Nash equilibria by considering only deterministic deviations (for non-negative terminal-reward games). We then study a few simple games and constructions which will be used in the encoding.

### 3.1 Deterministic deviations

We explain in this section that it is enough to consider deterministic deviations in the characterization of a Nash equilibrium.

- **Proposition 6.** Let \( G \) be a terminal-reward game with non-negative rewards. Pick a history \( h \in \text{States}^+ \), and a strategy profile \( \sigma \). Then \( \langle \sigma, h \rangle \) is a Nash equilibrium if, and only if, for all \( i \in \text{Agt} \) and all deterministic deviation \( \sigma''_i \in S_i \), it holds
  \[
  E^{\sigma[i/\sigma''_i]^h}(\phi_i \mid h) \leq E^\sigma(\phi_i \mid h).
  \]

- **Remark.** A similar result was proven in [15, Proposition 3.1] for turn-based games with qualitative Borel objectives (the payoff is 1 if the run belongs to the designed objective, and it is 0 otherwise).
3.2 One-stage games

We analyse two-player two-action one-stage games (that is, games that end up in a terminal state in one step), and obtain useful properties of their Nash equilibria. Such games can be represented by a graph as shown in Fig. 2a. Alternatively, these games, also known as one-shot games, can be represented as a matrix as in Table 2b (this is the standard representation in the game-theory community).

▶ Lemma 7. Consider the two-player two-action one-shot concurrent game $G$ of Fig. 2, and pick some strategy profile $\sigma$. If $\langle \sigma, s_0 \rangle$ is a Nash equilibrium, then for every player $i \in \{0, 1\}$, it holds

\[
\begin{align*}
\sigma_i(m | s_0) < 1 & \Rightarrow (d_i - c_i) + (a_i - b_i) \cdot \sigma_{1-i}(m | s_0) \leq d_i - c_i \\
\sigma_i(m | s_0) > 0 & \Rightarrow (d_i - c_i) + (a_i - b_i) \cdot \sigma_{1-i}(m | s_0) \geq d_i - c_i
\end{align*}
\]

3.3 $k$-action matching-pennies games

The classical matching-pennies games are a special case of one-stage games, where $a_i = d_i$ and $b_i = c_i$: basically, there are two outcomes, depending on whether the players propose the same action or not. This game can be generalized to $k$ ($\geq 2$) actions, as depicted on Fig. 3. In this figure (and in the sequel), $=_k$ (resp. $\neq_k$) is a shorthand for pairs of identical (resp. different) actions taken from a set of $k$ actions $\Sigma_k = \{c_1, \ldots, c_k\}$. In other terms, $=_k$ represents the set of words $\{c_i c_i | 1 \leq i \leq k\}$, and $\neq_k$ is the complement in $\Sigma_k^2$.

▶ Lemma 8. In the $k$-action matching-pennies game, playing uniformly at random for both players defines a Nash equilibrium. Moreover, this is the unique Nash equilibrium of the game if, and only if, either $a_0 < b_0$ and $a_1 > b_1$, or $a_0 > b_0$ and $a_1 < b_1$. The payoff of this Nash equilibrium is $(\frac{1}{k} \cdot a_0 + (1 - \frac{1}{k}) \cdot b_0, \frac{1}{k} \cdot a_1 + (1 - \frac{1}{k}) \cdot b_1)$.

3.4 Games without equilibrium

In this section, we show that there are games that admit no Nash equilibria. We then explain how these games can be used to impose constraints on payoffs.

Consider the game hide-or-run, depicted in Fig. 4a. Player 0 can either hide ($h$) or run home ($r$), while Player 1 can either shoot him ($s$), or wait ($w$). If Player 1 shoots while Player 0 is hiding, she loses her bullet and loses the game. If Player 1 shoots when Player 0

\[
\begin{array}{c|ccc}
\text{m} & a_0, a_1 & b_0, c_1 \\
\hline
\text{n} & c_0, b_1 & d_0, d_1
\end{array}
\]
is running, she wins. This game has been shown to have no optimal almost-sure strategy [7], and we adapt the proof to show that it has no Nash equilibria.

Lemma 9. The game $H$ has no Nash equilibria.

The payoff function of $H$ takes negative value. In order to only have nonnegative payoffs, we could shift the values by 1, which yields the game $H'$ depicted on Fig. 4b. But then one easily sees that the strategies $\sigma_0(h \mid s_0) = 1$ and $\sigma_1(s \mid s_0) = 1$ form a Nash equilibrium, contrary to a claim in [3, 13]. The difference is that when shifting the payoffs, we did not modify the payoff of the run that never reaches a terminal state: while this run was a positive deviation for Player 1 in $H$, this is not the case in $H'$ anymore.

We now explain how we use the game $H$ to impose a 0-optimality constraint on the payoff. In the sequel, we restrict\(^1\) to games where $\max_{s \in F} \phi_0(s) = 1$. Then:

Lemma 10. Let $G$ be a terminal-reward game. Then we can build a terminal-reward game $G'$ (see Fig. 5) such that $G$ has a 0-optimal Nash equilibrium if, and only if, $G'$ has a Nash equilibrium.

This lemma will be useful for extending the undecidability result from the constrained existence to the existence problem (Corollary 14).

Remark. Note that in the above construction, game $H$ can be replaced by any game with no Nash equilibria, such that Player 0 can secure a payoff $1 - \varepsilon$ for every $\varepsilon > 0$. For instance, one could use a game with limit-average payoff and nonnegative rewards only [14].

4 Updating values

Our undecidability proof will be based on an encoding of a two-counter machine. In this section and in the next one, we present games that will be building blocks for our proof.

Consider the game $G'_r$ depicted on Fig. 6: in this game, Player 0 has two available actions $a$ and $b$ from $s_0$, $s_k$ and $s_l$, while the other two players can either continue (action $c$), or

---

\(^1\) This is no loss of generality, since we can linearly rescale payoffs of each player without changing profitable deviations.
unilaterally decide to stop the game (action $s$) and go to a terminal state (where Player 0 will have payoff 0). In node $t_k$, only players 1 and 2 have a choice: they can either continue to the game $H$ (when both of them play $c$), or decide to stop and go to a $k$-action matching-pennies game (when one of them plays $s$). In Fig. 6, we write $S$ as a shorthand representing any combination of moves of players 1 and 2 where at least one of them decides to stop (action $s$).

Node $n$ is the initial node of a game $H$ (which is unknown for the moment). The interesting property of game $G_k^r$ is that we can relate 0-optimal Nash equilibria from $s_0$ and those from $n$: (roughly) there is a Nash equilibrium from $n$ of expected payoff $(1, 4 + x, 4 - x)$ if, and only if, there is a Nash equilibrium from $s_0$ of expected payoff $(1, 4 + k \cdot x, 4 - k \cdot x)$.

This is because, from $s_0$ and $s_k$, there is a threat for Player 0 that one of the players 1 and 2 stops the game immediately, leading to a state with payoff 0 for her. Hence, Player 0 is forced to "collaborate" with players 1 and 2 and help them be satisfied with their payoffs, either by joining one of the interesting terminal states of $G_k^r$, or in the next game $H$ after $n$. Some technical calculations show that Player 0 has to play $a$ with probability $k \cdot x$ at $s_0$, and with probability $x/(x + 1)$ at $s_k$ and $s_l$. The gadget to the right of $t_k$ is just for ensuring that $0 \leq k \cdot x \leq 1$ (this condition is required for having the above-mentioned equivalence between Nash equilibria from $s_0$ and Nash equilibria from $n$).

5 Comparing values

5.1 Testing game

We present in this section the construction of a game for comparing the expected payoffs in different nodes. This will be useful in our reduction to encode the zero-tests of our two-counter machine.

Consider the game $G_t$, depicted on Fig. 7. This game has the very interesting property that if we assume there are 0-optimal Nash equilibria from $n_1$ and $n_2$ of respective payoffs $(1, 4 + x, 4 - x)$ and $(1, 4 - y, 4 + y)$, then there is a 0-optimal Nash equilibrium from $s_0$ if, and only if, $x = y$, and the payoff is then $(1, 4 + x/2, 4 - x/2)$. Indeed, unless $x = 0$ or $y = 0$,
it should be the case that a 0-optimal Nash equilibrium activates all states $s_α^j$ in the game, and then, as players 1 and 2 have zero-sum objectives, the best way is to play uniformly at random in all states where this makes sense (when actions $a$ and $b$ are available), and to play deterministically action $c$ in all states where $c$ is available.

This gadget allows, by plugging in $n_2$ a game with known payoffs (the games on the next subsection), to check that the payoff at $s_0$ has some particular value (which depends on that after $n_1$).

### 5.2 Counting modules

We now present games that generate a family of Nash equilibria with a particular expected payoffs. These modules will later be plugged at node $n_2$ of game $G_t$, and will ensure that the payoff of an Nash equilibrium in $G_t$ will have a predefined form.

▶ **Lemma 11.** Consider the games of Fig. 8. For $n \in \mathbb{N} \cup \{+\infty\}$, define

$$r_k(n) = \left(1, 4 - \frac{1}{k^n}, 4 + \frac{1}{k^n}\right) \quad s(n) = \left(1, 4 - \frac{1}{n + 1}, 4 + \frac{1}{n + 1}\right)$$

Then the set of 0-optimal Nash equilibrium values is \{s(n) | n \in \mathbb{N} \cup \{\infty\}\} in $D$, and \{r_k(n) | n \in \mathbb{N} \cup \{\infty\}\} in $C_k$ for all $k \geq 2$. 

![Figure 7] The testing game $G_t$.

![Figure 8] The modules $C_k$ (for $k \geq 2$) and $D$. Notice that state $s_2$ should be considered terminal, as it only carries a self-loop. We could replace it by a two-state loop. We could also see it as a terminal state with reward $(0, 0, 0)$, but for the proof of Corollary 16, we want the terminal rewards of players 1 and 2 to always sum to 8, which we could not achieve easily in this case.
6 Undecidability proof

We now turn to the global undecidability proof of the constrained-existence problem in three-player games. The proof is a reduction from the recurring problem of a two-counter machine. We encode the behaviour of a two-counter machine $M$ as a concurrent game $G_M$, which connects the various subgames depicted on Figures 9 (one initial gadget, one per state $q$, one per transition $\delta$). Roughly, this game will encode a configuration $(q,c_1,c_2)$ of $M$ using a Nash equilibrium $\sigma \in S$ from $q$ such that $E^\sigma(\phi | s) = (1,4 + \frac{1}{t+1},4 - \frac{1}{t+1})$ (property $P(q,c_1,c_2)$). Using the various constructions we have made previously, we can show that if $P(q,c_1,c_2)$ is satisfied, then there is a transition $(q,c_1,c_2) \rightarrow _\delta (q',c'_1,c'_2)$ in $M$ such that $P(q',c'_1,c'_2)$ is satisfied as well, which allows to progress `along' a Nash equilibrium while building a computation in $M$.

The correspondence between $M$ and $G_M$ is made precise as follows:

- **Proposition 12.** The two-counter machine $M$ has an infinite valid computation if, and only if, there is a $0$-optimal Nash equilibrium from state $q$ in game $G_M$.

This immediately entails:

- **Theorem 13.** We cannot decide whether there exists a $0$-optimal Nash equilibrium in three-player games with non-negative terminal-reward payoffs.

We now consider several extensions of this result. We first state two straightforward corollaries. First, applying Lemma 10, we can enforce the $0$-optimality constraint in the game by inserting an initial module. It follows:
Corollary 14. We cannot decide whether there exists a Nash equilibrium in three-player games with (possibly negative) terminal-reward payoffs.

Now we realize that in this reduction, there is a 0-optimal Nash equilibrium from if, and only if, there is a Nash equilibrium with social welfare larger than or equal to 9, where the social welfare is defined as the sum of the expected payoffs of all players. As an immediate corollary, we get:

Corollary 15. We cannot decide whether there exists a Nash equilibrium with some lower bound on the social welfare (or with optimal social welfare) in three-player terminal-reward games with non-negative payoffs.

We now explain briefly how the main theorem can be extended to terminal-reachability payoffs. We indeed realize that the payoffs of players 1 and 2 always sum up to 8 in the reduction (the game between those two players is zero-sum). The idea is then to replace each terminal state with a simple gadget in which the payoffs of players 1 and 2 are (8, 0) or (0, 8), and to use an adequate set of actions which decomposes runs into two sets with proportions mimicking the normal rewards of the terminal state. For instance, for a reward \((x, y, 8 - y)\), the set of actions \(M_y = \{ij \mid \exists 0 \leq r < y. i - j = r \mod 8\}\) will lead to \((x, 8, 0)\) and its complement to \((x, 0, 8)\), as illustrated on Fig. 10. In the game from \(v_{x,y}\), there is a unique Nash equilibrium which consists in playing uniformly at random for both players, yielding a payoff of \((x, y, 8 - y)\). It remains to normalize and replace each \((x, 8, 0)\) (resp. \((x, 0, 8)\)) by \((x, 1, 0)\) (resp. \((x, 0, 1)\)).

Corollary 16. We cannot decide whether there exists a 0-optimal Nash equilibrium in three-player games with terminal-reachability payoffs.

Finally, (roughly) by dualizing reachability and safety conditions, we can prove that the constrained existence of Nash equilibrium in safety games cannot be decided. This is to be compared with the fact that there always exists a Nash equilibrium in safety games [10].

Corollary 17. We cannot decide whether there exists a Nash equilibrium in three-player safety games with payoff 0 assigned to Player 0.

7 Conclusion and future work

In this paper we have shown the undecidability of the existence of a constrained Nash equilibrium in a three-player concurrent game with terminal-reachability objectives. We believe this result is surprising, since it applies to very simple payoff functions, and with very few players. This result has to be compared with the undecidability result of [13], which on one hand,
applies to turn-based games, but requires 14 players and the full power of terminal-reward payoffs. Furthermore, in turn-based games with terminal-reachability payoffs, constrained Nash equilibria can be computed (in polynomial time) through a reduction to pure Nash equilibria [12] and algorithms for computing pure Nash equilibria [13]. We have also mentioned a couple of interesting corollaries that we do not repeat here.

This work lets open the decidability status of the constrained-existence problem in two-player games with terminal-reward and terminal-reachability payoffs. In fact, even the existence of Nash equilibria in such games is an open problem: it was believed until recently that there are two-player games with nonnegative terminal rewards having no Nash equilibrium [3, 13], but the proposed example was actually wrong (as we explained in Section 3.4). If one can find such a game with no Nash equilibrium, then our Corollary 14 extends to nonnegative terminal-reward games, and possibly to terminal-reachability games. Notice that two-player games have been studied quite a lot in the literature, and we know for instance that (uniform) \( \epsilon \)-Nash equilibria always exist in terminal-reward games [16, 17].
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Abstract
Traditionally quantitative games such as mean-payoff games and discount sum games have two players— one trying to maximize the payoff, the other trying to minimize it. The associated decision problem, “Can Eve (the maximizer) achieve, for example, a positive payoff?” can be thought of as one player trying to attain a payoff in the interval \((0, \infty)\). In this paper we consider the more general problem of determining if a player can attain a payoff in a finite union of arbitrary intervals for various payoff functions \((\liminf, \limsup, \text{mean-payoff, discount sum, total sum})\). In particular this includes the interesting exact-value problem, “Can Eve achieve a payoff of exactly (e.g.) \(0\)?”
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1 Introduction
Quantitative two-player games on graphs have been extensively studied in the verification community [8, 6, 14, 10, 18]. Those models target applications in reactive system synthesis with resource constraints. In these games two players, Eve and Adam, interact by moving a token around a weighted, directed graph, for a possibly infinite number of moves. This interaction results in a play which is an infinite path in the graph. The value of the play is computed by applying a payoff function to the sequence of weights of the edges traversed along the path. Typical payoff functions are \((\lim)\sup, (\lim)\inf, \text{mean-payoff, (total) sum, and discounted sum})\.

In the literature is usual to assume that Eve is attempting to maximize the payoff and Adam is attempting to minimize it. In this context all these games are determined, that is the maximum that Eve can ensure is equal to the minimum that Adam can ensure, and this value can be computed in polynomial time for \((\lim)\inf\) and \((\lim)\sup\) [5], and in pseudo-polynomial time for mean-payoff, discounted sum, and total sum [18, 10]. The associated decision problem is the threshold problem: Given a game graph, a payoff function and a threshold \(\nu\) does Eve have a strategy to ensure all consistent plays have payoff at least \(\nu\)? The threshold problems for the aforementioned payoff functions are all closely related, and it is known that Eve and Adam can play optimally in those games with memoryless strategies [11]. Consequently the decision problem for all those games is in \(\text{NP} \cap \text{coNP}\). In fact, it can be shown in \(\text{UP} \cap \text{coUP}\) for mean-payoff, discounted sum, and total sum, and in \(\text{PTIME}\) for \((\lim)\inf\) and \((\lim)\sup\).

The threshold problem can be seen as game in which Eve is trying to force the payoff to belong to the interval of values \([\nu, \infty)\). In this paper we consider the more general problem of determining if a player can attain a payoff in a finite union of arbitrary intervals for

* This work was supported by the ERC inVEST (279499) project.
the classical payoff functions mentioned above. That is, we are interested in the following question: Given a weighted arena $G$ and a finite union of real intervals, what is the complexity of determining if Eve has a winning strategy to ensure the payoff of any consistent play lies within the interval union? In particular this includes the interesting exact-value problem: Can Eve achieve a payoff of exactly $\nu$? Such objectives arise when considering efficiency constraints, for example can a system achieve a certain payoff without exceeding a certain target? We consider two versions of our problem depending on whether the numeric inputs (weights, interval bounds and discount factor) are given in binary or unary. We also consider the memory requirements for a winning strategy both for Eve and Adam. Our games are a natural subclass of multi-dimensional quantitative games (see e.g. [6]), however our results are largely incomparable with that paper as we consider a wider array of payoff functions and our objective corresponds to disjunctions of multi-dimensional objectives which were not considered.

Tables 1 and 2 summarize the results of this paper: the first table highlights the complexity results and the second table highlights the memory requirements for playing optimally. While the classical threshold problems for weighted games can be solved in $\text{PTIME}$ for (lim)inf and (lim)sup and in $\text{NP} \cap \text{coNP}$ for mean-payoff, discounted sum and total sum, and memoryless strategies always suffice, the situation for our interval objectives is far richer:

- For liminf and limsup, we provide a polynomial time algorithm in the case of a single interval. For a union of intervals, we show that these games are polynomially equivalent to parity games: so we can solve them in $\text{NP} \cap \text{coNP}$, and a polynomial time algorithm for interval liminf games would provide a polynomial time algorithm for parity games (a long-standing open question in the area). Optimal strategies are memoryless for both players.
- For interval mean-payoff games, we provide a recursive algorithm that executes in polynomial space. This algorithm leads to a $\text{NP} \cap \text{coNP}$ algorithm in the case of single interval objectives. While mean-payoff games can be solved in polynomial time when weights are given in unary, we show here that interval mean-payoff games are at least as
hard as parity games even when weights are given in unary. So, a pseudo-polynomial time algorithm for interval mean-payoff games would lead to a polynomial algorithm for parity games. For a union of intervals, infinite memory may be necessary for both players, and for single interval exponential memory may be necessary for Eve while Adam can always play a memoryless strategy.

- Interval discounted sum games are complete for polynomial space when singleton intervals (and singleton gaps between intervals) are forbidden. The decidability for the case when singletons are allowed is left open and it generalizes known open problems in single player discounted sum graphs [7, 1]. Finite memory suffices for both players in the non-singleton case and infinite memory is needed for both players when singletons are allowed.

- For the total sum payoff, we establish a strong link with one counter parity games that leads to a \textit{PSPACE}-complete result for unary encoding and an \textit{EXPSPACE}-complete result for binary encoding. For single interval games Eve need only play finite memory strategies, while she may need infinite memory in the general case. In both cases, Adam may require infinite memory.

\textbf{Structure of the paper.} Section 2 introduces the necessary preliminaries. In Sections 3, 4, 5, and 6 we consider the decision problems and memory requirements for the liminf/limsup, mean-payoff, discounted sum, and total sum payoff functions, respectively. Due to space restrictions the full details of several proofs are left for the full version.

\section{Preliminaries}

A game graph is a tuple $G = (V, V_\exists, E, w, q_0)$ where $(V, E, w)$ is an edge-weighted graph, $V_\exists \subseteq V$, and $q_0 \in V$ is the initial state. Without loss of generality we will assume all weights are integers. In the sequel we will depict vertices in $V_\exists$ with squares and vertices in $V \setminus V_\exists$ with circles. In complexity analyses we will denote the maximum absolute value of a weight in a game graph by $W$. If $V' \subseteq V$, we denote by $G \setminus V'$ the game graph induced by $V \setminus V'$.

A play in a game graph is an infinite sequence of states $\pi = v_0v_1\ldots$ where $v_0 = q_0$ and $(v_i, v_{i+1}) \in E$ for all $i$. Given a play $\pi = v_0v_1\ldots$ and integers $k, l$ we define $\pi[k..l] = v_k \ldots v_l$, $\pi[..k] = \pi[0..k]$, and $\pi[l..] = v_{l+1}v_{l+2}\ldots$. We extend the weight function to partial plays by setting $w(\pi[k..l]) = \sum_{i=k}^{l-1} w((v_i, v_{i+1}))$. A strategy for Eve (Adam) is a function $\sigma$ that maps partial plays ending with a vertex $v$ in $V_\exists$ to a successor of $v$. A strategy has memory $M$ if it can be realized as the output of a finite state machine with $M$ states. A memoryless (or positional) strategy is a strategy with memory 1, that is, a function that only depends on the last element of the given partial play. A play $\pi = v_0v_1\ldots$ is consistent with a strategy $\sigma$ for Eve (Adam) if whenever $v_i \in V_\exists$ ($v_i \in V \setminus V_\exists$), $\sigma(\pi[..i]) = v_{i+1}$.

\subsection{Payoff functions}

A play in a game graph defines an infinite sequence of weights. We define below several common functions that map such sequences to real numbers.

\textbf{Liminf/limsup.} The liminf (limsup) payoff is determined by the minimum (maximum) weight seen infinitely often. Given a play $\pi = v_0v_1\ldots$ we define:

$$\lim \inf(\pi) = \lim \inf_{i \to \infty} w(v_i, v_{i+1}) \quad \lim \sup(\pi) = \lim \sup_{i \to \infty} w(v_i, v_{i+1}).$$

Note that by negating all weights and the endpoints of the intervals we transform a limsup game to a liminf game and vice-versa.
Mean-payoff. The mean-payoff value of a play is the limiting average weight, however there are several suitable definitions because the running averages might not converge. The mean-payoff values of a play $\pi$ we are interested in are defined as:

$$MP(\pi) = \lim inf_{k \to \infty} \frac{1}{k} w(\pi[..k]) \quad MP(\pi) = \lim sup_{k \to \infty} \frac{1}{k} w(\pi[..k]).$$

As with liminf/limsup games we can switch between definitions by negating weights and interval endpoints, so we will only consider the $MP$ function.

Discounted sum. The discounted sum is defined by a discount factor $\lambda \in (0, 1)$. Given a play $\pi = v_0v_1 \cdots$, we define:

$$DS_\lambda(\pi) = \sum_{i=0}^{\infty} \lambda^i \cdot w(v_i, v_{i+1}).$$

Total sum. The total sum condition can be thought of as a refinement of the mean-payoff condition, enabling discrimination between plays that have a mean-payoff of 0. Given a play $\pi$ we define:

$$Total(\pi) = \lim inf_{k \to \infty} w(\pi[..k]) \quad Total(\pi) = \lim sup_{k \to \infty} w(\pi[..k]).$$

As with liminf/limsup games we can switch between definitions by negating weights and interval endpoints, so we will only consider the $Total$ function.

2.2 Interval games

For a fixed payoff function $F$, an interval $F$ game consists of a finite game graph and a finite union of real intervals $I = I_1 \cup \cdots \cup I_r$ (given as a list of finitely presentable end-points). Given an interval $F$ game $(G, I)$, a play $\pi$ in $G$ is winning for Eve if $F(\pi) \in I$ and winning for Adam if $F(\pi) \notin I$. We say a player wins the interval game if he or she has a strategy $\sigma$ such that all plays consistent with $\sigma$ are winning for that player. For convenience we will assume the intervals are non-overlapping and ordered such that $\sup I_i \leq \inf I_{i+1}$ for all $i$.

2.3 Parity games

A parity game is a pair $(G, \Omega)$ where $G$ is a game graph (with no weight function) and $\Omega : V \to N$ is a function that assigns a priority to each vertex. Plays and strategies are defined as with interval games. A play defines an infinite sequence of priorities, and we say it is winning for Eve if and only if the minimal priority seen infinitely often is even.

3 Liminf games

The first payoff function we consider is the liminf function. Note that as this always takes integer values, we can assume all intervals are closed or open as necessary. We show below that deciding interval liminf games is polynomially equivalent to deciding parity games. In particular the number of intervals is equal to the number of even priorities required, so single interval liminf games are equivalent to parity games with at most three priorities and can therefore be solved in polynomial time [15]. Further, the range of the priorities is determined by range of the weight function and vice versa, so this equivalence also holds for unary encoded interval liminf games.
Theorem 1. The following problems are polynomially equivalent:

(i) Deciding if Eve wins a unary encoded interval liminf game;
(ii) Deciding if Eve wins a binary encoded interval liminf game; and
(iii) Deciding if Eve wins a parity game.

Proof. (i)⇒(ii): Trivial.

(ii)⇒(iii): For this reduction, we use the following function which will also be used in Section 6. Let $I = I_1 \cup I_2 \cup \cdots \cup I_r$ be a finite union of closed integer intervals such that sup $I_i < \inf I_{i+1}$ for all $i$. Define $\Omega_I : \mathbb{Z} \to [1, 2r + 1]$ as follows:

$$\Omega_I(n) = \begin{cases} 2i & \text{if } n \in I_i, \\ 1 & \text{if } n < \inf I_1, \text{ and} \\ \max\{1 + 2i : \sup I_i < n}\ & \text{otherwise}. \end{cases}$$

Now suppose $(G, I)$ is an interval liminf game. We transform the game graph $G$ to $G'$ as follows. Every edge $e$ is sub-divided and the subdividing vertex is given priority $\Omega_I(w(e))$. The original vertices of $G$ are all given priority $2r + 1$.

It is not difficult to see that there is a 1-1 correspondence between plays in $G$ and plays in $G'$, and that for any play in $G$, $\lim \inf w(e) \in I_i$ for some $i$ if and only if the minimum priority in the corresponding play in $G'$ seen infinitely often is even.

(iii)⇒(i): To go the other direction, given a parity game played on $G$ we transform it to an interval liminf game played on $G'$ as follows. $G'$ is the weighted graph obtained by setting the weight of an edge to be the priority at the vertex at the tail of the edge (that is, the vertex for which the edge is outgoing). The intervals are singleton intervals containing each of the even priorities that occur in $G$. Clearly any play in $G$ is a play in $G'$ and it is not difficult to see that for a play in $G$ the minimum priority seen infinitely often is even if and only if the $\lim \inf$ of the weights of all edges in a play of $G'$ lie in a given interval. ◀

It follows from our reduction and the positional determinacy of parity games [17], that:

Corollary 2. Positional strategies suffice for interval liminf games.

4 Mean-payoff games

In this section we investigate interval mean-payoff games. We give a recursive algorithm that repeatedly asks for a solution for the mean-payoff threshold problem. As mentioned earlier this problem is known to be in $\text{NP} \cap \text{coNP}$, and solvable in time $O(|V| \cdot |E| \cdot W)$ and space $O(|V| \cdot \log(|E| \cdot W))$ [4]. We denote this problem by $\text{MP}_{\sim \nu}(G)$ where $\sim \in \{\geq, >, \leq, <\}$ depending on whether Eve is maximizing or minimizing\footnote{Note that by positional determinacy of mean-payoff games [8], $\text{MP}$ and $\text{MP}\overline{\text{P}}$ compute the same values when one player is maximizing the payoff. Hence our decision to use $\text{MP}$ is not affected by whether Eve is maximizing or minimizing.} the payoff and whether or not a payoff of $\nu$ is winning for Eve. It is well known [8] that the strict threshold problem can be reduced to a non-strict threshold problem – this follows from the fact that mean-payoff values are restricted to a finite set of rationals.

Our algorithm implies that for a fixed number of intervals the problem reduces to the classic threshold problem (under polynomial-time Turing reductions). In the sequel we consider the memory requirements of single interval mean-payoff games in more detail. In particular we show that in this case finite memory strategies (indeed, positional strategies...
for Adam) suffice for winning strategies. However, our first observation of this section is that in general, interval mean-payoff games may require infinite memory.

Lemma 3. Finite memory winning strategies are insufficient in interval mean-payoff games.

Proof. Consider the game in Figure 1 where $I = \{1\} \cup \{2\}$. Eve has an infinite memory winning strategy in this game as follows. First she plays to $q_1$. Then she counts how many times Adam takes the loop $(q_1, q_1)$. If Adam returns to $q_0$ then Eve takes the loop $(q_0, q_0)$ the same number of times before returning to $q_1$. Clearly any play consistent with this strategy will either have $MP = 2$ (if it eventually remains in $q_1$), or $MP = 1$ (otherwise). Therefore the strategy is winning for Eve. Now suppose Eve plays a finite memory strategy $\sigma$ with memory $M$. We observe that under this strategy Eve cannot stay at $q_0$ for more than $M$ turns without staying there indefinitely. Adam’s strategy is thus to stay at $q_1$ for $2M$ turns before returning to $q_0$. It is not difficult to see that any play consistent with this strategy and $\sigma$ will yield a mean-payoff of either 0 or in the range $(1, 2)$, and so the strategy is winning for Adam.

Upper bounds

We present an algorithm for computing the winning regions in an interval mean-payoff game in Algorithm 1. The correctness of the algorithm is given by Lemma 4.

Algorithm 1 $MP_I(G)$

Input: A game graph $G = (V, E, w, q_0)$ and a finite union of real intervals $I$.
Output: $(X^\exists, X^\forall)$ where $X^\exists, X^\forall$ are the vertices from which Eve (Adam) has a winning strategy.

```
if $I = \emptyset$ then
    return $(\emptyset, V)$
end if

$a \leftarrow \inf I$
if $a = -\infty$ then
    $(X, X') \leftarrow MP_{\geq}(\overline{G})$  
    \{$\overline{G}$ is $G$ with $V_\exists$ and $V \setminus V_\exists$ swapped\}
else
    $X \leftarrow \emptyset$
    repeat
        $(A, A') \leftarrow MP_{\geq}(G)$
        $(B, B') \leftarrow MP_{(\leq a, >]}(G)$
        $X \leftarrow X \cup A' \cup B'$
        $G \leftarrow G \setminus (A' \cup B')$
    until $A' \cup B' = \emptyset$
end if
return $(V \setminus X, X)$
```
Lemma 4. Let \((G, I)\) be an interval mean-payoff game. \(\text{MP}_I(G)\) correctly computes the winning regions for Adam and Eve.

Proof sketch. We observe that at each iteration of the loop we remove vertices from which Adam can either ensure the mean-payoff lies below \(I\) or from which he can (recursively) win on the larger set (with fewer interval end-points) \(I' = (-\infty, \inf I] \cup I\). Thus it is clear that Adam has a winning strategy from any vertex removed. We now argue that Eve has a winning strategy on any vertex remaining. Observe that from these vertices she has two strategies: a positional strategy \(\sigma_\succ\) which ensures \(\text{MP} \succ \inf I\) and \(\sigma_\prec\) which wins with the larger objective \(I'\). We combine these into a winning strategy for \(I\) as follows. Eve chooses any \(t\) in the first interval and keeps track of the current average weight. Whenever the average weight lies below \(t\) she plays \(\sigma_\succ\), and whenever it lies above \(t\) she plays \(\sigma_\prec\). As the mean-payoff objective is a tail objective and therefore independent of an initial play prefix, it is not difficult to see that if she eventually plays only one strategy then the mean-payoff will lie in \(I\). If she changes strategy infinitely often, then the fact that \(\sigma_\succ\) is positional means she will never deviate too far below \(\inf I\) so the \(\liminf\) average will lie between \(\inf I\) and \(t\), and thus in \(I\).

The running time for Algorithm 1 is \(|V|^{2r-1} \cdot \text{MP}\), where \(\text{MP}\) is the running time for an algorithm to solve the mean-payoff threshold problem. It is straightforward to see that the algorithm can be implemented in polynomial space.

Theorem 5. Let \(G\) be a game graph and \(I\) a finite union of \(r\) real intervals. Whether Eve wins the interval mean-payoff game \((G, I)\) can be decided in time \(O(|V|^{2r} \cdot |E| \cdot W)\) and space \(O(r \cdot |V| \cdot \log(|E| \cdot W))\).

Corollary 6. Determining if Eve wins an interval mean-payoff game for a fixed number of intervals is in \(\text{NP} \cap \text{coNP}\).

We observe that although the players may require infinite memory for a winning strategy, Algorithm 1 shows that a winning strategy can be succinctly represented by \(2r\) positional sub-strategies. It is not clear that given such a certificate whether there exists an efficient algorithm for computing the winning region, however we believe that this is the case. By the symmetry of the roles of the players, such an algorithm would show that the interval mean-payoff game is both in \(\text{NP}\) and \(\text{coNP}\).

Conjecture 1. Determining if Eve wins an interval mean-payoff game is in \(\text{NP} \cap \text{coNP}\).

Lower bound

The above conjecture would hold if we could solve interval mean-payoff games with only polynomially many calls to the mean-payoff threshold problem. We now give a lower bound for the complexity of deciding interval mean-payoff games which suggests any such algorithm would yield quite remarkable results: we reduce parity games to interval mean-payoff games with small weights and interval bounds. In particular this implies that any pseudo-polynomial time algorithm (including polynomially many calls to the threshold problem) would yield a polynomial time algorithm for parity games.

Theorem 7. There is a polynomial time reduction from parity games to unary encoded interval mean-payoff games.
Proof sketch. Intuitively, we replace each vertex in the original game with the gadget shown in Figure 2. If the priority of the vertex is even then the gadget is controlled by Eve, and if it is odd then it is controlled by Adam. The last vertex in the gadget is controlled by the player that controlled the original vertex. Given a winning strategy in the parity game, Eve’s corresponding strategy is to play the same on the original vertices, and whenever the play reaches a gadget corresponding to an even priority $p$ she remains in the gadget until the current average lies in the interval $[p, p + \frac{1}{2}]$. This ensures that the minimum average seen infinitely often corresponds to the minimum priority seen infinitely often and so, with the interval set $I = \bigcup_{p \text{ even}} [p, p + 1)$, the strategy will be winning for Eve. Conversely, Adam can translate winning strategies from the parity game in the same manner.

Memory requirements for single interval mean-payoff games

The strategies for Adam and Eve described in the proof of Lemma 4 require infinite memory. We now show, with a careful analysis, that in the case of a single interval this can be improved. Note that as we can replace any strict threshold call with a non-strict threshold we can assume without loss of generality that $I$ is closed.

Theorem 8. Let $(G, I)$ be a single interval mean-payoff game. If Adam has a winning strategy then he has a positional winning strategy. If Eve has a winning strategy then she has a strategy that requires finite memory.

Proof sketch. The fact that Adam only requires positional strategies follows from [13] and the observation that in the single interval case the winning condition is convex.

The idea behind Eve’s finite memory strategy on $X^3$ is to keep track of the total weight seen so far (rather than the average as in Lemma 4) modulo cycles with average weight in $I$. The intuition is that such cycles do not affect whether the overall mean-payoff will lie in the interval, so we can safely ignore them. As $\sigma_<$ and $\sigma_>$ are both positional in this case, by ignoring these cycles the total weight will never deviate too far from a central value, so finite memory suffices.

5 Discount sum games

In this section we consider interval discount sum games. Here we make a distinction between whether or not singleton intervals (and singleton gaps between intervals) are permitted, because unlike other payoff functions considered in this paper there is a marked difference between the corresponding games. We show that for non-singleton intervals the problem of determining the winner is \textsc{PSPACE}-complete and as a consequence of our algorithm we show that finite memory strategies suffice. For singleton intervals (including the exact value problem) our \textsc{PSPACE}-hardness result holds, but is not even known if determining the winner is decidable.
5.1 Single, non-singleton intervals

Lower bound

To show PSPACE-hardness we reduce from the subset sum game defined in [9]. A subset sum game is specified by a target \( t \in \mathbb{N} \) and a list of pairs of natural numbers \((a_1, a'_1), \ldots, (a_n, a'_n)\). The game takes \( n \) rounds, in round \( i \), one player (Adam if \( i \) is odd, Eve if \( i \) is even) chooses \( a_i \) or \( a'_i \). After \( n \) rounds Eve wins if and only if the sum of the selected numbers is \( t \). Given an instance of the subset sum game we construct the interval discount sum game shown in Figure 3, with interval \([t, t+1)\).

It is clear that a play in this game corresponds to a selection of elements from the pairs, and the discounted sum of the play is equal to the sum of the corresponding elements. As this sum is always an integer, the discounted sum lies in the interval \([t, t+1)\) if and only if the selected sum is equal to \( t \).

Upper bound

Given \( v \in V \) and strategies \( \sigma \) and \( \tau \) for Eve and Adam respectively, we define \( v^v_{\sigma\tau} \) to be the payoff of the unique play from \( v \) consistent with \( \sigma \) and \( \tau \). Two important (memoryless) strategies for Eve are \( \sigma_{\text{max}} \) and \( \sigma_{\text{min}} \), the strategies which, for all states \( v \), maximize \( \min_{\tau} v^v_{\sigma\tau} \) and minimize \( \max_{\tau} v^v_{\sigma\tau} \) respectively.

The idea behind the upper bound centres around the observation that after sufficiently many steps the remainder of any play does not contribute much to the overall discounted sum. If the target interval is non-singleton then the problem reduces to the classical threshold problem. Thus we can stop the game after finitely many steps when it becomes a trivial matter to determine if the overall discounted sum will lie in the interval or not. The key lemma for the result, the proof of which we defer to the full paper, is the following:

\[ N = \left\lfloor \frac{\log(\sup I - \inf I) + \log(1 - \lambda) - \log(2W)}{\log \lambda} \right\rfloor. \]

Then Eve has a winning strategy that agrees with either \( \sigma_{\text{max}} \) or \( \sigma_{\text{min}} \) after \( N \) steps.

Note that whether the strategy agrees with \( \sigma_{\text{max}} \) or \( \sigma_{\text{min}} \) depends on the play up to the \( N \)-th step. It is feasible that against one strategy of Adam this strategy will agree with \( \sigma_{\text{max}} \) but against another strategy it will agree with \( \sigma_{\text{min}} \).

\[ \textbf{Corollary 10.} \text{ Finite memory strategies suffice in non-singleton interval discount sum games.} \]

The algorithm for determining the winner of a non-singleton interval discount sum game is straightforward. We run an alternating Turing Machine for \( N \) steps to guess an initial play.
Note that $N$ is polynomial in the size of the input, so this can be done in PSPACE. Suppose the play ends in state $v$ with the current discounted sum $S$. We compute the four values:

$$\overline{M} = \max_{\tau} v^v_{\text{max}} \quad \underline{M} = \min_{\tau} v^v_{\text{max}} \quad \overline{m} = \max_{\tau} v^v_{\text{min}} \quad \underline{m} = \min_{\tau} v^v_{\text{min}}.$$ 

These are computable in $\text{NP} \cap \text{coNP}$ using an algorithm that computes values in classic discount sum games [18]. Finally we check if either:

$$S + \lambda^{N+1} \cdot \overline{M} \in I \quad \text{and} \quad S + \lambda^{N+1} \cdot \underline{M} \in I,$$

or

$$S + \lambda^{N+1} \cdot \overline{m} \in I \quad \text{and} \quad S + \lambda^{N+1} \cdot \underline{m} \in I.$$ 

It is clear that one of the above conditions holds if and only if $\sigma_{\text{max}}$ or $\sigma_{\text{min}}$ is winning from the current position. Therefore, from Lemma 9, one of the above conditions holds if and only if Eve has a winning strategy.

▶ Theorem 11. Let $G$ be a game graph, $I \subseteq \mathbb{R}$ a non-singleton interval, and $\lambda \in (0, 1)$. Deciding if Eve wins the interval discount sum game $(G, I, \lambda)$ is PSPACE-complete.

We observe that if the weights, interval bounds and discount factor are all encoded in unary then $N$ is logarithmic in the size of the input and $\overline{M}$, $\underline{M}$, $\overline{m}$, and $\underline{m}$ can all be computed in polynomial time using a pseudo-polynomial time algorithm for discount sum games [18]. Thus the above algorithm runs in polynomial time.

▶ Theorem 12. Let $G$ be a game graph, $I \subseteq \mathbb{R}$ a non-singleton interval and $\lambda \in (0, 1)$. Deciding if Eve wins the unary encoded interval discount sum game $(G, I, \lambda)$ is in P.

5.2 Multiple intervals

The algorithm of the previous section also applies to multiple intervals as long as the gaps between the intervals are also non-singleton. This follows from the observation that after sufficiently many steps the overall discount payoff will not deviate too far from the current value, so that at that point the game reduces to the single interval case.

▶ Theorem 13. Let $G$ be a game graph, $I$ a finite union of real intervals such that neither $I$ nor $\mathbb{R} \setminus I$ contains singleton elements, and $\lambda \in (0, 1)$. Deciding if Eve wins the interval discount sum game $(G, I, \lambda)$ is PSPACE-complete.

5.3 Singleton intervals

When the set of intervals (or their complement) include singleton intervals, the situation is more complicated. Following the same argument as the previous section, after sufficiently many steps the problem reduces to the exact value problem: Given a discount sum game $(G, \lambda)$ and a target $t \in \mathbb{Q}$, does Eve have a strategy to ensure the discounted sum is exactly $t$?

It is currently open whether this problem is even decidable, however the PSPACE-hardness result from the previous section (using the interval $\{t\}$ rather than $[t, t+1)$) gives a lower-bound. The problem is related to the universality problem for discount sum automata [2], a well-known problem for which decidability remains open [1]. The problem was also studied for Markov Decision Processes and graphs (i.e. one-player games) in [7] where it was shown to be decidable for discount factors of the form $\lambda = \frac{1}{n}$, and that in general infinite memory is required for winning strategies.

▶ Lemma 14 ([7]). There exist exact value discount sum games for which an infinite memory is required for a winning strategy.
Total sum games

Total sum games refine mean-payoff games and can be seen as a special case of discount sum games where the discount factor is 1. Assuming the graph has integer weights, Total will always be an integer (or \(\pm\infty\)), thus we can assume all intervals are closed or open as necessary.

In this section we show that determining the winner of such games is \(\text{PSPACE}\)-complete for unary encoded games and \(\text{EXPSPACE}\)-complete for binary encoded games. Our bounds are obtained by relating interval total sum games with various one-counter games, that is, games played on the transition graph of a one-counter machine (equivalently, one-dimensional vector addition systems with states). Intuitively a one-counter game graph is a game graph augmented with a counter which is incremented or decremented by weights on traversed edges. A special set of edges are activated only if the counter has value 0. We give a reduction from one-counter reachability games, studied in [3, 14, 12] to establish lower bounds, and a reduction to one-counter parity games, studied in [16], for the upper bounds.

Lower bounds

We give a reduction from counter reachability games to (singleton) interval total sum games. This establishes the necessary lower bounds because determining the winner in such games was shown to be \(\text{PSPACE}\)-complete for unary encoded games in [14] and \(\text{EXPSPACE}\)-complete for binary encoded games in [12], even for the restricted one-counter game graphs considered here.

Given a one-counter reachability game with no zero-activated edges and target set \(F \subseteq V\), we construct a game graph as follows. We double the weights of all edges; add a new initial vertex with an edge of weight +1 to the original initial vertex; and add a new global sink with a self loop of weight 0 and edges of weight −1 from all vertices in \(F\). By parity arguments the new vertices are the only vertices where the total sum can be 0, and Eve has a strategy to reach the global sink if and only if she can reach \(F\) in the original game with counter value 0. Thus Eve wins the interval total sum game with interval \(\{0\}\) if and only if she wins the original one-counter reachability game.

Upper bounds

We now show that interval total sum games can be solved in \(\text{EXPSPACE}\) by reducing them to parity games on infinite graphs defined by the transition graphs of one-counter machines. Such games were considered in [16], where a \(\text{PSPACE}\) algorithm was given for unary weighted one-counter games (equivalently, single alphabet pushdown processes). As a binary one-counter graph can be described by an exponentially larger unary one-counter graph, our reduction yields an \(\text{EXPSPACE}\) algorithm.

The key observation for the reduction is that interval total sum games can be viewed as parity games on \(V \times \mathbb{Z}\), where the second component indicates the total sum so far. The
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Figure 5 Interval total sum game ($I = \mathbb{R} \setminus \{0\}$) which requires infinite memory.

Priority of a vertex $v, c$ is determined by which interval (or gap between intervals) contains $c$, in the same manner used in the equivalence between liminf games and parity games in Section 3. However, we cannot use the result of [16] directly because for those games the priorities are defined by the states of the counter-machine and not the values of the counter. Instead, we have Eve assert which interval (or gap between intervals) the counter is in, and give Adam the ability to punish her if she claims falsely.

Let $(G, I)$ be an interval total sum game. Recall from Section 3 the definition of $\Omega_I$. Let us define $m_i := \min \Omega_{I}^{-1}(i)$ and $M_i := \max \Omega_{I}^{-1}(i)$. Intuitively, the reduction creates $2r + 1$ copies of the $G$ (one for each interval and one for each gap), but we replace edges with the edge gadget shown in Figure 4. The priority of a vertex $(v, i)$ is $i$, and for each gadget vertex it is $2r + 1$ except for $v_0$ which has priority $2r$.

We now show that Eve has a winning strategy in this parity game if and only if she has a winning strategy in the interval total sum game. We first observe that if the play reaches the predecessor of $(v, i)$ and the counter value is outside $[m_i, M_i]$ then Adam can win by playing to $v_\perp$ if the counter is $< m_i$ or to $v_\top$ if the counter is $> M_i$. On the other hand, if the counter is in the range $[m_i, M_i]$ then Eve wins if Adam plays to either of these vertices. Thus the gadget defined by the vertices $\{v_\perp, v_\top, v_0\}$ allows Adam to punish Eve if and only if the counter is not in the asserted interval. Now, assuming Eve plays correctly, it is easy to see that the minimal priority seen infinitely often corresponds to the lowest interval or interval gap visited infinitely often by the counter. Thus Eve has a winning strategy in the parity game if and only if she has a winning strategy in the interval game.

▶ Theorem 15. Deciding if Eve wins a binary (unary) encoded interval total sum game is EXPSPACE-complete (PSPACE-complete).

Memory requirements

We now consider memory requirements for winning strategies in interval total sum games. Figure 5 shows that, in general, infinite memory is required for winning strategies.

▶ Lemma 16. Finite memory winning strategies are insufficient in interval total sum games.

By swapping the roles of the players and complementing the interval, we see that even for single interval games Adam may require infinite memory. We now show this is not the case for Eve. Indeed, using König’s lemma, we can show a more general result.

▶ Lemma 17. Let $(G, I)$ be an interval total sum game where $I \cap \mathbb{Z}$ is finite. If Eve has a winning strategy then she has a finite memory winning strategy.

To complete the argument for single interval total sum games, we observe that if the interval is infinite then we are considering the classical threshold problem for total sum games. Positional strategies for these games were shown to be sufficient in [11].

▶ Theorem 18. Let $(G, I)$ be a single interval total sum game. If Eve has a winning strategy then she has a finite memory winning strategy.
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Abstract

We consider two-player games over graphs and give tight bounds on the memory size of strategies ensuring safety conditions. More specifically, we show that the minimal number of memory states of a strategy ensuring a safety condition is given by the size of the maximal antichain of left quotients with respect to language inclusion. This result holds for all safety conditions without any regularity assumptions, and for all (finite or infinite) graphs of finite degree.

We give several applications of this general principle. In particular, we characterize the exact memory requirements for the opponent in generalized reachability games, and we prove the existence of positional strategies in games with counters.
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1 Introduction

Graphs games provide a mathematical framework to automatically address many questions, for instance they are used to model reactive systems (we refer to [9] for a survey on the topic). We focus here on the Synthesis Problem to motivate the problem we consider, which is to characterize the amount of memory required in games with safety conditions.

The Synthesis Problem. The inputs of the Synthesis Problem are a system and a specification. The expected output is a controller for the system, that ensures the specification.

We describe here an approach to solve the Synthesis Problem through Game Theory. We model the system as a graph, whose vertices represent states and edges represent transitions. Its evolution consists in interactions between a controller and an environment, which is turned into a game on the graph between two players, Eve and Adam. If in a given state, the controller can choose the evolution of the system, then the corresponding vertex is controlled by Eve. If the system evolves in an uncertain way, we consider the worst-case scenario, where Adam controls those states.

A pebble is initially placed on the vertex representing the initial state of the system, then Eve and Adam move this pebble along the edges. The sequence built describes a run of the system: Eve tries to ensure that it satisfies the specification.

So, in order to synthesize a controller, we are interested in whether Eve can ensure this objective and what resources she needs. In particular, the most salient question is: what is the size of a minimal controller satisfying the specification? Since a controller is here

* The research leading to these results has received funding from the European Union’s Seventh Framework Programme (FP7/2007-2013) under grant agreement n° 259454 (GALE) and n° 239850 (SOSNA).
given by a strategy for Eve, this is equivalent to the following question: what is the minimal amount of memory used by a winning strategy?

The following diagram shows the correspondence between the notions from the Synthesis Problem (left-hand side) and the game-theoretical notions (right-hand side).

\[
\begin{align*}
\text{system}, & \quad \text{controller} \quad \models \quad \Phi \\
\text{arena (graph)}, & \quad \sigma \quad \models \quad W
\end{align*}
\]

**Safety Specifications.** Since we consider non-terminating sequences, a specification is given by a language of infinite words. Of special interest are the specifications asserting that "nothing bad" ever happens; such specifications are called *safety specifications*. A safety specification is induced by a (possibly infinite and non-regular) set of bad prefixes \(P\), and the specification is met by a run if no prefixes belong to \(P\).

Although quite simple, the safety specifications proved useful in both theory and practice, and are actively studied (we refer to [12] for a survey).

**Our contribution.** In this paper, we show the following general principle:

For a safety condition \(W\), the minimal number of memory states of a winning strategy is exactly the cardinal of the maximal antichain of left quotients of \(W\).

We refer to Section 3 for the missing definitions. Note that this result holds for all safety conditions, without any regularity assumption. The only assumption made is that graphs have finite degree: we prove that this is necessary, by providing a counter example not satisfying this property. The Section 3 is devoted to the proof of this main result. We give several examples and applications in Section 4. For instance, it allows to characterize the memory requirements for the opponent in generalized reachability games, and to prove the existence of positional strategies in games with counters.

**Related Works: Evaluating Memory Requirements.** Characterizing the amount of memory required by winning strategies according to the winning conditions has been widely studied, in different frameworks.

The first result in this direction is about Muller conditions: in [5], the authors show how to compute the exact memory requirements by looking at the so-called Zielonka tree of a Muller condition. This is orthogonal to our results, as the Muller conditions only specify the limit behaviour (what is seen infinitely often), whereas we consider here only the behaviours in the finite.

In a different direction, Hugo Gimbert and Eryk Kopczyński independently investigated necessary and sufficient conditions for positional determinacy. We refer to their respective PhD theses [8, 11] for more details. A submitted result of Eryk Kopczyński [10] shows that one can compute the exact *chromatic* memory requirements of \(\omega\)-regular conditions. Our results are also orthogonal to this result, as we characterize the exact memory requirements for all safety conditions, including *non-regular* ones.

**2 Definitions**

The games we consider are played on an arena \(A = (V, (V_3, V_\emptyset), E, c)\), consisting of a (finite or infinite) graph \((V, E)\), a partition \((V_3, V_\emptyset)\) of the vertex set \(V\): a vertex in \(V_3\) belongs to
Eve and in $V_f$ to Adam, and a coloring function $c : E \to A$ mapping edges to a color from a finite alphabet $A$. When drawing arenas, we will use circles for vertices owned by Eve and squares for those owned by Adam. Throughout this paper, we make two assumptions:

- There are no dead-ends: for every vertex $v \in V$, there exists an edge $(v, v') \in E$;
- The degree is finite: for every vertex $v \in V$, the set $\{v' \mid (v, v') \in E\}$ is finite.

The first assumption is cosmetic. The second assumption, however, will be crucial: in particular, we will give a counter-example showing that our results do not hold without this assumption.

**Game.** A play $\pi$ is an infinite word of edges $e_0 \cdot e_1 \cdots$ that are consecutive: for all $i$, $e_i = (\_, v) \in E$ and $e_{i+1} = (v, \_) \in E$ for some $v \in V$. We denote $\pi_k$ the prefix of length $k$ of $\pi$. A play $\pi$ induces an infinite sequence of colors $c(\pi)$, obtaining by applying the coloring function $c$ component-wise. We define winning conditions for a player with giving a set of infinite sequences of colors $W \subseteq A^\omega$. As we are interested in zero-sum games, i.e. where the winning conditions of the two players are opposite, if the winning condition for Eve is $W$, then the winning condition for Adam is $A^\omega \setminus W$. A game is a couple $G = (A, W)$ where $A$ is an arena and $W$ a winning condition.

**Strategy.** A strategy for a player is a function that prescribes, given a finite history of the play, the next move. Formally, a strategy for Eve is a function $\sigma : E^* \cdot V_3 \to E$ such that for all $\pi \in E^*$ and $v \in V_3$ we have $\sigma(\pi \cdot v) = (v, \_)$ $\in E$. Strategies for Adam are defined similarly, and usually denoted $\tau$. Once a game $G = (A, W)$, a starting vertex $v_0$ and strategies $\sigma$ for Eve and $\tau$ for Adam are fixed, there is a unique play $\pi(v_0, \sigma, \tau)$, which is said winning for Eve if its image by $c$ belongs to $W$. A strategy $\sigma$ for Eve is winning if for all strategies $\tau$ for Adam, $\pi(v_0, \sigma, \tau)$ is winning. We say that Eve wins the game $G$ from $v_0$ if she has a winning strategy from $v_0$, and denote $W_E(G)$ the set of vertices from where Eve wins; we often say that $v \in W_E(G)$ is winning. We define similarly $W_A(G)$ for Adam to be the set of vertices from where Adam wins.

**Memory.** A memory structure is a deterministic state machine that reads the sequence of edges and abstracts its relevant informations into a memory state. Formally, a memory structure $M = (M, m_0, \mu)$ for an arena consists of a set $M$ of memory states, an initial memory state $m_0 \in M$ and an update function $\mu : M \times E \to M$. The update function takes as input the current memory state and the chosen edge to compute the next memory state. It can be extended to a function $\mu^* : E^* \to M$ by defining $\mu^*(\varepsilon) = m_0$ and $\mu^*(\pi \cdot e) = \mu(\mu^*(\pi), e)$. Given a memory structure $M$ and a next-move function $\nu : V_3 \times M \to E$, we can define a strategy $\sigma$ for Eve by $\sigma(\pi \cdot v) = \nu(v, \mu^*(\pi \cdot v))$. A strategy with memory structure $M$ has finite memory if $M$ is a finite set. It is memoryless, or positional if $M$ is a singleton: it only depends on the current vertex. Hence a memoryless strategy can be described as a function $\sigma : V_3 \to E$. We denote $\text{mem}(\sigma)$ the number of memory states used by the strategy $\sigma$.

An arena and a memory structure induce an expanded arena where the current memory state is computed online. Formally, the arena $A = (V, (V_3, V_f), E, c)$, the memory structure $M$ for $A$ and a new coloring function $c' : E \times M \to A$ induce an expanded arena $A \times M = (V \times M, (V_3 \times M, V_f \times M), E \times \mu, c')$, where $E \times \mu$ is defined by: $((v, m), (v', m')) \in E \times \mu$ if $(v, v') \in E$ and $\mu((v, v')) = m'$. From a memoryless strategy in $A \times M$, we can build a strategy in $A$ using $M$ as memory structure, which behaves as the original strategy. This key observation will be used several times in the paper.
3 Tight Bounds on the Memory for Safety Conditions

In this section, we consider a safety condition $W$ and compute the following quantity:

$$\text{mem}(W) \doteq \sup_{G=(A,W) \text{ game}} \inf_{\sigma \text{ winning strategy}} \text{mem}(\sigma).$$

In words, $\text{mem}(W)$ is the necessary and sufficient number of memory states for constructing a winning strategy in games with condition $W$. Equivalently:

- **upper bound**: for all games $G = (A,W)$, if Eve wins, then she has a winning strategy using at most $\text{mem}(W)$ memory states,
- **lower bound**: there exists a game $G = (A,W)$ when Eve wins but she has no winning strategy using less than $\text{mem}(W)$ memory states.

The reader with a background in game theory may be surprised, as it is well known that “safety games are positionally determined”, implying that the quantity above is constant equal to one. The subtlety here is that our setting is (much) more general than the classical notion of safety games. Specifically, consider an arena $A$:

- an **internal** safety condition is given by a subset $B \subseteq A$ of forbidden colors, inducing the winning condition
  $$\text{Safe}(B) = \{ a_0 \cdot a_1 \cdots \in A^\omega \mid \text{for all } i, \ a_i \notin B \},$$

- an **external** safety condition is given by a subset $P \subseteq A^*$ of forbidden prefixes of colors, inducing the winning condition
  $$\text{Safe}(P) = \{ a_0 \cdot a_1 \cdots \in A^\omega \mid \text{for all } i, \ a_0 a_1 \cdots a_i \notin P \}.$$

The term “internal” refers to the idea that the set $B$ can be thought of as a set of forbidden edges in the graph, giving rise to the classical notion of safety games, where Eve tries to ensure never to reach the forbidden parts in the graph.

**Lemma 1 (Folklore).** Let $G$ be a game with an internal safety condition. If Eve has a winning strategy, then she has a positional winning strategy.

On the other hand, the external safety conditions describe much more, as we will demonstrate in Section 4.

From now on, as we are mostly interested in external safety conditions, we will drop the prefix “external”. The notion of safety condition originates from topological studies of the set of infinite words: the safety conditions are the closed sets for the Cantor topology, denoted $\Pi_1$ in the corresponding Borel hierarchy.

For the remainder of this section, we fix a safety condition $W = \text{Safe}(P)$ induced by $P \subseteq A^*$.

A First Upper Bound

We first give an upper bound on $\text{mem}(W)$. Let $w \in A^*$, define its left quotient as:

$$w^{-1}W = \{ \rho \in A^\omega \mid w \cdot \rho \in W \}.$$
We denote Res($W$) the set of left quotients of $W$. We mention some special left quotients: the initial one, $\varepsilon^{-1}W$ (equal to $W$), and the empty one, obtained as $w^{-1}W$ for any $w \in P$. From a left quotient $w^{-1}W$ and a letter $a \in A$, we define $(w^{-1}W) \cdot a$ as $(w \cdot a)^{-1}W$: it is easy to check that this is well defined (independent of the representant $w$ chosen). Recall that Res($W$) is finite if and only if $W$ is regular, and in such case it can be used to describe the set of states of the minimal deterministic automaton recognizing $W$.

Lemma 2. Let $G = (A,W)$ be a game with a safety condition $W$. If Eve wins, then she has a winning strategy using at most $|\text{Res}(W)|$ memory states.

Consequently, for all safety conditions $W$,

$$\text{mem}(W) \leq |\text{Res}(W)|.$$  

Proof. We construct a memory structure $M$, as follows: $M = (\text{Res}(W),W,\nu)$, where $\nu(w^{-1}W,a) = (w^{-1}W) \cdot a$. At any point in the game, the memory state computed by $M$ is the current left quotient. We construct the expanded arena $A \times M$ equipped with the coloring function $c' : E \times \text{Res}(W) \to \{0,1\}$ defined by:

$$c'(\_,w^{-1}W) = \begin{cases} 0 & \text{if } w^{-1}W = \emptyset \text{ (equivalently, } w \in P) , \\ 1 & \text{otherwise} . \end{cases}$$

We attach to $A \times M$ the internal safety condition induced by $B = \{0\}$, giving rise to the game $G \times M = (A \times M,\text{Safe}(B))$. First observe that by construction, a play in $A \times M$ is of the form

$$(e_0,c(e_0)^{-1}W) \cdot (e_1,c(e_0 \cdot e_1)^{-1}W) \cdots (e_k,c(e_0 \cdot e_1 \cdots e_k)^{-1}W) \cdots ,$$

so by definition of $c'$ a play is winning is $G \times M$ if and only if its projection (on the first component) is winning in $G$.

It follows that a winning strategy for Eve in $G$ from $v_0$ induces a winning strategy in $G \times M$ from $(v_0,W)$. Now, thanks to Lemma 1, since Eve wins in $G \times M$, she has a positional winning strategy. This induces a winning strategy in $G$ using $M$ as memory structure, concluding the proof of Lemma 2.

The game $G \times M$ defined above will be an important tool in the proofs to follow. We will also rely on the following remark: let $G = (A,W)$ be a game with a safety condition $W$, and assume we want to prove that a strategy $\sigma$ in $G$ is winning. Then it is enough to show that for all plays $\pi$ consistent with $\sigma$, for all $k$, $c(\pi_k)^{-1}W \neq \emptyset$, where $\pi_k$ is the prefix of $\pi$ of length $k$. This simple observation follows from the definition of safety conditions.

A Tighter Upper Bound

The memory structure $M$ defined above is not optimal. A first remark is that the empty left quotient (which exists if $W \neq A^\omega$) can be removed from the memory states as the game is lost. From now on by “left quotient” we mean “non-empty left quotient of $W$”, and in particular Res($W$) denotes the set of non-empty left quotients of $W$.

The second remark is the following: let $L_1$ and $L_2$ be two left quotients of $W$, such that $L_1 \subseteq L_2$. With the same notations as above, consider a vertex $v$ in the arena $A$. If Eve wins from $(v,L_1)$ in $G \times M$, then she also wins from $(v,L_2)$: indeed, she can play as she would have played from $(v,L_1)$. Since this ensures from $v$ that all plays are winning for $L_1$, then a fortiori they are winning for $L_2$.

This suggests to restrict the memory states only to minimally winning left quotients with respect to inclusion. Two issues arise:
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which left quotients are winning depends on the current vertex, so the semantics of a
memory state can no longer be one left quotient, but rather a left quotient for each
possible vertex,
there may not exist minimally winning left quotients.

For the sake of presentation, we first show how to deal with the first issue, assuming the
second issue does not appear. Specifically, in the following lemma, we assume that \( \text{Res}(W) \)
is finite (i.e. \( W \) is regular), implying the existence of minimally winning left quotients. We
will later drop this assumption.

We define the width of an ordered set \((E, \leq)\) as the cardinal of the maximal antichain of
\(E\) with respect to \(\leq\), i.e. the cardinal of the largest set of pairwise incomparable elements.

**Lemma 3** (Upper bound in the regular case). Let \( \mathcal{G} = (A, W) \) be a game with a safety
condition \( W \). Assume that \( \text{Res}(W) \) is finite, i.e. that \( W \) is regular.

If Eve wins, then she has a winning strategy using at most \( K \) memory states, where \( K \) is
the width of \( (\text{Res}(W), \leq) \).

**Proof.** We use the same notations as for the proof of Lemma 2, and construct a smaller
memory structure together with a winning strategy using this memory structure. In this
proof, by winning we mean winning in the game \( \mathcal{G} \times \mathcal{M} \).

Let \( K \) be the cardinal of the maximal antichain of left quotients of \( W \). We construct the
memory structure \( \mathcal{M}^* = (\{1, \ldots, K\}, 1, \mu) \), and the strategy \( \sigma \) induced by the next-move
function \( \nu \).

Let \( v \) be a vertex in \( A \). We consider the set of minimal left quotients \( L \) such that
\((v, L)\) is winning. (Here we use the finiteness of \( \text{Res}(W) \) to guarantee the existence of such
left quotients.) This is an antichain, so there are at most \( K \) of them, we denote them by
\( L_1(v), \ldots, L_p(v) \), for some \( p \leq K \). The key property is that for every left quotient \( L \) such
that \((v, L)\) is winning, there exists \( i \) such that \( L_i(v) \subseteq L \). Furthermore, we choose \( L_1(v_0) \)
such that \( L_1(v_0) \subseteq W \). (Indeed, by assumption \((v_0, W)\) is winning.)

We define the update function: \( \mu(i, (v, v')) \) is a \( j \) such that \( L_j(v') \subseteq L_i(v) \cdot c(v, v') \). Note
that in general, such a \( j \) may not exist; it does exist if \((v', L_i(v) \cdot c(v, v'))\) is winning, and we
will prove that this will always be the case when playing the strategy \( \sigma \).

We define the next-move function \( \nu \) (inducing \( \sigma \)). Let \( v \in V_3 \), and consider \((v, L_i(v))\):
since Eve wins from there, there exists an edge \((v, v') \in E\) such that \((v', L_i(v) \cdot c(v, v'))\) is
winning. Define \( \nu(v, i) \) to be this \( v' \).

We show that the strategy \( \sigma \) is winning. Consider a play \( \pi = (v_0, v_1, v_2, \ldots) \) consistent
with \( \sigma \), and \( i_0, i_1, \ldots \) the sequence of memory states assumed along this play. Denote \( \pi_k \) the
prefix of \( \pi \) of length \( k \), we prove that for all \( k \), \( L_{i_k}(v_k) \subseteq c(\pi_k)^{-1}W \). Note that by definition,
\((v_k, L_{i_k}(v_k))\) is winning, so \( L_{i_k}(v_k) \neq \emptyset \), implying that \( c(\pi_k)^{-1}W \neq \emptyset \).

We proceed by induction. For \( k = 0 \), it follows from \( L_1(v_0) \subseteq W \). Let \( k > 0 \), the
induction hypothesis is \( L_{i_{k-1}}(v_{k-1}) \subseteq c(\pi_{k-1})^{-1}W \). We distinguish two cases.

- Either \( v_{k-1} \) belongs to Eve. Then by construction of \( \sigma \) we have that \( (v_k, L_{i_{k-1}}(v_{k-1}) \cdot
c(v_{k-1}, v_k)) \) is winning. It follows that the update function is well defined, and \( L_{i_k}(v_k) \subseteq
L_{i_{k-1}}(v_{k-1}) \cdot c(v_{k-1}, v_k) \), which together with the induction hypothesis implies \( L_{i_k}(v_k) \subseteq
c(\pi_k)^{-1}W \).

- Or \( v_{k-1} \) belongs to Adam. Since Adam cannot escape \( \mathcal{W}_E(\mathcal{G} \times \mathcal{M}) \), we have that
\((v_k, L_{i_{k-1}}(v_{k-1}) \cdot c(v_{k-1}, v_k))\) is winning, and the same reasoning concludes.

It follows that the strategy \( \sigma \) is winning, concluding the proof of Lemma 3. \( \blacksquare \)

We now get rid of the regularity assumption. This means that for a vertex \( v \), there may
not be a minimal left quotient \( L \) such that \((v, L)\) is winning. To get around this difficulty,
the semantics of a memory state is not anymore a left quotient for each vertex, but rather a decreasing sequence of left quotients for each vertex.

Note that the proof of Lemma 4 uses the finite degree assumption, and is the only proof in the paper to do so. We will show in Section 4 that the result fails without this assumption.

**Lemma 4 (Upper bound).** Let \( G = (A, W) \) be a game with a safety condition \( W \). If Eve wins, then she has a winning strategy using at most \( K \) memory states, where \( K \) is the width of \( \text{Res}(W) \), \( \subseteq \).

Consequently, for all safety conditions \( W \), \( \text{mem}(W) \) is smaller than or equal to the width of \( \text{Res}(W) \), \( \subseteq \).

**Proof.** We use the same notations as for the proof of Lemma 3, and construct a memory structure together with a winning strategy using this memory structure.

Let \( K \) be the cardinal of the maximal antichain of left quotients of \( W \). We construct the memory structure \( M^* = (\{1, \ldots, K\}, 1, \mu) \), and the strategy \( \sigma \) induced by the next-move function \( \nu \).

Let \( v \) be a vertex in \( A \). We consider the set \( \mathcal{W}(v) \) of left quotients \( L \) such that \((v, L)\) is winning. We split \( \mathcal{W}(v) \) into maximal decreasing (finite or infinite) sequences of left quotients, denoted \( \ell_1(v), \ldots, \ell_p(v) \), for some \( p \leq K \). Furthermore, we choose \( \ell_1(v_0) \) such that \( W \in \ell_1(v_0) \). (Indeed, by assumption \((v_0, W)\) is winning.)

We say that \((v, \ell)\) is winning if for all \( L \in \ell \), we have that \((v, L)\) is winning. For \( \ell \) a sequence of left quotients and \( a \in A \), we define \( \ell \cdot a \) component-wise. Note that even if \( \ell \) is infinite, it may be that \( \ell \cdot a \) is finite.

We define the update function: \( \mu(i, (v, v')) \) is a \( j \) as follows.

- If \( \ell_i(v) \cdot c(v, v') \) is finite, denote \( L \cdot c(v, v') \) its last element. Choose \( j \) such that \( L \cdot c(v, v') \in \ell_j(v') \). Note that in general, such a \( j \) may not exist; it does exist if \((v', \ell_i(v) \cdot c(v, v'))\) is winning, and we will prove that this will always be the case when playing the strategy \( \sigma \).

- If \( \ell_i(v) \cdot c(v, v') \) is infinite, then choose \( j \) such that \( \ell_j(v') \) has an infinite intersection with \( \ell_i(v) \cdot c(v, v') \). Such a \( j \) exists without any assumption.

We define the next-move function \( \nu \) (inducing \( \sigma \)). Let \( v \in V_2 \), and consider \((v, \ell_i(v))\). Let \( L \in \ell_i(v) \), Eve wins from \((v, L)\), so there exists an edge \((v, v') \in E\) such that \((v', L \cdot c(v, v'))\) is winning, we say that \((v, v') \in E\) is good for \( L \). Since \( \mathcal{W}(v') \) is upward closed, if \((v, v') \in E\) is good for \( L \), then it is good for every \( L' \) such that \( L \subseteq L' \). We argue that there exists an edge \((v, v') \in E\) that is good for all \( L \in \ell_i(v) \), i.e. such that \((v', \ell_i(v) \cdot c(v, v'))\) is winning; define \( \nu(v, i) \) to be this \( v' \). There are two cases:

- Either \( \ell_i(v) \) is finite, denote \( L \) its last element. Since \( \ell_i(v) \) is decreasing, an edge good for \( L \) is good for all \( L' \in \ell_i(v) \).

- Or \( \ell_i(v) \) is infinite. The vertex \( v \) has finite degree, so there exists an edge which is good for infinitely many \( L \in \ell_i(v) \). Since \( \ell_i(v) \) is decreasing, it is good for all \( L' \in \ell_i(v) \).

We show that the strategy \( \sigma \) is winning. Consider a play \( \pi = (v_0, v_1) \cdot (v_1, v_2) \cdot \cdots \) consistent with \( \sigma \), and \( i_0 \cdot i_1 \cdot \cdots \) the sequence of memory states assumed along this play. Denote \( \pi_k \) the prefix of \( \pi \) of length \( k \), we prove that for all \( k \), there exists \( L \in \ell_{i_k}(v_k) \) such that \( L \subseteq c(\pi_k)^{-1}W \). Note that by definition, \((v_k, \ell_{i_k}(v_k))\) is winning, so \( c(\pi_k)^{-1}W \neq \emptyset \).

We proceed by induction. For \( k = 0 \), it follows from \( W \in \ell_1(v_0) \). Let \( k > 0 \), the induction hypothesis implies the existence of \( L \in \ell_{i_{k-1}}(v_{k-1}) \) such that \( L \subseteq c(\pi_{k-1})^{-1}W \). We distinguish two cases, and denote \( c_k = c(v_{k-1}, v_k) \).

- Either \( v_{k-1} \) belongs to Eve, then by construction of \( \sigma \) we have that \((v_k, \ell_{i_{k-1}}(v_{k-1}) \cdot c_k)\) is winning. It follows that the update function is well defined, and:
1. If \( \ell'_{i_{k-1}}(v_{k-1}) \cdot c_k \) is finite, denote \( L' \cdot c_k \) its last element, we have \( L' \cdot c_k \in \ell_{i_k}(v_k) \).
   Since \( L' \cdot c_k \) is the last element of \( \ell'_{i_{k-1}}(v_{k-1}) \cdot c_k \), it follows that \( L' \subseteq L \). We have thus \( L' \cdot c_k \subseteq L \cdot c_k \), so \( L' \subseteq c(\pi_k)^{-1}W \), and \( L' \cdot c_k \in \ell_{i_k}(v_k) \).

2. If \( \ell'_{i_{k-1}}(v_{k-1}) \cdot c_k \) is infinite, \( \ell_{i_k}(v_k) \) has an infinite intersection with \( \ell'_{i_{k-1}}(v_{k-1}) \cdot c_k \).
   So there exists \( L' \subseteq L \) with \( L' \in \ell'_{i_{k-1}}(v_{k-1}) \) such that \( L' \cdot c_k \) is in this intersection.
   We have \( L' \cdot c_k \in \ell_{i_k}(v_k) \) and \( L' \subseteq c(\pi_k)^{-1}W \).

Or \( v_{k-1} \) belongs to Adam. Since Adam cannot escape \( W_E(G \times M) \), we have that \( (v_k, \ell_{i_{k-1}}(v_{k-1}) \cdot c_k) \) is winning, and the same reasoning concludes.

It follows that the strategy \( \sigma \) is winning, concluding the proof of Lemma 4.

\section*{A Matching Lower Bound}

\begin{lemma} (Lower bound). \textit{Let} \( W \) \textit{be a safety condition. There exists a game} \( G = (A, W) \) \textit{where Eve wins but she has no winning strategy using less than} \( K \) \textit{memory states where} \( K \) \textit{is the width of} \( (\mathrm{Res}(W), \subseteq) \).
   Consequently, for all safety conditions \( W \), \( \mathrm{mem}(W) \) is greater than or equal to the width of \( (\mathrm{Res}(W), \subseteq) \).
\end{lemma}

\begin{proof}
Consider \( \{w_1^{-1}W, \ldots, w_K^{-1}W\} \) an antichain of left quotients of \( W \). For \( i \neq j \), there exists \( u_{i,j} \in A^\omega \) such that \( u_{i,j} \in w_i^{-1}W \) and \( u_{i,j} \notin w_j^{-1}W \).

We describe the game, illustrated in Figure 1. A play consists in three steps:
1. From \( v_0 \) to \( v'_0 \): Adam chooses a word in \( \{w_1, \ldots, w_K\} \);
2. Eve chooses between \( K \) options;
3. say Eve chose the \( i^{th} \) option, then Adam chooses between the \( K - 1 \) words \( u_{i,j} \) for \( j \neq i \).

We first show that Eve has a winning strategy from \( v_0 \), using \( K \) memory states. It consists in choosing the \( i^{th} \) option whenever Adam chooses the word \( w_i \); whatever Adam chooses at the third step, \( w_i \cdot u_{i,j} \in W \).

We now show that there exists no winning strategy using less than \( K \) memory states.
Indeed, such a strategy will not comply with the above strategy and for some \( i \neq j \), choose the \( j^{th} \) option if Adam chooses \( w_i \). Then Adam wins by playing \( u_{i,j} \), since \( w_i \cdot u_{i,j} \notin W \).
\end{proof}

\section*{Tight Bounds}

Putting together upper and lower bounds, we proved the following result:

\begin{theorem}
For all safety conditions \( W \), \( \mathrm{mem}(W) \) is the width of \( (\mathrm{Res}(W), \subseteq) \).
\end{theorem}
A condition $W$ is half-positional if $\text{mem}(W) = 1$. Characterizing half-positional conditions has been a fruitful topic over the last few years [8, 11]. In the case of safety conditions, we obtain the following characterization:

**Corollary 7.** For all safety conditions $W$, $W$ is half-positional if and only if the inclusion is a linear order over $\text{Res}(W)$.

## 4 Examples and Applications

In this section, we instantiate Theorem 6 on different examples. We chose four examples:

- The outbidding condition shows the difference between graphs with finite degree and graphs with infinite degree; in particular, it gives a counter example to Lemma 4 when dropping the finite degree assumption,
- The energy condition is a non-regular half-positional safety condition,
- The generalized safety condition is a regular safety condition for which the partially ordered set of left quotients has a nice well-known combinatorical structure,
- The boundedness condition is a central piece in the theory of regular cost functions.

When representing the partial order $(\text{Res}(W), \subseteq)$ for a given $W$, we use the following convention: a black edge from $L$ to $L'$ means that $L \subseteq L'$, and a red edge labeled $a$ from $L$ to $L'$ means that $L' = L \cdot a$, so the red structure is the minimal (although possibly infinite) deterministic automaton recognizing $W$.

### Outbidding Games

Let $A = \{a, b, c\}$ and $W = \{a^n \cdot b^p \cdot c^\omega \mid n \leq p\} \cup \{a^\omega\} \cup a^* \cdot b^\omega$. It is a non-regular safety condition, called the outbidding condition. Figure 2 represents the partial order $(\text{Res}(W), \subseteq)$. Its width is three: there are two incomparable infinite increasing sequences of left quotients, $(a^n)^{-1}W_{n\in\mathbb{N}}$ and $(b \cdot a^n)^{-1}W_{n\in\mathbb{N}}$, and $c^{-1}W$.

Hence thanks to Theorem 6, $\text{mem}(W) = 3$. However, there exists an outbidding game where Eve wins but needs infinite memory for this. This does not contradict Theorem 6, as this game, represented in Figure 3, has a vertex of infinite degree. It goes as follows: first Adam picks a number $n$, and then Eve takes over: she has to pick a number $p$, higher than or equal to $n$. A finite memory strategy can only choose from finitely many options, hence cannot win against all strategies of Adam.
Energy Games

The setup for the energy condition is the following: assume we are monitoring a resource. We denote by $A$ the set of actions on this resource, which is any monotonic function $f : \mathbb{N} \to \mathbb{N}$, as for instance:

- consuming one unit of the resource,
- reloading by one unit,
- emptying the resource,
- consuming half of the current energy level.

Define the energy condition by

$$W = \{ w \mid \text{the energy level in } w \text{ remains always non-negative} \}.$$ 

It is a non-regular safety condition. Energy games and several variants have been extensively studied [1, 2, 3]. Figure 4 represents the partial order $(\text{Res}(W), \subseteq)$, with only two actions: $a$ reloads by one unit, and $b$ consumes one unit. In general, if the actions are monotonic, then the left quotients are totally ordered by inclusion, so thanks to Theorem 6 we have $\text{mem}(W) = 1$.

▶ Corollary 8. The energy games are half-positional.

Generalized Safety Games

This example originates from the study of generalized reachability games [6, 7]. A generalized reachability condition is a (finite) conjunction of reachability conditions. Here we take the opponent’s vantage point: a generalized safety condition is a (finite) disjunction of (internal) safety conditions. Specifically, let $A = \{ \bot, 1, \ldots, k \}$: each letter is a color, and $\bot$ is uncolored. Let $W = \{ w = w_0w_1 \cdots \mid \exists i \in \{1, \ldots, k\}, \forall n, w_n \neq i \}$, it is satisfied if at least one color is not seen along the play. It is a safety condition. Figure 4 represents the partial order $(\text{Res}(W), \subseteq)$ for $k = 3$. The left quotients are all the strict subsets of $\{1, \ldots, k\}$. The width of this partial order is $\binom{k}{\lfloor k/2 \rfloor}$, according to the well-known Sperner’s Lemma from combinatorics.
Corollary 9. For all generalized safety games with $k$ colors, if Eve wins, then she has a winning strategy with $\binom{k}{\lfloor k/2 \rfloor}$ memory states.

Furthermore, for all $k$, there exists a generalized safety game with $k$ colors where Eve wins, but has no winning strategy using less than $\binom{k}{\lfloor k/2 \rfloor}$ memory states.

Games with Counters

This example originates from the theory of regular cost functions [4]. Let $N \in \mathbb{N}$, and define the boundedness condition $W_N$ involving a counter as follows:

$$W_N = \{w \mid \text{the counter value in } w \text{ remains bounded by } N\}.$$

For the set of actions, we consider any monotonic action (even non-regular), i.e. function $f : \mathbb{N} \to \mathbb{N}$ such that if $i \leq j$ then $f(i) \leq f(j)$, as for instance:

- leaving the counter value unchanged,
- incrementing the counter value by one,
- resetting the counter value to zero,
- dividing the counter value by two, rounded down,
- increasing the counter value to the next power of two.

The condition $W_N$ is a regular safety condition.

Corollary 10. The boundedness games are half-positional.

5 Conclusion and Perspectives

We considered general safety conditions and characterized their memory requirements. Specifically, the memory requirements of a safety condition $W$ is the width of the partially ordered set $(\text{Res}(W), \subseteq)$. This is the first general result characterizing the memory requirements for some non-regular conditions, based on their topological properties. We hope that this is the first stone on the path of memory requirements characterizations for much more conditions.
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Abstract

Confluence is a key property of rewriting calculi that guarantees uniqueness of normal-forms when they exist. Metaconfluence is even more general, and guarantees confluence on open/meta terms, i.e. terms with holes, called metavariables that can be filled up with other (open/meta) terms. The difficulty to deal with open terms comes from the fact that the structure of metaterms is only partially known, so that some reduction rules became blocked by the metavariables. In this work, we establish metaconfluence for a family of calculi with explicit substitutions (ES) that enjoy preservation of strong-normalization (PSN) and that act at a distance. For that, we first extend the notion of reduction on metaterms in such a way that explicit substitutions are never structurally moved, i.e. they also act at a distance on metaterms. The resulting reduction relations are still rewriting systems, i.e. they do not include equational axioms, thus providing for the first time an interesting family of λ-calculi with explicit substitutions that enjoy both PSN and metaconfluence without requiring sophisticated notions of reduction modulo a set of equations.
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1 Introduction

Confluence is a key property of rewriting calculi that guarantees determinism of computations [9]. In confluent calculi, different reduction sequences starting at the same term always converge. When terms are enriched with metavariables, used to denote unknown parts of incomplete proofs/programs, we talk instead about metaconfluence, which in general does not follow directly from confluence.

In this paper we study metaconfluence of λ-calculi with explicit substitutions (ES), which are extensions of the λ-calculus being able to internalize the substitution operation [1, 20, 17, 13, 4]. Such calculi are used to refine/implement the notion of β-reduction in functional languages like Ocaml and Haskell, and proof-assistants like Coq, Isabelle, AProlog and PVS. Metaterms are notably introduced in this framework to implement higher-order unification and matching [16, 15, 8, 14] in proof-assistants. Indeed, a logical computational language based on higher-order resolution might be implemented using a calculus in which higher-order
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unification can be treated in a natural way through the use of metavariables. Surprisingly, metaconfluence does not follows directly from confluence. Indeed, when the ES operator is propagated w.r.t. the structure of (meta)terms, then metavariables naturally block such propagations. The problem can be illustrated in terms of the following (simplified) rewriting system (we assume no capture of free variables holds):

\[(\lambda x.t)u \rightarrow t[u/x] \quad (\lambda x.t)[y/u] \rightarrow \lambda x.t[y/u] \]

\[(tv)[y/u] \rightarrow t[y/u][v/y] \quad t[y/u] \rightarrow t, \text{ if } y \text{ does not occur free in } t\]

which generates the following diverging reduction sequences on metaterms:

\[t[y/u][x/v] \leftarrow ((\lambda x.t)v)[y/u] \rightarrow t[x/v][y/u]\]

where \(y\) does not occur free in \(v\). \(\rightarrow\) denotes the contextual closure of \(\Rightarrow\) and \(\rightarrow\) the reflexive-transitive closure of \(\Rightarrow\). Thus, there exist many \(\lambda\)-calculi with ES that are confluent but not metaconfluent. Some of them, as for example, \(\lambda\sigma\) [1] and \(\lambda s\) [19], were extended respectively to \(\lambda\sigma_\eta\) [12] and \(\lambda s_\sigma\) [20] in order to regain metaconfluence. Nevertheless, these extended calculi do not enjoy PSN [25, 18], thus showing the fragility of such rewriting systems.

Another solution was adopted by calculi with ES inspired from linear logic proof-nets [28], such as \(\lambda s\) [21] and \(\lambda e\) [22]. Metaconfluence is recovered in these calculi by adding to the rewriting systems an equational axiom for commutation of independent substitutions:

\[t[y/u][x/v] \sim t[x/v][y/u]\]

where \(x\) (resp. \(y\)) does not occur free in \(u\) (resp. \(v\)). The resulting reduction calculi turned out to have very good properties, in particular, metaconfluence and PSN can live together [22]. However, equational reasoning becomes unavoidable, and even if commutation of independent substitutions is obtained for free when \(\lambda\)-terms are represented by proof-nets, this is not the case in classical implementations which use algebraic \(\lambda\)-terms.

In this paper we give a solution to this problem by pushing further the ES paradigm inspired from Linear-Logic Proof-Nets. In particular, there are nowadays several calculi, also inspired from Linear-Logic Proof-Nets, that are based on the idea that the ES operation acts at a distance and does not need to be percolated over the structure of terms. Typical examples of such calculi are the linear substitution (or Milner’s) calculus and the structural lambda-calculus (see resp. [26] and [4]), that belong to this new paradigm and have been successfully used for different applications such as implicit complexity [7], the theory of abstract standardization [3], or abstract machines [2].

We prove metaconfluence for a family of calculi with ES that act at a distance, namely the substitution calculus [5], the linear substitution calculus [26] and the structural \(\lambda\)-calculus [4]. The resulting reduction systems are still simple rewriting systems, i.e. they do not include equational axioms. The key of our solution relies on a new notion of substitution that propagates/applies only those that are affecting real variables, by keeping fixed the ones affecting metavariables. For instance, if \(Y_x\) denotes a metavariable in a context having only the free variable \(x\), then, according to our new notion of metasubstitution, the term \((Y_x x)[x/u]\) reduces to \((Y_x u)[x/u]\) and not to \(Y_x[x/u]u\) (which was the solution adopted in [24, 27]). The idea is that the real variable \(x\) of the metaterm \(Y_x x\) can be substituted by \(u\), as usual, but the substitution \([x/u]\) remains fixed in its place and does not percolate the application, it must be delayed because of the metavariable \(Y_x\). This notion of metasubstitution turns out to be essential in the development of the results we show in this paper.

To establish metaconfluence for our three calculi, we use the Hindley-Rosen Theorem [10], which states that if two confluent rewriting systems commute then their union is also
Thus for example, $x^\beta$ is a non-terminating application. We then show that $\mathcal{R}$ and $\mathcal{S}$ alone are confluent. Finally, we show that $\mathcal{R}$ strongly commutes with $\mathcal{S}$, i.e., $\forall t_0, t_1, t_2$, if $t_0 \rightarrow_{\mathcal{R}} t_1$ and $t_0 \rightarrow_{\mathcal{S}} t_2$, $\exists t_3$ s.t. $t_1 \rightarrow_{\mathcal{S}} t_3$ and $t_2 \rightarrow_{\mathcal{R}} t_3$ (i.e. $t_2 \rightarrow_{\mathcal{R}} t_3$ or $t_2 = t_3$). Since strongly commutation implies commutation [9], then we are done by Hindley-Rosen Theorem.

We thus provide an interesting set of $\lambda$-calculi with ES that act at a distance, which enjoy both PSN and metaconfluence without requiring sophisticated notions of reduction modulo a set of equations. Moreover, in contrast to available proofs of metaconfluence in the literature [12, 20, 27, 24], which are non-trivial, our approach just needs a simple reasoning about commutation of reductions, a standard notion used in abstract reduction systems [11].

## 2 Common Syntax for Terms

Explicit substitutions calculi with names are built over a simple grammar which is an extension of that of the $\lambda$-calculus:

$$t, u ::= x \mid t \ u \mid \lambda x.t \mid t[x/u]$$

(1)

The symbol $x$ is called a variable, $\lambda x.t$ an abstraction, $t u$ an application and $t[x/u]$ a term with an explicit substitution (ES) $[x/u]$, i.e. a substitution waiting to be applied. The abstraction $\lambda x.t$ and the ES $t[x/u]$ both bind $x$ in $t$. The notions of free and bound variables are defined as usual, in particular, $fv(t[x/u]) := fv(t) \setminus \{x\} \cup fv(u)$, $fv(\lambda x.t) := fv(t) \setminus \{x\}$, $bv(t[x/u]) := bv(t) \cup \{x\} \cup bv(u)$ and $bv(\lambda x.t) := bv(t) \cup \{x\}$. We work with the standard notion of $\alpha$-conversion i.e. the bound variables can be renamed in order to avoid clashes with the free ones. Thus, terms are always considered modulo $\alpha$-equivalence, i.e. we work on $\alpha$-equivalence classes of terms. We use $|t|_x$ to denote the number of free occurrences of the variable $x$ in the term $t$. When $|t|_x = n \geq 2$, we write $t_{(x|y)}$ for the non-deterministic replacement of $i$ ($1 \leq i \leq n - 1$) free occurrences of $x$ in $t$ by a fresh variable $y$. Thus for example, given $u = (x z)[z/x]$, we have $|u|_x = 2$ so that only one replacement of $x$ in $u$ can be done to construct $u_{(x|y)}$, which then denotes either $(y z)[z/x]$ or $(x z)[z/y]$ but not $(y z)[z/y]$. Contexts are defined as usual, i.e. they are given by the following grammar:

$$C ::= \square \mid Ct \mid tC \mid \lambda x.C \mid C[x/t] \mid t[x/C]$$

We write $C[t]$ for the term obtained by replacing the hole $\square$ of $C$ by $t$, thus e.g., $(\square y)[x] = xy$ and $(\lambda x.\square)[x] = \lambda x.x$. We write $C[u]$ when the free variables of $u$ are not captured by the context $C$, thus for example, $C[x]$ denotes the term $xy$ if $C = \square y$, and $\lambda y.x$, if $C = \lambda x.\square$.

Substitutions are (finite) functions from variables to terms. We denote a non-empty substitution $\sigma$ by $\{ x_1/u_1, \ldots, x_n/u_n \} \ (n \geq 1)$ and the empty substitution by $\emptyset$. The domain of the substitution $\sigma$ is given by $\text{dom}(\sigma) := \{ x \mid \sigma(x) \neq x \}$. The set $\text{var}(\sigma)$ is given by $\cup_{x \in \text{dom}(\sigma)}fv(\sigma(x))$. The application of a substitution $\sigma$ to a term $t$ is defined by induction on the structure of terms as follows:

$$x^\sigma := \sigma(x) \quad (\lambda y.t)^\sigma := \lambda y.t^\sigma \quad (t u)^\sigma := t^{\sigma[y/\sigma]}$$

Here it should be stressed that the third and fourth rules are conceived modulo $\alpha$-conversion. Thus for example $\{ \lambda y.x \} \{ z/y \} = \lambda z.y$. Remark that $t[x/u] = t$ if $x \notin fv(t)$.

We now present the reduction rules of three calculi with ES acting at a distance that are based on grammar (1). The first one, known as the substitution calculus, splits the non-terminating $\beta$-rule of the $\lambda$-calculus into two terminating rules $\text{dB}$ and $\text{s}$ (see Fig. 1).
Formally, the list $L$ is a context generated by the grammar $\square | L[x/t]$. 

1 Formally, the list $L$ is a context generated by the grammar $\square | L[x/t]$. 

The $L$ symbol appearing in the $dB$-rule, also called distant Beta, denotes a (possibly empty) list of substitutions of the form $[x_1/t_1][x_2/t_2] \ldots [x_n/t_n]$ ($n \geq 0$) $\lambda$ The resulting reduction relation, obtained by the contextual closure of the rewriting rules, is written $\Rightarrow_{\text{sub}}$. 

The second calculus (see Fig. 2) is known as the linear substitution calculus. Rule $\Rightarrow_{\text{dB}}$ (resp. $\Rightarrow_{\text{ls}}$) comes from the structural $\lambda$-calculus [4] (resp. Milner’s calculus [26]), while $\Rightarrow_{\text{w}}$ belongs to both calculi. The calculus performs partial substitution in the sense that only one free variable occurrence is substituted at a time. This partial substitution, performed by means of the $\text{ls}$-rule (for linear substitution), is non-deterministic, i.e. $\text{ls}$ randomly chooses the free variable occurrence of $x$ to be substituted by $u$. The resulting reduction relation, obtained by the contextual closure of the rewriting rules, is written $\Rightarrow_{\text{sub}}$. 

The third calculus (see Fig. 3) is the structural $\lambda$-calculus [4]. The $dB$-rule triggers computation. The $c$-rule duplicates ES which affect a term $t_{(x|y)}$, denoting, as defined above, some non-deterministic replacement of a non-empty subset of the free occurrences of the variable $x$ in $t$ by a fresh variable $y$. Metasubstitution on variables is only performed by the $d$-rule where the variables have only one single occurrence in the term. The resulting reduction relation, obtained by the contextual closure of the rewriting rules, is written $\Rightarrow_{\text{sub}}$. 

In what follows we denote by $\Rightarrow_r$ (resp. $\Rightarrow_r$) the contextual (resp. reflexive-transitive) closure of each rewriting rule $\Rightarrow_r$ (resp. reduction relation $\Rightarrow_r$), for $r \in \{dB, s, lsub, w, c, d\}$ introduced before. For each calculus, the reduction relation associated to its substitution calculus, i.e. generated by all its rewriting rules except $\Rightarrow_{dB}$, are defined by $\Rightarrow_{sub}:=\Rightarrow_{\text{sub}} \setminus \Rightarrow_{dB}$ and $\Rightarrow_{str}:=\Rightarrow_{\text{str}} \setminus \Rightarrow_{dB}$ respectively. A reduction relation $\Rightarrow_R$ is said to be confluent on terms (resp. metaterms) iff for all terms (resp. metaterms) $t_0, t_1, t_2$, if $t_0 \Rightarrow_R t_1$ and $t_0 \Rightarrow_R t_2$, there exists a term (resp. metaterm) $t_3$ s.t. $t_1 \Rightarrow_R t_3$ and $t_2 \Rightarrow_R t_3$. 

Here are some examples of reduction sequences from the term $t = (\lambda x.xx)y$: 

\begin{align*}
\text{In } \lambda_{\text{sub}}: \quad & t \Rightarrow_{dB} \langle xx \rangle[x/y] \Rightarrow_{s} \langle yy \rangle \\
\text{In } \lambda_{\text{ls}}: \quad & t \Rightarrow_{dB} \langle xx \rangle[x/y] \Rightarrow_{ls} \langle xy \rangle[x/y] \Rightarrow_{s} \langle yy \rangle \\
\text{In } \lambda_{\text{str}}: \quad & t \Rightarrow_{dB} \langle xx \rangle[x/y] \Rightarrow_{c} \langle xx' \rangle[x/y][x'/y] \Rightarrow_{d} \langle yy \rangle[xx'/y] \Rightarrow_{d} \langle yy \rangle
\end{align*}
All the calculi presented above, let us write $\mathcal{R}$, enjoy good properties, specially: (simulation) every $\beta$-reduction step in the $\lambda$-calculus can be performed in $\mathcal{R}$, (confluence) all divergent reduction sequences in $\mathcal{R}$ can be closed and (preservation of $\beta$-strong normalization) every $\beta$-strongly normalizing $\lambda$-term is also $\mathcal{R}$-strongly normalizing.

3 Common Syntax for MetaTerms

We now extend the notation of terms to metaterms by adding metavariables which denote incomplete proofs/programs in higher-order theories. In particular, metavariables are used in higher-order unification to denote unknown partial solutions to be instantiated by the unification procedure [15, 8, 14]. We use $\mathcal{X}_\Delta$ to denote a metavariable with free variables in the set $\Delta$. The grammar (1) introduced in Sec. 2 is then extended as follows:

$$t, u ::= x \mid \mathcal{X}_\Delta \mid t \ u \mid \lambda x.t \mid t[u/x] \quad (2)$$

We also extend the notation $|t|_\varepsilon$ to metaterms, thus e.g. $|(y\lambda y)[z/z]|_\varepsilon = 3$. We distinguish between free meta and real variables. They are both defined by induction as follows.

$$\begin{align*}
\text{fm}(x) & := \emptyset \\
\text{fm}(\mathcal{X}_\Delta) & := \Delta \\
\text{fm}(tu) & := \text{fm}(t) \cup \text{fm}(u) \\
\text{fm}(\lambda x.t) & := \text{fm}(t) \setminus \{x\} \\
\text{fm}(t[u/x]) & := \text{fm}(t) \setminus \{x\} \cup \text{fm}(u)
\end{align*}$$

Thus for example, given $t = ((\mathcal{X}(x,y)z)[x/y])_x$ we have $\text{fm}(t) = \{y\}$ and $\text{fr}(t) = \{z\}$. The set of free variables of a metaterm is given by $\text{fv}(t) := \text{fm}(t) \cup \text{fr}(t)$. We extend the non-deterministic operation $(\_ \vdash \_)$ introduced in Sec. 2 to metaterms as expected.

For each $\lambda$-calculus in this paper, the metaconfluence proof uses the termination property of the corresponding substitution subcalculus. The first substitution calculus, given by $\rightarrow_{\lambda_0} := \rightarrow_{\lambda} \cup \rightarrow_\sigma$ we use a decreasing measure based on the notion of multiplicity [24]. Indeed, the size of a metaterm is recursively defined as follows:

$$\begin{align*}
\text{sz}(x) & := \text{sz}(\mathcal{X}_\Delta) := 1 \\
\text{sz}(tu) & := \text{sz}(t) + \text{sz}(u) \\
\text{sz}(\lambda x.t) & := \text{sz}(t) \\
\text{sz}(t[u/x]) & := \text{sz}(t) + \text{sz}(u) \cdot (1 + \text{ml}_x(t))
\end{align*}$$

where $\text{ml}_x(t)$, the multiplicity of the variable $x$ in the metaterm $t$, is defined by:

$$\begin{align*}
\text{ml}_x(t) & := 0 \quad \text{if } x \notin \text{fv}(t), \text{ otherwise} \\
\text{ml}_x(t) & := 1 \\
\text{ml}_x(t) & := \text{ml}_x(t) + \text{ml}_x(u) \\
\text{ml}_x(t) & := \text{ml}_x(t) + \text{ml}_x(t[y/u]) := \text{ml}_x(t) + \text{ml}_x(u) \cdot (1 + \text{ml}_y(t))
\end{align*}$$

We have for example $\text{sz}((x x)[x/y]) = 5$, $\text{sz}((x z)[x/y]) = 6$ and $\text{sz}((x z)[z/x][x/y]) = 15$. Observe that $\text{sz}(t) \geq 1$ and $\text{ml}_x(t) \geq 0$. Moreover, $x \notin \text{fv}(t)$ implies $\text{ml}_x(t) = 0$. It is easy to extend these measures to contexts by adding $\text{sz}(\square) = 0$ and $\text{ml}_x(\square) = 0$.

While this measure is decreasing for $\lambda_{sub}$, i.e. $t \rightarrow_{\lambda_{sub}} t'$ implies $\text{sz}(t) > \text{sz}(t')$ (see Sec. 4.1 for details), this is not the case for the subcalculus $\rightarrow_{\lambda^{str}} := \rightarrow_{\lambda} \cup \rightarrow_\sigma \cup \rightarrow_\sigma$. Thus for example, $(x x)[x/u] \rightarrow_\sigma (x z)[x/u][z/u]$ but $\text{sz}((x x)[x/u]) < \text{sz}((x z)[x/u][z/u])$. We then introduce another measure (cf. [4]) which will be used in Sec. 4.3 to show that $\rightarrow_{\lambda^{str}}$
This can be recovered by simply restricting the form of the metaterms. This section is devoted to the proofs of metaconfluence of our three calculi. We start by

where \( _{\cdot} \) in the metaterm.

In what follows \([\ ]\) denotes the empty multiset, \(\sqcup\) the multiset union and \(n \cdot [a_1, \ldots, a_n]\) the multiset \([n \cdot a_1, \ldots, n \cdot a_n]\).

The **multimeasure** of a metaterm \(t\), written \(jm(t)\), is a multiset of integers defined as:

\[
jm(x) = jm(X_\Delta) := [ ] \\
jm(tu) := jm(t) \sqcup jm(u) \\
jm(\lambda x.t) := jm(t)
\]

where \(P_x(t)\) denotes the **potential multiplicity** of the variable \(x\) in the term \(t\) and is recursively defined on \(\alpha\)-equivalence classes of \(t\) as follows: \(P_x(t) := 0\) if \(x \notin fv(t)\), otherwise

\[
P_x(x) = P_x(X_\Delta) := 1 \\
P_x(tu) := P_x(t) + P_x(u) \\
P_x(\lambda y.t) := P_x(t) + \max(1, P_y(t)) \cdot P_x(u)
\]

Note that in the second case, necessarily \(x \in \Delta\). Thus for example, \(jm((x x)[x/\lambda y.y]) = [2]\); \(jm((z z)[\lambda y.y][z/\lambda y.y]) = [1, 1]\) and \(jm((z z)[z/x x][x/\lambda y.y]) = [4, 2]\).

### 4 Metaconfluence

This section is devoted to the proofs of metaconfluence of our three calculi. We start by extending the notion of metasubstitution introduced in Sec. 2 to metaterms. A first approach, already used in [23] for the \(\lambda\text{ex}\)-calculus, is obtained by adding to the metasubstitution operation on terms the following case:

\[
X_\Delta[x/u] = \begin{cases} 
X_\Delta[x/u] & \text{if } x \in \Delta \\
X_\Delta & \text{otherwise.}
\end{cases}
\]

Nevertheless, if one naively uses this specification to extend the \(\alpha\)-rule to metaterms, termination is lost as the following example shows: \(X_{\{x\}}[x/u] \Rightarrow_\alpha X_{\{x\}}[x/u] = X_{\{x\}}[x/u] \Rightarrow_\alpha \ldots\). This can be recovered by simply restricting the form of the metaterms \(t\) on the left-hand side of the \(\alpha\)-rule to those that are not metavariables affected by ES (as done for example in [24]). However, even with this restriction, confluence fails:

\[
X_{\{x,y\}}[x/u][y/v] \Leftarrow (\lambda y.X_{\{x,y\}})[x/u] \Rightarrow_\alpha X_{\{x,y\}}[y/v][x/u]
\]

One can then add equations between metaterms to allow permutation of independent substitutions (cf. [21]) in order to close this divergent diagram. But then equational reasoning becomes necessary to deal with the resulting reduction system (a reduction system modulo); this could be particularly problematic from an implementation point of view.

In this paper we present another approach where no additional equations are necessary to guarantee metaconfluence. We start by extending the notion of metasubstitution to metaterms as follows. The (capture-free) **fixed metasubstitution** of \(x\) by the metaterm \(u\) in the metaterm \(t\), written \(t[x/u]\), is given by:

\[
t[x/u] := \begin{cases} 
t[x/u][x/u], & \text{if } x \in fm(t) \\
t[x/u], & \text{if } x \notin fm(t)
\end{cases}
\]

where the operation \(\text{\underline{\underline{\cdot}}}\) is defined as follows: \(t[x/u] := t\) if \(x \notin fv(t)\), otherwise

\[
x[x/u] := u; \\
(\lambda y.v)[x/u] := \lambda y.v[x/u] & (x \neq y \& y \notin fv(u)); \\
(tv)[x/u] := t[x/u]v[x/u]; \\
(yv)[x/u] := t[x/u]y[v[x/u]] & (x \neq y \& y \notin fv(u)).
\]

Thus for example, \((\lambda y.xX_{\{x\}})[x/y] = (\lambda z.yX_{\{x\}})[x/y]\). Remark that renaming of the bound variable \(y\) was done to avoid capture of free variables. The real free occurrence of \(x\)
was substituted by \( y \), however, the ES \( x/y \) remains fixed in the resulting term since it is affecting a metavariable with scope \( x \).

The above definition is a key notion of this work: it is able to capture metasubstitution on terms, but it is compatible with metaterms. Formally, the metasubstitution \( \{ x/u \} \) is split into two complementary notions of substitution: the ES \( \{ x/y \} \), which is fixed whenever there is a metavariable with scope in the domain of this substitution; and the implicit substitution \( \{ x/u \} \) on terms, that only acts on real variables.

We can now reformulate the first and the third \( \lambda \)-calculi presented before by using fixed metasubstitution \( \{ x/u \} \) on metaterms instead of \( \{ x/u \} \) on terms. The resulting reduction relations are shown in Fig. 4 and Fig. 5, respectively. In the case of the linear substitution calculus, since the reduction relation on terms does not use metasubstitution, we can keep exactly the same rewriting rules in Fig. 2 to specify reduction on metaterms. In the three cases, the resulting reduction systems on metaterms are conservative w.r.t. their respective reduction notions on terms.

### 4.1 The Substitution Calculus enjoys MetaConfluence

This section presents the metaconfluence proof for the substitution calculus. We start by stating some useful properties concerning the notion of metasubstitution that will be important in the rest of this section.

\[ \begin{array}{ll}
(\lambda x.t)L u & \mapsto_{dB} t[x/u]L \\
L t[x/u] & \mapsto_{s} t[x/u] \quad \text{if } x \notin \text{fm}(t) \text{ or } x \in \text{fr}(t)
\end{array} \]

**Figure 4** The substitution calculus for metaterms.

\[
\begin{array}{ll}
(\lambda x.t)L u & \mapsto_{dB} t[x/u]L \\
L t[x/u] & \mapsto_{c} t(x|y)[x/u][y/u] \quad \text{if } |t|_x > 1 \\
L t[x/u] & \mapsto_{d} t[x/y] \quad \text{if } |t|_x = 1 \text{ and } x \notin \text{fm}(t) \\
L t[x/u] & \mapsto_{w} t \quad \text{if } |t|_x = 0
\end{array}
\]

**Figure 5** The structural lambda calculus for metaterms.

\[
\begin{array}{ll}
L t[x/u] & \mapsto_{dB} t[x/u]L \\
L t[x/u] & \mapsto_{c} t(x|y)[x/u][y/u] \quad \text{if } |t|_x > 1 \\
L t[x/u] & \mapsto_{d} t[x/y] \quad \text{if } |t|_x = 1 \text{ and } x \notin \text{fm}(t) \\
L t[x/u] & \mapsto_{w} t \quad \text{if } |t|_x = 0
\end{array}
\]

\[
\begin{array}{ll}
L t[x/u] & \mapsto_{dB} t[x/u]L \\
L t[x/u] & \mapsto_{c} t(x|y)[x/u][y/u] \quad \text{if } |t|_x > 1 \\
L t[x/u] & \mapsto_{d} t[x/y] \quad \text{if } |t|_x = 1 \text{ and } x \notin \text{fm}(t) \\
L t[x/u] & \mapsto_{w} t \quad \text{if } |t|_x = 0
\end{array}
\]

\[ \]

**Lemma 1.** Let \( t, u, v \) be metaterms. If \( x \neq y \) and \( x \notin \text{fv}(v) \) then \( t\{x/u\}\{y/v\} = t\{y/v\}\{x/u\}\{y/v\} \) and \( t[x/u]\{y/v\} = t\{y/v\}\{x/u\}\{y/v\} \).

**Proof.** The first statement is by induction on \( t \) and the second one uses the first one.

The next lemma states that the substitution calculus on metaterms is stable w.r.t. the new notion of metasubstitution.

\[ \]

**Lemma 2** (Stability). Let \( t, u \) be metaterms. Let \( r \in \{ dB, s \} \).

\[ \]

- If \( t \mapsto_{r} t' \), then \( t\{x/u\} \mapsto_{r} t'\{x/u\} \) and \( t[x/u] \mapsto_{r} t'[x/u] \).
- If \( u \mapsto_{r} u' \), then \( t[x/u] \mapsto_{r} t[x/u'] \) and \( t[x/u] \mapsto_{r} t[x/u'] \).

**Proof.**

- The first statement is by induction on \( t \mapsto_{r} t' \) using Lem. 1. The second one uses the first one.
- The first statement is by induction on \( u \mapsto_{r} u' \) and the second one by using the first one.
The stability properties are necessary to prove that the reduction systems $\to_{\text{db}}$ and $\to_\times$ strongly commutes.

**Theorem 3 (Strong Commutation).** $\forall t_0, t_1, t_2$, if $t_0 \to_\times t_1$ and $t_0 \to_{\text{db}} t_2$, $\exists t_3$ s.t. $t_1 \to_{\text{db}} t_3$ and $t_2 \rightarrow_\times t_3$.

**Proof.** By induction on the reduction relation. We only show here the key cases:

1. **The Linear Substitution Calculus enjoys MetaConfluence**
   - (Strong Commutation)

   We can now conclude metaconfluence of the substitution calculus as follows:

   **Corollary 4.** The reduction relation $\to_{\text{sub}}$ is confluent on metaterms.

   **Proof.** Let $\to_{\text{sub}} := \to_{\text{db}} \cup \to_\times$. Both $\to_{\text{db}}$ and $\to_\times$ are trivially confluent. They commute (Theorem 3). We conclude by the Hindley-Rosen Theorem [10] introduced in Sec 1.

4.2 The Linear Substitution Calculus enjoys MetaConfluence

In this section, we prove metaconfluence for the linear substitution calculus. As in the previous section, we first prove that the systems $\to_{\text{db}}$ and $\to_{\text{sub}}$ strongly commute, where, as defined in Sec 3, we have $\to_{\text{sub}} := \to_{\times} \cup \to_\times$.

**Theorem 5 (Strong Commutation).** $\forall t_0, t_1, t_2$, if $t_0 \rightarrow_{\text{sub}} t_1$ and $t_0 \rightarrow_{\text{db}} t_2$, $\exists t_3$ s.t. $t_1 \rightarrow_{\text{db}} t_3$ and $t_2 \rightarrow_{\text{sub}} t_3$.

**Proof.** By induction on the reduction relations, then, for the base cases, by case analysis of overlapping local divergences. Most of the cases are straightforward, we only show here the more interesting ones.

The next goal is to establish confluence of the subsystem $\to_{\text{sub}}$. For that we first need to establish termination, that can be proved using some intermediate auxiliary results.
Lemma 6. Let \( x \neq y \) and assume \( y \notin \text{fv}(v) \). Then \[ m_\lambda(C[y]) + m_\lambda(C[y]) \cdot m_\lambda(v) = m_\lambda(C[x]) + m_\lambda(C[v]) \cdot m_\lambda(x). \]

Proof. By induction on \( C \).

The following lemma states compatibility of \( \rightarrow_{\lambda_{sub}} \) w.r.t \( m_\lambda(\cdot) \).

Lemma 7 (Compatibility). For all \( x, t \) and \( t' \), such that \( t \rightarrow_{\lambda_{sub}} t' \), \( m_\lambda(t) \geq m_\lambda(t') \).

Proof. The proof is by induction on the reduction relation. We show the base cases, since the inductive cases are straightforward:

Case \( C[z][z/u] \rightarrow t \): \( m_\lambda(C[z][z/u]) \geq m_\lambda(C[u][z/u]) \) if and only if \( m_\lambda(C[z]) + m_\lambda(C[z]) \cdot m_\lambda(u) \geq m_\lambda(C[u]) + m_\lambda(C[u]) \cdot m_\lambda(u) \), which holds by Lem. 6, since \( z \notin \text{fv}(u) \).

Actually, in this case the equality holds.

Case \( t[z/u] \rightarrow t : m_\lambda(t[z/u]) = m_\lambda(t) + m_\lambda(u) + m_\lambda(t) \cdot m_\lambda(u) \geq m_\lambda(t) \).

Lemma 8. Let \( x \neq y \) such that \( x, y \notin \text{fv}(v) \). Then \( m_\lambda(C[x]) > m_\lambda(C[v]) \) and \( m_\lambda(C[x]) = m_\lambda(C[v]) \).

Proof. The proof is by simultaneous induction on \( C \).

Lemma 9. The system \( \rightarrow_{\lambda_{sub}} \) is terminating on metaterms.

Proof. We show that \( t \rightarrow_{\lambda_{sub}} t' \) implies \( \text{sz}(t) > \text{sz}(t') \) so that \( \rightarrow_{\lambda_{sub}} \) is necessarily terminating.

The proof is by induction on \( t \rightarrow_{\lambda_{sub}} t' \) and uses Lem. 7 and Lem. 8.

Lemma 10. The reduction relations \( \rightarrow_{dB} \) and \( \rightarrow_{\lambda_{sub}} \) are confluent.

Proof. As noticed before the relation \( \rightarrow_{dB} \) is trivially confluent. Since \( \rightarrow_{\lambda_{sub}} \) is terminating on metaterms (Lem. 9), in order to conclude confluence it is enough to verify joinability of all critical pairs. The sole critical peak is built overlapping the \( \eta \)-rule with itself: \( C[u][x/u] \rightarrow_\eta C[i][x/u] = t[x/u] = C'[x][x/u] \rightarrow_\eta C'[u][x/u] \). In other words, \( t \) can be written as \( D'[x,x] \), where \( D' \) is a two-hole context. Then, the critical peak is joinable: \( D'[u,x][x/u] \rightarrow_\eta D'[u,u][x/u] \rightarrow_\eta \).

We can now conclude metaconfluence for the linear substitution calculus as follows:

Corollary 11. The reduction relation \( \rightarrow_{\lambda_{sub}} \) is confluent on metaterms.

Proof. Let \( \rightarrow_{\lambda_{sub}} := \rightarrow_{dB} \cup \rightarrow_{\lambda_{sub}} \). Since both \( \rightarrow_{dB} \) and \( \rightarrow_{\lambda_{sub}} \) are confluent (Lem 10) and strongly commute (Theorem 5), their union is confluent using the Hindley-Rosen Theorem [10] introduced in Sec. 1.

4.3 The Structural Lambda Calculus enjoys MetaConfluence

In this section we prove metaconfluence for the structural lambda calculus. As in the previous section, we first prove that the systems \( \rightarrow_{dB} \) and \( \rightarrow_{str} \) strongly commute, where, as defined in Sec. 3, w}
Proof. By induction on the reduction relations. We only show here the diagrams of the more interesting cases.

\[
\begin{align*}
\frac{}{(\lambda x.t)\langle y/v\rangle L_1[y/v]L_2u \rightarrow_c (\lambda x.t)\langle y/v\rangle L_1L_2u} \\
\frac{}{t[x/u]L_1[y/v]L_2 \rightarrow_c t[x/u]L_1L_2} \\
\frac{}{(\lambda x.t)\langle y/v\rangle L_1[y/v]L_2u \rightarrow_h (\lambda x.t)\langle y/v\rangle L_1[y/v]L_2u} \\
\frac{}{t[x/u]L_1[y/v]L_2 \rightarrow_h t[x/u]L_1[y/v]L_2} \\
\frac{}{t[x/u] \rightarrow_c t_{(y/z)}[x/u][y/u]} \\
\frac{}{t[x/u] \rightarrow_c t_{(y/z)}[x/u'][y/u']} \\
\frac{}{(\lambda x.t)\langle y/v\rangle L_1[y/v]L_2u \rightarrow_c (\lambda x.t)\langle y/v\rangle L_1(y|y')[y/v]L_2u} \\
\frac{}{t[x/u]L_1[y/v]L_2 \rightarrow_c t[x/u]L_1(y|y')[y/v]L_2} \\
\end{align*}
\]

The subtle point here is that in the last two diagrams we need to choose the replacement \(t'(y/z)\) (resp. \((t[x/u]L_1)(y|y')\)) according to that we used for \(t_{(y/z)}\) (resp. \(((\lambda x.t)\langle y/v\rangle)\)).

The next goal is to establish confluence of the subsystem \(\rightarrow_{str}\). For that we first need to establish termination, that can be proved using some intermediate auxiliary results.

▲ Lemma 13. If \(x \notin fv(u)\) and \(x \neq y\), then \(P_x(t) = P_x(t[y/u])\).

Proof. The hypothesis implies \(P_x(u) = 0\). Moreover, we can easily prove by induction on \(t\) that \(P_x(t[y/u]) = P_x(t)\), if \(x \notin fv(u)\) and \(x \neq y\). We then consider all the possible cases for \(t[y/u]\).

1. If \(y \in fm(t)\) and \(y \neq x\), then \(P_x(t[y/u]) = P_x(t[y/u]) = P_x(t[y/u]) \geq P_x(t)\).
2. If \(y \notin fm(t)\) and \(y \neq x\), then \(P_x(t[y/u]) = P_x(t[y/u]) \geq P_x(t)\).
3. If \(y \notin fm(t)\) and \(y = x\), then \(P_x(t[y/u]) = P_x(t[y/u]) \leq P_x(t)\).
4. If \(y \notin fv(t)\), then \(P_x(t[y/u]) = P_x(t)\).

The following properties hold for metaterms. The proofs can be done by simple structural induction, where the metavariable case is straightforward and the other cases are in [6].

▲ Lemma 14. Let \(t\) be a metaterm. Then

1. \(|t|_x \leq P_x(t)\).
2. If \(x \notin fv(t)\) then \(P_x(t) = P_x(t[y/u])\).
3. If \(x, y, z\) are pairwise distinct and \(z \notin fv(t)\) then \(P_x(t) = P_x(t_{(y/z)})\).
4. If \(y \notin fv(t)\) and \(t' = t_{(x|y)}\) then \(P_x(t) = P_x(t') + P_y(t')\).

▲ Lemma 15. If \(|t|_y = 1\) then \(P_x(t[y/u]) \leq P_x(t) + P_y(t) \cdot P_z(u)\).

Proof. By induction on \(t\).

▲ Lemma 16. If \(|t|_x = 1\) and \(x \notin fm(t)\) then \(jm(t[x/u]) \geq jm(t[x/u])\).


▲ Lemma 17. Let \(t, t'\) be metaterms. If \(t \rightarrow_{str} t'\) then \(P_x(t) \geq P_x(t')\).

Proof. By induction on \(t \rightarrow_{str} t'\) using Lem. 15 and Lem. 14.

▲ Lemma 18. The reduction relation \(\rightarrow_{str}\) is terminating on metaterms.

Proof. By induction on \(t \rightarrow_{str} t'\) using Lem. 16 and Lem. 17.
Lemma 19. The reduction relations $\rightarrow_{\text{str}}$ and $\rightarrow_{\text{dB}}$ are confluent.

Proof. The reduction relation $\rightarrow_{\text{str}}$ is terminating on metaterms (Lem. 18), and do not have critical pairs because its rules are mutually exclusive. Therefore, $\rightarrow_{\text{str}}$ is confluent. ◀

Metaconfluence of the structural substitution calculus is then obtained as follows:

Corollary 20. The reduction relation $\rightarrow_{\lambda_{\text{str}}}$ is confluent on metaterms.

Proof. Let $\rightarrow_{\lambda_{\text{str}}} := \rightarrow_{\text{dB}} \cup \rightarrow_{\text{str}}$. Both $\rightarrow_{\text{dB}}$ and $\rightarrow_{\text{str}}$ are confluent (Lem. 19) and strongly commute (Theorem 12), therefore their union is confluent by the Hindley-Rosen Theorem [10] introduced in Sec. 1. ◀

5 Conclusion

We define reduction for metaterms for three calculi with explicit substitutions that act at a distance, namely the substitution calculus, the linear substitution calculus and the structural lambda calculus. This is done by defining a subtle notion of metasubstitution, which is completely fixed for metavariables. In contrast to other specifications of $\lambda$-calculi with ES on metaterms, our resulting reduction systems do not contain equations, so that their equational theories are simple enough to be treated with simple rewriting techniques. In particular, our proofs of (meta)confluence can be achieved by using the well-known Hindley-Rosen Theorem.

As mentioned before, metaconfluence is an essential property of calculi with ES used to implement higher-order unification (HOU) procedures [15, 8]. Indeed, such algorithms need to compare typed metaterms in ($\eta$-long) normal form, which are unique by metaconfluence. They then generate new metavariables in order to denote partial solutions that need again to be in ($\eta$-long) normal form in order to recursively apply the algorithm. As future work, we want to investigate higher-order unification (HOU) procedures based on calculi acting at a distance. We believe that the simplicity and applicability of such calculi can lead to unification procedures that are simpler than already known unification procedures based on other ES calculi [15, 8].
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Abstract
We study behavioral metrics in an abstract coalgebraic setting. Given a coalgebra \( \alpha : X \to FX \) in \( \textbf{Set} \), where the functor \( F \) specifies the branching type, we define a framework for deriving pseudometrics on \( X \) which measure the behavioral distance of states.

A first crucial step is the lifting of the functor \( F \) on \( \textbf{Set} \) to a functor \( \overline{F} \) in the category \( \textbf{PMet} \) of pseudometric spaces. We present two different approaches which can be viewed as generalizations of the Kantorovich and Wasserstein pseudometrics for probability measures. We show that the pseudometrics provided by the two approaches coincide on several natural examples, but in general they differ.

Then a final coalgebra for \( F \) in \( \textbf{Set} \) can be endowed with a behavioral distance resulting as the smallest solution of a fixed-point equation, yielding the final \( \overline{F} \)-coalgebra in \( \textbf{PMet} \). The same technique, applied to an arbitrary coalgebra \( \alpha : X \to FX \) in \( \textbf{Set} \), provides the behavioral distance on \( X \). Under some constraints we can prove that two states are at distance 0 if and only if they are behaviorally equivalent.
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1 Introduction

Increasingly, modelling formalisms are equipped with quantitative information, such as probability, time or weight. Such quantitative information should be taken into account when reasoning about behavioral equivalence of system states, such as bisimilarity. In this setting the appropriate notion is not necessarily equivalence, but a behavioral metric that measures the distance of the behavior of two states. In a quantitative setting, it is often unreasonable to assume that two states have exactly the same behavior, but it makes sense to express that their behavior differs by some (small) value \( \varepsilon \).

The above considerations led to the study of behavioral metrics which aims at quantifying the the distance between the behavior of states. Since different states can have exactly the same behavior it is quite natural to consider pseudometrics, which allow different elements to be at zero distance.

Earlier contributions defined behavioral metrics in the setting of probabilistic systems [9, 23] and of metric transition systems [6]. Our aim is to generalize these ideas and to study behavioral metrics in a general coalgebraic setting. The theory of coalgebra [17] is nowadays
a well-established tool for defining and reasoning about various state based transition systems such as deterministic, nondeterministic, weighted or probabilistic automata. Hence, it is the appropriate setting to ask and answer general questions about behavioral metrics.

- **How can we define behavioral metrics for transition systems with different branching types?** We provide a coalgebraic framework in the category of pseudometric spaces $\text{PMet}$ that allows to define and reason about such metrics.

- **Are the behavioral metrics canonical in some way?** We provide a natural way to define metrics by lifting functors from $\text{Set}$ to the category of pseudometric spaces. In fact, we study two liftings: the Kantorovich and the Wasserstein lifting and observe that they coincide in many cases. This provides us with a notion of canonicity and justification for the choice of metrics.

- **Does the measurement of distances affect behavioral equivalence?** If we start by considering coalgebras in $\text{PMet}$ (as, e.g., in [23]), it is not entirely clear a priori whether the richer categorical structure influences the notion of behavioral equivalence. In our setting we start with coalgebras in $\text{Set}$ and put distance measurements “on top”, showing that, under some mild constraints, the original notion of behavioral equivalence is not compromised, in the sense that two states are behaviorally equivalent iff their distance is 0.

- **Are there generic algorithms to compute metrics?** Coalgebra is a valuable tool to define generic methods that can be instantiated to concrete cases in order to obtain prototype algorithms. In our case we give a (high-level) procedure for computing behavioral distances on a given coalgebra, based on determining the smallest solution of a fixed-point equation.

A central contribution of this paper is the lifting of a functor $F$ from $\text{Set}$ to $\text{PMet}$. Given a pseudometric space $(X, d)$, the goal is to define a suitable pseudometric on $FX$. Such liftings of metrics have been extensively studied in transportation theory [24], e.g. for the case of the (discrete) probability distribution functor, which comes with a nice analogy: assume several cities (with fixed distances between them) and two probability distributions $s, t$ on cities, representing supply and demand (in units of mass). The distance between $s, t$ can be measured in two ways: the first is to set up an optimal transportation plan with minimal costs (in the following also called coupling) to transport goods from cities with excess supply to cities with excess demand. The cost of transport is determined by the product of mass and distance. In this way we obtain the Wasserstein distance. A different view is to imagine a logistics firm that is commissioned to handle the transport. It sets prices for each city and buys and sells for this price at every location. However, it has to ensure that the price function is nonexpansive, i.e., the difference of prices between two cities is smaller than the distance of the cities, otherwise it will not be worthwhile to outsource this task. This firm will attempt to maximize its profit, which can be considered as the Kantorovich distance of $s, t$. The Kantorovich-Rubinstein duality informs us that these two views lead to the exactly same result, a very good argument for the canonicity of this notion of distance.

It is our observation that these two notions of distance lifting can analogously be defined for arbitrary functors $F$, leading to a rich general theory. The lifting has an evaluation function as parameter. As concrete examples, besides the probability distribution functor, we study the (finite) powerset functor (resulting in the Hausdorff metric) and the coproduct and product bifunctors. In the case of the product bifunctor we consider different evaluation functions, each leading to a well-known product metric. The Kantorovich-Rubinstein duality holds for these functors, but it does not hold in general (we provide a counterexample).

After discussing functor liftings, we define coalgebraic behavioral pseudometrics and answer the questions above. Specifically we show how to compute distances on the final
coalgebra as well as on arbitrary coalgebras via fixed-point iteration and we prove that the pseudometric obtained on the final coalgebra is indeed a metric. In [3] we discuss a fibrational perspective on our work and we compare with [13]. All proofs for our results are in [3].

2 Preliminaries, Notation and Evaluation Functions

We assume that the reader is familiar with the basic notions of category theory, especially with the definitions of functor, product, coproduct and weak pullbacks.

For a function \( f : X \to Y \) and sets \( A \subseteq X, B \subseteq Y \) we write \( f[A] := \{ f(a) \mid a \in A \} \) for the image of \( A \) and \( f^{-1}[B] = \{ a \in A \mid f(x) \in B \} \) for the preimage of \( B \). If \( Y \subseteq [0, \infty] \) and \( f, g : X \to Y \) are functions we write \( f \leq g \) when \( \forall x \in X : f(x) \leq g(x) \).

Given a natural number \( n \in \mathbb{N} \) and a family \( \{ X_i \}_{i=1}^n \) of sets \( X_i \) we denote the projections of the (cartesian) product of the \( X_i \) by \( \pi_i^n : \prod_{i=1}^n X_i \to X_i \), or just by \( \pi_i \) if \( n \) is clear from the context. For a source \( (f_i : X_i \to X_{i'})_{i=1}^n \) we denote the unique mediating arrow to the product by \( \langle f_1, \ldots, f_n \rangle : X \to \prod_{i=1}^n X_i \). Similarly, given a family of arrows \( (f_i : X_i \to Y_i)_{i=1}^n \), we write \( f_1 \times \cdots \times f_n = (f_1 \circ \pi_1, \ldots, f_n \circ \pi_n) : \prod_{i=1}^n X_i \to \prod_{i=1}^n Y_i \).

We quickly recoup the basic ideas of coalgebras. Let \( F \) be an endofunctor on the category \( \mathbf{Set} \) of sets and functions. An \( F \)-coalgebra is just a function \( \alpha : X \to FX \). Given another \( F \)-coalgebra \( \beta : Y \to FY \) a coalgebra homomorphism from \( \alpha \) to \( \beta \) is a function \( f : A \to B \) such that \( \beta \circ f = Ff \circ \alpha \). We call an \( F \)-coalgebra \( \kappa : \Omega \to F\Omega \) final if for any other coalgebra \( \alpha : X \to FX \) there is a unique coalgebra homomorphism \( [ \ ] : \Omega \to \Omega \). The final coalgebra need not exist but if it does it is unique up to isomorphism. It can be considered as the universe of all possible behaviors. If we have an endofunctor \( F \) such that a final coalgebra \( \kappa : \Omega \to F\Omega \) exists then for any coalgebra \( \alpha : X \to FX \) two states \( x_1, x_2 \in X \) are said to be behaviorally equivalent if and only if \( \alpha[x_1] = \alpha[x_2] \).

We now introduce some preliminaries about (pseudo)metric spaces. Our (pseudo)metrics assume values in a closed interval \([0, \top]\), where \( \top \in (0, \infty] \) is a fixed maximal element (for our examples we will use \( \top = 1 \) or \( \top = \infty \)). In this way the set of (pseudo)metrics over a fixed set with pointwise order is a complete lattice (since \([0, \top]\) is) and the resulting category of pseudometric spaces is complete and cocomplete.

**Definition 2.1** (Pseudometric, Pseudometric Space). Given a set \( X \), a pseudometric on \( X \) is a function \( d : X \times X \to [0, \top] \) such that for all \( x, y, z \in X \), the following axioms hold:

- \( d(x, x) = 0 \) (reflexivity),
- \( d(x, y) = d(y, x) \) (symmetry),
- \( d(x, z) \leq d(x, y) + d(y, z) \) (triangle inequality).

If additionally \( d(x, y) = 0 \) implies \( x = y \), \( d \) is called a metric. A (pseudo)metric space is a pair \((X, d)\) where \( X \) is a set and \( d \) is a (pseudo)metric on \( X \).

By \( d_e : [0, \top]^2 \to [0, \top] \) we denote the ordinary Euclidean distance on \([0, \top]\), i.e., \( d_e(x, y) = |x - y| \) for \( x, y \in [0, \top] \setminus \{ \top \} \), and \( - \), where appropriate \( - d_e(x, \top) = \infty \) if \( x \neq \top \) and \( d_e(\top, \top) = 0 \). Addition is defined in the usual way, in particular \( x + \top = \top \) for \( x \in [0, \top] \).

Hereafter, we only consider those functions between pseudometric spaces that do not increase distances.

**Definition 2.2** (Nonexpansive Function, Isometry). Let \((X, d_X), (Y, d_Y)\) be pseudometric spaces. A function \( f : X \to Y \) is called nonexpansive if \( d_Y \circ (f \times f) \leq d_X \). In this case we write \( f : (X, d_X) \xrightarrow{1} (Y, d_Y) \). If equality holds, \( f \) is called an isometry.

For our purposes it will turn out to be useful to consider the following alternative characterization of the triangle inequality using the concept of nonexpansive functions.
Lemma 2.3. A reflexive and symmetric function \( d: X^2 \to [0, \top] \) satisfies the triangle inequality iff for all \( x \in X \) the function \( d(x,\_): X \to [0, \top] \) is nonexpansive.

As stated before, our definition of a pseudometric gives rise to a suitably rich category.

Definition 2.4 (Category of Pseudometric Spaces). For a fixed \( \top \in (0, \infty) \) we denote by \( \text{PMet} \) the category of all pseudometric spaces and nonexpansive functions.

This category is complete and cocomplete (see [3]) and, in particular, it has products and coproducts as we will see in Examples 5.1 and 5.2. We now introduce two motivating examples borrowed from [23] and [6].

Example 2.5 (Probabilistic Transition Systems and Behavioral Distance). We regard probabilistic transition systems as coalgebras of the form \( \alpha: X \to D(X + 1) \), where \( D \) is the probability distribution functor (with finite support) which maps a set \( X \) to the set \( DX = \{ P: X \to [0, 1] \mid \sum_{x \in X} P(x) = 1, P \text{ has finite support} \} \) and a function \( f: X \to Y \) to the function \( DF: DX \to DY, P \mapsto \lambda y, \sum_{x \in f^{-1}(\{y\})} P(x) \). Here \( \alpha(x)(y) \), for \( x, y \in X \), denotes the probability of a transition from a state \( x \) to \( y \) and \( \alpha(x)(\check{\cdot}) \) stands for the probability of terminating from \( x \) (we use \( \check{\cdot} \) for the single element of the set \( 1 \)).

In [23] a metric for the continuous version of these systems is introduced, by considering a discount factor \( c \in (0, 1) \). In the discrete case we obtain the behavioral distance \( d: X^2 \to [0, 1], \) defined as the least solution of the equation \( d(x, y) = \hat{d}(\alpha(x), \alpha(y)) \), where \( x, y \in X \) and \( \hat{d}: (DX + 1)^2 \to [0, 1] \) is defined in two steps: First, \( \hat{d}: (X + 1)^2 \to [0, 1] \) is defined as \( \hat{d}(x, y) = c \cdot d(x, y) \) if \( x, y \in X \), \( \hat{d}(\check{s}, \check{\cdot}) = 0 \) and 1 otherwise. Then, for all \( P_1, P_2 \in DX + 1 \), \( \hat{d}(P_1, P_2) \) is defined as the supremum of all values \( \sum_{x \in X + 1} f(x) \cdot (P_1(x) - P_2(x)) \), with \( f: (X + 1, \hat{d}) \to ([0, 1], d_c) \) being an arbitrary nonexpansive function. As we will further discuss in Example 3.3, \( \hat{d} \) is the Kantorovich pseudometric given by the space \((X + 1, \hat{d})\).

We consider a concrete example from [23], illustrated on the left of Figure 1. The behavioral distance of \( u \) and \( z \) is \( d(u, z) = 1 \) and hence \( d(x, y) = c \cdot \varepsilon \).

Example 2.6 (Metric Transition Systems and Propositional Distances). We give another example based on the notions of [6]. A finite set \( \Sigma = \{ r_1, \ldots, r_n \} \) of propositions is given and each proposition \( r \in \Sigma \) is associated with a pseudometric space \((M_r, d_r)\). A valuation \( u \) is a function with domain \( \Sigma \) that assigns to each \( r \in \Sigma \) an element of \( M_r \). We denote the set of all valuations by \( U[\Sigma] \). A metric transition system is a tuple \( M = (S, \tau, \Sigma, \{\cdot\}) \) with a set \( S \) of states, a transition relation \( \tau \subseteq S \times S \), a finite set \( \Sigma \) of propositions and a valuation \( [s] \) for each state \( s \in S \). We write \( \tau(s) \) for \( \{ s' \in S \mid (s, s') \in \tau \} \) and require that \( \tau(s) \) is finite.

In [6] the propositional distance between two valuations is given by \( \overline{d}(u, v) = \max_{r \in \Sigma} d_r(u(r), v(r)) \) for \( u, v \in U[\Sigma] \). The (undirected) branching distance \( d: S \times S \to \mathbb{R}^+_0 \) is defined as the smallest fixed-point of the following equation, where \( s, t \in S \):

\[
d(s, t) = \max \left\{ \overline{d}([s], [t]), \max_{s' \in \tau(s)} \min_{t' \in \tau(t)} d(s', t'), \max_{t' \in \tau(t)} \min_{s' \in \tau(s)} d(s', t') \right\}
\]

Note that, apart from the first argument, this coincides with the Hausdorff distance.

We consider an example which appears similarly in [6] (see Figure 1, right) with a single proposition \( r \in \Sigma \), where \( M_r = [0, 1] \) is equipped with the Euclidean distance \( d_e \). According to (1), \( d(x_1, y_1) \) equals the Hausdorff distance of the reals associated with the sets of successors, which is 0.3 (since this is the maximal distance of any successor to the closest successor in the other set of successors, here: the distance from \( y_3 \) to \( x_3 \)).

In order to model such transition systems as coalgebras we define the following \( n \)-ary auxiliary functor: \( G(X_1, \ldots, X_n) = \{ u: \Sigma \to X_1 + \cdots + X_n \mid u(r_i) \in X_i \} \). Then coalgebras
are of the form $\alpha : S \to G(M_{r_1}, \ldots, M_{r_n}) \times P_{\text{fin}}(S)$, where $P_{\text{fin}}$ is the finite powerset functor and $\alpha(s) = ([s], \tau(s))$. As we will see later in Example 6.7, the right-hand side of (1) can be seen as lifting a metric $d$ on $X$ to a metric on $G(M_{r_1}, \ldots, M_{r_n}) \times P_{\text{fin}}(X)$.

Generalizing from the examples, we now establish a general framework for deriving such behavioral distances. In both cases, the crucial step is to find, for a functor $F$, a way to lift a pseudometric on $X$ to a pseudometric on $FX$. Based on this, one can set up a fixed-point equation and define behavioral distance as its smallest solution. Hence, in the next sections we describe how to lift an endofunctor $F$ on $\text{Set}$ to an endofunctor on $\text{PMet}$.

**Definition 2.7 (Lifting).** Let $U : \text{PMet} \to \text{Set}$ be the forgetful functor which maps every pseudometric space to its underlying set. A functor $\overline{F} : \text{PMet} \to \text{PMet}$ is called a **lifting** of a functor $F : \text{Set} \to \text{Set}$ if it satisfies $U \circ \overline{F} = F \circ U$.

It is not difficult to prove that such a lifting is always monotone on pseudometrics over a common set, i.e. for any two pseudometrics $d_1 \leq d_2$ on the same set $X$, we also have $d_1^F \leq d_2^F$ where $d_i^F$ are the pseudometrics on $FX$ obtained by applying $\overline{F}$ to $(X, d_i)$ (see [3]). Similarly to predicate lifting of coalgebraic modal logic [18], liftings on $\text{PMet}$ can be conveniently defined via an evaluation function.

**Definition 2.8 (Evaluation Function and Evaluation Functor).** Let $F$ be an endofunctor on $\text{Set}$. An **evaluation function** for $F$ is a function $ev_F : F[0, \top] \to [0, \top]$. Given such a function, we define the **evaluation functor** to be the endofunctor $\bar{F}$ on $\text{Set}/[0, \top]$, the slice category\(^1\) over $[0, \top]$, via $\bar{F}(g) = ev_F \circ Fg$ for all $g \in \text{Set}/[0, \top]$. On arrows $\bar{F}$ is defined as $F$.

### 3 Lifting Functors to Pseudometric Spaces à la Kantorovich

Let us now consider an endofunctor $F$ on $\text{Set}$ with an evaluation function $ev_F$. Given a pseudometric space $(X, d)$, our first approach will be to take the smallest possible pseudometric $d_F$ on $FX$ such that, for all nonexpansive functions $f : (X, d) \xrightarrow{d} ([0, \top], d_e)$, also $\bar{F}f : (FX, d_F^F) \xrightarrow{d} ([0, \top], d_e)$ is nonexpansive again, i.e. we want to ensure that for all $t_1, t_2 \in FX$ we have $d_e(\bar{F}f(t_1), \bar{F}f(t_2)) \leq d_F(t_1, t_2)$. This idea immediately leads us to the next definition.

**Definition 3.1 (Kantorovich Pseudometric and Kantorovich Lifting).** Let $F : \text{Set} \to \text{Set}$ be a functor with an evaluation function $ev_F$. For every pseudometric space $(X, d)$ the **Kantorovich pseudometric** on $FX$ is the function $d^{1F} : FX \times FX \to [0, \top]$, where for all $t_1, t_2 \in FX$:

$$d^{1F}(t_1, t_2) := \sup \{d_e(\bar{F}f(t_1), \bar{F}f(t_2)) \mid f : (X, d) \xrightarrow{d} ([0, \top], d_e)\}.$$  

\(^1\) The slice category $\text{Set}/[0, \top]$ has as objects all functions $g : X \to [0, \top]$ where $X$ is an arbitrary set. Given $g$ as before and $h : Y \to [0, \top]$, an arrow from $g$ to $h$ is a function $f : X \to Y$ satisfying $h \circ f = g$. 

![Figure 1](image-url) A probabilistic transition system (left) and a metric transition system (right).
The Kantorovich lifting of the functor $F$ is the functor $\mathcal{F} : \textbf{PMet} \to \textbf{PMet}$ defined as $\mathcal{F}(X, d) = (FX, d^{1F})$ and $\mathcal{F}f = Ff$.

It is easy to show that $d^{1F}$ is indeed a pseudometric. Since $\mathcal{F}$ inherits the preservation of identities and composition of morphisms from $F$ we can prove that nonexpansive functions are mapped to nonexpansive functions and isometries to isometries.

\textbf{Proposition 3.2.} The Kantorovich lifting $\mathcal{F}$ of a functor $F$ preserves isometries.

We chose the name \textit{Kantorovich} because our definition is reminiscent of the Kantorovich pseudometric in probability theory. If we take the proper combination of functor and evaluation function, we can recover that pseudometric (in the discrete case) as the first instance for our framework.

\textbf{Example 3.3 (Probability Distribution Functor).} We take $\top = 1$, the probability distribution functor $\mathcal{D}$ from Example 2.5 and define $ev_\mathcal{D} : \mathcal{D}[0, 1] \to [0, 1]$, $ev_\mathcal{D}(P) = \mathbb{E}_P[\text{id}_{[0,1}}] = \sum_{x \in [0,1]} x \cdot P(x)$ yielding $\mathcal{D}g(P) = \mathbb{E}_P[g] = \sum_{x \in [0,1]} g(x) \cdot P(x)$ for all $g : X \to [0, 1]$. For every pseudometric space $(X, d)$ we obtain the Kantorovich pseudometric $d^{1\mathcal{D}} : (DX)^2 \to [0, 1]$, $d^{1\mathcal{D}}(P_1, P_2) = \sup\{\sum_{x \in X} f(x) \cdot (P_1(x) - P_2(x)) \mid f : (X, d) \to ([0, 1], d_e)\}$.

In general Kantorovich liftings do not preserve metrics, as shown by the following example.

\textbf{Example 3.4.} Let $F : \textbf{Set} \to \textbf{Set}$ be given as $FX = X \times X$ on sets and $Ff = f \times f$ on functions and take $\top = \infty$, $ev_F : F[0, \infty] \to [0, \infty]$, $ev_F(r_1, r_2) = r_1 + r_2$. For a metric space $(X, d)$ with $|X| \geq 2$ let $t_1 = (x_1, x_2) \in FX$ with $x_1 \neq x_2$ and define $t_2 := (x_2, x_1)$. Clearly $t_1 \neq t_2$ but for every nonexpansive function $f : (X, d) \to ([0, \top], d_e)$ we have $\hat{F}f(t_1) = f(x_1) + f(x_2) = f(x_2) + f(x_1) = \hat{F}f(t_2)$ and thus $d^{1F}(t_1, t_2) = 0$.

4 \ Wasserstein Pseudometric and Kantorovich-Rubinstein Duality

We have seen that our first lifting approach bears close resemblance to the original Kantorovich pseudometric on probability measures. In that context there exists another pseudometric, the Wasserstein pseudometric, which under certain conditions coincides with the Kantorovich pseudometric. We will define a generalized version of the Wasserstein pseudometric and compare it with our generalized Kantorovich pseudometric. To do that we first need to define how we can couple elements of $FX$.

\textbf{Definition 4.1 (Coupling).} Let $F : \textbf{Set} \to \textbf{Set}$ be a functor and $n \in \mathbb{N}$. Given a set $X$ and $t_i \in FX$ for $1 \leq i \leq n$ we call an element $t \in F(X^n)$ such that $F\pi_i(t) = t_i$ a coupling of the $t_i$ (with respect to $F$). We write $\Gamma_F(t_1, t_2, \ldots, t_n)$ for the set of all these couplings.

If $F$ preserves weak pullbacks, we can define new couplings based on given ones.

\textbf{Lemma 4.2 (Gluing Lemma).} Let $F : \textbf{Set} \to \textbf{Set}$ be a weak pullback preserving functor, $X$ a set, $t_1, t_2, t_3 \in FX$, $t_{12} \in \Gamma_F(t_1, t_2)$, and $t_{23} \in \Gamma_F(t_2, t_3)$ be couplings. Then there is a coupling $t_{123} \in \Gamma_F(t_1, t_2, t_3)$ such that $F((\pi_1^2, \pi_2^3))(t_{123}) = t_{12}$ and $F((\pi_1^3, \pi_2^3))(t_{123}) = t_{23}$.

This lemma already hints at the fact that our new lifting will only work for weak pullback preserving functors, which is a standard requirement in coalgebra. In addition to that we have to impose three extra conditions on the evaluation functions.

\textbf{Definition 4.3 (Well-Behaved Evaluation Function).} Let $ev_F$ be an evaluation function for a functor $F : \textbf{Set} \to \textbf{Set}$. We call $ev_F$ well-behaved if it satisfies the following conditions:

\begin{itemize}
  \item \textbf{Preserving weak pullbacks,}\n  \item \textbf{Well-behaved evaluation function,}\n  \item \textbf{Contraction on morphism space.}\n\end{itemize}
1. $\tilde F$ is monotone, i.e., for $f, g : X \to [0, \top]$ with $f \leq g$, we have $\tilde F f \leq \tilde F g$.
2. For each $t \in F([0, \top]^2)$ it holds that $d_e(\text{ev}_F(t_1), \text{ev}_F(t_2)) \leq \tilde F d_e(t)$ for $t_i := F \pi_i(t)$.
3. $\text{ev}_F^{-1}([0]) = Fi[F(0)]$ where $i : \{0\} \to [0, \top]$ is the inclusion map.

While the first condition of this definition is quite natural, the other two need to be explained. Condition 2 is needed to ensure that $\tilde F \text{id}_{[0, \top]} = \text{ev}_F : F[0, \top] \to [0, \top]$ is nonexpansive once $d_e$ is lifted to $F[0, \top]$ (cf. the intuition behind the Kantorovich lifting, where we ensure that $\tilde F f$ is nonexpansive whenever $f$ is nonexpansive). Furthermore Condition 3 intuitively says that exactly the elements of $F\{0\}$ are mapped to 0 via $\text{ev}_F$. Before we define the Wasserstein pseudometric and the corresponding lifting, we take a look at an example of a functor together with a well-behaved evaluation function.

**Example 4.4 (Finite Powerset Functor).** Let $\top = \infty$. We take the finite powerset functor $P_{\text{fin}}$ with evaluation function $\text{max} : P_{\text{fin}}([0, \infty]) \to [0, \infty]$ with $\text{max} 0 = 0$. This evaluation function is well-behaved whereas $\text{min} : P_{\text{fin}}([0, \infty]) \to [0, \infty]$ is not well-behaved.

**Definition 4.5 (Wasserstein Pseudometric and Wasserstein Lifting).** Let $F : \text{Set} \to \text{Set}$ be a weak pullback preserving functor with well-behaved evaluation function $\text{ev}_F$. For every pseudometric space $(X, d)$ the Wasserstein pseudometric on $FX$ is the function $d^{\perp F} : FX \times FX \to [0, \top]$ given by, for all $t_1, t_2 \in FX$,
\[
d^{\perp F}(t_1, t_2) := \inf\{\tilde F d(t) \mid t \in \Gamma_F(t_1, t_2)\}.
\]
We define the Wasserstein lifting of $F$ to be the functor $\tilde F : \text{PMet} \to \text{PMet}$, $\tilde F(X, d) = (FX, d^{\perp F})$, $\tilde F f = F f$.

This time it is not straightforward to prove that $d^{\perp F}$ is a pseudometric, so we explicitly provide the following result. Its proof relies on all properties of well-behavedness of $\text{ev}_F$ and uses Lemma 4.2 which explains why we need a weak pullback preserving functor.

**Proposition 4.6.** The Wasserstein pseudometric is a well-defined pseudometric on $FX$.

It is not hard to show functoriality of $\tilde F$ and, as before, the lifted functor preserves isometries.

**Proposition 4.7.** The Wasserstein lifting $\tilde F$ of a functor $F$ preserves isometries.

In contrast to our previous approach, metrics are preserved in certain situations.

**Proposition 4.8 (Preservation of Metrics).** Let $(X, d)$ be a metric space and $F$ be a functor. If the infimum in Definition 4.5 is a minimum for all $t_1, t_2 \in FX$ where $d^{\perp F}(t_1, t_2) = 0$ then $d^{\perp F}$ is a metric, thus also $\tilde F(X, d) = (FX, d^{\perp F})$ is a metric space.

Please note that a similar restriction for the Kantorovich lifting (i.e. requiring that the supremum in Definition 3.1 is a maximum) does not yield preservation of metrics: In Example 3.4 the supremum is always a maximum but we do not get a metric.

Let us now compare both lifting approaches. Whenever it is defined, the Wasserstein pseudometric is an upper bound for the Kantorovich pseudometric.

**Proposition 4.9.** Let $F$ be a weak pullback preserving functor with well-behaved evaluation function. Then for all pseudometric spaces $(X, d)$ it holds that $d^{\perp F} \leq d^{\perp F}$.

In general this inequality may be strict in general, as the following example shows.
Example 4.10. The functor of Example 3.4 preserves weak pullbacks and the evaluation function is well-behaved. We continue the example and take \( t_1 = (x_1, x_2), t_2 = (x_2, x_1) \). The unique coupling \( t \in \Gamma_F(t_1, t_2) \) is \( t = (x_1, x_2, x_1, x_2) \). Using that \( d \) is a metric we conclude that \( d^{1F}(t_1, t_2) = \bar{F}d(t) = d(x_1, x_2) + d(x_2, x_1) = 2d(x_1, x_2) > 0 = d^{1F}(t_1, t_2) \).

When the inequality can be replaced by an equality we will in the following say that the Kantorovich-Rubinstein duality holds. In this case we obtain a canonical notion of distance on \( FX \), given a pseudometric space \((X, d)\). To calculate the distance of \( t_1, t_2 \in FX \) it is then enough to find a nonexpansive function \( f : (X, d) \to ([0, \top], d_c) \) and a coupling \( t \in \Gamma_F(t_1, t_2) \) such that \( d_c(\bar{F}f(t_1), \bar{F}f(t_2)) = \bar{F}d_c(t) \). Then, due to Proposition 4.9, this value equals \( d^{1F}(t_1, t_2) = d^{1F}(t_1, t_2) \). We will now take a look at some examples where the duality holds.

Example 4.11 (Identity Functor). Take \( F = \text{Id} \) with the identity evaluation map \( ev_{\text{Id}} = \text{id}_{[0, \top]} \). For any \( t_1, t_2 \in X, t := (t_1, t_2) \) is the unique coupling of \( t_1, t_2 \). Hence, \( d^{1F}(t_1, t_2) = d(t_1, t_2) \). With the function \( d(t_1, \ldots ) : (X, d) \to ([0, \top], d_c) \) we obtain duality because we have \( d(t_1, t_2) = d_2(\bar{F}d(t_1, t_2), \bar{F}d(t_1, t_2)) \leq d^{1F}(t_1, t_2) \leq d^{1F}(t_1, t_2) = d(t_1, t_2) \) and thus equality. Similarly, if we define \( ev_{\text{Id}}(r) = c \cdot r \) for \( r \in [0, \top], 0 < c \leq 1 \), the Kantorovich and Wasserstein liftings coincide and we obtain the discounted distance \( d^{1F}(t_1, t_2) = d^{1F}(t_1, t_2) = c \cdot d(t_1, t_2) \).

Example 4.12 (Probability Distribution Functor). The functor \( D \) of Example 3.3 preserves weak pullbacks [19] and the evaluation function \( ev_D \) is well-behaved. We recover the usual Wasserstein pseudometric \( d^{1D}(P_1, P_2) = \inf \left\{ \sum_{x_1, x_2 \in X} d(x_1, x_2) \cdot P(x_1, x_2) \mid P \in \Gamma_D(P_1, P_2) \right\} \) and the Kantorovich-Rubinstein duality [24] from transportation theory for the discrete case.

Example 4.13 (Finite Powerset Functor and Hausdorff Pseudometric). Let \( \top = \infty, F = \mathcal{P}_{\text{fin}} \), with evaluation map \( ev_{\text{fin}} : \mathcal{P}_{\text{fin}}([0, \infty)) \to [0, \infty] \), \( ev_{\text{fin}}(R) = \max R \) with \( \max \emptyset = 0 \) (as in Example 4.4). In this setting we obtain duality and both pseudometrics are equal to the Hausdorff pseudometric \( d_H \) on \( \mathcal{P}_{\text{fin}}(X) \) which is defined as, for all \( X_1, X_2 \in \mathcal{P}_{\text{fin}}(X) \),

\[
d_H(X_1, X_2) = \max \left\{ \min_{x_1 \in X_1} \max_{x_2 \in X_2} d(x_1, x_2), \max_{x_2 \in X_2} \min_{x_1 \in X_1} d(x_1, x_2) \right\}.
\]

Note that the distance is \( \infty \), if either \( X_1 \) or \( X_2 \) is empty.

It is also illustrative to consider the countable powerset functor. Using the supremum as evaluation function, one obtains again the Hausdorff pseudometric (with supremum/infimum replacing maximum/minimum). However, in this case the Hausdorff distance of different countable sets might be \( 0 \), even if we lift a metric. This shows that in general the Wasserstein lifting does not preserve metrics but we need an extra condition, e.g. the one in Proposition 4.8.

5 Lifting Multifunctors

Our two approaches can easily be generalized\(^2\) to lift a multifunctor \( F : \text{Set}^n \to \text{Set} \) (for \( n \in \mathbb{N} \)) in a similar sense as given by Definition 2.7 to a multifunctor \( \bar{F} : \text{PMet}^n \to \text{Set} \). The only difference is that we start with \( n \) pseudometric spaces instead of one. Now we need an evaluation function \( ev_F : F([0, \top], \ldots, [0, \top]) \to [0, \top] \) which we call well-behaved if it satisfies conditions similar to Definition 4.3 and which gives rise to an evaluation multifunctor \( \bar{F} : (\text{Set}/[0, \top])^n \to \text{Set}/[0, \top] \). Given \( t_1, t_2 \in F(X_1, \ldots, X_n) \) we

\(^2\) The details are spelled out in [3], here we provide just the basic ideas.
write again $\Gamma_F(t_1, t_2) \subseteq F(X^1, \ldots, X^n)$ for the set of couplings which is defined analogously to Definition 4.1. For pseudometrics $d_i: X_i^2 \to [0, \top]$, we can then define the Kantorovich/Wasserstein pseudometric $d_{1 \ldots n}^F: F(X_1, \ldots, X_n) \times F(X_1, \ldots, X_n) \to [0, \top]$, as $d_{1\ldots n}^F(t_1, t_2) := \sup \{d_e(\tilde{F}(f_1, \ldots, f_n)(t_1), \tilde{F}(f_1, \ldots, f_n)(t_2)) \mid f_i: (X_i, d_i) \xrightarrow{\sim} ([0, \top], d_e)\}$ and $d_{1\ldots n}^F(t_1, t_2) := \inf \{\tilde{F}(d_1, \ldots, d_n)(t) \mid t \in \Gamma_F(t_1, t_2)\}$. This setting grants us access to new examples such as the product and the coproduct bifunctors.

**Example 5.1 (Product Bifunctor).** For the product bifunctor $F: \mathbf{Set}^2 \to \mathbf{Set}$ where $F(X_1, X_2) = X_1 \times X_2$ and $F(f_1, f_2) = f_1 \times f_2$ we consider the evaluation function $\max: [0, \top]^2 \to [0, \top]$ and for fixed parameters $c_1, c_2 \in (0, 1]$ and $p \in \mathbb{N}$ the function $\rho: [0, \top]^2 \to [0, \top], \rho(x_1, x_2) = (c_1x_1^p + c_2x_2^p)^{1/p}$. These functions are well-behaved, the Kantorovich-Rubinestein duality holds and the supremum [infimum] of the Kantorovich [Wasserstein] pseudometrics is always a maximum [minimum]. For the first function we obtain the $\alpha$-product pseudometric $d_{\alpha}(x_1, x_2), (y_1, y_2)) = \max(d_1(x_1, y_1), d_2(x_2, y_2))$ and for the other function the weighted $p$-product pseudometric $d_p((x_1, x_2), (y_1, y_2)) = (c_1d_{1}^p(x_1, y_1) + c_2d_{2}^p(x_2, y_2))^{1/p}$.

Note that the pseudometric space $(X_1 \times X_2, d_{\infty})$ is the usual binary (category theoretic) product of $(X_1, d_1)$ and $(X_2, d_2)$. Similarly, we can also obtain the binary coproduct.

**Example 5.2 (Coproduct Bifunctor).** For the coproduct bifunctor $F: \mathbf{Set}^2 \to \mathbf{Set}$, where $F(X_1, X_2) = X_1 + X_2 = X_1 \cup X_2 \times \{1\}$ and $F(f_1, f_2) = f_1 + f_2$ we take the evaluation function $ev_F: [0, \top] + [0, \top] \to [0, \top], ev_F(x, i) = x$. This function is well-behaved, the Kantorovich-Rubinestein duality holds and the supremum of the Kantorovich pseudometric is always a maximum whereas the infimum of the Wasserstein pseudometric is a minimum if and only if any coupling of the two elements exists. We obtain the coproduct pseudometric $d_+ = d_+(x_1, i_1), (x_2, i_2))$ to $d_i(x_1, x_2)$ if $i_1 = i_2 = i$ and equal to $\top$ otherwise.

### 6 Final Coalgebra and Coalgebraic Behavioral Pseudometrics

In this section we assume an arbitrary lifting $\mathcal{F}: \mathbf{PMet} \to \mathbf{PMet}$ of an endofunctor $F$ on $\mathbf{Set}$. For any pseudometric space $(X, d)$ we write $d^F$ for the pseudometric obtained by applying $\mathcal{F}$ to $(X, d)$. Such a lifting can be obtained as described earlier, but also by taking a lifted multifunctor and fixing all parameters apart from one, or by the composition of such functors. The following result ensures that if $\kappa: \Omega \to F\Omega$ is a final $F$-coalgebra, then there is also a final $\mathcal{F}$-coalgebra which is constructed by simply enriching $\Omega$ with a pseudometric $d_0$.

**Theorem 6.1.** Let $\mathcal{F}: \mathbf{PMet} \to \mathbf{PMet}$ be a lifting of a functor $F: \mathbf{Set} \to \mathbf{Set}$ which has a final coalgebra $\kappa: \Omega \to F\Omega$. For every ordinal $i$ we construct a pseudometric $d_i: \Omega \times \Omega \to [0, \top]$ as follows: $d_0 := 0$ is the zero pseudometric, $d_{i+1} := d_i^\kappa \circ (\kappa \times \kappa)$ for all ordinals $i$ and $d_j = \sup_{i < j} d_i$ for all limit ordinals $j$. This sequence converges for some ordinal $\theta$, i.e. $d_\theta = d_\theta^\kappa \circ (\kappa \times \kappa)$. Moreover $\kappa: (\Omega, d_\theta) \xrightarrow{\sim} (F\Omega, d_\theta^\kappa)$ is the final $\mathcal{F}$-coalgebra.

We noted that for any set $X$, the set of pseudometrics over $X$, with pointwise order, is a complete lattice. Moreover the lifting $\mathcal{F}$ induces a monotone function $-_F$ which maps any pseudometric $d$ on $X$ to $d^F$ on $FX$. If, additionally, such function is $\omega$-continuous, i.e., it preserves the supremum of $\omega$-chains, the construction in Theorem 6.1 will converge in at most $\omega$ steps, i.e., $d_\theta = d_\omega$. We show in [3] that the liftings induced by the finite powerset functor and the probability distribution functor with finite support are $\omega$-continuous. The arguments used for convergence here suggests a connection with the work in [20], which provides fixed-point results for metric functors which are not locally contractive.
Beyond equivalences of states, in PMet we can measure the distance of behaviors in the final coalgebra. More precisely, the behavioral distance of two states \( x, y \in X \) of some coalgebra \( \alpha : X \to FX \) is defined via the pseudometric \( bd(x, y) = d_\alpha([x], [y]) \). Such distances can be computed analogously to \( d_\alpha \) above, replacing \( \kappa : \Omega \to F\Omega \) by \( \alpha \). This way we do not need to explore the entire final coalgebra (which might be too large) but can restrict to the interesting part.

**Theorem 6.2.** Let the chain of the \( d_i \) converge in \( \theta \) steps and \( F \) preserve isometries. Let furthermore \( \alpha : X \to FX \) be an arbitrary coalgebra. For all ordinals \( i \) we define a pseudometric \( e_i : X \times X \to [0, \top] \) as follows: \( e_0 \) is the zero pseudometric, \( e_{i+1} = e_i^F \circ (\alpha \times \alpha) \) for all ordinals \( i \) and \( e_i = \sup_{i<j} e_i \) for all limit ordinals \( j \). Then we reach a fixed point after \( \zeta \leq \theta \) steps, i.e. \( e_\zeta = e_\zeta^F \circ (\alpha \times \alpha) \), such that \( bd = e_\zeta \).

Since \( d_0 \) is a pseudometric, we have that if \([x] = [y]\) then \( bd(x, y) = 0\). The other direction does not hold in general: for this \( d_0 \) has to be a proper metric. Theorem 6.5 at the end of this section provides sufficient conditions guaranteeing this property.

To this aim, we proceed by recalling the final coalgebra construction via the final chain which was first presented in the dual setting (free/initial algebra).

**Definition 6.3 (Final Coalgebra Construction [1]).** Let \( C \) be a category with terminal object \( 1 \) and limits of ordinal-indexed cochains. For any functor \( F : C \to C \) the final chain consists of objects \( W_i \) for all ordinals \( i \) and connection morphisms \( p_{i,j} : W_{i+1} \to W_i \) for all ordinals \( i \leq j \). The objects are defined as \( W_0 := 1 \), \( W_{i+1} := FW_i \) for all ordinals \( i \), and \( W_j := \lim_{i<j} W_i \) for all limit ordinals \( j \). The morphisms are determined by \( p_{0,i} := ! : W_i \to 1 \), \( p_{i,i} := \text{id}_{W_i} \) for all ordinals \( i \), \( p_{i+1,j+1} := Fp_{i,j} \) for all ordinals \( i < j \) and if \( j \) is a limit ordinal the \( p_{i,j} \) are the morphisms of the limit cone. They satisfy \( p_{i,k} = p_{i,j} \circ p_{j,k} \) for all ordinals \( i \leq j \leq k \). We say that the chain converges in \( \lambda \) steps if \( p_{\lambda,\lambda+1} : W_{\lambda+1} \to W_\lambda \) is an iso.

This construction does not necessarily converge, but if it does, we get a final coalgebra.

**Proposition 6.4 ([1]).** Let \( C \) be a category with terminal object \( 1 \) and limits of ordinal-indexed cochains. If the final chain of a functor \( F : C \to C \) converges in \( \lambda \) steps then \( p_{\lambda,\lambda+1}^{-1} : W_\lambda \to FW_\lambda \) is the final coalgebra.

We now show under which circumstances \( d_\theta \) is a metric and how our construction relates to the construction of the final chain.

**Theorem 6.5.** Let \( \mathcal{T} : \text{PMet} \to \text{PMet} \) be a lifting of a functor \( F : \text{Set} \to \text{Set} \) which has a final coalgebra \( \kappa : \Omega \to F\Omega \). Assume that \( \mathcal{T} \) preserves isometries and metrics, that the final chain for \( F \) converges and the chain of the \( d_i \) converges in \( \theta \) steps. Then \( d_\theta \) is a metric, i.e. for \( x, y \in \Omega \) we have \( d_\theta(x, y) = 0 \iff x = y \).

We will now get back to the examples studied at the beginning of the paper (Example 2.5 and Example 2.6) and discuss in which sense they are instances of our framework.

**Example 6.6 (Probabilistic Transition System, revisited).** To model the behavioral distance from Example 2.5 in our framework, we set \( \top = 1 \) and proceed to lift the following three functors: we first consider the identity functor \( \text{Id} \) with evaluation map \( ev_\text{Id} : [0, 1] \to [0, 1] \), \( ev_\text{Id}(z) = c \cdot z \) in order to integrate the discount (Example 4.11). Then, we take the coproduct with the singleton metric space (Example 5.2). The combination of the two functors yields the discrete version of the refusal functor of [23], namely \( R(X, d) = (X + 1, d) \) where \( d \) is taken from Example 2.5. Finally, we lift the probability distribution functor \( \mathcal{D} \) to obtain \( \mathcal{D} \) (Example 3.3). All functors satisfy the Kantorovich-Rubinstein duality and preserve metrics.
It is readily seen that $D(R(X,d)) = (D(X + 1), d)$, where $D$ is defined as in Example 2.5. Then, the least solution of $d(x, y) = d(\alpha(x), \alpha(y))$ can be computed as in Theorem 6.2.

Example 6.7 (Metric Transition Systems, revisited). To obtain propositional distances in metric transition systems we set $\top = \infty$. We also define, for the auxiliary functor $G$, an evaluation function $ev_G: G([0, \infty], \ldots, [0, \infty]) \to [0, \infty]$ with $ev_G(u) = \max_{r \in \Sigma} u(r)$. Let $\mathcal{G}$ be the corresponding lifted functor. It can be shown, similarly to Example 5.1, that the Kantorovich-Rubinstein duality holds and metrics are preserved. We instantiate the given pseudometric spaces $(M_{r_1}, d_{r_1}) \ldots (M_{r_n}, d_{r_n})$ as parameters and obtain the functor $F(X, d) = \mathcal{G}((M_{r_1}, d_{r_1}) \ldots (M_{r_n}, d_{r_n})) \times \mathcal{P}_{\text{fin}}(X, d)$ (for the lifting of the powerset functor see Example 4.13). Then, via Theorem 6.2, we obtain exactly the least solution of (1) in Example 2.6.

7 Related and Future Work

The ideas for our framework are heavily influenced by work on quantitative variants of (bisimulation) equivalence of probabilistic systems. In that context at first Giacalone et al. [12] observed that probabilistic bisimulation [16] is too strong and therefore introduced a metric based on the notion of $\varepsilon$-bisimulations.

Using a logical characterization of bisimulation for labelled Markov processes (LMP) [8], Desharnais et al. defined a family of metrics between these LMPs [9] via functional expressions: if evaluated on a state of an LMP, such a functional expression measures the extent to which a formula is satisfied in that state. A different, coalgebraic approach, which inspired ours, is used by van Breugel et al. [23]. As presented in more detail in the examples above, they define a pseudometric on probabilistic systems via the Kantorovich pseudometric for probability measures. Moreover, they show in [22] that this metric is related to the logical pseudometric by Desharnais et al.

Our framework provides a toolbox to determine behavioral distances for different types of transition systems modeled as coalgebras. Moreover, the liftings introduced in this paper pave the way to extend several coalgebraic methods to reason about quantitative properties of systems. For instance the bisimulation proof principle, which allows to check behavioral equivalence, assumes a specific meaning in $\mathbf{PMet}$: every coalgebra $\alpha: (X, d) \to F(X, d)$ coinductively proves that the behavioral distance $bd$ of the underlying $F$-coalgebra on $\mathbf{Set}$ is smaller or equal than $d$. Indeed, since $[\_ , \_]$ is nonexpansive, $d \geq d_\theta([\_ , \_]) = bd$. This principle, which has already been stated in different formulations (see e.g. [7, 10, 21]), can now be enhanced via up-to techniques by exploiting the liftings introduced in this paper and the coalgebraic understanding of such enhancements given in [4].

Since up-to techniques can exponentially improve algorithms for equivalence-checking, we hope that they could also optimize some of the algorithms for computing (or approximating) behavioral distances [23, 21, 5, 2]. At this point, it is worth recalling that the Kantorovich-Rubinstein duality has been exploited in [23] for defining one of these algorithms: the characterization given by the Wasserstein metric allows to reduce to linear programming.

Another line of research potentially stemming from our work concerns the so-called abstract GSOS [15] which provides abstract coalgebraic conditions ensuring compositionality of behavioral equivalence (with respect to some operators). By taking our lifting to $\mathbf{PMet}$, abstract GSOS guarantees the nonexpansiveness of behavioral distance, a property that has captured the interest of several researchers [9, 11]. The main technical challenge would be to lift to $\mathbf{PMet}$ not only functors, but also distributive laws. Lifting of distributive laws would also be needed for defining linear behavioral distances, exploiting the coalgebraic account of trace semantics based on Kleisli categories [14].
We finally observe that the chains of Theorems 6.1 and 6.2 can be understood in terms of fibrations along the lines of [13]. A detailed comparison with [13] can be found in [3].
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Abstract

In discrete event systems prone to unobservable faults, a diagnoser must eventually detect fault occurrences. The diagnosability problem consists in deciding whether such a diagnoser exists. Here we investigate diagnosis for probabilistic systems modelled by partially observed Markov chains also called probabilistic labeled transition systems (pLTS). First we study different specifications of diagnosability and establish their relations both in finite and infinite pLTS. Then we analyze the complexity of the diagnosability problem for finite pLTS: we show that the polynomial time procedure earlier proposed is erroneous and that in fact for all considered specifications, the problem is \textit{PSPACE}-complete. We also establish tight bounds for the size of diagnosers. Afterwards we consider the dual notion of predictability which consists in predicting that in a safe run, a fault will eventually occur. Predictability is an easier problem than diagnosability: it is \textit{NLOGSPACE}-complete. Yet the predictor synthesis is as hard as the diagnoser synthesis. Finally we introduce and study the more flexible notion of \textit{prediagnosability} that generalizes predictability and diagnosability.
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1 Introduction

Diagnosis. In computer science, diagnosis may refer to different kinds of activities. For instance, in artificial intelligence it can describe the process of identifying a disease from its symptoms, as performed by the expert system MYCIN [3]. In this work, we concentrate on diagnosis as studied in control theory, where it is applied to partially observable systems prone to faults. A sequence of observations of such a system is said to be surely correct (respectively surely faulty) if all possible runs corresponding to this sequence are correct (respectively faulty); otherwise the observed sequence is ambiguous. While monitoring the system, the diagnoser should rule out ambiguities, and in particular detect that a fault occurred; and the problem of existence of such a diagnoser is referred to as diagnosability [12]. In order to anticipate problems triggered by fault occurrences, one can also be interested in predictors that detect that a fault will eventually occur, and the predictability problem [6] is concerned with the existence of a predictor.
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Diagnosis of discrete event systems. Diagnosability and predictability were first defined and studied in the framework of finite discrete event systems modelled by labeled transition systems (LTS), and the problems were shown to be solvable in PTIME (see [8] and [6], respectively). Despite the polynomial time complexity of the decision problems, for diagnosable (respectively predictable) LTS, the size of the diagnoser (respectively predictor) constructed by the algorithms may be exponential. Diagnosers as well as predictors must ensure two requirements: correctness, meaning that the information provided by the diagnoser/predictor is accurate, and reactivity, ensuring that a fault will eventually be detected.

Diagnosis of probabilistic systems. Building on the work for LTS, the notion of diagnosability was later extended to Markov chains with labels on transitions, also called probabilistic labeled transition systems (pLTS) [13]. In a probabilistic context, the reactivity requirement now asks that faults will be almost surely eventually detected. Regarding correctness, two specifications have been proposed: either one sticks to the original definition and requires that the provided information is accurate, defining A-diagnosability; or one weakens the correctness by admitting errors in the provided information that should, however, have an arbitrary small probability when the delay before the diagnostic is long enough, defining AA-diagnosability. From a computational viewpoint, PTIME algorithms have been proposed to solve these two specifications of probabilistic diagnosability [4]. Predictability in pLTS with arbitrary small probability of erroneous information has also been studied in [5].

In case a system is not diagnosable, one may be able to control it, by forbidding some controllable actions, so that is becomes diagnosable. This property of active diagnosability has been studied for probabilistic systems in [1] pursuing the work of [11, 7] for discrete-event systems. Decidability and complexity issues are considered and optimal size diagnosers are synthesized. Interestingly, the diagnosability notion from [1] slightly differs from the original one in [13].

Remaining issues. Some issues remained untouched in the above line of work. First, diagnosability was only considered w.r.t. finite faulty runs. It seems as important to consider diagnosability of correct runs, and ambiguity can also be defined for infinite computations. Second, in most work, the complexity of the varied diagnosability problems and of the diagnosers synthesis were left open. Moreover, optimizing the delay between the fault occurrence and its detection is an important issue. Yet the search for diagnosers (or predictors) with optimal reactivity was not even considered. Last predictability and diagnosability were independently studied while combining them is obviously a fruitful direction.

Contributions. In this paper, we address the above mentioned gaps, and revisit diagnosability and predictability for probabilistic systems, from a semantical as well as a computational perspectives.

In constrast to existing work, we define diagnosability directly on the ambiguity triggered by the behaviours of the system, and then establish that it is equivalent to the existence of a diagnoser.

In order to give a firm semantical classification of diagnosability notions, we define criteria for diagnosability in probabilistic systems, depending on (1) whether the ambiguity is related to faulty runs only or to all runs and, (2) whether ambiguity is defined at the level of infinite runs, or for longer and longer finite subruns. A priori these two dimensions yield four specifications. We prove that two of them coincide leading to three main specifications: FF-diagnosability, IA-diagnosability used in [1] and FA-diagnosability, and
we establish the connections between them. In addition we show that FF-diagnosability is equivalent to the A-diagnosability of [13] for finite pLTS and that this hypothesis is necessary.

- For finite state probabilistic systems, we show that these three notions of diagnosability can be characterized based on deterministic (finite or Büchi) automata acting as monitors, and synchronized with the pLTS. We further prove that the diagnosability problem (for all three specifications) is PSPACE-complete, contradicting the polynomial time result for FF-diagnosability [4], and identify the error in their algorithm.

- Afterwards, we design algorithms for the synthesis of finite-memory diagnosers and prove that their size $2^{\Theta(n)}$ (where $n$ is the number of states of the pLTS model) is optimal.

- Since predictability is an interesting alternative to diagnosability, we introduce two possible specifications for predictability in probabilistic systems, and show that in both cases the predictability problem is NLOGSPACE-complete. Yet, as for diagnosers, the optimal size of predictors is in $2^{\Theta(n)}$.

- Last, we introduce and study prediagnosability that combines the benefits of predictability and diagnosability: depending on the observations, a prediagnoser behaves as a diagnoser or a predictor. Prediagnosability is of interest since predictability is more difficult to achieve than diagnosability, also prediagnosers can be seen as “as soon as possible” diagnosers. For the varied notions of prediagnosability, we establish that the prediagnosability problem is PSPACE-complete and design prediagnosers with optimal size.

- Summarizing we provide a full picture of the hierarchy for the different notions and the frontier between NLOGSPACE and PSPACE-complete problems.

Organization. In Section 2, we introduce probabilistic LTS, define the possible diagnosability specifications, establish their connection. In Section 3, we provide characterizations for diagnosability of finite pLTS and we determine the exact complexity of the diagnosability problems. In Section 4, we design algorithms for synthesis of diagnosers with optimal size. In Section 5, we study predictability and prediagnosis, and focus on optimal diagnosers. All the proofs and additional results can be found in the companion research report [2].

2 Diagnosability specification

In the context of stochastic discrete event systems diagnosis, systems are often modeled using labeled transition systems.

Definition 1. A probabilistic labeled transition system (pLTS) is a tuple $A = \langle Q, q_0, \Sigma, T, P \rangle$ where:

- $Q$ is a set of states with $q_0 \in Q$ the initial state;
- $\Sigma$ is a finite set of events;
- $T \subseteq Q \times \Sigma \times Q$ is a set of transitions;
- $P : T \to \mathbb{Q}_{>0}$ is the probabilistic transition function fulfilling for all $q \in Q$: $\sum_{(q,a,q') \in T} P(q, a, q') = 1$.

Observe that a pLTS is a labeled transition system (LTS) equipped with transition probabilities. The transition relation of the underlying LTS is defined by: $q \xrightarrow{a} q'$ for $(q, a, q') \in T$; this transition is then said to be enabled in $q$. A pLTS is said to be live if in every state $q$ of the pLTS, a transition is enabled. We assume the pLTS we consider are countably branching, i.e., in every state $q$, only countably many transitions are enabled, so that the summation $\sum_{(q,a,q') \in T} P(q, a, q')$ is well-defined.
Let us now introduce some important notions and notations that will be used throughout the paper. A run $\rho$ of a pLTS $\mathcal{A}$ is a (finite or infinite) sequence $\rho = q_0a_0q_1\ldots$ such that for all $i$, $q_i \in Q$, $a_i \in \Sigma$ and when $q_{i+1}$ is defined, $q_i \xrightarrow{a_i} q_{i+1}$. The notion of run can be generalized, starting from an arbitrary state $q$. We write $\Omega$ for the set of all infinite runs of $\mathcal{A}$ starting from $q_0$, assuming the pLTS is clear from context. When it is finite, $\rho$ ends in a state $q$ and its length, denoted $|\rho|$, is the number of actions occurring in it. Given a finite run $\rho = q_0a_0q_1\ldots q_n$ and a (finite or infinite) run $\rho' = q_na_nq_{n+1}\ldots$, we call concatenation of $\rho$ and $\rho'$ and we write $\rho\rho'$ the run $q_0a_0q_1\ldots q_na_nq_{n+1}\ldots$; the run $\rho$ is then a prefix of $\rho\rho'$, which we denote $\rho \preceq \rho\rho'$. The cylinder defined by a finite run $\rho$ is the set of all infinite runs that extend $\rho$: $C(\rho) = \{ \rho' \in \Omega \mid \rho \preceq \rho' \}$. The sequence associated with $\rho = q_0a_0q_1\ldots$ is the word $\sigma_\rho = a_0a_1\ldots$, and we write equally $q \xrightarrow{\sigma_\rho} q'$ (resp. $q \xrightarrow{\sigma a} q'$ or $q \xrightarrow{\sigma} q'$) for an infinite (resp. finite) run $\rho$. A state $q$ is reachable (from $q_0$) if there exists a run such that $q_0 \xrightarrow{\sigma a} q$, which we alternatively write $q_0 \xrightarrow{\sigma} q$. The language of pLTS $\mathcal{A}$ consists of all infinite words that label runs of $\mathcal{A}$ and is formally defined as $\mathcal{L}(\mathcal{A}) = \{ \sigma \in \Sigma^* \mid q_0 \xrightarrow{\sigma} q \}$. Forgetting the labels and merging (and summing the probabilities of) the transitions with same source and target, a pLTS yields a discrete time Markov chain (DTMC). As usual for DTMC, the set of infinite runs of $\mathcal{A}$ is the support of a probability measure defined by Caratheodory’s extension theorem from the probabilities of the cylinders:

$$P(C(q_0a_0q_1\ldots q_n)) = P(q_0,a_1,q_1)\cdots P(q_{n-1},a_{n-1},q_n).$$

In order to formalize problems related to fault diagnosis, we partition the event set $\Sigma$ into two disjoint sets $\Sigma_o$ and $\Sigma_u$, the sets of observable and of unobservable events, respectively. Moreover, we distinguish a special fault event $f \in \Sigma_u$. Let $\sigma \in \Sigma^*$ be a finite word; its length is denoted $|\sigma|$. The projection of $\sigma$ onto $\Sigma_o$ is defined inductively by: $P(\epsilon) = \epsilon$; for $a \in \Sigma_o$, $P(\sigma a) = P(\sigma)a$; and $P(\sigma a) = P(\sigma)$ for $a \notin \Sigma_o$. Write $|\sigma|_o$ for $|P(\sigma)|$. When $\sigma$ is an infinite word, its projection is the limit of the projections of its finite prefixes. This projection is applicable to runs via their associated sequence; it can be either finite or infinite. As usual the projection is extended to languages. With respect to the partition of $\Sigma = \Sigma_o \cup \Sigma_u$, a pLTS $\mathcal{A}$ is convergent if there is no infinite sequence of unobservable events from any reachable state: $\mathcal{L}^o(\mathcal{A}) \cap \Sigma^o \Sigma_u^* = \emptyset$. When $\mathcal{A}$ is convergent, for every $\sigma \in \mathcal{L}^o(\mathcal{A})$, $P(\sigma) \in \Sigma_o^*$. In the rest of the paper we assume that pLTS are convergent. We will refer to a sequence for a finite or infinite word over $\Sigma$, and an observed sequence for a finite or infinite sequence over $\Sigma_o$. Clearly, the projection onto $\Sigma_o$ of a sequence yields an observed sequence.

The observable length of a run $\rho$ denoted $|\rho|_o \in \mathbb{N} \cup \{\infty\}$, is the number of observable actions that occur in it: $|\rho|_o = |\sigma|_o$. A signalling run is a finite run whose last action is observable. Signalling runs are precisely the relevant runs w.r.t. partial observation issues since each observable event provides an additional information about the execution to an external observer. In the sequel, $\mathcal{SR}$ denotes the set of signalling runs, and $\mathcal{SR}_n$ the set of signalling runs of observable length $n$. Since we assume that the pLTS are convergent, for all $n > 0$, $\mathcal{SR}_n$ is equipped with a probability distribution defined by assigning measure $P(\rho) = P(C(\rho))$ to each $\rho \in \mathcal{SR}_n$. Given a finite or infinite run, and $n \leq |\rho|_o$, $\rho|_n$ denotes the signalling subrun of $\rho$ of observable length $n$. For convenience, we consider the empty run $q_0$ to be the single signalling run, of null length.

Let $\mathcal{A}$ be a pLTS. A run $\rho$ is faulty if $\sigma_\rho$ contains $f$, otherwise it is correct. W.l.o.g., by considering two copies of each state, we assume that the states of $\mathcal{A}$ are partitioned into correct states and faulty states: $Q = Q_f \cup Q_c$, where $Q_f$ are faulty states, and $Q_c$ correct states. Faulty (resp. correct) states are only reachable by faulty (resp. correct) runs. An observed sequence $\sigma \in \Sigma_o^*$ is surely correct if $P^{-1}(\sigma) \cap \mathcal{L}^o(\mathcal{A}) \subseteq (\Sigma \setminus \{f\})^*$; it is surely faulty
if $\mathcal{P}^{-1}(\sigma) \cap \mathcal{L}^\omega(\mathcal{A}) \subseteq \Sigma^* \mathbf{f} \Sigma^*$; otherwise, it is ambiguous. For finite sequences, we need to rely on signalling runs: a finite observed sequence $\sigma \in \Sigma^*$ is surely faulty (resp. surely correct) if for every signalling run $\rho$ with $\mathcal{P}(\sigma, \rho) = \sigma$, $\rho$ is faulty (resp. correct); otherwise it is ambiguous. A (finite signalling or infinite) run $\rho$ is surely faulty (resp. surely correct, ambiguous) if $\mathcal{P}(\rho)$ is surely faulty (resp. surely correct, ambiguous).

In order to introduce diagnosability, we define different subsets of infinite runs.

**Definition 2 (Ambiguous runs).** Let $\mathcal{A}$ be a pLTS and $n \in \mathbb{N}$ with $n \geq 1$. Then:
- $\mathbf{F}_{\text{Amb}}^\infty$ is the set of infinite faulty ambiguous runs of $\mathcal{A}$;
- $\mathbf{C}_{\text{Amb}}^\infty$ is the set of infinite correct ambiguous runs of $\mathcal{A}$;
- $\mathbf{F}_{\text{Amb}}^n$ is the set of infinite runs of $\mathcal{A}$ whose signalling subrun of observable length $n$ is faulty and ambiguous;
- $\mathbf{C}_{\text{Amb}}^n$ is the set of infinite runs of $\mathcal{A}$ whose signalling subrun of observable length $n$ is correct and ambiguous.

We propose four possible specifications of diagnosability for probabilistic systems. There are two discriminating criteria: whether the non ambiguity requirement holds for faulty runs only ($\text{F}$) or for all runs ($\text{FA}$), and whether ambiguity is defined at the infinite run level ($\infty$) or for longer and longer finite signalling subruns ($\text{F}_\infty$).

**Definition 3 (Diagnosability specifications).** Let $\mathcal{A}$ be a pLTS. Then:
- A pLTS $\mathcal{A}$ is IF-diagnosable if $\mathbb{P}(\mathbf{F}_{\text{Amb}}^\infty) = 0$.
- A pLTS $\mathcal{A}$ is IA-diagnosable if $\mathbb{P}(\mathbf{F}_{\text{Amb}}^\infty \cup \mathbf{C}_{\text{Amb}}^\infty) = 0$.
- A pLTS $\mathcal{A}$ is FF-diagnosable if $\limsup_{n \to \infty} \mathbb{P}(\mathbf{F}_{\text{Amb}}^n) = 0$.
- A pLTS $\mathcal{A}$ is FA-diagnosable if $\limsup_{n \to \infty} \mathbb{P}(\mathbf{F}_{\text{Amb}}^n \cup \mathbf{C}_{\text{Amb}}^n) = 0$.

Let us illustrate these specifications on the two pLTS of Figure 1 where $\{u, f\}$ is the set of unobservable events, represented by dashed arrows. Here and later on, unless mentioned, the transitions outgoing a state are uniformly distributed. On the left, a faulty run will almost surely produce a $b$-event that cannot be mimicked by the single correct run. Thus this pLTS is IF-diagnosable. The unique correct run $\rho = q_0 u q_1 (a q_1)^\omega$ has probability $\frac{1}{2}$ and its corresponding observed sequence $a^\omega$ is ambiguous. Thus this pLTS is not IA-diagnosable. On the right, any infinite faulty run will contain a $b$-event, and cannot be mimicked by a correct run, therefore $\mathbf{F}_{\text{Amb}}^\infty = \emptyset$. The two infinite correct runs have $a^\omega$ as observed sequence, and cannot be mimicked by a faulty run, thus $\mathbf{C}_{\text{Amb}}^\infty = \emptyset$. As a consequence, this pLTS is IA-diagnosable. Consider now the infinite correct run $\rho = q_0 u q_1 (a q_1)^\omega$. It has probability $\frac{1}{2}$, and all its finite signalling subruns are ambiguous since their observed sequence is $a^n$, for some $n \in \mathbb{N}$. Thus for all $n \geq 1$, $\mathbb{P}(\mathbf{C}_{\text{Amb}}^n) \geq \frac{1}{2}$, so that this pLTS is not FA-diagnosable.

The next theorem establishes the connections between these definitions.

**Theorem 4.** The different diagnosability notions for pLTS relate according to the table below. Moreover, all implications hold for infinite-state pLTS, and non implications already hold for finite-state pLTS. (The implication marked with $^*$ requires finitely branching pLTS.)
Diagnosability | All runs | Faulty runs
--- | --- | ---
Signalling runs | FA | FF
| \(\downarrow\gamma\) | \(\downarrow\gamma^*\)

Infinite runs | IA | IF

To conclude this section, we compare IF-diagnosability with A-diagnosability from [13].

**Theorem 5.** A finite pLTS \(A\) is IF-diagnosable if and only if it is A-diagnosable, that is:
\[
\forall \varepsilon > 0, \exists N_\varepsilon \in \mathbb{N}, \text{ for every faulty signalling run } \rho \text{ and every } n \geq N_\varepsilon, \mathbb{P}(\{\rho' \in \text{FAmb}_{n+1} | \rho \leq \rho'\}) < \varepsilon \mathbb{P}(\rho).
\]
This condition is only sufficient for finitely branching infinite pLTS.

### 3 Complexity of diagnosability

In this section, we establish the complexity of diagnosability stated in the next theorem.

**Theorem 6.** The IF-diagnosability, IA-diagnosability, and FA-diagnosability problems for finite pLTS are PSPACE-complete.

To prove membership in PSPACE, we provide characterizations of the different diagnosability notions we introduced. For each notion of diagnosability, we proceed similarly. First, given a pLTS \(A\) we design a deterministic automaton that accepts some (finite or infinite) observed sequences of \(A\). Then we build the synchronized product of this automaton with \(A\), to obtain another pLTS with the same stochastic behaviour as \(A\) but augmented with additional information about the current run, that will be useful for diagnosability. Finally, we characterize diagnosability by graph properties on the synchronized product.

Here we only detail the procedure for IA-diagnosability. Its automaton \(IA(A)\) is the deterministic Büchi automaton introduced in [7]. Its states are triples of disjoint subsets of states \((U, V, W)\) where given some observed sequence, \(U\) is the set of possible correct states and \(V\) and \(W\) are possible faulty states. The decomposition between \(V\) and \(W\) reflects the fact that the IA-automaton tries to resolve the ambiguity between \(U\) and \(W\) (when both are non empty), while \(V\) corresponds to a waiting room of states reached by faulty runs that will be examined when the current ambiguity is resolved. The set \(F\) of accepting states consists of all triples \((U, V, W)\) with \(U = \emptyset\) or \(W = \emptyset\). When \(U = \emptyset\), the current signalling run is surely faulty. When \(W = \emptyset\) the current signalling run may be ambiguous (if \(V \neq \emptyset\)) but the “oldest” possible faulty runs have been discarded. Hence, any infinite observed sequence of \(A\) passing infinitely often through \(F\) is not ambiguous (ambiguities are resolved one after another).

Figure 2 shows the IA-automaton of the pLTS depicted on the right of Figure 1.

Observe that, despite the fact that all observed sequences \(a^n\) are ambiguous as witnessed by the possible faulty state \(f_2\), \(a^\omega\), which is indeed unambiguous, is accepted by the IA-automaton since its execution infinitely often visits state \((\{q_1, q_2\}, \{f_2\}, \emptyset)\).

To come up with a characterization, one builds \(IA(A) = A \times IA(A)\), the product of \(A\) and \(IA(A)\) synchronized over observed events.

**Proposition 7.** A finite pLTS \(A\) is IA-diagnosable if and only if \(A_{IA}\) has no bottom strongly connected component (BSCC) such that:
- either, all its states \((q, U, V, W)\) fulfill \(q \in Q_f\) and \(U \neq \emptyset\);
- or all its states \((q, U, V, W)\) fulfill \(q \in Q_c\) and \(W \neq \emptyset\).
The decision algorithm for IA-diagnosability checks whether the above characterization is satisfied by looking for a state that violates the disjunction and then checking that it belongs to a BSCC. This can be done in polynomial space without explicitly building $A_{IA}$, and relying on Savitch’s theorem.

In order to establish a lower bound for the complexity of IA-diagnosability, we introduce a variant of language universality. A language $L$ over an alphabet $\Sigma$ is said eventually universal if there exists a word $v \in \Sigma^*$ such that $v^{-1}L = \Sigma^*$, where $v^{-1}L$ denotes the left quotient of $L$ by $v$: $v^{-1}L = \{v' \mid vv' \in L\}$. Recently, several variants of the universality problem were shown to be PSPACE-complete [10] but, to the best of our knowledge, eventual universality has not yet been considered.

Because of our diagnosis framework, we focus on live non deterministic finite automata (NFA). Similarly to pLTS, an NFA is live if from every state there is at least one outgoing transition. The language of an NFA $A$, denoted $L(A)$, is defined as the set of finite words that are accepted by $A$. We reduce the universality problem for NFA, which is known to be PSPACE-complete [9] to the eventual universality problem to obtain the following result.

▶ Proposition 8. Let $A$ be a live NFA where all states are terminal. Then deciding whether $L(A)$ is eventually universal is PSPACE-hard.

Let us sketch how we reduce this problem to IA-diagnosability. Given a live NFA $A$ over $\Sigma$ where all states are terminal, one builds the pLTS of Figure 3 where $\Sigma \cup \{\#\}$ are observable. Since a correct run almost surely “outputs” a $\#$, ambiguity may only occur with faulty runs. Since after the fault one observes $\Sigma^*$, using the characterization in Proposition 7 one concludes that the pLTS is not IA-diagnosable if and only if $A$ is eventually universal.

Theorem 6 seems to contradict the PTIME decision procedure from [4] for A-diagnosability (or, equivalently IF-diagnosability). However, we establish that:

In this section, we focus on the construction of diagnosers. A diagnoser is a function $D : \Sigma_0^* \rightarrow \{?, \top, \bot\}$ assigning to every finite observation sequence a verdict. Informally, when a diagnoser outputs $?$, it does not provide any information, while $\top$ ensures that a fault is certain and $\bot$ that some information about correctness has been provided. We consider the natural partial order $\prec$ on these values defined by $? \prec \top$ and $? \prec \bot$.

A finite memory diagnoser is given by a tuple $(M, \Sigma_0, m_0, \text{up}, D_{\text{fm}})$ where $M$ is a finite set of memory states, $m_0 \in M$ is the initial memory state, $\text{up} : M \times \Sigma_0 \rightarrow M$ is a memory update function, and finally $D_{\text{fm}} : M \rightarrow \{?, \top, \bot\}$ is a diagnoser function. The mapping $\text{up}$ is extended into a function $\text{up} : M \times \Sigma_0^* \rightarrow M$ defined inductively by $\text{up}(m, \varepsilon) = m$ and $\text{up}(m, \sigma a) = \text{up}(\text{up}(m, \sigma), a)$. A finite memory diagnoser is not a diagnoser as defined above, yet it induces the diagnoser defined by $D(w) = D_{\text{fm}}(\text{up}(m_0, w))$.

Diagnosers we define in the sequel will have two important properties: soundness and reactivity. Soundness ensures that the information provided is accurate and reactivity requirements depend on the diagnosability notion of interest. Moreover, we restrict to diagnosers that, once they output $\top$, never change their verdict in the future. Note that any sound diagnoser can be turned into one that is sound and satisfies this commitment property. In this short version, we only introduce $\text{IA}$-diagnosers (the synthesis of $\text{FA}$-diagnosers and $\text{IF}$-diagnosers is similar and even simpler). Intuitively, $\text{IA}$-diagnosers may resolve an ambiguity late, while another one has already been produced.

**Definition 10.** An $\text{IA}$-diagnoser for $\mathcal{A}$ is a function $D : \Sigma_0^* \rightarrow \{?, \top, \bot\}$ such that

- **soundness** For all $w \in \Sigma_0^*$
  - if $D(w) = \top$, then $w$ is surely faulty;
  - if $D(w) = \bot$, letting $\lVert D(w) \rVert_\bot = \{0 < n \leq |w| \mid D(w_{\leq n}) = \bot\}$, then for all signalling runs $\rho$ such that $\mathcal{P}(\rho) = w$, $\mathcal{P}(\lVert D(w) \rVert_\bot)$ is correct.

- **reactivity** $\mathbb{P}(\{\rho \in \Omega \mid D_{\text{sup}}(\mathcal{P}(\rho)) = \top\}) = 0$ where for $w \in \Sigma_0^*$, $D_{\text{sup}}(w) = \limsup_{n \rightarrow \infty} D(w_{\leq n})$.

($D_{\text{sup}}$ is well-defined since once the diagnoser outputs $\top$, it always sticks to this verdict.)

The reactivity condition requires that almost surely the diagnoser detects a fault or guarantees that longer and longer subruns of the current run are correct. Soundness of $\top$ verdict implies that indeed the run is faulty. The interpretation of $D(w) = \bot$ is that the diagnoser ensures that any signalling subrun of length $\lVert D(w) \rVert_\bot \leq |w|$ of a signalling run for $w$ is correct. Of course it may deduce this information from the last $|w| - \lVert D(w) \rVert_\bot$ observations. This is illustrated on the example of Figure 4 for which we describe an $\text{IA}$-diagnoser. After observing any sequence $wbaa$, with $w \in \{a, b\}^*$, the diagnoser knows a posteriori that two steps before, that is after the observation of $wb$, the run was necessarily correct. Indeed, observing the suffix $aa$ is not possible after a fault, yet $wba$ is not surely correct. The function $D$ defined by: for $w \in \{a, b\}^*(ab + aa)$, $D(w) = \bot$, for $w \in \{a, b, c\}^*c$, $D(w) = \top$ and otherwise $D(w) = \?$, is an $\text{IA}$-diagnoser.
Proposition 11. A finite pLTS $A$ is IA-diagnosable if and only if it admits an IA-diagnoser. For every pLTS $A$ with $n_c$ correct states and $n_f$ faulty states which is IA-diagnosable, one can build an IA-diagnoser with at most $2^{n_c}3^{n_f}$ states. There is a family $\{A_n\}_{n \in \mathbb{N}}$ of IA-diagnosable pLTS such that $A_n$ has $2n + 2$ states and it admits no IA-diagnoser with less than $2^n$ memory states.

5 Predictability and prediagnosis

Predictability. Fault predictability has been first introduced for LTS in [6]; in words, an LTS is predictable (resp. $k$-predictable) if a fault can be predicted (resp. at least before $k$ observations) whatever the future behavior of the LTS. There are two possible adaptations for pLTS: (1) either one sticks to the original definition and requires that the fault surely occurs or, (2) one relaxes it and only requires that the fault almost surely occurs.

In order to reason about predictability, we introduce some particular prefixes of a run. For a finite run $\rho$, and $k \in \mathbb{N}$, we define $\text{pre}_k(\rho)$, the $k$-past of $\rho$, by $\text{pre}_k(\rho) = \rho_{|\rho|_{\omega} - \min(1, |\rho|_{\omega})}$. For example, in the pLTS of Figure 6, $\text{pre}_0(q_0bq_1fq_2) = q_0bq_1$ as $f$ is unobservable and $\text{pre}_1(q_0bq_1fq_2) = q_0$. In fact for $k \geq 1$, $\text{pre}_k(q_0bq_1fq_2) = q_0$.

We also introduce sets of observed sequences defined on their possible future behaviors. In words, an observed sequence $\sigma$ forbids prediction of a fault when there is still either a correct infinite run where $\sigma$ is a prefix of its observed sequence (UPC) or a set of positive measure of such runs (UPSC). Thus in order to be $k$-predictable, $k$ observations before a possible fault the observed sequence should not belong to these sets (see Definition 13).

Definition 12 (ultimately possibly (significantly) correct). Let $\sigma$ be a finite observed sequence of a pLTS $A$. Then:
\( \sigma \) is usually possibly correct if \( \{ \rho' \in \Omega \mid \sigma \preceq \mathcal{P}(\rho') \} \cap \mathcal{C}_\infty \not= \emptyset \). The set of usually possibly correct observed sequences is denoted \( \mathcal{UPC} \).

\( \sigma \) is usually possibly significantly correct if \( \mathbb{P}(\{ \rho' \in \Omega \mid \sigma \preceq \mathcal{P}(\rho') \} \cap \mathcal{C}_\infty) > 0 \). The set of usually possibly significantly correct observed sequences is denoted \( \mathcal{UPSC} \).

\begin{definition}[(sure) predictability] \label{definition:sure-predictability}
Let \( k \in \mathbb{N} \).

\begin{itemize}
  \item A pLTS \( \mathcal{A} \) is \( k \)-surely predictable if for every run \( \rho \in \mathcal{A} \), \( \mathcal{P}(\text{pre}_k(\rho)) \not\in \mathcal{UPC} \);
  \item A pLTS \( \mathcal{A} \) is \( k \)-predictable if for every run \( \rho \in \mathcal{A} \), \( \mathcal{P}(\text{pre}_k(\rho)) \not\in \mathcal{UPSC} \).
\end{itemize}
\end{definition}

Observe that in the previous definition, one can safely restrict to check the condition on correct runs \( \rho \) by considering the first occurrence of a fault in the run \( \rho \).

For example, the pLTS of Figure 6 is 0-surely predictable. Every correct run \( \rho \) that is followed by \( f \) is such that \( \mathcal{P}(\rho) = b^n c \) for some \( n \geq 1 \). As it is the unique signalling run with such an observed sequence, the fault can be predicted. It is not 1-surely predictable as the 1-past of \( \rho = q_0 b q_1 c q_2 f f_1 \) is \( \text{pre}_1(\rho) = q_0 b q_1 \) and the infinite run \( \rho' = q_0(b q_1)^\omega \) is correct. However it is 1-predictable as for every signalling run with observed sequence \( b^n \) for some \( n \geq 1 \) (thus ending in \( q_1 \)) a fault eventually almost surely occurs. Finally it is not 2-predictable since the 2-past of \( \rho = q_0 b q_1 c q_2 f f_1 \) is \( q_0 \) and the infinite correct run \( \rho = q_0(a q_0)^\omega \) has probability \( \frac{1}{2} \).

We have established all the relations between the different notions of diagnosability and predictability (see Figure 8 in the conclusion). The main result about predictability is given in the next theorem, and highlights the complexity gap between predictability and diagnosability for probabilistic systems (recall that their complexity coincide for LTS). Despite this difference, the size of optimal predictors is comparable to the one of optimal diagnosers (see details in our research report [2]).

\begin{theorem} \label{theorem:predictability}
Deciding, given \( \mathcal{A} \) a pLTS and \( k \in \mathbb{N} \), whether \( \mathcal{A} \) is \( k \)-predictable (resp. surely \( k \)-predictable) is an \( \text{NLOGSPACE} \)-complete problem. Moreover, the same complexity applies assuming \( k \) is fixed (rather than given as input).
\end{theorem}

\begin{definition} \label{definition:prediagnosis}
Prediagnosis.

On the one hand, diagnosis is concerned with detection of faults that have occurred: given a sequence of observations a diagnoser tries to detect that a fault has occurred in the past of all consistent behaviors. On the other hand, prediction is concerned with anticipation of faults: given a sequence of observations a predictor tries to detect that a fault will eventually occur in the future of all consistent behaviors. The notion we introduce now, prediagnosis, concerns detection of faults both in the past and in the future.

Let us start by introducing two sets of infinite faulty runs that make prediagnosis impossible. \( \mathcal{FUPC}_{\infty} \) is the set of faulty runs that admit for all their finite prefixes a compatible infinite correct run. The condition is strengthened for \( \mathcal{FUPSC}_{\infty} \), which gathers the faulty runs that admit for all their finite prefixes, a positive measure of compatible infinite correct runs.

\begin{definition} \label{definition:prediagnosis}
Let \( \mathcal{A} \) be a pLTS. Then:

\begin{itemize}
  \item \( \mathcal{FUPC}_{\infty} \), the set of faulty, usually possibly correct runs is defined by:
    \( \mathcal{FUPC}_{\infty} = \{ \rho \in \Omega \mid \rho \text{ faulty and } \forall i \in \mathbb{N}, \mathcal{P}(\rho_i) \in \mathcal{UPC} \} \);
  \item \( \mathcal{FUPSC}_{\infty} \), the set of faulty, usually possibly significantly correct runs is defined by:
    \( \mathcal{FUPSC}_{\infty} = \{ \rho \in \Omega \mid \rho \text{ faulty and } \forall i \in \mathbb{N}, \mathcal{P}(\rho_i) \in \mathcal{UPSC} \} \).
\end{itemize}

The reactivity requirement for prediagnosers will impose that these sets are negligible. The difference between these two sets impacts correctness: relying on \( \mathcal{FUPC}_{\infty} \) provides a sure correctness while relying on \( \mathcal{FUPSC}_{\infty} \) only provides an almost sure correctness.
Definition 16 ((Sure) Prediagnosability). Let $A$ be a pLTS. Then:

- $A$ is surely prediagnosable if $\mathbb{P}(FUPC_\infty) = 0$;
- $A$ is prediagnosable if $\mathbb{P}(FUPSC_\infty) = 0$.

Surprisingly, sure prediagnosability lies strictly between FF-diagnosability and IF-diagnosability with equivalence for finitely branching pLTS. Also (sure) 0-predictability implies (sure) prediagnosability. As expected, the less demanding specification is prediagnosability. All the relations that we have established between the different notions of diagnosability, predictability and prediagnosability are described by Figure 8 in the conclusion. From a complexity point of view, prediagnosability is equivalent to diagnosability:

Theorem 17. The (sure) prediagnosability problem is PSPACE-complete.

In the research report [2], we formally define and study the notion of prediagnosers. Here we informally discuss the interest of prediagnosers. While sure prediagnosability and IF-diagnosability are equivalent for finitely branching pLTS, there are differences between sure prediagnosers and IF-diagnosers. An IF-diagnoser is a sure prediagnoser, but a sure prediagnoser may output a verdict $\top$ even before a fault. This phenomenon occurs even if the pLTS is non-predictable. The non-predictable pLTS of Figure 7 points out this difference. A diagnoser may output $\top$ only after observing two $a$’s, since then, surely a fault occurred. In contrast, a sure prediagnoser can already output $\top$ after observing the first $a$. In fact this pLTS is FA-diagnosable since after an occurrence of $b$, the run is surely correct.

Prediagnosers, can be thought of as monitors that emit verdicts as soon as possible, while preserving soundness. In the proof that prediagnosability is equivalent to the existence of a prediagnoser, the prediagnosers we construct are indeed optimal in that sense.

6 Conclusion

In this work, we settled the foundations of diagnosability and predictability for partially observed stochastic systems. In particular, we investigated semantical issues and provided several meaningful definitions for diagnosability and predictability in a probabilistic context. We also introduced prediagnosability, that combines the advantages of diagnosability and predictability. Beyond providing relations between these notions, we obtained tight complexity bounds using graph-based characterizations on the product of the system under scrutiny and an appropriate monitor. The complexity ranges from NLOGSPACE-completeness for predictability to PSPACE-completeness for diagnosability and prediagnosability, as summarized on Figure 8. Last, we proved exponential almost matching lower and upper bounds for the diagnosers, predictors, and prediagnosers synthesis problems.

The present contribution opens several interesting research perspectives. First of all, the decidability status (and in the positive case, the precise complexity) of the approximate diagnosability (AA-diagnosability) introduced in [13] is still open since we only proved the algorithm from [4] to be erroneous (see [2]). Second, beyond diagnosability and its
variants (predictability and prediagnosability), we wish to conduct a systematic study of other paradigms related to partial observability, such as opacity or detectability, in a probabilistic context. Last, we plan to move to more quantitative versions of diagnosis including optimization issues. The objective would be to minimize the observational capacities of the monitor, either spatially or timely by restricting either the observable actions, or the observation time instants, while preserving diagnosability.
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Abstract
We investigate the problem of checking if a finite-state transducer is robust to uncertainty in its input. Our notion of robustness is based on the analytic notion of Lipschitz continuity – a transducer is K-Lipschitz robust if the perturbation in its output is at most K times the perturbation in its input. We quantify input and output perturbation using similarity functions. We show that K-robustness is undecidable even for deterministic transducers. We identify a class of functional transducers, which admits a polynomial time automata-theoretic decision procedure for K-robustness. This class includes Mealy machines and functional letter-to-letter transducers. We also study K-robustness of nondeterministic transducers. Since a nondeterministic transducer generates a set of output words for each input word, we quantify output perturbation using set-similarity functions. We show that K-robustness of nondeterministic transducers is undecidable, even for letter-to-letter transducers. We identify a class of set-similarity functions which admit decidable K-robustness of letter-to-letter transducers.
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1 Introduction

Most computational systems today are embedded in a physical environment. The data processed by such real-world computational systems is often noisy or uncertain. For instance, the data generated by sensors in reactive systems such as avionics software may be corrupted, keywords processed by text processors may be wrongly spelt, the DNA strings processed in computational biology may be incorrectly sequenced, and so on. In the presence of such input uncertainty, it is not enough for a computational system to be functionally correct. An additional desirable property is that of continuity or robustness — the system behaviour degrades smoothly in the presence of input disturbances [14].

Well-established areas within control theory, such as robust control [16], extensively study robustness of systems. However, their results typically involve reasoning about continuous state-spaces and are not directly applicable to inherently discontinuous discrete computational systems. Moreover, uncertainty in robust control refers to differences between a system’s model and the actual system; thus robust control focuses on designing controllers that function properly in the presence of perturbation in various internal parameters of a system’s model. Given the above, formal reasoning about robustness of computational systems under input uncertainty is a problem of practical as well as conceptual importance.
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In our work, we focus on robustness of finite-state transducers, processing finite or infinite words, in the presence of uncertain inputs. Transducers are popular models of input-output computational systems operating in the real world [13, 20, 3, 24]. While many decision problems about transducers have been studied thoroughly over the decades [20, 24], their behaviour under uncertain inputs has only been considered recently [22]. In [22], a transducer was defined to be robust if its output changed proportionally to every change in the input up to a certain threshold. In practice, it may not always be possible to determine such a bound on the input perturbation. Moreover, the scope of the work in [22] was limited to the robustness problem for functional transducers w.r.t. specific distance functions, and did not consider arbitrary nondeterministic transducers or arbitrary similarity functions.

In this paper, we formalize robustness of finite-state transducers as Lipschitz continuity. A function is Lipschitz-continuous if its output changes proportionally to every change in the input. Given a constant \( K \) and similarity functions \( d_{\Sigma}, d_{\Gamma} \) for computing the input, output perturbation, respectively, a functional transducer \( T \) is defined to be \( K \)-Lipschitz robust (or simply, \( K \)-robust) w.r.t. \( d_{\Sigma}, d_{\Gamma} \) if for all words \( s, t \) in the domain of \( T \) with finite \( d_{\Sigma}(s, t) \), \( d_{\Gamma}(T(s), T(t)) \leq K d_{\Sigma}(s, t) \). Let us consider the transducers \( T_{NR} \) and \( T_{R} \) below. Recall that the Hamming distance between equal length words is the number of positions in which the words differ. Let \( d_{\Sigma}, d_{\Gamma} \) be computed as the Hamming distance for equal-length words, and be \( \infty \) otherwise. Notice that for words \( a^{k+1}, ba^k \) in the domain of the Mealy machine \( T_{NR} \), \( d_{\Sigma}(a^{k+1}, ba^k) = 1 \) and the distance between the corresponding output words, \( d_{\Gamma}(a^{k+1}, b^k+1) \), equals \( k+1 \). Thus, \( T_{NR} \) is not \( K \)-robust for any \( K \). On the other hand, the transducer \( T_{R} \) is \( 1 \)-robust: for words \( a^{k+1}, ba^k \), we have \( d_{\Sigma}(a^{k+1}, ba^k) = d_{\Gamma}(b^{k+1}, a(b)^k) = 1 \), and for all other words \( s, t \) in the domain of \( T_{R} \), either \( d_{\Sigma}(s, t) = \infty \) or \( d_{\Sigma}(s, t) = d_{\Gamma}(T_{R}(s), T_{R}(t)) = 0 \).

\[
\begin{align*}
T_{NR}: & a/a & b/b \\
n & a/a & a/b \\
q_0 & q_1 & q_2 \\
T_{R}: & a/b & b/a \\
 & a/b & a/b \\
q_0 & q_1 & q_2
\end{align*}
\]

While the \( K \)-robustness problem is undecidable even for deterministic transducers, we identify interesting classes of finite-state transducers with decidable \( K \)-robustness. We first define a class of functional transducers, called synchronized transducers, which admits a polynomial time decision procedure for \( K \)-robustness. This class includes Mealy machines and functional letter-to-letter transducers; membership of a functional transducer in this class is decidable in polynomial time. Given similarity functions computable by weighted automata, we reduce the \( K \)-robustness problem for synchronized transducers to the emptiness problem for weighted automata.

We extend our decidability results by employing an isometry approach. An isometry is a transducer, which for all words \( s, t \) satisfies \( d_{\Gamma}(T(s), T(t)) = d_{\Sigma}(s, t) \). We observe that if a transducer \( T_2 \) can be obtained from a transducer \( T_1 \) by applying isometries to the input and output of \( T_1 \), then \( K \)-robustness of \( T_1 \) and \( T_2 \) coincide. This observation enables us to reduce \( K \)-robustness of various transducers to that of synchronized transducers.

Finally, we study \( K \)-robustness of nondeterministic transducers. Since a nondeterministic transducer generates a set of output words for each input word, we quantify output perturbation using set-similarity functions and define \( K \)-robustness of nondeterministic transducers w.r.t. such set-similarity functions. We show that \( K \)-robustness of nondeterministic
transducers is undecidable, even for letter-to-letter transducers. We define three classes of set-similarity functions and show decidability of $K$-robustness of nondeterministic letter-to-letter transducers w.r.t. one class of set-similarity functions.

In what follows, we first present necessary definitions in Sec. 2. We formalize Lipschitz robustness in Sec. 3. In Sec. 4 and Sec. 5, we study the $K$-robustness problem for functional transducers, showing undecidability of the general problem and presenting two classes with decidable $K$-robustness. We study $K$-robustness of arbitrary nondeterministic transducers in Sec. 6, present a discussion of related work in Sec. 7 and conclude in Sec. 8.

## 2 Preliminaries

In this section, we review definitions of finite-state transducers and weighted automata, and present similarity functions. We use the following notation. We denote input letters by $a$, $b$ etc., input words by $s$, $t$ etc., output letters by $a'$, $b'$ etc. and output words by $s'$, $t'$ etc. We denote the concatenation of words $s$ and $t$ by $s \cdot t$, the $i^{th}$ letter of word $s$ by $s[i]$, the subword $s[i] \cdot s[i+1] \ldots s[j]$ by $s[i,j]$, the length of the word $s$ by $|s|$, and the empty word and empty letter by $\epsilon$. Note that for an $\omega$-word $s$, $|s| = \infty$.

**Finite-state Transducers.** A finite-state transducer (FST) $T$ is a tuple $(\Sigma, \Gamma, Q, Q_0, E, F)$ where $\Sigma$ is the input alphabet, $\Gamma$ is the output alphabet, $Q$ is a finite nonempty set of states, $Q_0 \subseteq Q$ is a set of initial states, $E \subseteq Q \times \Sigma \times \Gamma^* \times Q$ is a set of transitions, and $F$ is a set of accepting states.

A run $\gamma$ of $T$ on an input word $s = s[1]s[2] \ldots$ is defined in terms of the sequence: $(q_0, w'_0), (q_1, w'_1), \ldots$ where $q_0 \in Q_0$ and for each $i \in \{1, 2, \ldots\}$, $(q_{i-1}, s[i], w'_i, q_i) \in E$. Let $\text{Inf}(\gamma)$ denote the set of states that appear infinitely often along $\gamma$. For an FST $T$ processing $\omega$-words, a run is accepting if $\text{Inf}(\gamma) \cap F \neq \emptyset$ (Büchi acceptance condition). For an FST $T$ processing finite words, a run $\gamma$: $(q_0, w'_1), \ldots, (q_{n-1}, w'_n), (q_n, \epsilon)$ on input word $s[1]s[2] \ldots s[n]$ is accepting if $q_n \in F$ (final state acceptance condition). The output of $T$ along a run is the word $w'_1 \cdot w'_2 \cdot \ldots$ if the run is accepting, and is undefined otherwise. The state transition computed by an FST $T$ processing finite words (resp., finite words) is the relation $[T] \subseteq \Sigma^* \times \Gamma^*$ (resp., $[T] \subseteq \Sigma^* \times \Gamma^*$), where $(s, s') \in [T]$ if there is an accepting run of $T$ on $s$ with $s'$ as the output along that run. With some abuse of notation, we denote by $[T](s)$ the set $\{t : (s, t) \in [T]\}$. The input language, $\text{dom}(T)$, of $T$ is the set $\{s : [T](s) \neq \emptyset\}$.

An FST $T$ is called functional if the relation $[T]$ is a function. In this case, we use $[T](s)$ to denote the unique output word generated along any accepting run of $T$ on input word $s$. Checking if an arbitrary FST is functional can be done in polynomial time [12]. An FST $T$ is deterministic if $\forall q \in Q, a \in \Sigma$: $|\{q' : (q, a, w', q') \in E\}| \leq 1$. An FST $T$ is a letter-to-letter transducer if for every transition of the form $(q, a, w', q') \in E$, $|w'| = 1$. A Mealy machine is a deterministic, letter-to-letter transducer, with every state being an accepting state. In what follows, we use transducers and finite-state transducers interchangeably.

**Composition of transducers.** Consider transducers $T_1 = (\Sigma, \Delta, Q_1, Q_{1,0}, E_1, F_1)$ and $T_2 = (\Delta, \Gamma, Q_2, Q_{2,0}, E_2, F_2)$ such that for every $s \in \text{dom}(T_1)$, $[T_2](s) \in \text{dom}(T_2)$. We define $T_2 \circ T_1$, the composition of $T_1$ and $T_2$, as the transducer $(\Sigma, \Gamma, Q_1 \times Q_2, Q_{1,0} \times Q_{2,0}, E_1 \times E_2, F_1 \times F_2)$, where $E$ is defined as follows: $(q_1, q_2, a, w', (q'_1, q'_2)) \in E$ iff $(q_1, a, t', q'_1') \in E_1$ and upon reading $t'$, $T_2$ generates $w'$ and changes state from $q_2$ to $q'_2$, i.e., iff $(q_1, a, t', q'_1') \in E_1$ and

---

1 Note that we disallow $\epsilon$-transitions where the transducer can change state without moving the reading head.
there exist \((q_2, t'[2], w'_2, q_2^2), \ldots, (q_{k-1}^{k-1}, t'[k], w'_k, q_k^k) \in E_2\) such that \(k = |t'|\) and \(w' = w'_1 \cdot w'_2 \cdot \ldots \cdot w'_k\). Observe that if \(T_1, T_2\) are functional, \(T_2 \circ T_1\) is functional and \([T_2 \circ T_1] = [T_2] \circ [T_1]\), where \(\circ\) denotes function composition.

**Weighted automata.** Recall that a finite automaton (with Büchi or final state acceptance) can be expressed as a tuple \((\Sigma, Q, Q_0, E, F)\), where \(\Sigma\) is the alphabet, \(Q\) is a finite set of states, \(Q_0 \subseteq Q\) is a set of initial states, \(E \subseteq Q \times \Sigma \times Q\) is a transition relation, and \(F \subseteq Q\) is a set of accepting states. A weighted automaton (WA) is a finite automaton whose transitions are labeled by rational numbers. Formally, a WA \(A\) is a tuple \((\Sigma, Q, Q_0, E, F, c)\) such that \((\Sigma, Q, Q_0, E, F)\) is a finite automaton and \(c : E \mapsto \mathbb{Q}\) is a function labeling the transitions of \(A\). The transition labels are called *weights*.

Recall that a run \(\pi\) of a finite automaton on a word \(s = s[1]s[2] \ldots\) is defined as a sequence of states: \(q_0, q_1, \ldots\) where \(q_0 \in Q_0\) and for each \(i \in \{1, 2, \ldots\}\), \((q_{i-1}, s[i], q_i) \in E\). A run \(\pi\) in a finite automaton processing \(\omega\)-words (resp., finite words) is accepting if it satisfies the Büchi (resp., final state) acceptance condition. The set of accepting runs of an automaton on a word \(s\) is denoted \(\text{Acc}(s)\). Given a word \(s\), every run \(\pi\) of a WA \(A\) on \(s\) defines a sequence \(c(\pi) = (c(q_0), s[i], q_i)_{1 \leq i \leq |s|}\) of weights of successive transitions of \(A\); such a sequence is also referred to as a weighted run. To define the semantics of weighted automata we need to define the value of a run (that combines the sequence of weights of the run into a single value) and the value across runs (that combines values of different runs into a single value).

To define values of runs, we consider value functions \(f\) that assign real numbers to sequences of rational numbers, and refer to a WA with a particular value function \(f\) as an \(f\)-WA. Thus, the value \(f(\pi)\) of a run \(\pi\) of an \(f\)-WA \(A\) on a word \(s\) equals \(f(c(\pi))\). The value of a word \(s\) assigned by an \(f\)-WA \(A\), denoted \(L_A(s)\), is the infimum of the set of values of all accepting runs, i.e., \(L_A(s) = \inf_{\pi \in \text{Acc}(s)} f(\pi)\) (the infimum of an empty set is infinite).

In this paper, we consider the following value functions: (1) the sum function \(\text{SUM}(\pi) = \sum_{i=1}^{|s|} c(\pi)[i]\), (2) the discounted sum function \(\text{DISC}_\delta(\pi) = \sum_{i=1}^{|s|} \delta^i(c(\pi))[i]\) with \(\delta \in (0, 1)\) and (3) the limit-average function \(\text{LIMAVG}(\pi) = \limsup_{k \to \infty} \frac{1}{k} \sum_{i=1}^{|s|} c(\pi)[i]\). Note that the limit-average value function cannot be used with finite sequences. We define \(\text{VALFUNC} = \{\text{SUM}, \text{DISC}_\delta, \text{LIMAVG}\}\).

A WA \(A\) is *functional* iff for every word \(s\), all accepting runs of \(A\) on \(s\) have the same value.

**Decision questions.** Given an \(f\)-WA \(A\) and a threshold \(\lambda\), the *emptiness* question asks whether there exists a word \(s\) such that \(L_A(s) < \lambda\) and the *universality* question asks whether for all words \(s\) we have \(L_A(s) < \lambda\). The following results are known.

- **Lemma 1.** (1) For every \(f \in \text{VALFUNC}\), the emptiness problem is decidable in polynomial time for nondeterministic \(f\)-automata [11, 10]. (2) The universality problem is undecidable for \(f\)-automata with weights drawn from \(\{-1, 0, 1\}\) [17, 1].

- **Remark.** Weighted automata have been defined over semirings [10] as well as using value functions (along with infimum or supremum) as above [5, 6]. These variants of weighted automata have incomparable expressive power. We use the latter definition as it enables us to express long-run average and discounted sum, which are inexpressible using weighted automata over semirings. Long-run average and discounted sum are widely used in quantitative verification and define natural distances (Example 9). Moreover, unlike the semiring-based definition, the value-function-based definition extends easily from finite to infinite words.
Similarity Functions. In our work, we use similarity functions to measure the similarity between words. Let $Q^\infty$ denote the set $Q \cup \{\infty\}$. A similarity function $d : S \times S \to Q^\infty$ is a function with the properties: \( \forall x, y \in S : (1) \ d(x, y) \geq 0 \mbox{ and } (2) \ d(x, y) = d(y, x) \). A similarity function $d$ is also a distance (function or metric) if it satisfies the additional properties: \( \forall x, y, z \in S : (3) \ d(x, y) = 0 \iff x = y \mbox{ and } (4) \ d(x, z) \leq d(x, y) + d(y, z) \). We emphasize that in our work we do not need to restrict similarity functions to be distances.

An example of a similarity function is the generalized Manhattan distance defined as:

\[
 d_M(s, t) = \sum_{i=1}^{\infty} \text{diff}(s[i], t[i])
\]

for infinite words $s, t$, where $\text{diff}$ is the mismatch penalty for substituting letters. For finite words $s, t$, $d_M(s, t) = \sum_{i=1}^{\max(|s|,|t|)} \text{diff}(s[i], t[i])$. The mismatch penalty is required to be a distance function on the alphabet (extended with a special end-of-string letter $\#$ for finite words). When $\text{diff}(a, b)$ is defined to be $0$ for all $a, b$ with $a \neq b$, and $0$ otherwise, $d_M$ is called the Manhattan distance.

Notation: We use $s_1 \odot \ldots \odot s_k$ to denote convolution of words $s_1, \ldots, s_k$, for $k > 1$. The convolution of $k$ words merges the arguments into a single word over a $k$-tuple alphabet (accommodating arguments of different lengths using $\#$ letters at the ends of shorter words). Let $s_1, \ldots, s_k$ be words over alphabets $\Sigma_1, \ldots, \Sigma_k$. Let $\Sigma_1 \times \ldots \times \Sigma_k$ denote the $k$-tuple alphabet $(\Sigma_1 \cup \{\#\}) \times \ldots \times (\Sigma_k \cup \{\#\})$. The convolution $s_1 \odot \ldots \odot s_k$ is an infinite word (resp., a finite word of length $\max(|s_1|, \ldots, |s_k|)$), over $\Sigma_1 \times \ldots \times \Sigma_k$, such that: for each $i \in \{1, \ldots, |s_1 \odot \ldots \odot s_k|\}$, $(s_1 \odot \ldots \odot s_k)[i] = (s_1[i], \ldots, s_k[i])$ (with $s[i] = \#$ if $i > |s[i]|$). For example, the convolution $aa \odot b \odot add$ is the 3 letter word $(a, b, a)(a, \#, d)(\#, \#, d)$.

Definition 2 (Automatic Similarity Function). A similarity function $d : \Sigma_1^\infty \times \Sigma_2^\infty \to Q$ is called automatic if there exists a $\mathcal{A}$ over $\Sigma_1 \odot \Sigma_2$ such that $\forall s_1 \in \Sigma_1^\infty, s_2 \in \Sigma_2^\infty$: $d(s_1, s_2) = \mathcal{L}_{\mathcal{A}}(s_1 \odot s_2)$. We say that $d$ is computed by $\mathcal{A}$.

One can similarly define automatic similarity functions over finite words.

3 Problem Definition

Our notion of robustness for transducers is based on the analytic notion of Lipschitz continuity. We first define $K$-Lipschitz robustness of functional transducers.

Definition 3 ($K$-Lipschitz Robustness of Functional Transducers). Given a constant $K \in Q$ with $K > 0$ and similarity functions $d_\Sigma : \Sigma^\infty \times \Sigma^\infty \to Q^\infty$ (resp., $d_\Sigma : \Sigma^* \times \Sigma^* \to Q^\infty$) and $d_T : \Gamma^\infty \times \Gamma^\infty \to Q^\infty$ (resp., $d_T : \Gamma^* \times \Gamma^* \to Q^\infty$), a functional transducer $\mathcal{T}$, with $[\mathcal{T}] \subseteq \Sigma^\infty \times \Gamma^\infty$ (resp., $[\mathcal{T}] \subseteq \Sigma^* \times \Gamma^*$), is called $K$-Lipschitz robust w.r.t. $d_\Sigma, d_T$ if:

\[
 \forall s, t \in \text{dom}(\mathcal{T}) : \ d_\Sigma(s, t) < \infty \Rightarrow d_T([\mathcal{T}](s), [\mathcal{T}](t)) \leq Kd_\Sigma(s, t).
\]

Recall that when $\mathcal{T}$ is an arbitrary nondeterministic transducer, for each $s \in \text{dom}(\mathcal{T})$, $[\mathcal{T}](s)$ is a set of words in $\Gamma^\infty$ (resp., $\Gamma^*$). Hence, we cannot use a similarity function over $\Gamma^\infty$ (resp., $\Gamma^*$) to define the similarity between $[\mathcal{T}](s)$ and $[\mathcal{T}](t)$, for $s, t \in \text{dom}(\mathcal{T})$. Instead, we must use a set-similarity function that can compute the similarity between sets of words in $\Gamma^\infty$ (resp., $\Gamma^*$). We define $K$-Lipschitz robustness of nondeterministic transducers using such set-similarity functions (we use the notation $d$ and $D$ for similarity functions and set-similarity functions, respectively).

Definition 4 ($K$-Lipschitz Robustness of Nondeterministic Transducers). Given a constant $K \in Q$ with $K > 0$, a similarity function $d_\Sigma : \Sigma^\infty \times \Sigma^\infty \to Q^\infty$ (resp., $d_\Sigma : \Sigma^* \times \Sigma^* \to Q^\infty$) and a set-similarity function $D_T : 2^{\Gamma^\infty} \times 2^{\Gamma^\infty} \to Q^\infty$ (resp., $D_T : 2^{\Gamma^*} \times 2^{\Gamma^*} \to Q^\infty$),
a nondeterministic transducer \( T \), with \([T] \subseteq \Sigma^\omega \times \Gamma^\omega\) (resp. \([T] \subseteq \Sigma^* \times \Gamma^*\)), is called \( K \)-Lipschitz robust w.r.t. \( d_\Sigma, D_\Gamma \) if:

\[
\forall s, t \in \text{dom}(T) : d_\Sigma(s, t) < \infty \Rightarrow D_\Gamma([T](s), [T](t)) \leq K d_\Sigma(s, t).
\]

In what follows, we use \( K \)-robustness to denote \( K \)-Lipschitz robustness. The results in the remainder of this paper hold both for machines processing \( \omega \)-words as well as for those processing finite words. To keep the presentation clean, we present all results in the context of machines over \( \omega \)-words, making a distinction as needed. Moreover, we only present some (partial) proofs in this paper. We direct the interested reader to [15] for the complete proofs.

4 Synchronized (Functional) Transducers

In this section, we define a class of functional transducers which admits a decision procedure for \( K \)-robustness.

*Definition 5 (Synchronized Transducers).* A functional transducer \( T \) with \([T] \subseteq \Sigma^\omega \times \Gamma^\omega\) is synchronized iff there exists an automaton \( A_T \) over \( \Sigma \otimes \Gamma \) recognizing the language \( \{s \otimes [T](s) : s \in \text{dom}(T)\}\).

Let \( T \) be an arbitrary functional transducer. In each transition, \( T \) reads a single input letter and may generate an empty output word or an output word longer than a single letter. To process such non-aligned input and output words, the automaton \( A_T \) needs to internally implement a buffer. Thus, \( T \) is synchronized iff there is a bound \( B \) on the required size of such a buffer. We can use this observation to check if \( T \) is synchronized. Note that letter-to-letter transducers are synchronized, with \( B \) being 0.

*Proposition 6.* Synchronicity of a functional transducer is decidable in polynomial time.

Synchronized transducers admit an automata-theoretic decision procedure for checking \( K \)-robustness w.r.t. similarity functions satisfying certain properties.

*Theorem 7.* For every \( f \in \text{VALFUNC} \), if \( d_\Sigma, d_\Gamma \) are similarity functions computed by functional \( f \)-WA \( A_{d_\Sigma}, A_{d_\Gamma} \), respectively, and \( T \) is a synchronized transducer, \( K \)-robustness of \( T \) w.r.t. \( d_\Sigma, d_\Gamma \) is decidable in polynomial time in the sizes of \( T, A_{d_\Sigma} \) and \( A_{d_\Gamma} \).

We show that for every \( f \in \text{VALFUNC} \), if the conditions of Theorem 7 are met, \( K \)-robustness of \( T \) can be reduced to the emptiness problem for \( f \)-weighted automata, which is decidable in polynomial time.

**Similarity functions computed by nondeterministic automata.** If we permit the weighted automata computing the similarity functions \( d_\Sigma, d_\Gamma \) to be nondeterministic, \( K \)-robustness becomes undecidable. We can show that the universality problem for nondeterministic weighted automata reduces to checking 1-robustness. Indeed, given a nondeterministic weighted automaton \( A \), consider (1) \( d_\Sigma \) such that \( \forall s, t \in \Sigma^\omega : d_\Sigma(s, t) = \lambda \) if \( s = t \), and undefined otherwise, (2) \( T \) encoding the identity function, and (3) \( d_\Gamma \) such that \( \forall s', t' \in \Sigma^\omega : d_\Gamma(s', t') = \mathcal{L}_A(s') \) if \( s' = t' \), and undefined otherwise. Note that \( d_\Gamma \) is computed by a nondeterministic weighted automaton obtained from \( A \) by changing each transition \( (q, a, q') \) in \( A \) to \( (q, \lambda, a, q') \) while preserving the weight. Then, \( T \) is 1-robust w.r.t. \( d_\Sigma, d_\Gamma \) iff for all words \( s \), \( \mathcal{L}_A(s) \leq \lambda \). Since the universality problem for \( f \)-weighted automata is undecidable (e.g., for \( f = \text{SUM} \)), it follows that checking 1-robustness of transducers with similarity functions computed by nondeterministic weighted automata is undecidable.
We now present examples of synchronized transducers and automatic similarity functions satisfying the conditions of Theorem 7.

\textbf{Example 8 (Mealy machines and generalized Manhattan distances.).} Mealy machines are perhaps the most widely used transducer model. Prior work [22] has shown decidability of robustness of Mealy machines with respect to generalized Manhattan distances given a fixed bound on the amount of input perturbation. In what follows, we argue the decidability of robustness of Mealy machines (processing infinite words) with respect to generalized Manhattan distances in the presence of unbounded input perturbation.

A Mealy machine $T : (\Sigma, \Gamma, Q, \{q_0\}, E_T, Q)$ is a synchronized transducer with $A_T$ given by $(\Sigma \otimes \Gamma, Q, \{q_0\}, E_{A_T}, Q)$, where $E_{A_T} = \{(q, a \otimes a', q') : (q, a, a', q') \in E_T\}$. The generalized Manhattan distance $d_M : \Sigma^0 \times \Sigma^0 \to \mathbb{Q}^\infty$ can be computed by a functional sum-weighted automaton $A_M$ given by the tuple $(\Sigma \otimes \Sigma, \{q_0\}, \{q_0\}, E_M, \{q_0\}, c)$. Here, $q_0$ is the initial as well as the accepting state, $E_M = \{(q_0, a \otimes b, q_0) : a \otimes b \in \Sigma \otimes \Sigma\}$, and the weight of each transition $(q_0, a \otimes b, q_0)$ equals $\text{diff}(a, b)$.

Thus, all the conditions of Theorem 7 are satisfied. $K$-robustness of Mealy machines, with $d_{\Sigma}$, $d_T$ being the generalized Manhattan distance, is decidable in polynomial time.

\textbf{Example 9 (Piecewise-linear functions.).} Let us use $q$ to denote an infinite word over $\{0, \ldots, 9, +, -\}$ representing the fractional part of a real number in base 10. E.g., $0.21 = 0 \otimes 9 \otimes 2 \otimes 1$ and $\pi = 135 \ldots$. Then, $q_1 \otimes \ldots \otimes q_k$ is a word over $\{0, \ldots, 9, +, -\}$ that represents a $k$-tuple of real numbers $q_1, \ldots, q_k$ from the interval $(-1, 1)$. Now, observe that one can define letter-to-letter transducers that compute the following functions: (1) swapping of arguments, $[T](q_1, \ldots, q_k) = (q_k, \ldots, q_2, q_1)$, (2) addition, $[T](q_1, \ldots, q_k) = (q_1 + q_2, q_2 + q_3, \ldots, q_k)$, (3) multiplication by a constant $c$, $[T](q_1, \ldots, q_k) = cq_1, \ldots, cq_k$, (4) projection, $[T](q_1, \ldots, q_k) = (q_1, \ldots, q_k-1)$, and (5) conditional expression, $[T](q_1, \ldots, q_k)$ equals $[T_1](q_1, \ldots, q_k)$, if $q_1 > 0$, and $[T_2](q_1, \ldots, q_k)$ otherwise. We assume that the transducers reject if the results of the corresponding functions lie outside the interval $(-1, 1)$. We can model a large class of piecewise-linear functions using transducers obtained by composition of transducers (1)-(5). The resulting transducers are functional letter-to-letter transducers.

Now, consider $d_{\Sigma}$, $d_T$ defined as the $L1$-norm over $\mathbb{R}^k$, i.e., $d_{\Sigma}(q_1 \otimes \ldots \otimes q_k, q'_1 \otimes \ldots \otimes q'_k) = d_T(q_1, \ldots, q_k, q'_1, \ldots, q'_k) = \sum_{i=1}^k |q_i - q'_i|$. Observe that $d_{\Sigma}$, $d_T$ can be computed by deterministic $\text{Disc}_{\delta}$-weighted automata, with $\delta = \frac{1}{12}$. Therefore, 1-robustness of $T$ can be decided in polynomial time (Theorem 7). Finally, note that $K$-robustness of a transducer computing a piecewise-linear function $h$ w.r.t. the above similarity functions is equivalent to Lipschitz continuity of $h$ with coefficient $K$.

\section{Functional Transducers}

It was shown in [22] that checking $K$-robustness of a functional transducer w.r.t. to a fixed bound on the amount of input perturbation is decidable. In what follows, we show that when the amount of input perturbation is unbounded, the robustness problem becomes undecidable even for deterministic transducers.

\textbf{Theorem 10.} 1-robustness of deterministic transducers is undecidable.

\textbf{Proof.} The Post Correspondence Problem (PCP) is defined as follows. Given a set of word pairs $\{(v_1, w_1), \ldots, (v_k, w_k)\}$, does there exist a sequence of indices $i_1, \ldots, i_n$ such that $v_{i_1} \cdot \ldots \cdot v_{i_n} = w_{i_1} \cdot \ldots \cdot w_{i_n}$? PCP is known to be undecidable.
Let $\mathcal{G}_{\text{pre}} = \{ (v_i, w_i), \ldots, (v_K, w_K) \}$ be a PCP instance with $v_i, w_i \in \{a, b\}^*$ for each $i \in [1, K]$. We define a new instance $\mathcal{G} = \mathcal{G}_{\text{pre}} \cup \{ (v_{k+1}, w_{k+1}) \}$, where $(v_{k+1}, w_{k+1}) = (\$, \$)$. Observe that for $i_1, \ldots, i_n \in [1, K]$, $i_1, \ldots, i_n, k+1$ is a solution of $\mathcal{G}$ iff $i_1, \ldots, i_n$ is a solution of $\mathcal{G}_{\text{pre}}$. We define a deterministic transducer $\mathcal{T}$ processing finite words and generalized Manhattan distances $d_\Sigma, d_P$ such that $\mathcal{T}$ is not 1-robust w.r.t. $d_\Sigma, d_P$ if $\mathcal{G}$ has a solution of the form $i_1, \ldots, i_n, k+1$, with $i_1, \ldots, i_n \in [1, K]$.

We first define $\mathcal{T}$, which translates indices into corresponding words from the PCP instance $\mathcal{G}$. The input alphabet $\Sigma$ is the set of indices from $\mathcal{G}$, marked with a polarity, $L$ or $R$, denoting whether an index $i$ corresponds to a pair $(v_i, w_i) \in \mathcal{G}$, is translated to $v_i$ or $w_i$. Thus, $\Sigma = \{1, \ldots, k+1\} \times \{L, R\}$. The output alphabet $\Gamma$ is the alphabet of words in $\mathcal{G}$, marked with a polarity. Thus, $\Gamma = \{a, b, \$\} \times \{L, R\}$. The domain of $[\mathcal{T}]$ is described by the following regular expression: $\text{dom}(\mathcal{T}) = \Sigma_L^+ (k+1, L) + \Sigma_R^+ (k+1, R)$, where for $P \in \{L, R\}$, $\Sigma_P = \{1, \ldots, k\} \times \{P\}$. Thus, $\mathcal{T}$ only processes input words over letters with the same polarity, rejecting upon reading an input letter with a polarity different from that of the first input letter. Moreover, $\mathcal{T}$ accepts iff the first occurrence of $(k+1, L)$ or $(k+1, R)$ is in the last position of the input word. Note that the domain of $\mathcal{T}$ is prefix-free, i.e., if $s, t \in \text{dom}(\mathcal{T})$ and $s$ is a prefix of $t$, then $s = t$. Let $w^P$ denote the word $u \otimes P^{|u|}$. Along accepting runs, $\mathcal{T}$ translates each input letter $(i, L)$ to $v_i^L$ and each letter $(i, R)$ to $w_i^R$, where $(v_i, w_i)$ is the $i$th word pair of $\mathcal{G}$. Thus, the function computed by $\mathcal{T}$ is:

$$
[\mathcal{T}](i_1, L) \ldots (i_n, L)(k+1, L) = v_{i_1}^L \ldots v_{i_n}^L \\
[\mathcal{T}](i_1, R) \ldots (i_n, R)(k+1, R) = w_{i_1}^R \ldots w_{i_n}^R
$$

We define the output similarity function $d_\tau$ as a generalized Manhattan distance with the following symmetric $\text{diff}_\tau$ where $P, Q \in \{L, R\}$ and $\alpha, \beta \in \{a, b, \$\}$ with $\alpha \neq \beta$:

$$
\text{diff}_\tau((\alpha, P), (\alpha, P)) = 0 \quad \text{diff}_\tau((\alpha, L), (\alpha, R)) = 2 \\
\text{diff}_\tau((\alpha, P), (\beta, Q)) = 1 \quad \text{diff}_\tau((\alpha, P), #) = 1
$$

Note that for $s', t' \in \Gamma^*$ with different polarities, $d_\tau(s', t')$ equals the sum of $\max(|s'|, |t'|)$ and $\mathcal{N}(s', t')$, where $\mathcal{N}(s', t')$ is the number of positions in which $s'$ and $t'$ agree on the first components of their letters.

We define a projection $\pi$ as $\pi(i_1, P_1) i_2, P_2 \ldots i_n, P_n) = i_1 i_2 \ldots i_n$, where $i_1, \ldots, i_n \in [1, k+1]$ and $P_1, \ldots, P_n \in \{L, R\}$. We define the input similarity function $d_\Sigma$ as a generalized Manhattan distance such that $d_\Sigma(s, t)$ is finite if $\pi(s)$ is a prefix of $\pi(t)$ or vice versa. We define $d_\Sigma$ using the following symmetric $\text{diff}_\Sigma$ where $P, Q \in \{L, R\}$ and $i, j \in [1, k+1]$ with $i \neq j$:

$$
\text{diff}_\Sigma((i, P), (i, P)) = 0 \quad \text{diff}_\Sigma((i, P), (i, P)) = \infty \\
\text{diff}_\Sigma((i, L), (i, R)) = |v_i| + |w_i|, \text{ if } i \in [1, k] \\
\text{diff}_\Sigma((k+1, L), (k+1, R)) = 1
$$

Thus, for all $s, t \in \text{dom}(\mathcal{T})$, $d_\Sigma(s, t) < \infty$ iff one of the following holds:

(i) for some $P \in \{L, R\}$, $s = t = (i_1, P) \ldots (i_n, P)(k+1, P)$, or,

(ii) $s = (i_1, L) \ldots (i_n, L)(k+1, L)$ and $t = (i_1, R) \ldots (i_n, R)(k+1, R)$.

In case (i), $d_\Sigma(s, t) = d_\tau([\mathcal{T}](s), [\mathcal{T}](t)) = \infty$. In case (ii), $d_\Sigma(s, t) = |[\mathcal{T}](s)| + |[\mathcal{T}](t)| - 1$ and $d_\tau([\mathcal{T}](s), [\mathcal{T}](t)) = \max(|[\mathcal{T}](s)|, |[\mathcal{T}](t)|) + \mathcal{N}(|[\mathcal{T}](s)|, |[\mathcal{T}](t)|)$. Thus, $d_\tau([\mathcal{T}](s), [\mathcal{T}](t)) > d_\Sigma(s, t)$ if $\mathcal{N}(|[\mathcal{T}](s)|, |[\mathcal{T}](t)|) < \min(|[\mathcal{T}](s)|, |[\mathcal{T}](t)|)$ and $\pi([\mathcal{T}](s)) = \pi([\mathcal{T}](t))$, which holds iff $\mathcal{G}$ has a solution. Therefore, $\mathcal{T}$ is not 1-robust w.r.t. $d_\Sigma, d_\tau$ if $\mathcal{G}$ has a solution. ▶

We have shown that checking 1-robustness w.r.t. generalized Manhattan distances is undecidable. Observe that for every $K > 0$, $K$-robustness can be reduced to 1-robustness by
scaling the output distance by $K$. We conclude that checking $K$-robustness is undecidable for any fixed $K$. In contrast, if $K$ is not fixed, checking if there exists $K$ such that $T$ is $K$-robust w.r.t. $d_{\Sigma}, d_{\Gamma}$ is decidable for transducers processing finite words.

Let us define a functional transducer $T$ to be robust w.r.t. $d_{\Sigma}, d_{\Gamma}$ if there exists $K$ such that $T$ is $K$-robust w.r.t. $d_{\Sigma}, d_{\Gamma}$.

\textbf{Proposition 11.} Let $T$ be a given functional transducer processing finite words and $d_{\Sigma}, d_{\Gamma}$ be instances of the generalized Manhattan distance.

1. Robustness of $T$ is decidable in co-NP.
2. One can compute $K_T$ such that $T$ is robust iff $T$ is $K_T$-robust.

\textbf{Proof sketch.} Given $T$, one can easily construct a trim\footnote{$\mathcal{P}_T$ is trim if every state in $\mathcal{P}_T$ is reachable from the initial state and some final state is reachable from every state in $\mathcal{P}_T$.} functional transducer $\mathcal{P}_T$ such that $\lceil [\mathcal{P}_T](s,t) = (s',t') \rceil$ iff $\lceil T \rceil(s) = s'$ and $\lceil T \rceil(t) = t'$. We show that $T$ is not robust w.r.t. generalized Manhattan distances iff there exists some cycle in $\mathcal{P}_T$ satisfying certain properties. Checking the existence of such a cycle is in NP. If such a cycle exists, one can construct paths in $\mathcal{P}_T$ through the cycle, labeled with input words $(s,t)$ and output words $(s',t')$, with $d_{\Gamma}(s',t') > Kd_{\Sigma}(s,t)$ for any $K$. Conversely, if there exists no such cycle, one can compute $K_T$ such that $T$ is $K_T$-robust. It follows that one can compute $K_T$ such that $T$ is robust iff $T$ is $K_T$-robust. ▷

\section*{5.1 Beyond Synchronized Transducers}

In this section, we present an approach for natural extensions of Theorem 7.

\textbf{Isometry approach.} We say that a transducer $T$ is a $(d_\Delta, d_\Delta)$-isometry if and only if for all $s, t \in \text{dom}(T)$ we have $d_\Delta(s, t) = d_\Delta([T](s), [T](t))$.

\textbf{Proposition 12.} Let $T, T'$ be functional transducers with $\lceil T \rceil \subseteq \Sigma^\omega \times \Gamma^\omega$ and $\lceil T' \rceil \subseteq \Lambda^\omega \times \Delta^\omega$. Assume that there exist transducers $T^I$ and $T^O$ such that $T^I$ is a $(d_\Sigma, d_\Delta)$-isometry, $T^O$ is a $(d_\Delta, d_{\Gamma})$-isometry and $\lceil T \rceil = \lceil T^O \circ (T^I \circ T') \rceil$. Then, for every $K > 0$, $T$ is $K$-robust w.r.t. $d_{\Sigma}, d_{\Gamma}$ if and only if $T'$ is $K$-robust w.r.t. $d_\Delta, d_\Delta$.

\textbf{Example 13 (Stuttering).} For a given word $w$ we define the stuttering pruned word $\text{Stutter}(w)$ as the result of removing from $w$ letters that are the same as the previous letter. E.g. $\text{Stutter}(baaacaab) = baab$.

Consider a transducer $T$ and a similarity function $d_{\Sigma}$ over finite words that are stuttering invariant, i.e., for all $s, t \in \text{dom}(T)$, if $\text{Stutter}(s) = \text{Stutter}(t)$, then $\lceil T \rceil(s) = \lceil T \rceil(t)$ and for every $u \in \Sigma^*$, $d_{\Sigma}(s, u) = d_{\Sigma}(t, u)$. In addition, we assume that for every $s \in \text{dom}(T)$, $\lceil T \rceil(s) = |\text{Stutter}(s)|$.

Observe that these assumptions imply that: (1) the projection transducer $T^I$ defined such that $\lceil s \rceil = \text{Stutter}(s)$ is a $(d_{\Sigma}, d_{\Sigma})$-isometry, (2) the transducer $T^S$ obtained by restricting the domain of $T$ to stuttering-free words, i.e., the set $\{w \in \text{dom}(T) : \text{Stutter}(w) = w\}$, is a synchronized transducer\footnote{Note that any functional transducer $T$ with the property: for every $s \in \text{dom}(T)$, $\lceil T \rceil(s) = |s|$, is a synchronized transducer.}, and (3) $\lceil T \rceil = \lceil T^I \circ (T^S \circ T^F) \rceil$, where $T^F$ defines the identity function over $\Gamma^*$. Therefore, by Proposition 12, in order to check $K$-robustness of $T$, it suffices to check $K$-robustness of $T^S$. Since $T^S$ is a synchronized transducer, $K$-robustness of
\(\mathcal{T}\) can be effectively checked, provided the similarity functions \(d_\mathcal{T}, d_\Gamma\) satisfy the conditions of Theorem 7.

▶ **Example 14** (Letter-to-multiple-letters transducers). Consider a transducer \(\mathcal{T}\) which on every transition outputs a 2-letter word. Although, \(\mathcal{T}\) is not synchronized, it can be transformed to a letter-to-letter transducer \(\mathcal{T}'\), whose output alphabet is \(\Gamma \times \Gamma\). The transducer \(\mathcal{T}'\) is obtained from \(\mathcal{T}\) by substituting each output word \(ab\) to a single letter \(\langle a, b \rangle\) from \(\Gamma \times \Gamma\). We can use \(\mathcal{T}'\) to decide \(K\)-robustness of \(\mathcal{T}\) in the following way. First, we define transducers \(\mathcal{T}'\), \(\mathcal{T}^\text{pair}\) such that \(\mathcal{T}'\) computes the identity function over \(\Sigma^\omega\) and \(\mathcal{T}^\text{pair}\) is a transducer representing the function \([\mathcal{T}^\text{pair}]((a_1, b_1)(a_2, b_2)\ldots) = a_1b_1a_2b_2\ldots\). Observe that \([\mathcal{T}'] = [\mathcal{T}^\text{pair} \circ (\mathcal{T}' \circ \mathcal{T}')])**. Second, we define \(d^2_\Gamma\) as follows: \(\forall s, t \in (\Sigma \times \Sigma)^\omega\), \(d^2_\Gamma(s, t) = d_\Gamma([\mathcal{T}^\text{pair}]((s), [\mathcal{T}^\text{pair}]((t)))\). Observe that \(\mathcal{T}'\) is a \((d_\Sigma, d_\Sigma)-\)isometry and \(\mathcal{T}^\text{pair}\) is a \((d^2_\Sigma, d_\Gamma)-\)isometry. Thus, \(K\)-robustness of \(\mathcal{T}\) w.r.t. \(d_\Sigma, d_\Gamma\) reduces to \(K\)-robustness of the letter-to-letter transducer \(\mathcal{T}'\) w.r.t. \(d_\Sigma, d^2_\Gamma\), which can be effectively checked (Theorem 7).

### 6 Nondeterministic Transducers

Let \(\mathcal{T}\) be a nondeterministic transducer with \([\mathcal{T}] \subseteq \Sigma^\omega \times \Gamma^\omega\). Let \(d_\Sigma\) be an automatic similarity function for computing the similarity between input words in \(\Sigma^\ast\). As explained in Sec. 3, the definition of \(K\)-robust nondeterministic transducers involves set-similarity functions that can compute the similarity between sets of output words in \(\Gamma^\omega\). In this section, we examine the \(K\)-robustness problem of \(\mathcal{T}\) w.r.t. \(d_\Sigma\) and three classes of such set-similarity functions.

Let \(d_\Gamma\) be an automatic similarity function for computing the similarity between output words in \(\Gamma^\omega\). We first define three set-similarity functions induced by \(d_\Gamma\).

▶ **Definition 15.** Given sets \(A, B\) of words in \(\Gamma^\omega\), we consider the following set-similarity functions induced by \(d_\Gamma\):

1. **Hausdorff set-similarity function** \(D^H_\Gamma(A, B)\) induced by \(d_\Gamma\):
   \[
   D^H_\Gamma(A, B) = \max\{\sup_{s \in A} \inf_{t \in B} d_\Gamma(s, t), \sup_{t \in B} \inf_{s \in A} d_\Gamma(s, t)\}
   \]

2. **Inf-inf set-similarity function** \(D^{\inf}_\Gamma(A, B)\) induced by \(d_\Gamma\):
   \[
   D^{\inf}_\Gamma(A, B) = \inf_{s \in A} \inf_{t \in B} d_\Gamma(s, t)
   \]

3. **Sup-sup set-similarity function** \(D^{\sup}_\Gamma(A, B)\) induced by \(d_\Gamma\):
   \[
   D^{\sup}_\Gamma(A, B) = \sup_{s \in A} \sup_{t \in B} d_\Gamma(s, t)
   \]

Of the above set-similarity functions, only the Hausdorff set-similarity function is a distance function (if \(d_\Gamma\) is a distance function).

Note that when \(\mathcal{T}\) is a functional transducer, each set-similarity function above reduces to \(d_\Gamma\). Hence, \(K\)-robustness of a functional transducer \(\mathcal{T}\) w.r.t. \(d_\Sigma, d_\Gamma\) and \(K\)-robustness of \(\mathcal{T}\) w.r.t. \(d_\Sigma, d_\Gamma\) coincide. As \(K\)-robustness of functional transducers in undecidable (Theorem 10), \(K\)-robustness of nondeterministic transducers w.r.t. the above set-similarity functions is undecidable as well.

Recall from Theorem 7 that \(K\)-robustness of a synchronized (functional) transducer is decidable w.r.t. certain automatic similarity functions. In particular, \(K\)-robustness of

---

4 One can easily generalize this example to any fixed number.
Mealy machines is decidable when $d_\Sigma$, $d_\Gamma$ are generalized Manhattan distances. In contrast, $K$-robustness of nondeterministic letter-to-letter transducers is undecidable w.r.t. the Hausdorff and Inf-inf set-similarity functions even when $d_\Sigma$, $d_\Gamma$ are generalized Manhattan distances. Among the above defined set-similarity functions, $K$-robustness of nondeterministic transducers is decidable only w.r.t. the Sup-sup set-similarity function.

\textbf{Theorem 16.} Let $d_\Sigma$, $d_\Gamma$ be computed by functional weighted-automata. Checking $K$-robustness of nondeterministic letter-to-letter transducers w.r.t. $d_\Sigma$, $D_\Gamma$ induced by $d_\Gamma$ is

(i) undecidable if $D_\Gamma$ is the Hausdorff set-similarity function,

(ii) undecidable if $D_\Gamma$ is the Inf-inf set-similarity function, and

(iii) decidable if $D_\Gamma$ is the Sup-sup set-similarity function and $d_\Sigma,d_\Gamma$ satisfy the conditions of Theorem 7.

\textbf{Proof of (iii).} We can encode nondeterministic choices of $\mathcal{T}$, with $[\mathcal{T}] \subseteq \Sigma^\omega \times \Gamma^\omega$, in an extended input alphabet $\Sigma \times \Lambda$. We construct a deterministic transducer $\mathcal{T}^e$ such that for every $s \in \Sigma^\omega$, $\{[\mathcal{T}^e](s,\lambda) : (s,\lambda) \in \text{dom}(\mathcal{T}^e)\} = [\mathcal{T}](s)$. We also define $d_\Sigma^e$ such that for all $(s,\lambda_1), (t,\lambda_2) \in (\Sigma \times \Lambda)^\omega$, $d_\Sigma^e((s,\lambda_1),(t,\lambda_2)) = d_\Sigma(s,t)$. Then, $\mathcal{T}$ is $K$-robust w.r.t. $d_\Sigma,d_\Gamma$ if $\mathcal{T}^e$ is $K$-robust w.r.t. $d_\Sigma^e,d_\Gamma$. Indeed, a nondeterministic transducer $\mathcal{T}$ is $K$-robust w.r.t. $d_\Sigma$, $D_\Gamma^{sup}$ induced by $d_\Gamma$ iff for all input words $s,t \in \text{dom}(\mathcal{T})$ and for all outputs $s' \in [\mathcal{T}](s), t' \in [\mathcal{T}](t)$, $d_\Sigma(s,t) < \infty$ implies $d_\Gamma(s',t') \leq K d_\Sigma(s,t)$.

\section{Related Work}

In early work [19], [7, 8] on continuity and robustness analysis, the focus is on software programs manipulating numbers. In [19], the authors compute the maximum deviation of a program’s output given the maximum possible perturbation in a program input. In [7], the authors formalize $\epsilon - \delta$ continuity of programs and present sound proof rules to prove continuity of programs. In [8], the authors formalize robustness of programs as Lipschitz continuity and present a sound program analysis for robustness verification. While arrays of numbers are considered in [8], the size of an array is immutable.

More recent papers have aimed to develop a notion of robustness for reactive systems. In [23], the authors present polynomial-time algorithms for the analysis and synthesis of robust transducers. Their notion of robustness is one of input-output stability, that bounds the output deviation from disturbance-free behaviour under bounded disturbance, as well as the persistence of the effect of a sporadic disturbance. Their distances are measured using cost functions that map each string to a nonnegative integer. In [18, 4, 2], the authors develop different notions of robustness for reactive systems, with $\omega$-regular specifications, interacting with uncertain environments. In [9], the authors present a polynomial-time algorithm to decide robustness of sequential circuits modeled as Mealy machines, w.r.t. a common suffix distance metric. Their notion of robustness also bounds the persistence of the effect of a sporadic disturbance.

Recent work in [21] and [22] formalized and studied robustness of systems modeled using transducers, in the presence of bounded perturbation. The work in [21] focussed on the outputs of synchronous networks of Mealy machines in the presence of channel perturbation. The work in [22] focussed on the outputs of functional transducers in the presence of input perturbation. Both papers presented decision procedures for robustness verification w.r.t. specific distance functions such as Manhattan and Levenshtein distances.
Conclusion

In this paper, we studied the $K$-Lipschitz robustness problem for finite-state transducers. While the general problem is undecidable, we identified decidability criteria that enable reduction of $K$-robustness to the emptiness problem for weighted automata.

In the future, we wish to extend our work in two directions. We plan to study robustness of other computational models. We also wish to investigate synthesis of robust transducers.
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1 Introduction

The notion of polynomial-time reductions is pervasive in theoretical computer science. In addition to their critical role in defining NP-completeness, polynomial-time reductions play an important role in establishing several results in various areas such as complexity theory, cryptography, learning theory etc. Informally, reductions translate instances of one problem to instances of another problem; a problem $A$ is polynomial-time reducible to a problem $B$ if $A$ can be solved in polynomial-time by making queries to problem $B$. By varying the manner in which the queries are allowed to make, we obtain a wide spectrum of reductions. At one end of the spectrum is Cook/Turing reduction where multiple queries are allowed and the $i$th query made depends on answers to previous queries. On the other end is the most restrictive reduction, Karp-Levin/many-one reduction, where each positive instance of problem $A$ is mapped to a positive instance of problem $B$, and so are the negative instances. In between are truth-table/non-adaptive reductions, and bounded truth-table reductions. Interestingly, the seminal paper of Cook [7] used Turing reduction to define NP-completeness, whereas the works of Karp [16] and Levin [19] used many-one reductions.

Understanding the differences between many-one reductions and Turing reductions is one of the fundamental problems in complexity theory. Compared to many-one reductions, our knowledge about Turing reductions is limited. Extending certain assertions that are known to be true for many-one reductions to the case of Turing reductions yield much sought after separation results in complexity theory. For example, it is known that polynomial time many-one complete sets for EXP are not sparse [24]. Extending this result to the case of
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Turing reductions imply that EXP does not have polynomial-size circuits. In the context of resource-bounded measure, it is known that “small span theorem” holds for many-one reductions. Establishing a similar result for Turing reductions separates EXP from BPP [15]. In addition, Turing reductions are crucial to define the Polynomial-time hierarchy.

The differences between various types of polynomial-time reductions have been studied in different contexts. Selman [23] showed that if NE \cap \text{co-NE} does not equal E, then there exist languages A and B in NP such that A polynomial-time Turing reduces to B, but does not polynomial-time many-one reduce to B. Aida et al. [1] showed a similar result in the average-case world; if P does not equal NP, then there is a distributional problems \((A, \mu_A)\) and \((B, \mu_B)\) in DistNP such that \((A, \mu_A)\) Turing reduces to \((B, \mu_B)\) but does not many-one reduce to \((B, \mu_B)\). The differences between Turing and truth-table reductions have been studied extensively in the context of random self-reductions and coherence [4, 8, 9, 11]. For example, Feigenbaum et al. [8] showed that if nondeterministic triple exponential time is not in bounded-error, probabilistic triple exponential time, there exists a function in NP that is Turing random self-reducible, but not truth-table random-self reducible.

In this paper we study the differences between many-one and Turing reductions in the context of completeness. Even though, it is standard to define completeness using many-one reductions, one can also define completeness using Turing reductions. A language \(L\) is Turing complete for a class \(C\) if \(L\) is in class \(C\) and every language in \(C\) Turing reduces to \(L\). To capture the intuition that if a complete problem for a class \(C\) is “easy”, then the entire class is easy, Turing reductions are arguably more appropriate to define completeness. However, all known natural languages turn out to be complete under many-one reductions. This raises the following question: For a complexity class \(C\), is there a Turing complete language that is not many-one complete? This question was first posed by Ladner, Lynch, and Selman [18].

This question has been completely resolved for the complexity classes EXP and NEXP. Works of Ko and Moore [17] and Watanabe [27] showed that for EXP, almost all completeness notions are mutually different. Similar separation results are obtained for NEXP [5]. See survey articles [6, 14] for more details on these results.

For the case of NP, the progress has been very slow. The first result that achieves a separation between Turing and many-one completeness in NP, under a reasonable hypothesis, is due to Lutz and Mayordomo [20]. They showed that if NP does not have P-measure 0 (known as measure hypothesis), then Turing completeness for NP is different from many-one completeness. Ambos-Spies and Bentzien [2] achieved a finer separation under a weaker hypothesis known as genericity hypothesis. Subsequently, Turing and many-one completeness notions are shown to be different under even weaker hypotheses known as NP machine hypothesis, bi-immunity hypothesis, and partial bi-immunity hypothesis [13, 21, 22].

All of the above-mentioned hypotheses are known as almost everywhere hardness hypotheses. Informally, these hypotheses assert that there exists a language in NP such that every algorithm that decides \(L\) must take more than subexponential time on all but finitely many inputs. Even though we believe that NP is subexponentially hard, we do not have any candidate languages in NP that are almost everywhere hard. All natural problems have an infinite set of instances that can be decided in polynomial time. Thus these hypotheses are considered “strong hypotheses”. It has been open whether a separation can be achieved using a worst-case hardness hypothesis (such as P \(\neq\) NP, or NE \(\neq\) E). The only partial result in this direction is due to Gu, Hitchcock, and Pavan [10] who showed that if there exist one-way permutations and there exists a language in NEEE \(\cap\) co-NEE that can not be solved in deterministic triple exponential time with logarithmic advice, then Turing completeness for NP differs from many-one completeness. Even though the latter hypothesis is a worst-case hardness hypothesis, the former is a average-case hardness hypothesis.
In this paper, we separate Turing completeness for NP from many-one completeness using a worst-case hardness hypothesis. This is the first result of this nature. Below is an informal statement of our result. Please see Section 3 for a more formal statement.

**Main Theorem.** Suppose there exist an NEEXP machine $N$ accepting $\Sigma^*$ and running in time $t(n)$ and a positive constant $\delta < 1$ such that no zero-error, probabilistic machine $Z$ running in time $2^{t(n)}$ can compute accepting computation of $N$ with non-trivial probability.

Then there is a Turing complete language for NP that is not truth-table complete for NP. Here we require that $t(n)$ is $2^{2^c n}$ for some constant $c > 1$.

The rest of the paper is organized as follows. Section 2 is the preliminaries section. In Section 3, we formally state our worst-case hardness hypothesis, and provide a proof of the separation theorem. Section 4 relates the hypothesis used in this paper to a few other hypotheses studied in the context of separating completeness notions.

### 2 Preliminaries

We use standard notions and definitions in complexity theory [3]. All languages are defined over the the binary alphabet $\Sigma = \{0, 1\}$. $\Sigma^n$ denotes the set of all binary strings of length $n$.

We use $|x|$ to denote the length of a string $x$. Non-deterministic double-exponential time is defined by $\text{NEEXP} = \bigcup_{c>1} \text{NTIME}(2^{2^c n})$ and $\text{co-NEEXP}$ is its complement class. We say that a non-deterministic machine is a NEEXP machine, if its runtime is bounded by $2^{2^c n}$ for some $c > 1$. A language $L$ is in ZPTIME($t(n)$), if there is a probabilistic machine $Z$ running in time $O(t(n))$ such that for every $x$, $\Pr[Z(x) = L(x)]$ is at least $1/4$, and the probability that $Z$ outputs an incorrect answer is zero. The machine $Z$ may output $\perp$ with probability at most $3/4$.

**Definition 1.** Suppose $N$ is a non-deterministic machine accepting a language $S$. We say that a $t(n)$-time bounded, zero-error, probabilistic machine computes accepting computations of $N$ if there exists a probabilistic machine $Z$ such that

- For every $x \in S$, for every choice of random bits, the machine $Z$ on input $x$ either outputs a string from $\Sigma^*$ or outputs the special symbol $\perp$.
- For every $x \in S$, $\Pr[Z(x) = L(x)] > 1/4$, and
- For every $x \in S$, $\Pr[Z(x) \neq \perp]$ is not an accepting computation of $N(x) = 0$.

Our proof uses the notion of $P$-selective sets introduced by Selman [23].

**Definition 2.** A set $S \subseteq \Sigma^*$ is $P$-selective if there is a polynomial time computable function $f : \Sigma^* \times \Sigma^* \rightarrow \Sigma^*$ such that for all strings $x, y \in \Sigma^*$, (1) $f(x, y) \in \{x, y\}$, and (2) if either of $x$ and $y$ is in $S$, then $f(x, y)$ is in $S$. The function $f$ is called the $P$-selector of $S$.

The well-known example of $P$-selective sets are the left-cut sets $L(r) = \{x \mid x < r\}$, where $r$ is an infinite binary sequence, and $<$ is the dictionary order with $0 < 1$. The following lemma is due to Toda [25].

**Lemma 3.** For every $P$-selective set $L$, there is a polynomial time algorithm that given any finite set of strings $Q$ as input, outputs a sequence $x_1, \ldots, x_m$ such that $\{x_1, \ldots, x_m\} = Q$, such that for some integer $p$, $0 \leq p \leq m$, $Q \cap L = \{x_i \mid i \leq p\}$ and $Q \cap \bar{L} = \{x_i \mid i > p\}$.

Consider two languages $A$ and $B$. $A$ is polynomial time Turing reducible to $B$, denoted by $A \leq^p T B$, if there is a polynomial time oracle Turing machine $M$ such that $A = L(M^B)$. Note that $M$ can make at most polynomially many queries to $B$ and they can be adaptive.
The language $A$ is polynomial-time truth-table reducible to $B$, denoted by $A \leq_{tt}^P B$, if there is a pair of polynomial time computable functions $(f, g)$ such that for every $x \in \Sigma^*$, (1) $f(x)$ is query set $Q = \{q_1, q_2, \cdots, q_k\}$ and (2) $x \in A \iff g(x, B(q_1), B(q_2), \cdots, B(q_k)) = 1$. We call $f$ the query generator and $g$ the truth-table evaluator. Given a polynomial time reducibility $\leq_{tt}^P$, a set $B$ is $\leq_{tt}^P$-complete for $NP$ if $B$ is in $NP$ and for every set $A \in NP$, $A$ is $\leq_{tt}^P$ reducible to $B$. Note that we only consider polynomial time reductions to define NP-completeness in this paper.

**Notation.** Let $\tau : \mathbb{N} \to \mathbb{N}$ be a function defined as $\tau(n) = 2^{2^n}$. The functions of the form $2^{g(n)}$, that are used in many places throughout this paper, are not visually appealing; from now we represent such functions as $\tau(f(n))$. Then $\tau(\delta f(n))$ represents $2^{g(f(n))}$. We use $\tau'(n)$ to denote $\tau(n)^c$. Further, $\log^* n$ represents $(\log n)^c$.

### 3 Separation Theorem

In this section we prove the main result of this paper. First, we formally state our hypothesis.

**Hypothesis W.** There exist a positive constant $\delta < 1$ and an $\text{NEEXP}$ machine $N_1$ accepting $\Sigma^*$ that runs in time $t(n)$ such that no $2^{\delta f(n)}$-time bounded, zero-error, probabilistic machine can compute the accepting computations of $N_1$. Here $t(n) = 2^{2^{2^n}}$ for some constant $c > 1$.

▸ **Theorem 4.** If Hypothesis W holds, then there is a Turing complete language for NP that is not truth-table complete for NP.

Before we provide a formal proof, we first describe proof outline. Our proof proceeds in four steps. Note that Hypothesis W is a “worst-case hardness hypothesis”. This means that for every probabilistic, $2^{\delta f(n)}$-time bounded, machine $Z_1$ there exists infinitely many inputs $x$ such that the probability that $Z_1(x)$ computes an accepting computation of $N_1(x)$ is very small. This is equivalent to the following: there exist infinitely many input lengths $n$ for which there exists at least one string $x$ of length $n$ so that the probability that $Z_1(x)$ is an accepting computation of $N_1(x)$ is very small. In the first step (Section 3.1), we amplify the hardness of $N_1$ and obtain an $\text{NEEXP}$ machine $N_2$ with the following property: For every $2^{\delta f(n)}$-time bounded, probabilistic machine $Z_2$, there exist infinitely many input lengths $n$ at which for every string $x$ of length $n$ the probability that $Z_2(x)$ is an accepting computation of $N_2(x)$ is small.

In the second step (Section 3.2), we first define a padding function $\text{pad} : \Sigma^* \to \mathbb{N}$. Via standard padding arguments we obtain an NP-machine $N$ running in time $p(n)$ that accepts a tally set $T = \{0^{\text{pad}(x)} \mid x \in \Sigma^*\}$. For $\ell \geq 0$, let $T_\ell = \{0^{\text{pad}(x)} \mid x \in \Sigma^\ell\}$. The NP-machine $N$ has the following hardness property: For every $f(n)$-time bounded, probabilistic machine $Z$ (for an appropriate choice of $f$) there exist infinitely many integers $\ell$ such that $Z$ fails to compute accepting computations on every string from $T_\ell$.

Using the NP-machine $N$, we define the Turing complete language $L$ in step three (Section 3.3). The language $L$ is formed by taking disjoint union of two NP languages $L_1$ and $L_2$. The language $L_1$ consists of tuple of the form $(x, a)$ so that $x \in C$ (for some NP-complete language $C$), and $a$ is an accepting computation of $N(0^n)$ (for some $n$ that depends on $x$). In $L_2$, we encode accepting computations of $N$ using a P-selective set. It follows that $C$ can be Turing reduced to $L$ by first obtaining an accepting computation of $N$ (by making queries to $L_2$) and then by making one query to $L_1$. The idea of forming $L_1$ is borrowed from [21], and encoding accepting computations of an NP-machine as a P-selective sets is well known. For example see [11].
Finally, in step four (Section 3.4), we show that if $L$ is truth-table complete, then there is a probabilistic machine $Z$ such that for every $\ell$ there exists at least one string in $T_\ell$ so that $Z$ computes an accepting computation of $N$ on that string with high probability. Using this, we in turn show that there exists a probabilistic machine $Z_2$ so that for every input length $\ell$, there exists at least one string $x \in \Sigma^\ell$ such that $Z_2(x)$ outputs an accepting computation of the $\text{NEEXP}$ machine $N_2(x)$. This will be a contradiction. The most technical part of the proof lies in this step.

We now give proof details.

### 3.1 Hardness Amplification

The first step amplifies the hardness of the $\text{NEEXP}$ machine $N_1$ from the hypothesis to obtain a new $\text{NEEXP}$ machine $N_2$.

**Lemma 5.** Suppose that the hypothesis $W$ holds. Then there exist an $\text{NEEXP}$ machine $N_2$ accepting $\Sigma^*$ and running in time $O(2^n \tau(n^c))$ and a constant $\beta < \delta$ such that for every probabilistic machine $Z_2$ that runs in time $\tau(\beta 2^n)$, there exist infinitely many input lengths $n > 0$ such that for every $x \in \Sigma^n$,

$$\Pr[Z_2(x) = \text{an accepting computation of } N_2(x)] \leq 1/4.$$ 

**Proof.** Let $N_1$ be the non-deterministic machine from Hypothesis $W$ whose running time is bounded by $O(t(n))$, where $t(n) = \tau(n^c)$ (for some $c > 1$). Length of every accepting computation of $N_1(x)$ is bounded by $O(t(|x|))$. Consider a machine $N_2$ that behaves as follows: On an input $x$ of length $n$, it runs $N_1(y)$ on every string $y$ of length $n$ (in a sequential manner). The running time of $N_2$ is $O(2^n \times t(n))$. Since $N_1$ accepts $\Sigma^*$, the machine $N_2$ also accepts $\Sigma^*$. We claim that $N_2$ has the required property.

Suppose not. Then there is a probabilistic machine $Z_2$ that runs in time $O(\tau(\beta 2^n))$ (for some $\beta < \delta$) such that for all but finitely many $n$, there exists a string $y_n \in \Sigma^n$ such that

$$\Pr[Z_2(y_n) = \text{an accepting computation of } N_2(y_n)] > 1/4.$$ 

By the definition of $N_2$, the accepting computation of $N_2(x)$ encodes the accepting computation of $N_1(y)$ for every $y$ whose length is same as the length of $x$. Consider a machine $Z_1$ that on any input $x$ of length $n$ behaves as follows:

It runs $Z_2(y)$ on every $y$ of length $n$. It verifies that the output of $Z_2(y)$ is an accepting computation of $N_2(y)$, and if the verification succeeds, then it extracts the accepting computation of $N_1(x)$ and outputs it. If $Z_2(y)$ does not output an accepting computation of $N_2(y)$, then $Z_1$ outputs $\bot$.

Let $x$ be any input of length $n$. By our assumption, there exists a $y_n \in \Sigma^n$ such that $Z_2(y_n)$ outputs an accepting computation of $N_2(y_n)$ with probability at least $1/4$. The above machine clearly runs $Z_2(y_n)$ on input $x$. Since an accepting computation of $N_1(x)$ can be retrieved from an accepting computation of $N_2(y_n)$, the above machine outputs an accepting computation of $N_1(x)$. Thus for all but finitely many $n$, for every $x \in \Sigma^n$, $Z_1$ outputs an accepting computation of $N_1(x)$ with probability at least $1/4$. The running time of $Z_1$ is clearly $O(2^n \times \tau(\beta 2^n))$, which is less than $\tau(\delta 2^n)$ (as $\beta < \delta$). This contradicts Hypothesis $W$. 

\[\Box\]
3.2 Defining an NP machine

In this section, we define an NP machine \( N \) from the above \( \text{NEEXP} \) machine \( N_2 \). Fix \( \epsilon < \beta \). Consider the following padding function \( \text{pad} : \Sigma^* \rightarrow \mathbb{N} \), defined by

\[
\text{pad}(x) = \lfloor \tau^*(\log^\epsilon r_x) \rfloor,
\]

where \( r_x \) is the rank of string \( x \) in the standard lexicographic order of \( \Sigma^* \), so that \( 2^k - 1 \leq r_x \leq 2^{k+1} - 2 \), for every \( x \in \Sigma^k \). Note that \( \text{pad} \) is 1-1 and so \( \text{pad}^{-1}(n) \) (if exists) is well defined. To keep the calculation simple, we drop the floors henceforth. Now we define the following tally language based on the padding function:

\[
T = \left\{ \text{pad}(x) \mid x \in \Sigma^* \right\}.
\]

Our NP machine \( N \) that accepts a tally language behaves as follows:

On input \( 0^n \), it computes \( x = \text{pad}^{-1}(m) \). Upon finding such \( x \), it runs \( N_2(x) \). If no such \( x \) is found, then \( N \) rejects.

Note that \( |x| < (\log \log m^{2/\epsilon})^{1/\epsilon} \). So running time of \( N \) is bounded by \( m^{3/\epsilon} \). Thus \( N \) is an NP machine. Note that \( N \) accepts the tally language \( T \).

3.3 Turing-complete language

At this point, we are ready to define the language \( L \) in NP that we prove to be Turing complete, but not truth-table complete for \( \text{NP} \).

Let \( L_T \) be the range of the padding function \( \text{pad} \).

\[
L_T = \{ \tau^*(\log^\epsilon i) \mid i \in \mathbb{N} \}.
\]

By definition, \( N \) accepts only those tally strings whose length is in the set \( L_T \). We use \( n_i \) to denote \( \text{pad}(i) \). Given a length \( n \in L_T \), define \( a_n \) to be the lexicographically maximum accepting computation of \( N(0^n) \). Let \( a \) be the infinite binary string \( a_{n_1}a_{n_2}a_{n_3} \cdots \) where \( n_i \in L_T \) and \( n_1 < n_2 < n_3 < \cdots \). Let \( |a_n| \) denotes the length of the accepting computation \( a_n \). Let \( \text{SAT}' \) consist of the SAT formulas with lengths only in \( L_T \), i.e.,

\[
\text{SAT}' = \text{SAT} \cap \{ x \in \Sigma^* \mid |x| \in L_T \}.
\]

Since there exists a polynomial \( p \) such that \( n_{i+1} \leq p(n_i) \), it can be shown via padding that \( \text{SAT} \) many-one reduces to \( \text{SAT}' \) and thus \( \text{SAT}' \) is \( \text{NP} \)-complete.

We define \( L_1 \) and \( L_2 \) as follows:

\[
L_1 = \{ \langle \phi, u \rangle \mid |\phi| = n, \ u \text{ is an accepting computation of } N \text{ on } 0^n, \ \phi \in \text{SAT}' \}
\]

and

\[
L_2 = L(a) = \{ z \mid z < a \},
\]

where \( < \) is the dictionary order with \( 0 < 1 \). Then our Turing-complete language \( L \) is the disjoint union of \( L_1 \) and \( L_2 \), i.e.,

\[
L = L_1 \cup L_2 = 0L_1 \cup 1L_2.
\]

Note that both \( L_1 \) and \( L_2 \) are in \( \text{NP} \), and so is \( L \).

\textbf{Lemma 6.} \( L \) is \( \leq^p_T \)-complete for \( \text{NP} \).

\textbf{Proof.} Reduce \( \text{SAT}' \) to \( L \): On input \( \phi \) of length \( n \), make adaptive queries to \( L_2 \) to find \( a_{n_i} \).

Accept \( \phi \) if and only if \( \langle \phi, a_{n_i} \rangle \in L_1 \).

\textbf{\blackdiamond}
### 3.4 L is not truth-table complete

In this section, we show that $L$ is not truth-table complete for NP. Before we proceed with the proof, we provide the intuition behind the proof. Suppose that $L$ is truth-table complete. We achieve a contradiction by exhibiting a procedure to compute accepting computations of NEEXP machine $N_2$. Since the NP-machine $N$ is padded version of $N_2$, it suffices to compute the accepting computations of $N$. We partition $T$ into sets $T_1, T_2, \ldots$, where $T_\ell = \{0^{pad(x)} \mid x \in \Sigma^\ell\}$. Clearly, $|T_\ell| = 2^\ell$ and $T = \bigcup T_\ell$. Note that an accepting computation of $N_2(x)$ can be computed by computing an accepting computation of $N(0^{pad(x)})$, and if $|x| = \ell$, then $0^{pad(x)} \in T_\ell$.

Recall that $N_2$ has the following property: For every probabilistic machine $Z_2$ that attempts to compute its accepting computations, there exist infinitely many input lengths $\ell$ and $Z_2$ fails on every string at those lengths. Informally, this translates to the following hardness property of $N$: For every probabilistic machine $Z$ that attempts to compute accepting computations of $N$, there exist infinitely many integers $\ell$ such that $Z$ fails on every string from $T_\ell$. Thus to achieve a contradiction, it suffices to exhibit a probabilistic procedure $Z$ such that for all but finitely many $\ell$, $Z$ outputs an accepting computation of $N(0^n)$ for some $0^n \in T_\ell$, with non-negligible probability. We will now (informally) describe how to compute accepting computations of $N$.

For the sake of simplicity, let us first assume that the NP machine $N$ has exactly one accepting computation on every input from $T$. The first task is to define a set $S$ that encodes the accepting computations of the machine $N$. One way to define $S$ as

$$S = \{\langle 0^n, i \rangle \mid \text{i th bit of accepting computation of } N(0^n) \text{ is } 1\}.$$ 

Since we assumed that $N$ has exactly one accepting computation, deciding $S$ is equivalent to computing accepting computations of $N$. Since $S$ is in NP, there is a truth-table reduction from $S$ to $L$. We make another simplifying assumption that all queries are made to $L_1$ part of $L$. Consider an input $\langle 0^n, i \rangle$ where $0^n \in T_\ell$ (for some $\ell > 0$). All the queries produced on this input are of the form $\langle \phi, u \rangle$. It is easy to check if $u$ is an accepting computation of $N(0^m)$ for some $m$. If $u$ is not an accepting computation, then $\langle \phi, u \rangle$ does not belong to $L$, and thus it is easy to decide the membership of $\langle 0^n, i \rangle$ in $S$. Suppose that $u$ is an accepting computation of $N(0^m)$ for some $m$. Then there are two cases. First case is the “short query” case, where $m$ is much smaller than $n$. In this case $\langle \phi, u \rangle$ is in $L_1$ only when $|\phi|$ equals $m$ and $\phi \in \text{SAT}'$. Since $m << n$, we can decide whether $\phi \in \text{SAT}'$ using a brute force algorithm in time $O(2^m)$, this in turn enables us to decide the membership of $\langle 0^n, i \rangle$ in $S$. Thus if all the queries are small, we can decide the membership of $\langle 0^n, i \rangle$ (for all $i$), and thus can compute accepting computation of $N(0^n)$. The second case is the “large query” case: Suppose that for some query, $m$ is not much smaller than $n$. In this case, we are in the following scenario: The reduction outputs accepting computation of $N(0^m)$ and $m$ is somewhat large. In this case, we argue that for an appropriate choice of $n$, $0^n$ also lies in $T_\ell$. This will enable us to design a procedure that outputs accepting computation of some string from $T_\ell$. This is the gist of the proof.

The above argument assumed that $N$ has exactly one accepting computation, which is not true in general. We get around this problem by applying Valiant-Vazirani lemma [26] to isolate one accepting computation. Thus our language $S$ will involve the use of isolation lemma. It is also very much possible that the reduction makes queries to $L_2$ also. Recall that $L_2$ is a P-selective set and it is known that if an NP-language $A$ reduces to a P-selective set, then $A$ must be “easy” [25, 23]. We use this in combination with the above mentioned approach. A technically involved part is to define the correct notion of “small” and “large”
queries. There is a fine interplay among the choice of pad function, notion of small query, and the runtime of probabilistic machine that computes the accepting computations of \( N \).

We now provide a formal proof.

**Lemma 7.** \( L \) is not \( \leq^P_{tt} \)-complete for \( NP \).

**Proof.** For the sake of contradiction, assume that \( L \) is truth-table complete for \( NP \). Consider the following set \( S \).

\[
S = \{ (0^n, k, r_1, r_2, \ldots, r_k, i) \mid n \in L_T, 1 \leq k \leq |a_n|, r_i \in \Sigma^{|a_n|}, \ \text{there is a} \ u \ \text{such that} \\
\quad u \ \text{is an accepting computation of} \ N(0^n), \ i\text{th bit of} \ u = 1, \ \text{and} \\
\quad u \cdot r_1 = u \cdot r_2 = \cdots = u \cdot r_k = 0 \},
\]

where \( u \cdot r_i \) denotes the inner product of \( u \) and \( r_i \), for all \( i \), over \( GF[2] \).

It is easy to see that \( S \) is in \( NP \). Since \( L \) is \( \leq^P_{tt} \)-complete for \( NP \), \( S \) is \( \leq^P_{tt} \)-reducible to \( L \) via polynomial time computable functions \((g, h)\), where \( g \) is the query generator and \( h \) is the truth-table evaluator. Since \( g \) is polynomial-time computable, there exists a constant \( b > 0 \) such that every query generated by it is of length at most \( n^b \).

At this point, our goal is to compute an accepting computation of \( N \). We start with the following algorithm \( A \) that classifies all the queries of the query generator into two sets, \( \text{"Large Query"} \) and \( \text{"Small Query"} \).

\begin{enumerate}
  \item Input \( 0^n \), where \( n = \tau^c (\log^c i) \) for some \( i \in \mathbb{N} \). Clearly, \( n \in L_T \).
  \item For \( 1 \leq j \leq n^2 \) repeat the following:
    \begin{enumerate}
      \item Pick \( k^j \) uniformly at random from \( \{1, \cdots, |a_n|\} \).
      \item Pick each of \( r_{1j}, r_{2j}, \ldots, r_{kj} \) uniformly at random from \( \Sigma^{|a_n|} \).
    \end{enumerate}
  \item Let \( Q^j \) be the set of queries generated by \( g \) on inputs \( (0^n, k^j, r_{1j}, \cdots, r_{kj}, i) \), \( 1 \leq i \leq |a_n| \).
  \item Compute \( Q^j \) for \( 1 \leq j \leq n^2 \) and set \( Q = \bigcup_j Q^j \). Note that the length of each query is bounded by \( n^b \).
  \item Partition \( Q \) into two sets \( Q_1 \) and \( Q_2 \) such that \( Q_1 \) is the set of all queries to \( L_1 \) and \( Q_2 \) is the set of all queries to \( L_2 \).
  \item \( Q_1 \) contains a query \( \langle \phi, u_t \rangle \) for some \( t \), where \( u_t \) is an accepting computation of \( N(0^j) \) and
  \[ t > \tau^c ((\log \log n^{b/c})^{1/e} - 1)^c, \]
  then print \( u_t \), output “Large Query”, and halt.
  \item Otherwise, output “Small Query” and halt.
\end{enumerate}

It is clear that the algorithm \( A \) runs in time polynomial in \( n \).

Before we give our probabilistic algorithm to compute the accepting computations of \( N \), we bound the probabilities of certain events of interest. \( T \) is partitioned into sets \( T_1, T_2, \cdots \) each of cardinality \( 2^\ell \), where

\[
T_\ell = \left\{ 0^{\tau^c (\log^c r_{ij})} \mid x \in \Sigma^\ell \right\}.
\]

Fix \( \ell > 0 \). For a fixed \( 0^n \in T_\ell \) and \( j, 1 \leq j \leq n^2 \), let \( E_{n,j} \) denote the following event:

- There exists exactly one \( u \) such that
  - \( u \) is an accepting computation on \( N(0^n) \),
  - \( u \cdot r_{1j} = u \cdot r_{2j} = \cdots = u \cdot r_{kj} = 0 \).
By Valiant-Vazirani, we have that \( \Pr[\mathcal{E}_{n,j}] \geq \frac{1}{2^j} \). Let \( \mathcal{E}_n \) denote the event that for some \( j, 1 \leq j \leq n^2 \), \( \mathcal{E}_{n,j} \) occurs. The probability of \( \mathcal{E}_n \) is at least \( 1 - \frac{1}{2^{n^2}} \). Finally, let \( \mathcal{E}_{\ell} \) denote the event that for every \( 0^\ell \in T_{\ell} \), the event \( \mathcal{E}_n \) occurs. Again, we have that \( \Pr[\mathcal{E}_{\ell}] \geq 1 - \frac{1}{2^n} \).

Thus for every \( \ell \), the probability that the event \( \mathcal{E}_{\ell} \) occurs is very high. Fix an \( \ell \). From now on, we assume that the event \( \mathcal{E}_{\ell} \) has occurred.

Now our goal is to arrive at the machine that computes an accepting computation of atleast one string from \( T_{\ell} \). For this we will analyze the behavior of the above algorithm on a specific string \( 0^V_{\ell} \in T_{\ell} \), where

\[
V_{\ell} = \tau^{\epsilon/b}(\log^c(2^{\ell} + 1) - 2).
\]

We stress that this unique string \( 0^V_{\ell} \) depends only on the length \( \ell \). When we run algorithm \( \mathcal{A} \) on \( 0^V_{\ell} \), either it outputs “Large Query” on it, or it outputs “Small Query”.

**Lemma 8 (Key Lemma).** One of the following holds.

1. If \( \mathcal{A} \) outputs “Small Query” on \( 0^V_{\ell} \), then there is an algorithm \( \mathcal{B}_1 \) that on input \( 0^V_{\ell} \) runs in time polynomial in \( \tau(\epsilon^2(\log \log V_{\ell})^{1/\epsilon}) \), and correctly outputs an accepting computation of \( N(0^V_{\ell}) \).
2. If \( \mathcal{A} \) outputs “Large Query” on \( 0^V_{\ell} \), there exist an algorithm \( \mathcal{B}_2 \) such that for every string in \( T_{\ell} \) it runs in time polynomial in \( V_{\ell} \), and there exists a \( 0^t \in T_{\ell} \) for which \( \mathcal{B}_2(0^t) \) outputs an accepting computation of \( N(0^t) \).

Due to the lack of space, we defer the proof of this lemma to the full version of the paper. Now we complete the proof of main theorem by describing a probabilistic machine that computes accepting computation of the NEEXP machine \( N_2 \).

**Computing accepting computations of \( N_2 \)**

Remember that we defined our NEEXP machine \( N_2 \) in Lemma 5. Now consider the probabilistic machine \( Z_2 \) that does the following on input \( x \in \Sigma^\ell \):

1. Compute \( V_{\ell} \). Run \( \mathcal{A} \) on \( 0^V_{\ell} \).
2. If \( \mathcal{A}(0^V_{\ell}) \) outputs “Small Query”,
   - Verify if \( x = pad^{-1}(V_{\ell}) \). If it is, then run \( \mathcal{B}_1 \) on \( 0^V_{\ell} \) and if it outputs an accepting computation of \( N(0^V_{\ell}) \) then output that accepting computation. This is also the accepting computation of \( N_2(x) \).
3. If \( \mathcal{A}(0^V_{\ell}) \) outputs “Large Query”, do the following:
   - For every string \( 0^t \) in \( T_{\ell} \), run the algorithm \( \mathcal{B}_2 \) on it. If it outputs the accepting computation of \( N(0^t) \) for some \( 0^t \), then verify if \( x = pad^{-1}(0^t) \). If it is, then output that accepting computation. This is also the accepting computation of \( N_2(x) \).

We analyze the behavior of \( Z_2 \) under the assumption that the event \( \mathcal{E}_{\ell} \) happens. Recall that this happens with very high probability. If \( \mathcal{A}(0^V_{\ell}) \) outputs “Small Query”, then by part (1) of Lemma 8, \( \mathcal{B}_1 \) outputs an accepting computation of \( N(0^V_{\ell}) \). Note that every accepting computation of \( N(0^V_{\ell}) \) is an accepting computation of \( N_2(pad^{-1}(V_{\ell})) \). Since \( pad^{-1}(V_{\ell}) \) is of length \( \ell \), there exists a string \( x \in \Sigma^\ell \), on which \( Z_2 \) outputs an accepting computation of \( N_2(x) \). Now consider the case where \( \mathcal{A}(0^V_{\ell}) \) outputs “Large Query”, then by part (2) of Lemma 8, there exists a \( 0^t \in T_{\ell} \) such that \( \mathcal{B}_2(0^t) \) outputs an accepting computation of \( N(0^t) \). Thus \( Z_2 \) will find that \( 0^t \) through iteration. Similarly, \( pad^{-1}(0^t) \in T_{\ell} \) is of length \( \ell \), thus there exists a \( x \) in \( \Sigma^\ell \) on which \( Z_2 \) outputs an accepting computation of \( N_2(x) \). Thus \( Z_2 \) always outputs an accepting computation of atleast one string \( x \) from \( \Sigma^\ell \).
We will now bound the runtime of $Z_2$. This is bounded by runtime of $A(0^{V_2})$, plus the runtime of $B_1(0^{V_2})$, and the time taken in step 3 of the above algorithm. By part (1) of Lemma 8, the runtime of $B_1(0^{V_2})$ is $\tau^d(\epsilon(2^{((\log \log V_1/b)^{1/\epsilon}-1)^c})$ for some constant $d > 0$, which is bounded by

$$\tau^d(\epsilon(2^{((\log \log V_1/b)^{1/\epsilon}-1)^c}) = \tau^d(\epsilon(2^{((\log(2^{d+1}-2)^{1/\epsilon}-1)^c} = \tau^d(\epsilon(2^{((\log(2^{d})-1)^c}) < \tau^d(\epsilon(2^{d^c}).$$

Let $p$ be a constant such that $A(0^{V_2})$ runs in time $V_1^p$ and $B_2(0^i)$, $0^i \in T$, runs in time $V_1^p$. Step 3 runs $B_2$ on every string from $T$, and there are $2^\ell$ strings in $T$. Thus the combined runtime of $A(0^{V_2})$ in step 1 and step 3 is bounded by

$$2^{\ell+1}V_1^p = 2^{\ell+1}\tau^{|h|/(\log(2^{d+1}-2))} \leq 2^{\ell+1}\tau^{|h|/((\ell+1)^c)} \leq \tau^{\ell}((\ell+2)^c)$$

for some constant $q > p$. Thus the total running time of $Z_2$ is bounded by $\tau(\beta 2^{e^c})$, as $\beta > \epsilon$.

Thus for all but finitely many $\ell$, the machine $Z_2$ computes an accepting computation of $N_2(x)$ for at least one string $x$ from $\Sigma^\ell$ with non-trivial probability. This contradicts the hardness of NEEXP machine $N_2$ in Lemma 5. This completes the proof of Lemma 7. ▶

This also completes the proof of the main theorem.

## 4 Power of the hypothesis

In this section, we show some results that explain the power of Hypothesis W and also compare it to some of the previously studied hypotheses that are used to separate NP-completeness notions. All proofs in this section appear in the full version of the paper.

Even though Hypothesis W talks about the difficulty of computing accepting computations of NEEXP machines, our first result states that it can be related to the hardness of the complexity class NEEXP $\cap$ co-NEEXP.

**Hypothesis 2.** There exist constants $c > 1$ and $0 < \delta < 1$ such that NTIME($t(n)$) $\cap$ co-NTIME($t(n)$) $\not\subseteq$ ZPTIME($2^{t(n)^{\delta}}$), for $t(n) = 2^{n^c}$.

Now we show that our hypothesis follows from this worst-case separation hypothesis.

▶ **Proposition 1.** Hypothesis 2 implies Hypothesis W.

Pavan and Selman [21] showed that the NP-completeness notions differ under the following hypothesis.

**Hypothesis 3 (NP-machine Hypothesis).** There exist an NP machine $N$ accepting $0^*$ and $\beta > 0$ for every $2^{n^c}$-time bounded deterministic algorithm $M$, $M(0^n)$ does not output an accepting computation of $N(0^n)$ for all but finitely many $n$.

Note that the hypothesis requires that every machine that attempts to compute accepting computations of $N$ must fail on all but finitely many inputs. This type of hardness hypothesis is called “almost everywhere hardness hypothesis”. In contrast, Hypothesis W requires that every machine that attempts to compute accepting computations of the NEEXP machine must fail on only infinitely many strings.

Ideally, we would like to show that NP-machine hypothesis implies Hypothesis W. However, NP-machine hypothesis concerns with hardness against deterministic algorithms, whereas Hypothesis W concerns with hardness against probabilistic algorithms. If we assume well-accepted derandomization hypotheses, we can show Hypothesis W is weaker than the NP-machine hypothesis.
Proposition 2. Suppose that $ZPP = P$. If NP-machine hypothesis holds, then Hypothesis $W$ holds.

Lutz and Mayordomo [20] achieved the separation of NP-completeness notions under the Measure Hypothesis. Hitchcock and Pavan [12] showed that Measure hypothesis implies the above NP-machine hypothesis. Thus we have the following.

Proposition 3. Suppose that $ZPP = P$. Measure hypothesis implies Hypothesis $W$.

Pavan and Selman [22] showed that if NP-contains $2^n$-bi-immune sets, then completeness in NP differ. Informally, the hypothesis means the following: There is a language $L$ in NP such that every $2^n$-time bounded algorithm that attempts to decide $L$ must fail on all but finitely many strings. Thus this hypothesis concerns with almost-everywhere hardness, whereas Hypothesis $W$ concerns with worst-case hardness. We are not able to show that the bi-immunity hypothesis implies Hypothesis $W$ (even under the assumption $ZPP = P$). However, we note that if NP $\cap$ co-NP has bi-immune sets, then Hypothesis $W$ follows. Pavan and Selman [21] showed that if NP $\cap$ co-NP has a DTIME($2^n$)-bi-immune set, then NP-machine hypothesis follows.

Proposition 4. Suppose that $ZPP = P$. If NP $\cap$ co-NP has a DTIME($2^n$)-bi-immune set, then Hypothesis $W$ holds.

5 Conclusions

This paper, for the first time, shows that Turing completeness for NP can be separated from many-one completeness under a worst-case hardness hypothesis. Our hypothesis concerns with hardness of nondeterministic, double exponential time. An obvious question is to further weaken the hypothesis. Can we achieve the separation under the assumption that there exists a language in NE that can not be solved in deterministic/probabilistic time $O(2^{2^n})$?
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Abstract
It is shown that every tree of size \(n\) over a fixed set of \(\sigma\) different ranked symbols can be decomposed into \(O\left(\frac{n}{\log \sigma \cdot n}\right)\) = \(O\left(\frac{n \log n}{\log \sigma}\right)\) many hierarchically defined pieces. Formally, such a hierarchical decomposition has the form of a straight-line linear context-free tree grammar of size \(O\left(\frac{n}{\log \sigma \cdot n}\right)\), which can be used as a compressed representation of the input tree. This generalizes an analogous result for strings. Previous grammar-based tree compressors were not analyzed for the worst-case size of the computed grammar, except for the top dag of Bille et al., for which only the weaker upper bound of \(O\left(\frac{n}{\log \sigma \cdot n}\right)\) for unranked and unlabelled trees has been derived. The main result is used to show that every arithmetical formula of size \(n\), in which only \(m \leq n\) different variables occur, can be transformed (in time \(O(n \log n)\)) into an arithmetical circuit of size \(O\left(\frac{n \log m}{\log n}\right)\) and depth \(O(\log n)\). This refines a classical result of Brent, according to which an arithmetical formula of size \(n\) can be transformed into a logarithmic depth circuit of size \(O(n)\).

Missing proofs can be found in the long version [14].
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1 Introduction

Grammar-based compression has emerged to an active field in string compression during the past 20 years. The idea is to represent a given string \(s\) by a small context-free grammar that generates only \(s\); such a grammar is also called a straight-line program, briefly SLP. For instance, the word \((ab)_{1024}\) can be represented by the SLP with the productions \(A_0 \rightarrow ab\) and \(A_i \rightarrow A_{i-1} A_{i-1}\) for \(1 \leq i \leq 10\) (\(A_0\) is the start symbol). The size of this grammar is much smaller than the size (length) of the string \((ab)_{1024}\). In general, an SLP of size \(n\) (the size of an SLP is usually defined as the total length of all right-hand sides of the productions) can produce a string of length \(2^\Omega(n)\). Hence, an SLP can be seen indeed as a succinct representation of the generated string. The goal of grammar-based string compression is to construct from a given input string \(s\) a small SLP that produces \(s\). Several algorithms for this have been proposed and analyzed. Prominent grammar-based string compressors are for instance LZ78, RePair, and BISECTION, see [7] for more details.

To evaluate the compression performance of a grammar-based compressor \(\mathcal{C}\), two different approaches can be found in the literature: A first approach is to analyze the size of the SLP produced by \(\mathcal{C}\) for an input string \(x\) compared to the size of a smallest SLP for \(x\). This leads to the approximation ratio for \(\mathcal{C}\), see [7] for a formal definition. It is known that unless \(P = NP\), there is no polynomial time grammar-based compressor that produces for every string \(x\) an SLP of size strictly smaller than \(8569/8568 \cdot g(x)\), where \(g(x)\) is the size of a smallest SLP for \(x\) [7]. The best known polynomial time grammar-based compressors have...
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Another approach is to analyze the maximal size of SLPs produced by $C$ on strings of length $n$ over the alphabet $\Sigma$ (the size of $\Sigma$ is considered to be a constant larger than one in the further discussion). An information-theoretic argument shows that for almost all strings of length $n$ (up to an exponentially small part) the smallest SLP has size $\Omega(n \log n)$. Explicit examples of strings for which the smallest SLP has size $\Omega(n \log n)$ result from de Bruijn sequences; see Section 2. On the other hand, many grammar-based compressors produce for every string of length $n$ an SLP of size $O(n \log n)$. This holds for instance for the above mentioned LZ78, RePair, and BISECTION, and in fact for all compressors that produce so-called irreducible SLPs [16]. This fact is used in [16] to construct universal string compressors based on grammar-based compressors.

In this paper, we follow the latter approach, but for trees instead of strings. A tree in this paper is always a rooted ordered tree over a ranked alphabet, i.e., every node is labelled with a symbol and the rank of this symbol is equal to the number of children of the node. In [6], grammar-based compression was extended from strings to trees. For this, linear context-free tree grammars were used. Linear context-free tree grammars that produce only a single tree are also known as tree straight-line programs (TSLPs) or straight-line context-free tree grammars (SLCF tree grammars). TSLPs generalize dags (directed acyclic graphs), which are widely used as a compact tree representation. Whereas dags only allow to share repeated subtrees, TSLPs can also share repeated internal tree patterns.

Several grammar-based tree compressors were developed in [1, 6, 15, 23]. The algorithm from [15] achieves an approximation ratio of $O(\log n)$ (for a constant set of node labels). On the other hand, for none of the above mentioned compressors it is known, whether for any input tree with $n$ nodes the size of the output grammar is bounded by $O(n \log n)$, as it is the case for many grammar-based string compressors. Recently, it was shown that the so-called top dag of an unranked and unlabelled tree of size $n$ has size $O(n \log n)$ [3]. The top dag can be seen as a slight variant of a TSLP for an unranked tree.

In this paper, we present a grammar-based tree compressor that transforms a given node-labelled ranked tree of size $n$ with $\sigma$ different node labels into a TSLP of size $O(\frac{n \log n}{\log_\sigma n})$ and depth $O(\log n)$, where the depth of a TSLP is the depth of the corresponding derivation tree. In particular, for an unlabelled binary tree we get a TSLP of size $O(\frac{n \log n}{\log_2 n})$. Our compressor is an extension of the BISECTION algorithm [17] from strings to trees and works in two steps (the following outline works only for binary trees, but it can be easily adapted to trees of higher ranks): In the first step, we hierarchically decompose the tree into pieces of roughly equal size, using a well-known lemma from [19]. But care has to be taken to bound the ranks of the nonterminals of the resulting TSLP. As soon as we get a tree with three holes during the decomposition (which corresponds in the TSLP to a nonterminal of rank three) we do an intermediate step that decomposes the tree into two pieces having only two holes each. This may involve an unbalanced decomposition. On the other hand, such an unbalanced decomposition is only necessary in every second step. This trick to bound the number of holes by three was used by Ruzzo [25] in his analysis of space-bounded alternation.

The TSLP produced in the first step can be identified with its derivation tree. Thanks to the fact that all nonterminals have rank at most three, we can encode the derivation tree by a tree with $O(\sigma)$ many labels. Moreover, this derivation tree is weakly balanced in the following sense. For each edge $(u, v)$ in the derivation tree such that both $u$ and $v$ are internal nodes, the derivation tree is balanced at $u$ or $v$. These facts allow us to show that the minimal dag of the derivation tree has size at most $O(\frac{n \log n}{\log_3 n})$. The nodes of this dag are the nonterminals of our final TSLP. The running time of our algorithm is in $O(n \log n)$. 

\[ O(\log(n/g)), \] where $g$ is the size of a smallest SLP for the input string, and each of them works in linear time; see [22] for references.
Our size bound \(O\left(\frac{n}{\log n}\right)\) does not contradict the information-theoretic lower bound: Consider for instance unlabelled ordered trees. When encoding a TSLP of size \(m\) into a bit string, we get an additional \(\log(m)\)-factor. Hence, a TSLP of size \(O\left(\frac{n}{\log n}\right)\) is encoded by a bit string of size \(O(n)\), which is the information-theoretic bound (the exact bound is \(2n - o(n)\)).

It is important to note that our size bound \(O\left(\frac{n}{\log n}\right)\) only holds for ranked trees and does not directly apply to unranked trees (that are, for instance, the standard tree model for XML). To overcome this limitation, one can transform an unranked tree of size \(n\) into its first-child-next-sibling encoding [18, Paragraph 2.3.2], which is a ranked tree of size \(n\). Then, the first-child-next-sibling encoding can be transformed into a TSLP of size \(O\left(\frac{n}{\log n}\right)\).

Our main result has an interesting application for the classical problem of transforming formulas into small circuits. Spiria [26] has shown that for every Boolean formula of size \(n\) there exists an equivalent Boolean circuit of depth \(O(\log n)\) and size \(O(n)\). Brent [4] extended Spiria’s theorem to formulas over arbitrary semirings and moreover improved the constant in the \(O(\log n)\) bound. Subsequent improvements that mainly concern constant factors can be found in [5]. An easy corollary of our \(O\left(\frac{n}{\log n}\right)\) bound for TSLPs is that for every (not necessarily commutative) semiring (or field), every formula of size \(n\), in which only \(m \leq n\) different variables occur, can be transformed into a circuit of depth \(O(\log n)\) and size \(O\left(\frac{n \log n}{\log \log n}\right)\). Hence, we redefine the size bound from \(O(n)\) to \(O\left(\frac{n \log n}{\log \log n}\right)\) (Theorem 9). Another interesting point of our formula-to-circuit conversion is that most of the construction (namely the construction of a TSLP for the input formula) is purely syntactic. The remaining part (the transformation of the TSLP into a circuit) is straightforward.

Related work. Several papers deal with algorithmic problems on trees that are succinctly represented by TSLPs, see [22] for a survey. Among other problems, equality checking and the evaluation of tree automata can be done in polynomial time for TSLPs.

It is interesting to compare our \(O\left(\frac{n}{\log n}\right)\) bound with the known bounds for dag compression. A counting argument shows that for almost all unlabelled binary trees, the size of a smallest TSLP is \(\Omega\left(\frac{n}{\log n}\right)\), and hence (by our main result) \(\Theta\left(\frac{n}{\log n}\right)\). This implies that the average size of the minimal TSLP, where the average is taken for the uniform distribution on unlabelled binary trees of size \(n\), is \(\Theta\left(\frac{n}{\log n}\right)\) as well. In contrast, the size of the minimal dag for trees of size \(n\) is \(\Theta(n/\sqrt{\log n})\) on average [11] but \(n\) in the worst case.

2 Strings and Straight-Line Programs

Before we come to grammar-based tree compression, let us briefly discuss grammar-based string compression. A straight-line program, briefly SLP, is a context-free grammar that produces a single string. Formally, it is a tuple \(G = (N, \Sigma, P, S)\), where \(N\) is a finite set of nonterminals, \(\Sigma\) is a finite set of terminal symbols (\(\Sigma \cap N = \emptyset\)), \(S \in N\) is the start nonterminal, and \(P\) is a finite set of productions of the form \(A \rightarrow w\) for \(A \in N\), \(w \in (N \cup \Sigma)^*\) such that: (i) if \((A \rightarrow u), (A \rightarrow v) \in P\) then \(u = v\), and (ii) the binary relation \(\{(A, B) \in N \times N \mid (A \rightarrow w) \in P, B \text{ occurs in } w\}\) is acyclic. Every nonterminal \(A \in N\) produces a unique string \(\text{val}_G(A) \in \Sigma^*\). The string defined by \(G\) is \(\text{val}(G) = \text{val}_G(S)\). The size of the SLP \(G\) is \(|G| = \sum_{(A \rightarrow w) \in P} |w|\), where \(|w|\) is the length of \(w\).

Let \(\sigma\) be the size of the terminal alphabet \(\Sigma\). It is well-known that for every string \(x \in \Sigma^*\) of length \(n\) there exists an SLP \(G\) of size \(O(n/\log \sigma)\) such that \(\text{val}(G) = x\), see e.g. [16]. On the other hand, an information-theoretic argument shows that for almost all strings of length \(n\), the smallest SLP has size \(\Omega(n/\log \sigma)\). For SLPs, one can, in contrast to other models like Boolean circuits, construct explicit strings that achieve this worst-case bound:
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Proposition 1. Let \( \Sigma \) be an alphabet of size \( \sigma \). For every \( n \geq \sigma^2 \), one can construct in time \( \text{poly}(n, \sigma) \) a string \( s_{\sigma,n} \in \Sigma^* \) of length \( n \) such that every SLP for \( s_{\sigma,n} \) has size \( \Omega(n/\log_\sigma n) \).

Proof. Let \( r = \lfloor \log_\sigma n \rfloor \geq 2 \). The sequence \( s_{\sigma,n} \) is in fact a prefix of a de Bruijin sequence \([9]\). Let \( x_1, \ldots, x_r \) be a list of all words from \( \Sigma^{r-1} \). Construct a directed graph by taking these strings as vertices and drawing an \( a \)-labelled edge \((a \in \Sigma)\) from \( x_i \) to \( x_j \) if \( x_i = bw \) and \( x_j = wa \) for some \( w \in \Sigma^{r-2} \) and \( b \in \Sigma \). This graph has \( \sigma^r \) edges and every vertex of this graph has indegree and outdegree \( \sigma \). Hence, it has a Eulerian cycle, which can be viewed as a sequence \( u, b_1, b_2, \ldots, b_r \), where \( u \in \Sigma^{r-1} \) is the start vertex, and the edge traversed in the \( i \)-th step is labelled with \( b_i \in \Sigma \). Define \( s_{\sigma,n} \) as the prefix of \( ub_1b_2 \cdots b_r \) of length \( n \). The construction implies that \( s_{\sigma,n} \) has \( n - r + 1 \) different substrings of length \( r \). By the so-called \( mk \)-Lemma from \([7]\), every SLP for \( s_{\sigma,n} \) has size at least \( \frac{n - r + 1}{r} > \frac{n}{r} - 1 \geq \frac{n}{\log_\sigma (n)} - 1 \).

In \([2]\) a set of \( n \) binary strings of length \( n \) is constructed such that any concatenation circuit that computes this set has size \( \Omega(n^2/\log^2 n) \). A concatenation circuit for a set \( S \) of strings is simply an SLP such that every string from \( S \) is derived from a nonterminal of the SLP. Using the above construction, this lower bound can be improved to \( \Omega(n^2/\log n) \): Simply take the string \( s_{2,n} \) and write it as \( s_1s_2 \cdots s_n \) with \( |s_i| = n \). Then any concatenation circuit for \( \{s_1, \ldots, s_n\} \) has size \( \Omega(n^2/\log n) \).

3 Trees and Tree Straight-Line Programs

For every \( i \geq 0 \), we fix a countably infinite set \( F_i \) (resp., \( N_i \)) of terminals (resp., nonterminals) of rank \( i \). Let \( F = \bigcup_{i \geq 0} F_i \) and \( N = \bigcup_{i \geq 0} N_i \). Moreover, let \( X = \{x_1, x_2, \ldots\} \) be a countably infinite set of parameters. We assume that \( F, N, \) and \( X \) are pairwise disjoint. A labelled tree \( t = (V, \lambda) \) is a finite, rooted and ordered tree \( t \) with node set \( V \) and labelling function \( \lambda : V \to F \cup N \cup X \). We require that a node \( v \in V \) with \( \lambda(v) \in F \cup N \) has exactly \( k \) children, which are ordered from left to right. We also require that every node \( v \) with \( \lambda(v) \in X \) is a leaf of \( t \). The size of \( t \) is \(|t| = |\{v \in V \mid \lambda(v) \in F \cup N\}|\), i.e., we do not count parameters. We denote trees in their usual term notation, e.g. \( b(a, a) \) denotes the tree with a \( b \)-labelled root, which has two \( a \)-labelled children. We define \( T \) as the set of all labelled trees. The depth of a tree \( t \) is the maximal length (number of edges) of a path from the root to a leaf, and is denoted by \( \text{depth}(t) \). Let \( \text{labels}(t) = \{\lambda(v) \mid v \in V\} \) and \( T(L) = \{t \mid \text{labels}(t) \subseteq L\} \) for \( L \subseteq F \cup N \cup X \). We write \( <_t \) for the depth-first-order on \( T \). Formally, \( u <_t v \) if \( u \) is an ancestor of \( v \) or if there exists a node \( w \) and \( i < j \) such that the \( i \)-th child of \( w \) is an ancestor of \( u \) and the \( j \)-th child of \( w \) is an ancestor of \( v \). The tree \( t \in T \) is linear if there do not exist different nodes that are labelled with the same parameter. We call \( t \in T \) valid if (i) \( \text{labels}(t) \cap X = \{x_1, \ldots, x_n\} \) for some \( n \geq 0 \) and (ii) for all \( u, v \in V \) with \( \lambda(u) = x_i, \lambda(v) = x_j \) and \( u <_t v \) we have \( i < j \) (in particular \( t \) is linear). For example, \( f(x_1, x_{21}, x_{90}), f(x_1, x_1, x_3), \) and \( f(x_3, x_1, x_2) \) are invalid, whereas \( f(x_1, x_2, x_3) \) is valid. For a linear tree \( t \) we define \( \text{valid}(t) \) as the unique valid tree which is obtained from \( t \) by renaming the parameters. For instance, \( \text{valid}(f(x_1, x_2, x_{90})) = f(x_1, x_2, x_3) \). A valid tree \( t \) in which the parameters \( x_1, \ldots, x_n \) occur is also written as \( t(x_1, \ldots, x_n) \) and we write \( \text{rank}(t) = n \).

We now define a particular form of context-free tree grammars (see \([8]\) for more details on context-free tree grammars) with the property that exactly one tree is derived. A tree straight-line program (TSLP) is a pair \( G = (S, P) \), where \( S \in N_0 \) is the start nonterminal and \( P \) is a finite set of rules of the form \( A(x_1, \ldots, x_n) \to t(x_1, \ldots, x_n) \) (which is also briefly written as \( A \to t \)), where \( n \geq 0, A \in N_n \) and \( t(x_1, \ldots, x_n) \in T \) is valid such that:

- There is an initial rule \( (S \to t) \in P \).
If \( (A \rightarrow s) \in P \) and \( B \in \text{labels}(s) \cap \mathcal{N} \), then there is a tree \( t \) such that \( (B \rightarrow t) \in P \).

- There do not exist rules \( (A \rightarrow t_1), (A \rightarrow t_2) \in P \) with \( t_1 \neq t_2 \).
- The binary relation \( \{(A, B) \in \mathcal{N} \times \mathcal{N} | (A \rightarrow t) \in P, B \in \text{labels}(t)\} \) is acyclic.

These conditions ensure that from every nonterminal \( A \in \mathcal{N}_n \) exactly one valid tree \( \text{val}_G(A) \in \mathcal{T}(\mathcal{F} \cup \{x_1, \ldots, x_n\}) \) is derived by using the rules as rewrite rules in the usual sense. The tree defined by \( G \) is \( \text{val}(G) = \text{val}(S) \). Instead of a formal definition, we give an example:

> **Example 2.** Let \( G = (S, P) \), where \( P \) consists of the following rules \( (a \in \mathcal{F}_0, b \in \mathcal{F}_2): \)

\[
\begin{align*}
S \rightarrow A(B), \quad A(x_1) \rightarrow C(F, x_1), \quad B \rightarrow E(F), \quad C(x_1, x_2) \rightarrow D(E(x_1), x_2), \quad D(x_1, x_2) & \rightarrow b(x_1, x_2), \\
E(x_1) \rightarrow D(F, x_1), \quad F \rightarrow a.
\end{align*}
\]

Part of a possible derivation of \( \text{val}(G) = (b(a, a), b(a, a)) \) from \( S \) is:

\[
S \rightarrow A(B) \rightarrow C(F, B) \rightarrow D(E(F), B) \rightarrow b(E(F), B) \rightarrow b(D(F, F), B) \rightarrow b(b(F, F), B) \rightarrow b(b(a, F), B) \rightarrow b(b(a, a), B) \rightarrow b(b(a, a), E(F)) \rightarrow \cdots \rightarrow b(b(a, a), b(a, a)).
\]

The size \( |G| \) of a TSLP \( G = (S, P) \) is the total size of all trees on the right-hand sides of \( P: |G| = \sum_{(A \rightarrow t) \in P} |t| \). For instance, the TSLP from Example 2 has size 12.

A TSLP is in Chomsky normal form if for every production \( A(x_1, \ldots, x_n) \rightarrow t(x_1, \ldots, x_n) \) one of the following two cases holds:

\[
\begin{align*}
t(x_1, \ldots, x_n) &= B(x_1, \ldots, x_{i-1}, C(x_i, \ldots, x_k), x_{k+1}, \ldots, x_n) \text{ for } B, C \in \mathcal{N} \quad (1) \\
t(x_1, \ldots, x_n) &= f(x_1, \ldots, x_n) \text{ for } f \in \mathcal{F}_n. \quad (2)
\end{align*}
\]

If the tree \( t \) in the corresponding rule \( A \rightarrow t \) is of type (1), we write \( \text{index}(A) = i \). If otherwise \( t \) is of type (2), we write \( \text{index}(A) = 0 \). One can transform every TSLP efficiently into an equivalent TSLP in Chomsky normal form with a small size increase [24]. We only consider TSLPs in Chomsky normal form in the following.

We define the rooted, ordered derivation tree \( D_G \) of a TSLP \( G = (S, P) \) in Chomsky normal form as for string grammars: The inner nodes of the derivation tree are labelled by nonterminals and the leaves are labelled by terminal symbols. Formally, we start with the root node of \( D_G \) and assign it the label \( S \). For every node in \( D_G \) labelled by \( A \), where the right-hand side \( t \) of the rule for \( A \) is of type (1), we attach a left child labelled by \( B \) and a right child labelled by \( C \). If the right-hand side \( t \) of the rule for \( A \) is of type (2), we attach a single child labelled by \( f \) to \( A \). Note that these nodes are the leaves of \( D_G \) and they represent the nodes of the initial tree \( \text{val}(G) \). We denote by depth(\( G \)) the depth of the derivation tree \( D_G \). For instance, the depth of the TSLP from Example 2 is 4.

A commonly used compact tree compression scheme is obtained by writing down repeated subtrees only once. In that case all occurrences except for the first are replaced by a pointer to the first one. This leads to a node-labelled directed acyclic graph (dag). It is known that every tree has a unique minimal dag, which is called the the dag of the initial tree. An example can be found in Figure 2, where the right graph is the dag of the tree in the middle. The dag of a tree \( t \) can be constructed in time \( O(|t|) \) [10]. Dags correspond to TSLPs where every nonterminal has rank 0.

## 4 Constructing a small TSLP for a tree

In this section we construct a TSLP \( G \) for a given tree \( t \) of size \( n \). We then prove that \( |G| \in O(n/\log n) \). For the remainder of this section we restrict our input to binary trees, i.e., every node has either zero or two children. Formally, we consider trees from \( \mathcal{T}(\mathcal{F}_0 \cup \mathcal{F}_2) \).

The following idea of splitting a tree recursively into smaller parts of roughly equal size is well-known, see e.g. [4, 26]. For our later analysis, it is important to bound the number of parameters in the resulting nonterminals (i.e., the number of holes in trees)
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by a constant. To achieve this, we use an idea from Ruzzo’s paper [25]. For a valid tree \( t = (V, \lambda) \in T(F_0 \cup F_2 \cup T) \) and a node \( v \in V \) we denote by \( t[v] \) the tree \( \text{valid}(s) \), where \( s \) is the subtree rooted at \( v \) in \( t \). We further write \( t \setminus v \) for the tree \( \text{valid}(r) \), where \( r \) is obtained from \( t \) by replacing the subtree rooted at \( v \) by a new parameter. If for instance \( t = h(g(x_1, f(x_2, x_3)), x_4) \) and \( v \) is the \( f \)-labelled node, then \( t[v] = f(x_1, x_2) \) and \( t \setminus v = h(g(x_1, x_2), x_3) \). The following lemma is well-known, see e.g. [19].

\[ \text{Lemma 3.} \text{ Let } t \text{ be a binary tree with } |t| \geq 2. \text{ One can determine in time } O(|t|) \text{ a node } v \text{ such that } \frac{1}{3}|t| - \frac{1}{2} \leq |t[v]| \leq \frac{2}{3}|t|. \]

For the remainder of this section we denote by \( \text{split}(t) \) the unique node in a tree \( t \) computed using Lemma 3. We now construct a TSLP \( G \) with \( \text{val}(G) = t \) for a given binary tree \( t \) (we assume that \( |t| \geq 2 \)). Every nonterminal of \( G \) will be of rank at most three. We store two sets of productions, \( P_{\text{temp}} \) and \( P_{\text{final}} \). The set \( P_{\text{final}} \) contains rules of the final TSLP \( G \) and \( P_{\text{temp}} \) ensures that the TSLP \( (S, P_{\text{temp}} \cup P_{\text{final}}) \) produces \( t \) at any point of time. Initially, we set \( P_{\text{temp}} := \{ S \to t \} \) and \( P_{\text{final}} := \emptyset \). While \( P_{\text{temp}} \) is non-empty we proceed for each rule \( (A \to s) \in P_{\text{temp}} \) as follows: Let \( A \in \mathcal{N}_r \). If \( r \leq 2 \) we determine the node \( v = \text{split}(s) \) in \( A \). Then we split the tree \( s^{\text{final}} \) into the trees \( s[v] \) and \( s \setminus v \). Let \( r_1 = \text{rank}(s[v]) \), \( r_2 = \text{rank}(s \setminus v) \) and let \( A_1 \in \mathcal{N}_{r_1} \) and \( A_2 \in \mathcal{N}_{r_2} \) be fresh nonterminals. Note that \( r = r_1 + r_2 - 1 \). If the size of \( s[v] \) (resp., \( s \setminus v \)) is larger than 1 we add the rule \( A_1 \to s[v] \) (resp., \( A_2 \to s \setminus v \)) to \( P_{\text{temp}} \). Otherwise we add it to \( P_{\text{final}} \) as a final rule. Let \( k \) be the number of nodes of \( s \) that are labelled by a parameter and that are smaller (w.r.t. \( <_s \)) than \( v \). To link the nonterminal \( A \) to the fresh nonterminals \( A_1 \) and \( A_2 \) we add the rule \( A(x_1, \ldots, x_r) \to A_1(x_1, \ldots, x_k, A_2(x_{k+1}, \ldots, x_2), x_{k+r+1}, \ldots, x_r) \) to \( P_{\text{final}} \).

To bound the rank of the nonterminals by three we handle rules \( A \to s \) with \( A \in \mathcal{N}_3 \) as follows. Let \( v_1, v_2 \) and \( v_3 \) be the nodes labelled by the parameters \( x_1, x_2 \) and \( x_3 \), respectively. Instead of choosing the node \( v \) by \( \text{split}(s) \) we set \( v \) to the lowest common ancestor of \( (v_1, v_2) \) or \( (v_2, v_3) \), depending on which one has the greater distance from the root node (see Figure 1). This step ensures that the two trees \( s[v] \) and \( s \setminus v \) have rank 2, so in the next step each of them will be split in a balanced way according to Lemma 3. As a consequence, the resulting TSLP has depth \( O(\log |t|) \) but size \( O(|t|) \). The running time of this first phase can be bounded by \( O(|t| \log |t|) \). All right-hand sides from \( P_{\text{temp}} \) obtained after \( i \) splittings have total size at most \( |t| \), so we need time \( O(|t|) \) to split them. Moreover, \( i \) ranges from 0 to \( O(\log |t|) \).

\[ \text{Example 4.} \text{ If we apply our construction to the tree } b(b(a, a), b(a, a)) \text{ we get the TSLP with the rules } S \to A(B), A(x_1) \to C(D, x_1), B \to E(F), C(x_1, x_2) \to G(H(x_1), x_2), D \to a, E(x_1) \to I(J(x_1), F \to a, G(x_1, x_2) \to b(x_1, x_2), H(x_1) \to K(L(x_1)), I(x_1, x_2) \to b(x_1, x_2), J \to a, K(x_1, x_2) \to b(x_1, x_2), \text{ and } L \to a. \]

In the next step we want to compact the TSLP by considering the dag of the derivation tree. For this we first build the derivation tree \( D_G \) from the TSLP \( G \) as described above. The derivation tree for the TSLP described in Example 4 is shown on the left of Figure 2.
We now want to identify some (but not all) nonterminals that produce the same tree. Note that if we just omit the nonterminal labels from the derivation tree, then there might exist isomorphic subtrees of the derivation whose root nonterminals produce different trees. This is due to the fact that we lost for an $A$-labelled node of the derivation tree with a left (resp., right) child that is labelled with $B$ (resp., $C$) the information at which argument position of $B$ the nonterminal $C$ is substituted. To keep this information we replace every label $A$ in the derivation tree with index $(A) \in \{0, 1, 2, 3\}$ (the index of a nonterminal of a TSLP in Chomsky normal form was defined in Section 3). Moreover, we remove every leaf $v$ and write its label into its parent node. We call the resulting tree the modified derivation tree and denote it by $D^*_G$. Note that $D^*_G$ is a full binary tree with node labels from $\{1, 2, 3\} \cup \text{labels}(t)$.

The modified derivation tree for Example 4 is shown in the middle of Figure 2. The following lemma shows how to compact our grammar by considering the dag of $D^*_G$.

**Lemma 5.** Let $u$ and $v$ be nodes of $D^*_G$ labelled by $A$ resp. $B$. Moreover, let $u'$ and $v'$ be the corresponding nodes in $D^*_G$. If the subtrees $D^*_G[u']$ and $D^*_G[v']$ are isomorphic (as labelled ordered trees), then $\text{val}_{D^*_G}(A) = \text{val}_{D^*_G}(B)$.

By Lemma 5, if two subtrees of $D^*_G$ are isomorphic we can eliminate the nonterminal of a root node of one subtree. Hence, we construct the dag $d$ of $D^*_G$. This is possible in time $O(|D^*_G|) = O(|t|)$ [10]. The minimal dag of the TSLP of Example 4 is shown on the right of Figure 2. The nodes of $d$ are the nonterminals of the final TSLP. We obtain rules of type (1) for each nonterminal corresponding to an inner node of $d$ and rules of type (2) for each leaf in $d$. Let $n_1$ be the number of inner nodes of $d$ and $n_2$ be the number of leaves. Then the size of our final TSLP is $2n_1 + n_2$, which is bounded by twice the number of nodes of $d$. The dag from Figure 2 gives the TSLP for the tree $b(b(a, a), b(a, a))$ described in Example 2.

To estimate the number of nodes in the dag of the modified derivation tree, we prove in this section a general result about the size of dags of certain weakly balanced binary trees.

Let $t$ be a binary tree and let $0 < \beta < 1$ and $\gamma \geq 2$ be constants. The leaf size of a node $v$ is the number of leaves of the subtree rooted at $v$. We say that an inner node $v$ with children $v_1$ and $v_2$ is $\beta$-balanced if the following holds: If $n_i$ is the leaf size of $v_i$, then $n_1 \geq \beta n_2$ and $n_2 \geq \beta n_1$. We say that $t$ is $(\beta, \gamma)$-balanced if the following holds: For all inner nodes $u$ and $v$ such that $v$ is a child of $u$ and the leaf size of $v$ (and hence also $u$) is at least $\gamma$, we have that $u$ is $\beta$-balanced or $v$ is $\beta$-balanced.

**Theorem 6.** Fix constants $0 < \beta < 1$ and $\gamma \geq 2$. Then there is a constant $\alpha$ (depending on $\beta$ and $\gamma$) such that the following holds: If $t$ is a $(\beta, \gamma)$-balanced binary tree with $n$ leaves and $\text{labels}(t) = \sigma$ (hence, $|t|, \sigma \leq 2n - 1$), then the size of the dag of $t$ is bounded by $\frac{\alpha n}{\log_\gamma n}$.

**Proof.** Let us fix a tree $t = (V, \lambda)$ as in the theorem with $n$ leaves. Moreover, let us fix a number $k \geq \gamma$ that will be defined later. Let $\text{top}(t, k)$ be the tree obtained from $t$ by...
removing all nodes with leaf size at most $k$. We first bound the number of different subtrees with at most $k$ leaves in $t$. Afterwards we will estimate the size of the remaining tree top($t, k$). The same strategy is used for instance in [13, 20] to derive a worst-case upper bound on the size of binary decision diagrams.

**Claim 1.** The number of different subtrees of $t$ with at most $k$ leaves is bounded by $d^k$ with $d = 4\sigma^2$.

A subtree of $t$ with $i$ leaves has exactly $2i - 1$ nodes, each labelled with one of $\sigma$ labels. Let $C_m = \frac{1}{m+1}\binom{2m}{m}$ be the $m^{th}$ Catalan number. It is known that $C_m \leq 4^m$. If the labels are ignored, there are $C_{i-1}$ different subtrees with $i$ leaves. In conclusion, we get the following bound: $\sum_{i=1}^{k} C_{i-1} \cdot \sigma^{2i-1} \leq \sum_{i=0}^{k-1} 4^i \cdot \sigma^{2i+1} = \sigma (4\sigma^2)^{k-1} \leq (4\sigma^2)^k$.

**Claim 2.** The number of nodes of top($t, k$) is bounded by $c \cdot \frac{n}{k}$ for a constant $c$ depending only on $\beta$ and $\gamma$.

The tree top($t, k$) has at most $n/k$ leaves since it is obtained from $t$ by removing all nodes with leaf size at most $k$. Each node in top($t, k$) has at most two children. Therefore it remains to show that the length of unary chains in top($t, k$) is bounded by a constant.

Let $v_1, \ldots, v_m$ be a unary chain in top($t, k$) where $v_i$ is the single child node of $v_{i+1}$. Moreover, let $v'_i$ be the removed sibling of $v_i$ in $t$, see Figure 3. Note that each node $v'_i$ has leaf size at most $k$. We claim that the leaf size of $v_{2i+1}$ is larger than $(1 + \beta)^i k$ for all $i$ with $2i + 1 \leq m$. For $i = 0$ note that $v_1$ has leaf size more than $k$ since otherwise it would have been removed in top($t, k$). For the induction step, assume that the leaf size of $v_{2i-1}$ is larger than $(1 + \beta)^{i-1} k \geq k > \gamma$. One of the nodes $v_{2i}$ and $v_{2i+1}$ must be $\beta$-balanced. Hence, $v'_{2i-1}$ or $v'_{2i}$ must have leaf size more than $\beta(1 + \beta)^{i-1} k$. Hence, $v_{2i+1}$ has leaf size more than $(1 + \beta)^{i-1} k + \beta(1 + \beta)^{i-1} k = (1 + \beta)^i k$.

Let $\ell = \log_{1+\beta}(\beta^{-1})$. If $m \geq 2\ell + 3$, then $v_{2\ell+1}$ exists and has leaf size more than $k/\beta$, which implies that the leaf size of $v'_{2\ell+1}$ or $v'_{2\ell+2}$ (both nodes exist) is more than $k$, which is a contradiction. Hence, we must have $m \leq 2 \log_{1+\beta}(\beta^{-1}) + 2$. Figure 3 shows an illustration.

Using Claim 1 and 2 we can now prove the theorem: The number of nodes of the dag of $t$ is bounded by the number of different subtrees with at most $k$ leaves (Claim 1) plus the number of nodes of the remaining tree top($t, k$) (Claim 2). Let $k = \max\{\gamma, \frac{1}{2} \log_\delta n\} \geq \gamma$.

---

**Figure 3** A chain within a top tree. The subtree rooted at $v_1$ has more than $k$ leaves.
(recall that \(d = 4e^2\) and hence \(\log d = 2 + 2\log \sigma\). If \(k = \gamma\), i.e., \(\frac{1}{2}\log_d n \leq \gamma\) then we have \(\frac{n}{\log_d n} \in \Omega(n)\) and the bound \(O\left(\frac{n}{\log_d n}\right)\) on the size of the dag is trivial. If \(k = \frac{1}{2}\log_d n\) then we get with Claim 1 and 2 the following bound on the size of the dag: \(d^k + c \cdot \frac{n}{\log_d n} = d^{(\log_d n)/2} + 2c \cdot \frac{n}{\log_d n} \in O\left(\frac{n}{\log_d n}\right) = O\left(\frac{n}{\log_d n}\right)\). This proves the theorem. \(\blacktriangleleft\)

Obviously, one could relax the definition of \((\beta, \gamma)\)-balanced by only requiring that if \((v_1, v_2, \ldots, v_6)\) is a path down in the tree, where \(\delta\) is a constant and \(v_6\) has leaf size at least \(\gamma\), then one of the nodes \(v_1, v_2, \ldots, v_6\) must be \(\beta\)-balanced. Theorem 6 would still hold with this definition (with the constant \(\alpha\) also depending on \(\delta\)).

Let us fix the TSLP \(G\) for a binary tree \(t \in T(F_0 \cup F_2)\) that has been produced by the first part of our algorithm. Let \(n = |t|\) and \(\sigma = |\text{labels}(t)|\). Then, the modified derivation tree \(D_G^*\) is a binary tree with \(n\) leaves (and hence \(2n - 1\) nodes) and \(\sigma + 3\) different node labels (namely 1, 2, 3 and those appearing in \(t\)). Moreover, \(D_G^*\) is \((1/3, 6)\)-balanced: If we have two successive nodes in \(D_G^*\), then we split at one of the two nodes according to Lemma 3. Now, assume that we split at node \(v\) according to Lemma 3. Let \(v_1\) and \(v_2\) be the children of \(v\), let \(n_1\) be the leaf size of \(v_1\), and let \(n = n_1 + n_2 \geq 6\) be the leaf size of \(v\). We get \(\frac{1}{2}n - \frac{1}{2} \leq n_1 \leq \frac{3}{2}n\) and \(\frac{3}{4}n \leq n_2 \leq \frac{5}{4}n + \frac{1}{4}\) (or vice versa). Since \(n \geq 6\) we have \(\frac{1}{2}n \leq n_1 \leq \frac{3}{4}n\) and \(\frac{3}{4}n \leq n_2 \leq \frac{5}{4}n + \frac{1}{4}\). We get \(n_1 \geq \frac{1}{2}n \geq \frac{3}{4}n_2\) and \(n_2 \geq \frac{1}{2}n_2 \geq \frac{1}{2}n_1\). Hence, we get:

\[\blacktriangleleft\text{Corollary 7.}\] Let \(t\) be a binary tree with \(|t| = n\) and \(|\text{labels}(t)| = \sigma\). Let \(d\) be the minimal dag of the modified derivation tree produced from \(t\) by our algorithm. Then the number of nodes of \(d\) is in \(O\left(\frac{n}{\log_d n}\right)\). Hence, the size of the TSLP produced from \(t\) is in \(O\left(\frac{n}{\log_d n}\right)\).

The conditions in Theorem 6 ensure that \(\text{depth}(t) \in O(\log |t|)\). One might think that a tree \(t\) of depth \(O(\log |t|)\) has a small dag. For instance, the dag of a complete binary tree with \(n\) nodes has size \(O(\log n)\). But this intuition is wrong:

\[\blacktriangleleft\text{Theorem 8.}\] There is a family of trees \(t_n \in T\{\{a, c\}\} (a \in F_0, c \in F_2)\), \(n \geq 1\), such that (i) \(|t_n| \in O(n)\), (ii) \(\text{depth}(t) \in O(\log n)\), and (iii) the size of the dag of \(t_n\) is at least \(n\).

\[\text{Proof.}\] To simplify the presentation, we use a unary node label \(b \in F_1\). It can be replaced by the pattern \(c(d, x)\), where \(d \in F_0 \setminus \{a\}\) to obtain a binary tree. Let \(k = \frac{n}{\log n}\) (we ignore rounding problems with \(\log n\), which only affects multiplicative factors). Choose \(k\) different binary trees \(s_1, \ldots, s_k \in T\{\{a, c\}\}\), each having \(\log n\) internal nodes. Note that this is possible since by the formula for the Catalan numbers there are more than \(n\) different binary trees with \(\log n\) internal nodes for \(n\) large enough. Then consider the trees \(s'_i = c(b \log n, s_i)\). Each of these trees has size at most \(3\log n\) as well as depth at most \(3\log n\). Next, let \(u_n(x_1, \ldots, x_k) \in T\{\{c, x_1, \ldots, x_k\}\}\) a binary tree (all non-parameter nodes are labelled with \(c\)) of depth \(\log k \leq \log n\) and size \(O(k) = O\left(\frac{n}{\log n}\right)\). We finally take \(t_n = u_n(s'_1, \ldots, s'_k)\). A possible choice for \(t_{16}\) is shown below. We obtain \(|t_n| = O\left(\frac{n}{\log n}\right) + O(k \cdot \log n) = O(n)\). The depth of \(t_n\) is bounded by \(3\log n\). Finally, in the dag for \(t_n\) the unary \(b\)-labelled nodes cannot be shared. Basically, the pairwise different trees \(t_1, \ldots, t_n\) work as different constants that are attached to the \(b\)-chains. But the number of \(b\)-labelled nodes in \(t_n\) is \(k \cdot \log n = n\). \(\blacktriangleleft\)

It is straightforward to adapt our algorithm to trees where every node has at most \(r\) children for a fixed constant \(r\). One only has to prove a version of Lemma 3 for \(r\)-ary trees. The multiplicative constant in the \(O\left(\frac{n}{\log_d n}\right)\) bound for the final TSLP will depend on \(r\). On
the other hand, for unranked trees, where the number of children of a node is arbitrary, our algorithm does not work. This problem can be solved by transforming an unranked tree into a binary tree of the same size using the first-child next-sibling encoding [18]. For this binary tree we get a TSLP of size $O(\frac{n}{\log n})$.

For traversing a compressed unranked tree $t$, another well-known encoding is unfavorable. Let $c_t$ be a compressed representation (e.g., a TSLP) of $t$. The goal is to represent $t$ in space $O(|c_t|)$ such that one can efficiently navigate from a node to (i) its parent node, (ii) its first child, (iii) its next sibling, and (iv) its previous sibling (if they exist). For top dags [3], it was shown that a single navigation step can be done in time $O(\log |t|)$. Using the right binary encoding, we can prove the same result for TSLPs: Let $r$ be the maximal rank of a node of the unranked tree $t$. We define the binary encoding $\text{bin}(t)$ by adding for every node $v$ of rank $s \leq r$ a binary tree of depth $\lfloor \log s \rfloor$ with $s$ many leaves, whose root is $v$ and whose leaves are the children of $v$. This introduces at most $2s$ many new binary nodes, which are labelled by a new symbol. We get $|\text{bin}(t)| \leq 3|t|$. In particular, we obtain a TSLP of size $O(\frac{n}{\log n})$ for $\text{bin}(t)$, where $n = |t|$ and $\sigma = |\text{labels}(t)|$. Note that a traversal step in the initial tree $t$ (going to the parent node, first child, next sibling, or previous sibling) can be simulated by $O(\log r)$ many traversal steps in $\text{bin}(t)$ (going to the parent node, left child, or right child). But for a binary tree $s$, it was recently shown that a TSLP $G$ for $s$ can be represented in space $O(|G|)$ such that a single traversal step takes time $O(1)$ [21] (this generalizes a corresponding result for strings [12]). Hence, we can navigate in $t$ in time $O(\log r) \leq O(\log |t|)$.

## 5 Arithmetical Circuits

In this section, we present our main application of Theorem 7. Let $S = (S, +, \cdot)$ be a (not necessarily commutative) semiring. Thus, $(S, +)$ is a commutative monoid with identity element 0, $(S, \cdot)$ is a monoid with identity element 1, and $\cdot$ left and right distributes over $+$. We use the standard notation of arithmetical formulas and circuits over $S$: An arithmetical formula (resp. arithmetical circuit) is a binary tree (resp. dag) where internal nodes are labelled with the semiring operations $+$ and $\cdot$, and leaf nodes are labelled with variables $y_1, y_2, \ldots$ or the constants 0 and 1. The depth of a circuit is the length of a longest path from the root node to a leaf. An arithmetical circuit evaluates to a multivariate noncommutative polynomial $p(y_1, \ldots, y_n)$ over $S$, where $y_1, \ldots, y_n$ are the variables occurring at the leaf nodes. Two arithmetical circuits are equivalent if they evaluate to the same polynomial. Brent [4] has shown that every arithmetical formula of size $n$ over a commutative ring can be transformed into an equivalent circuit of depth $O(\log n)$ and size $O(n)$ (the proof easily generalizes to semirings). Using Theorem 7 we can refine the size bound to $O(\frac{n \log m}{\log n})$, where $m$ is the number of different variables in the formula:

> **Theorem 9.** An arithmetical formula $F$ of size $n$ with $m$ different variables can be transformed in time $O(n \log n)$ into an arithmetical circuit $C$ of depth $O(\log n)$ and size $O(\frac{n \log m}{\log n})$ such that $C$ and $F$ are equivalent for every semiring.

**Proof sketch.** Fix a semiring $S$. We apply our TSLP construction to the formula tree $F$ and obtain a TSLP $G$ for $F$ of size $O(\frac{n \log m}{\log n})$ and depth $O(n \log n)$. Using the main construction from [24] we can reduce the rank of nonterminals in $G$ to 1. Thereby the size and depth of the TSLP only increase by constant factors. Recall that for a nonterminal $A(x)$, $\text{val}_G(A)$ is a tree in which each of the parameter $x$ occurs exactly once. By evaluating this tree in the polynomial semiring $S[y_1, \ldots, y_m]$, we obtain a noncommutative polynomial $p_4(x) = a_0 + a_1 x a_2$, where $a_0, a_1, a_2 \in S[y_1, \ldots, y_m]$. We now transform $G$ into an arithmetical circuit that contains
for every nonterminal $A$ of rank one gates that evaluate to the above polynomials $a_0, a_1, a_2$. E.g., for a rule of the form $A(x) \rightarrow B(C(x))$ one has to substitute the polynomial $p_C(x)$ into $p_B(x)$ and carry out the obvious simplifications. For a nonterminal $A$ of rank 0, the circuit simply contains a gate that evaluates to the polynomial to which $\text{val}_G(A)$ evaluates.

Theorem 9 can also be shown for fields instead of semirings. In this case, the expression is built up using variables, the constants $-1, 0, 1,$ and the field operations $+, \cdot$ and $/$.

6 Future work

In [27] a universal (in the information-theoretic sense) code for binary trees is developed. This code is computed in two phases: In a first step, the minimal dag for the input tree is constructed. Then, a particular binary encoding is applied to the dag. It is shown that the average redundancy of the resulting code converges to zero (see [27] for definitions) for every probability distribution on binary trees that satisfies the so-called domination property (a somewhat technical condition) and the representation ratio negligibility property. The latter means that the average size of the dag divided by the tree size converges to zero for the underlying probability distribution. This is, for instance, the case for the uniform distribution, since the average size of the dag is $\Theta(n/\sqrt{\log n})$ [11]. We are confident that replacing the minimal dag by a TSLP of size $O(n \log n)$ in the universal tree encoder from [27] leads to stronger results. In particular, we hope to get a code whose maximal pointwise redundancy converges to zero for certain probability distributions. For strings, such a result was obtained in [16] using the fact that every string of length $n$ has an SLP of size $O(n \log n)$.

Another interesting question is whether the time bound of $O(n \log n)$ for the construction of a TSLP of size $O(n \log n)$ can be improved to $O(n)$. Related to this is the question for the worst-case output size of the grammar-based tree compressor from [15]. It works in linear time and produces a TSLP that is only by a factor $O(\log n)$ larger than an optimal TSLP. From a complexity theoretic point of view, it would be also interesting to see, whether our TSLP construction can be carried out in logarithmic space or even $\text{NC}^1$.

In [3] the authors proved that the top dag of a given tree $t$ of size $n$ is at most by a factor $\log n$ larger than the minimal dag of $t$. It is not clear, whether the TSLP constructed by our algorithm has this property too. The construction of the top dag is done in a bottom-up way, and as a consequence identical subtrees are compressed in the same way. This property is crucial for the comparison with the minimal dag. Our algorithm works in a top-down way. Hence, it is not guaranteed that identical subtrees are compressed in the same way.

Finally, one should also study whether all the operations from [3] for top dags can be implemented with the same time bounds also for TSLPs. For traversing the tree, this is possible, see the paragraph at the end of Section 4. For the other operations, like for instance computing lowest common ancestors, this is not clear.
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Abstract

We consider computation in the presence of closed timelike curves (CTCs), as proposed by Deutsch. We focus on the case in which the CTCs carry classical bits (as opposed to qubits). Previously, Aaronson and Watrous showed that computation with polynomially many CTC bits is equivalent in power to PSPACE. On the other hand, Say and Yakaryılmaz showed that computation with just 1 classical CTC bit gives the power of “postselection”, thereby upgrading classical randomized computation (BPP) to the complexity class BPPpath and standard quantum computation (BQP) to the complexity class PP. It is natural to ask whether increasing the number of CTC bits from 1 to 2 (or 3, 4, etc.) leads to increased computational power. We show that the answer is no: randomized computation with logarithmically many CTC bits (i.e., polynomially many CTC states) is equivalent to BPPpath. (Similarly, quantum computation augmented with logarithmically many classical CTC bits is equivalent to PP.) Spoilsports with no interest in time travel may view our results as concerning the robustness of the class BPPpath, and the computational complexity of sampling from an implicitly defined Markov chain.
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1 On time travel

We begin with a discussion of time travel. Readers not interested in this concept may skip directly to Section 2, wherein we define the problem under consideration in a purely complexity-theoretic manner, with no reference to time travel.

Kurt Gödel [20] was the first to point out that Einstein’s theory of general relativity is consistent with the existence of closed timelike curves (CTCs), raising the theoretical possibility of time travel. Any model of time travel must deal with the “Grandfather Paradox”, wherein a trip to the past causes a chain of events that leads to a future in which that very trip does not take place. Assume that a time-traveler changes the state of the universe at the earlier end \(t_0\) of a time loop from state \(s\) to some different state \(s'\). Then just what is the state of the universe at time \(t_0\): is it \(s\) or \(s'\)? Seeing a logical inconsistency in this scenario,
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most thinkers of earlier generations concluded that time travel to the past must be impossible. There is, however, a way out. In an influential paper [18], Friedman et al. suggested Nature might allow CTCs as long as they do not “change the past”, an idea that has come to be known as the Novikov self-consistency principle. The main two rivaling models of time travel – the “Deutschian model” (which we study in this work), and the “postselected CTC model” from [26] – both conform to the Novikov self-consistency principle.

In the model put forward by Deutsch [16], the universe need not be in a single deterministic state at time $t_0$. Rather, the state of the universe should be viewed as a probability distribution over several states (possibly even quantum states) like $s$ and $s'$ in the example above. The requirement that the past should not change is fulfilled by stipulating that Nature sets the state $x$ of the portion of the universe affected by the CTC at time $t_0$ to a fixed point of the operator $f$ describing the evolution in the CTC (meaning $x = f(x)$).

To take the traditional example, suppose a deranged scientist can access a CTC to the past century, and he sends through it a bomb that is programmed to kill his grandfather (who is only a child back then). We consider two (classical) states of the universe at the time of the bomb’s arrival: state 1 is “grandfather dies” and state 2 is “grandfather lives”. We assume the universe proceeds deterministically from that point on: if the grandfather is killed, then in the future no bomb is sent through the CTC; conversely, if the grandfather lives, then the deranged scientist is born and does send the bomb back in time. We can model this evolution by a 2-state Markov chain with the following transition matrix (that happens to be deterministic): $\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$. In Deutsch’s model, Nature sets the state of the universe to be the stationary distribution for this chain: $\begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix}$. That is, the bomb arrives to kill the grandfather with probability $\frac{1}{2}$.

1.1 Computation with CTCs

As the reader can see, Nature performs a kind of computation here, determining the stationary distribution of the Markov chain that has been arranged within the CTC by the deranged scientist. It is natural to wonder if Nature’s power can be effectively harnessed by a computational device. Indeed, Deutsch [16] pointed out that in general his model involves Nature solving an NP-hard problem; later, Brun [15] discussed the possibility of using CTCs to solve the Factoring problem efficiently. The first clear model of computation with Deutschian CTCs was proposed by Bacon [11]. Both Deutsch and Bacon consider sending qubits through a CTC. However, as pointed out by Aaronson [3], it is also very interesting (and simpler) to consider only classical bits passing through a CTC. Indeed, as far as we are aware, there are no results showing that time-traveling quantum bits confer a computational advantage over time-traveling classical bits. Therefore, in the rest of this section we will sketch the Deutschian model of computation with classical CTC bits, and mention prior work. A formal complexity-theoretic definition of the model (with no reference to time travel) is given in Section 2.

Suppose that a computational agent $A$ has access to a CTC which is “wide” enough to support the transmission of $w$ bits. Thus the physical object being sent through the CTC can be in one of $S = 2^w$ states. (We may also more generally consider values of $S$ that are not powers of 2.) Let us think of $A$ as a classical polynomial-time randomized Turing machine (though it might be of another type; e.g., a BQP-machine). Say that $A$ is trying to decide if a given input $x \in \{0, 1\}^n$ belongs to language $L$. The algorithm $A$ can read the $w$ bits in the CTC, perform some computation, and then send a new string of $w$ bits through
the CTC. Since the incoming and outgoing bit strings can be in one of \(2^w = S\) states, and since \(A\) is a randomized algorithm, the operation of \(A\) on the CTC constitutes an \(S\)-state Markov chain \(M_x\), which depends on the input \(x \in \{0,1\}^n\) to the \(L\)-decision problem.

In the Deutschian model, we assume that once the Markov chain \(M_x\) is defined, Nature sets the distribution of the bits in the CTC to some stationary distribution of \(M_x\). We emphasize that it’s merely some stationary distribution (at least one of which always exists) – we don’t assume that \(M_x\) must have a unique stationary distribution. (Now is a good time to mention that if \(A\) is allowed to send qubits along the CTC, then its operation constitutes a quantum channel. It is also known \([16, 39]\) that every quantum channel has at least one stationary mixed state, and we assume Nature selects one.) Finally, given that the incoming CTC bits are now presumed to be in a stationary distribution for the Markov chain \(M_x\), the algorithm \(A\) effectively gets one sample from this stationary distribution. Using this sample, the algorithm \(A\) can output its decision on whether or not \(x \in L\). When thinking of \(A\) as a BPP-type machine, this decision should be correct with probability at least \(\frac{2}{3}\).

### 1.2 Prior work

Bacon \([11]\) considered the case of a 1-qubit CTC, though his construction actually works equally well with a CTC supporting just 1 classical bit. However, Bacon’s model was also more generous in that he allowed 1-bit CTC computations as “subroutines” within polynomial-time algorithms; in effect, he allowed the use of \(\text{poly}(n)\) many 1-(qu)bit CTCs. Bacon showed that in this model one can efficiently solve any \(\text{NP}\) problem. Subsequently, Aaronson and Watrous \([3, 5]\) investigated the model in which the CTC supports \(\text{poly}(n)\) many bits (i.e., \(S = 2^{\text{poly}(n)}\) many states). They showed that this model is extremely powerful: if \(A\)’s computational power is anywhere between \(\text{AC}_0\) and \(\text{PSPACE}\) (including the most usual choices of BPP or BQP), the result is that the model becomes equivalent in power to \(\text{PSPACE}\).

Actually, this result was not even the main one in their paper; their main result is that if \(\text{poly}(n)\) many CTC qubits are allowed, then the power of the model is still only that of \(\text{PSPACE}\).

Regarding the difference between using a 1-bit CTC polynomially many times, and using a \(\text{poly}(n)\)-bit CTC once, Aaronson \([3]\) remarked, “It is difficult to say which model is the more reasonable!” One can argue that both models are rather impractical in that they require constructing new/wider CTCs as the input length increases.\(^1\) Indeed, the main technical question left open at the end of Aaronson and Watrous’s work was to understand the computational power of the more realistic “narrow” CTCs; e.g., one-time-use CTCs that can only transmit a single bit, or a bounded number of bits. In this direction, Say and Yakaryılmaz \([31]\) showed that augmenting standard complexity models with access to a 1-bit CTC is exactly equal in power to augmenting them with “postselection” \([4]\) (defined in Section 3). In particular, this shows that classical randomized computation with a 1-bit CTC is equivalent to the complexity class \(\text{BPP}_{\text{path}}\), and quantum computation with a 1-bit CTC is equivalent to the complexity class \(\text{PP}\). We recall in further detail the class \(\text{BPP}_{\text{path}}\) in Section 3. For now, suffice it to say that it contains \(\text{NP}\) and \(\text{coNP}\), is likely equal to \(\text{P}^{\text{NP}}\), and is very likely to be much smaller than \(\text{PSPACE}\). In particular, randomized computation with access to a 1-bit CTC can efficiently solve the SAT problem; this is discussed below in Example 3.

\(^1\) Bearing in mind the comment concerning practical considerations in the final paragraph of Bacon’s work \([11]\).
To summarize, the aforementioned results show that for classical polynomial-time randomized computation, adding a 1-bit CTC gives the power of BPP_{path}, and adding a poly(n)-bit CTC gives the power of PSPACE. What about in between (presuming of course that BPP_{path} \neq PSPACE)? Sticking with the more “realistic” end of the spectrum, this is the question motivating our work:

\textbf{Question.} Are 2-bit (or 3-bit, 4-bit etc.) CTCs more powerful than 1-bit CTCs?

## 2 Formal computational complexity statements

In what follows we formally define the complexity model of computing with CTCs. Our definitions are equivalent to those in [5, 31]; however we phrase them differently, in terms of Markov chains. Informally and in brief, BPP_{CTC[w]} is the class of languages decidable by efficient randomized algorithms that are allowed to set up a 2^w-state Markov chain and then freely get one sample from its stationary distribution.

\textbf{Definition 1.} Let M be an S-state Markov chain. A state-transition oracle M for M is any algorithm that takes as input a state i \in [S] and outputs the state resulting from taking one random step in M starting from state i. Most typically we think of S = 2^w and M as being implemented by a w-bit-input/output standard randomized circuit; i.e., one with AND, OR, NOT, and “probability-1/2 coin-flip” gates. We might also consider standard quantum circuits M in which Hadamard and Toffoli gates (which are universal [33]) are also used.

\textbf{Definition 2.} Let w = w(n) be a “width” parameter. Consider a deterministic polynomial-time Turing Machine \( A \) that, on input \( x \in \{0,1\}^n \), outputs the description of two standard randomized circuits, \( M_x \) and \( D_x \). The circuit \( M_x \) should have w input and output bits, thereby defining a state-transition oracle for a Markov chain \( M_x \) on \( S = 2^w \) states. The “decision circuit” \( D_x \) should have w input bits and one output bit. We suppose computation proceeds as follows: First, an arbitrary stationary distribution \( \pi \) for \( M_x \) is chosen. Next, a sample \( i \sim \pi \) is chosen from this distribution and is fed as input to \( D_x \). Finally, \( D_x \)'s output gate is considered to be the overall output of \( A \)'s computation. We define BPP_{CTC[w]} to be the class of all languages \( L \) such that there exists an \( A \) as above with the following property: for every \( x \) (and every stationary distribution \( \pi \) for \( M_x \)),

\[
\Pr_i[\text{\( A \) outputs 1}] \geq \frac{2}{3} \quad \text{when} \quad x \in L, \quad \Pr_i[\text{\( A \) outputs 1}] \leq \frac{2}{3} \quad \text{when} \quad x \notin L.
\]

We may also analogously define BQP_{CTC[w]} in case \( M_x \) and \( D_x \) are allowed to be standard quantum circuits.

\textbf{Remark.} We warn the reader that our notation C_{CTC[w]} is different from that in [5, 31], in that “CTC[w]” signifies a CTC carrying w classical bits. We suggest notation such as BQP_{QCTC[w]} for the case of CTCs carrying w qubits; however we neither define nor consider CTC-qubits in this paper (except in a concluding open problem).

\textbf{Remark.} There is nothing special about considering Markov chains with \( S \) states where \( S \) is a power of 2. However we stick with the above notation for simplicity, and for consistency with similar complexity class definitions such as that of P^{NP[w]} (polynomial-time computation with \( 2^w - 1 \) parallel queries to an NP oracle).

\textbf{Example 3.} Following [31], let us show that NP \( \subseteq \) BPP_{CTC[1]}. Equivalently, we illustrate how SAT can be solved by a “1-bit CTC algorithm” \( A \), which can set up a 2-state Markov chain and get a sample from its stationary distribution. On input an \( n \)-variable CNF
formula \( \phi \), algorithm \( A \) constructs a state-transition circuit \( M_\phi \) for a certain 2-state Markov chain \( M_\phi \). Think of state 0 of \( M_\phi \) as meaning “no evidence that \( \phi \) is satisfiable” and state 1 as meaning “evidence that \( \phi \) is satisfiable”. The operation of \( M_\phi \) is as follows: On input state \( i \), \( M_\phi \) first chooses a uniformly random string \( y \in \{0,1\}^n \) and checks if it satisfies \( \phi \). If \( y \) is satisfying, \( M_\phi \) outputs state 1. If \( y \) is unsatisfying, then \( M_\phi \) outputs state 0 with probability \( \epsilon := 2^{-n^2} \) and outputs its input state \( i \) with probability \( 1 - \epsilon \). It is clear that \( A \) can write down \( M_\phi \)’s description in deterministic polynomial time. One can now check that the resulting Markov chains \( M_\phi \) are as follows:

\[
\begin{align*}
\text{if } \phi \text{ is satisfiable, } M_\phi &= \begin{bmatrix} 1 - 2^{-n} & 2^{-n} \\ \epsilon' & 1 - \epsilon' \end{bmatrix} \quad (\text{where } \epsilon' := (1 - 2^{-n})\epsilon \approx 2^{-n^2}); \\
\text{if } \phi \text{ is unsatisfiable, } M_\phi &= \begin{bmatrix} 1 & 0 \\ \epsilon & 1 - \epsilon \end{bmatrix} .
\end{align*}
\]

Now if \( \phi \) is unsatisfiable, state 0 is absorbing and it’s clear that the (unique) stationary distribution \( \pi \) of \( M_\phi \) is entirely concentrated on state 0. On the other hand, suppose \( \phi \) is satisfiable. Then since the \( 0 \to 1 \) transition probability of \( M_\phi \) is much higher (relatively speaking) than the \( 1 \to 0 \) transition probability, the long-term (i.e., stationary) distribution \( \pi \) of \( M_\phi \) will be almost entirely concentrated on state 1. (More precisely, \( \pi \) will put only probability \( \frac{\epsilon'}{1 - \epsilon'} \approx 2^{-n^2} + n \) on state 0.) We now stipulate that for every \( \phi \), algorithm \( A \) outputs the same 1-bit decision circuit \( D_\phi \), which on input \( i \sim \pi \) simply outputs \( i \). From the above discussion, we see that this correctly indicates whether \( \phi \in \text{SAT} \) except with negligible error probability.

The following theorems concerning \( \text{BPP}_{\text{CTC}[w]} \) have previously been shown:

- **Theorem 4.** (Aaronson–Watrous [5].) \( \text{BPP}_{\text{CTC}[\text{poly}(n)]} = \text{PSPACE} \).
  
  (Indeed \( \text{P}_{\text{CTC}[\text{poly}(n)]} = \text{BQP}_{\text{CTC}[\text{poly}(n)]} = \text{PSPACE} \).

- **Theorem 5.** (Say–Yakaryılmaz [31].) \( \text{BPP}_{\text{CTC}[1]} = \text{BPP}_{\text{path}} \).
  
  (Indeed, adding 1 CTC-bit generally confers the power of “postselection”, discussed in Section 3. For example, it also holds that \( \text{BQP}_{\text{CTC}[1]} = \text{PostBQP} = \text{PP} \).

As mentioned in Section 1.1 (and discussed further in Section 3), \( \text{BPP}_{\text{path}} \) is likely equal to \( \text{P}^{\text{NP}} = \text{P}^{\text{NP}[O(\log n)]} \), and is very likely to be much smaller than \( \text{PSPACE} \).

### 2.1 Our theorem

Paraphrasing the above two theorems, we have that Markov chains with 2 states \((w = 1)\) give the power of \( \text{BPP}_{\text{path}} \), and Markov chains with exponentially many states \((w = \text{poly}(n))\) give the power of \( \text{PSPACE} \). What about in between? Are 3-state or 4-state \((w = 2)\) Markov chains more powerful than 2-state chains? To take an analogy from another family of complexity classes, we remind the reader that it’s widely believed that \( \text{P}^{\text{NP}[1]} \subseteq \text{P}^{\text{NP}[2]} \subseteq \text{P}^{\text{NP}[3]} \subseteq \cdots \). The main result of this paper is that in apparent contrast, “the hierarchy collapses” for \( \text{BPP}_{\text{CTC}[w]} \); polynomially many states \((w = O(\log n))\) confer no more advantage than 2 states.

- **Main theorem.** \( \text{BPP}_{\text{CTC}[O(\log n)]} \subseteq \text{PostBPP} = \text{BPP}_{\text{path}} \); thus

\[
\text{BPP}_{\text{CTC}[1]} = \text{BPP}_{\text{CTC}[2]} = \text{BPP}_{\text{CTC}[3]} = \cdots = \text{BPP}_{\text{CTC}[O(\log n)]} = \text{BPP}_{\text{path}} .
\]
It will be clear from our proof that more generally, $O(\log n)$ CTC bits still only confer the power of postselection, and in particular $\text{BQP}_{\text{CTC}[O(\log n)]} = \text{PostBQP} = \text{PP}$. Our main theorem may also be seen as further demonstration of the robustness and naturalness of the class $\text{BPP}_{\text{path}}$.

2.2 Proof techniques

Here we briefly outline the proof of our theorem, with the actual proof being given in Section 4. Let’s return to Example 3, which shows that $\text{SAT} \in \text{BPP}_{\text{CTC}[1]}$. One might ask, why doesn’t the proof show that $\text{SAT} \in \text{BPP}$? After all, the algorithm $\mathcal{A}$ simply constructs a 2-state Markov chain $M$ and then takes a sample from its stationary distribution. Why doesn’t $\mathcal{A}$ simply exactly solve for $M$’s stationary distribution? The trouble of course is that even though $\mathcal{A}$ constructed $M$ itself, in some sense $M$ is still only “implicitly defined” from $\mathcal{A}$’s point of view. $\mathcal{A}$ cannot directly access the transition probabilities of $M$ (doing so requires $\mathcal{A}$ to solve an NP-complete problem); rather, $\mathcal{A}$ can only “simulate” $M$, by use of the state-transition matrix $M$ it constructed. Naively, this still might not seem like a problem; given the ability to simulate $M$, couldn’t $\mathcal{A}$ find a (near-)stationary distribution $\pi$ for $M$ simply by simulating it for a long time? The trouble here is that even though $M$ only has 2 states, it has some transition probabilities that are “exponentially small” (in $n$). Furthermore, the stationary distribution of $M$ can be extremely sensitive to the relative exponential smallness of these transition probabilities – Example 3 illustrates exactly this.

Our proof that $\text{BPP}_{\text{CTC}[w]} \subseteq \text{PostBPP} = \text{BPP}_{\text{path}}$ for $w \leq O(\log n)$ in some sense follows Say and Yakaryılmaz’s proof [31] in the case of $w = 1$. They essentially observed that using the power of postselection (discussed further in Section 3), a randomized algorithm can get an exact sample from the stationary distribution of a Markov chain given only a state-transition oracle for it. Their proof of this was greatly facilitated by the fact that 2-state Markov chains are easy to analyze: If the $0 \to 1$ transition probability is $p$ and the $1 \to 0$ transition probability is $q$, then the stationary distribution is $\pi = \frac{q}{p+q}$. (This presumes we don’t have $p = q = 0$, an important issue that we discuss later.) For our main theorem, we need a similar postselecting algorithm for general poly($n$)-state Markov chains. The key technical tool for this will be the Markov Chain Tree Theorem, apparently first proved by Hill [23], and called by Aldous [6] “the most often rediscovered result in probability theory”; see also [36, 34, 24, 25, 7, 14, 28]. We state here the version for irreducible chains:

Markov Chain Tree Theorem. Let $M$ be an $S$-state irreducible Markov chain with transition matrix $(p_{ij})_{i,j \in [S]}$. Let $G_M$ be the underlying strongly connected digraph for $M$ in which $(i, j)$ is a directed edge if and only if $p_{ij} > 0$. Recall that a rooted arborescence $T$ in $G_M$ is a collection of edges forming a rooted spanning tree in which all edges are directed toward the root vertex. We write $\|T\| = \prod_{(i,j) \in T} p_{ij}$. Let $T_i$ denote the set of all arborescences in $G_M$ rooted at $i \in [S]$, and write $T = \cup_i T_i$. Then if $\pi$ denotes the (unique) stationary distribution of $M$, we have the formula $\pi_i = \frac{(\sum_{T \in T_i} \|T\|)}{(\sum_{T \in T} \|T\|)}$.

We add that this theorem plays an important role in the theory of exact sampling from unknown Markov chains [8, 27, 29, 38]. That theory is concerned with a problem similar to ours; however, there are two main differences: i) That theory involves only traditional algorithms, and therefore by necessity the running time may be exponential if the chain’s mixing time is exponential. By contrast, we are using postselecting algorithms and therefore have the chance to run in polynomial time. ii) That theory is concerned with exact sampling
from the stationary distribution. By contrast, we actually only need approximate sampling from the stationary distribution.

Finally, we mention one challenge for our proof that at first seems like a technicality but in fact proves to be quite a nuisance: There is no promise in the definition of \( \text{BPP}_{\text{CTC}} \) that the Markov chains \( M_x \) be irreducible. This is precisely the “\( p = q = 0 \) issue” elided in the discussion of 2-state stationary distributions above. We overcome this difficulty by proving a somewhat technical lemma that allows us to perturb general Markov chains into irreducible ones.

### 2.3 Outline of the remainder of the paper

The aforementioned technical lemma on Markov chain perturbations, which allows us to work only with irreducible Markov chains, is omitted for reasons of space; it can be found in the arXiv version of the paper. In Section 3 we recall \( \text{BPP}_{\text{path}} \) and postselection in more detail, and we also describe the “restarting” view of postselection (from [40]) that will be helpful in the proof of our main theorem. Finally, we give the proof of the main theorem in Section 4, and then end with an open question.

### 3 \( \text{BPP}_{\text{path}}, \) postselection, and restarts

In this section we describe three different viewpoints on the class \( \text{BPP}_{\text{path}} \).

The complexity class \( \text{BPP}_{\text{path}} \) was originally defined by Han, Hemaspaandra, and Thierauf [22, 21], in a paper also concerned with certain cryptographic problems. (It was also independently defined much later in a paper by Aspnes, Fischer, Fischer, Kao, and Kumar [9, 10] on the computational complexity of the stock market.) We quote Fortnow’s explanation of the original definition when he named it “Complexity Class of the Week” [17]:

“Let us call a nondeterministic Turing machine \( M \) balanced if for every input \( x \), all of its computational paths have the same length. [We can define the] class \( \text{BPP} \) as follows: \( L \) is in \( \text{BPP} \) if there is a balanced nondeterministic polynomial-time \( M \) such that:

- If \( x \) is in \( L \) then there are at least twice as many accepting as rejecting paths of \( M(x) \).
- If \( x \) is not in \( L \) then there are at least twice as many rejecting as accepting paths of \( M(x) \).

Suppose we use the same definition without the “balanced” requirement. This gives us the class \( \text{BPP}_{\text{path}} \).”

Interestingly, the analogous class “\( \text{PP}_{\text{path}} \)” – for which \( x \in L \) iff \( M(x) \) has more accepting than rejecting (unbalanced) paths – was defined much earlier in Simon’s 1975 thesis [35]. Simon showed that \( \text{PP}_{\text{path}} \) is equal to the class \( \text{PP} \) (which had recently been defined by Gill [19]). By way of contrast, \( \text{BPP}_{\text{path}} \) is very unlikely to equal \( \text{BPP} \), as it is known [22] that \( \text{BPP}_{\text{path}} \) contains both \( \text{MA} \) and \( \text{P}^{\text{NP}} \). \( \text{BPP}_{\text{path}} \) is also known [22] to be contained in \( \text{BPP}^{\text{NP}} \).

Indeed, under the standard complexity assumptions used to derandomize \( \text{AM} \), Shaltiel and Umans [32] showed that \( \text{BPP}_{\text{path}} = \text{P}^{\text{NP}} \). For a related class known as \( \text{SBP} \), which sits between \( \text{MA} \) and \( \text{BPP}_{\text{path}} \), see [13, 12].

Another characterization of \( \text{BPP}_{\text{path}} \) was given by Aaronson, via the notion of adding postselection (see [4]) to a complexity class. Suppose that you have a probabilistic algorithm that can end in three kinds of final states: accepting, rejecting, and indecisive. We assume the probability of ending in a decisive state is guaranteed to be nonzero. “Postselection” refers to the (nonrealistic) ability to condition the computation on ending in a decisive state. This yields probabilistic computation with just the usual two kinds of final states. For example, one says that \( L \in \text{PostBPP} \) if there is a polynomial-time randomized Turing
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A machine as described above which, for each input $x$, gives the correct answer about $x \in L$ with probability at least $\frac{2}{3}$, conditioned on not ending in an indecisive state. More generally, if $C$ is a probabilistic or quantum complexity class, $PostC$ is the class of languages decided by $C$-machines with the ability to postselect on ending in a decisive state. In [1], Aaronson proved that $PostBQP = PP$; later [2], he observed that $PostBPP = BPP_{path}$.

In the derivation of our main theorem we will prefer a third perspective on $BPP_{path}$ and postselection, introduced by Yakaryılmaz and Say [40]: that of randomized algorithms with restarts. For some probabilistic complexity class $C$, suppose again that we have $C$-machines that can end in one of three states: accept, reject, or indecisive. We think of the third state as the restart state, imagining that whenever the $C$-machine enters such a state, it immediately restarts its computation from the initial configuration, using no information that it may have gathered up to that point. As observed in [40], the class of languages decided by such a machine is again $PostC$. In particular, $BPP_{path}$ is the class of languages that are decided by bounded-error probabilistic polynomial-time Turing machines with this ability to restart. This perspective seems most useful for algorithm design. As an illustration, we believe it is fairly “obvious” that the following restarting-algorithm decides SAT with very high probability, thereby showing $NP \subseteq BPP_{path}$:

> “On input formula $\phi$ with $n$ variables, randomly choose an assignment $y$.
> If $y$ satisfies $\phi$, accept.
> Otherwise, restart with probability $1 - 2^{-n^2}$ and reject with probability $2^{-n^2}$.”

The reader may compare (1) with the 1-bit CTC algorithm for SAT from Example 3, which also shows $NP \subseteq BPP_{path}$ in light of Say and Yakaryılmaz’s Theorem 5, $BPP_{CTC[i]} = BPP_{path}$.

**Remark.** For all three definitions of $BPP_{path}$ described above, it is easy to see that the “$\frac{2}{3}$ cutoff” for success could equivalently be an “$\alpha$ cutoff” for any fixed constant $\frac{1}{2} < \alpha < 1$, just as is the case for the class $BPP$.

### 3.1 Remarks on random coins for $BPP_{path}$ algorithms

In informal descriptions of randomized algorithms, it’s typical to make statements like, “Next, with probability $\frac{1}{3}$ the algorithm…” Such statements sweep a well-known, minor detail under the rug; namely, the traditional $BPP$ model (based on nondeterministic branching) only has “access” to probability-$\frac{1}{2}$ coin flips. Of course, this is not an essential problem, since one can simulate a $\frac{1}{2}$-biased coin flip to error $\delta$ in time $O(\log \frac{1}{\delta})$, and $\delta$ needn’t be smaller than $1/poly(n)$. Here we remark that in the context of restarting algorithms, the problem is not just inessential, it’s literally no problem at all:

**Lemma 6.** A restarting randomized algorithm can simulate a $p$-biased coin flip exactly in time $O(\langle p \rangle)$, and can simulate a uniformly random draw from $[n]$ exactly in time $O(\log n)$.

**Proof.** We give the simplest example, leaving the general case for the reader. Suppose we wish to draw $r \sim [3]$ uniformly at random. We toss two probability-$\frac{1}{2}$ coins, forming a 2-bit integer $0 \leq r \leq 3$. Then if $r = 0$, we restart.

On the other hand, it’s also important to remember that time $\Omega(\langle p \rangle)$ is also required to flip a $p$-biased coin; for example, in algorithm (1) the step “reject with probability $2^{-n^2}$ else restart” takes $n^2$ time steps.

---

2 Note that the new algorithm obtained in this manner will in general have unbounded runtime, even if $C$ is a time-bounded class.
4 Proof of the main theorem

We now give the proof of our main theorem, that $\text{BPP}_{\text{CTC}}(O(\log n)) \subseteq \text{BPP}_{\text{path}}$.

Proof. Let $L \in \text{BPP}_{\text{CTC}}(O(\log n))$; say $L$ is defined by algorithm $A$ as in Definition 2. Thus there are constants $c_1, c_2, c_3 \in \mathbb{N}$ such that on inputs $x \in \{0, 1\}^n$, algorithm $A$ outputs state-transition circuits $M_x$ of size $O(n^{c_1})$ defining Markov chains $M_x$ on $S = O(n^{c_2})$ states, as well as decision circuits $D_x$ of size $O(n^{c_3})$. Further, we have that for each $x$, $\pi$ is any stationary distribution for $M_x$ and $i \sim \pi$, then

$$\Pr[D_x(i) = 1_{\{x \in L\}}] \geq \frac{2}{3}.$$  \hfill (2)

Our goal will be to define a polynomial-time randomized restarting algorithm $R$ that has

$$\Pr[R(x) = 1_{\{x \in L\}}] \geq 0.65$$ \hfill (3)

for all $x$. As discussed in Section 3, this will show that $L \in \text{BPP}_{\text{path}}$, as required.

On input $x \in \{0, 1\}^n$, the first step of algorithm $R$ involves invoking a technical lemma to convert to an irreducible Markov chain. This lemma (whose proof is omitted from this extended abstract) involves replacing the transition matrix $K$ of the chain with $K' = (1 - \epsilon)K + \epsilon \frac{1}{2}J$, where $S$ is the number of states in the chain and $J$ is the all-1’s matrix. Here the exact value $\epsilon = 2^{-\text{poly}(n)}$ will be described later. More precisely, $R$ first simulates $A$ to get state-transition oracle circuit $M_x$ for Markov chain $M_x$. It then constructs a state-transition oracle circuit $M_x'$ for the irreducible perturbed chain $M_x'$, using the description of $M_x$ in a black-box fashion. Let $\pi'$ denote the stationary distribution for $M_x'$ and let $K$ denote the transition matrix for $M_x$. By definition, $K$ is square matrix of dimension $S \leq O(n^{c_2})$ in which each entry is an integer multiple of $2^{-\text{size}(M_x')} = 2^{-O(n^{c_3})}$. It follows that $\langle K \rangle \leq O(n^{c_3})$ for some constant $c_4 \in \mathbb{N}$. We will now specify that $\epsilon = 2^{-bn^k}$ for a sufficiently large constant $b$ depending on $c_1, c_2$, and a constant from the aforementioned technical lemma. Then that lemma implies

$$\|\pi - \pi'\|_1 \leq 0.01$$ \hfill (4)

for some stationary distribution $\pi$ of $M_x$. It is easy to see that with this choice of $\epsilon$, algorithm $R$ can construct $M_x'$ from $M_x$ in $\text{poly}(n)$ time. (Here we use the fact that $\epsilon$ is “only” exponentially small; cf. the last paragraph in Section 3.1.)

The remainder of the proof is devoted to showing that $R$ can obtain an exact sample $r \sim \pi'$. Having shown this, we only need to let $R$ simulate $A$ to get $D_x$, and then output $D_x(r)$. Then combining (4) with (2) shows that (3) holds for all $x$, as required.

We now exhibit the subroutine which the restarting-algorithm $R$ will use to obtain an exact sample $r \sim \pi'$ (the unique stationary distribution of irreducible chain $M_x'$):

- Choose a uniformly random labeled, rooted, undirected tree $T$ on vertex set $[S]$. This can be done exactly (i.e., with each $T$ occurring with probability $1/S^{S-1}$) in $\text{poly}(S) = \text{poly}(n)$ time, by choosing a uniformly random Prüfer Code [30, 37] in $[S]^{S-2}$, converting it to a tree $T$, and then choosing a random root vertex $r$ of $T$ to be the root. \footnote{Here we may use restarting to get exactly random samples from $[S]$; see Lemma 6.}
- Make $T$ into a rooted arborescence $\bar{T}$ by directing all edges toward the root $r$.
- For each directed edge $(i, j) \in \bar{T}$, simulate $M_x'(i)$ and “check” if the output is $j$. If the check fails, restart.
- If all $S - 1$ checks pass, halt with output $r$.\footnote{Here we may use restarting to get exactly random samples from $[S]$; see Lemma 6.}
The fact that this subroutine restarts with probability strictly less than 1 follows from the fact that $M'_x$ is irreducible; indeed, its underlying digraph $G = G_{M'_x}$ is the complete digraph. The probability $P_r$ that this subroutine outputs $r = r$ without encountering any restarts is precisely

$$P_r = \sum_{T \text{ r-rooted arborecences}} \frac{1}{\prod_{i,j \in T} p_{ij}},$$

where $p_{ij}$ denotes the transition probability from $i$ to $j$ in the Markov chain $M'_x$. It follows that the probability of $R$ finally outputting $r$ (when restarts are taken into account) is

$$\frac{P_r}{\sum_{r \in [S]} P_r} = \frac{\sum_{T \text{ r-rooted arborecences}} T \prod_{(i,j) \in T} p_{ij}}{\sum_{T \text{ arborecences}} T \prod_{(i,j) \in T} p_{ij}}.$$

By the Markov Chain Tree Theorem, this is indeed precisely the probability $\pi'(r)$ of $r$ under the stationary distribution of $M'_x$.

We conclude this section by observing that besides the power of restarting, algorithm $R$ only really needed the power to simulate the state-transition circuits $M_x$ and the decision circuits $D_x$. For example, if these were standard quantum circuits, it would suffice for $R$ to be a quantum algorithm. Thus we may also conclude $\text{BQP}^{\text{CTC}[O(\log n)]} \subseteq \text{PostBQP} = \text{PP}$.

We also add that Say and Yakaryılmaz [31] studied various models of finite automata augmented with 1-bit CTCs; they showed that this augmentation causes both probabilistic and quantum finite automata to become as powerful as their respective postselected versions. The technique used in the proof of our main result can be simplified easily to show that no additional gain arises when these machines are augmented with larger constant-width CTCs.

5 Conclusion

A very interesting open question left by our work is one also raised at the end of [31]:

What is the computational power conferred by 1 time-traveling qubit?

Answering this question precisely would seem to require a good understanding of stationary density matrices for 1-qubit quantum channels. As mentioned in Section 1.1, we are not aware of any work showing that time-traveling qubits confer more computational power than time-traveling bits.
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Abstract
We show new results about the garden-hose model. Our main results include improved lower bounds based on non-deterministic communication complexity (leading to the previously unknown $\Theta(n)$ bounds for Inner Product mod 2 and Disjointness), as well as an $O(n \cdot \log^3 n)$ upper bound for the Distributed Majority function (previously conjectured to have quadratic complexity). We show an efficient simulation of formulae made of AND, OR, XOR gates in the garden-hose model, which implies that lower bounds on the garden-hose complexity $GH(f)$ of the order $\Omega(n^{2+\epsilon})$ will be hard to obtain for explicit functions. Furthermore we study a time-bounded variant of the model, in which even modest savings in time can lead to exponential lower bounds on the size of garden-hose protocols.
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1 Introduction

1.1 Background: The Model

Recently, Buhrman et al. [4] proposed a new measure of complexity for finite Boolean functions, called garden-hose complexity. This measure can be viewed as a type of distributed space complexity, and while its motivation is mainly in applications to position based quantum cryptography, the playful definition of the model is quite appealing in itself. Garden-hose complexity can be viewed as a natural measure of space, when two players with private inputs compute a Boolean function cooperatively. Space-bounded communication complexity has been investigated before [2, 7, 9] (usually for problems with many outputs), and recently Brody et al. [3] have studied a related model of space bounded communication complexity for Boolean functions (see also [17]). In this context the garden-hose model can be viewed as a memoryless model of communication that is also reversible.

To describe the garden-hose model let us consider two neighbors, Alice and Bob. They own adjacent gardens which happen to have $s$ empty water pipes crossing their common boundary. These pipes are the only means of communication available to the two. Their goal is to compute a Boolean function on a pair of private inputs, using water and the pipes across their gardens as a means of communication.¹

---

* This work is funded by the Singapore Ministry of Education (partly through the Academic Research Fund Tier 3 MOE2012-T3-1-009) and by the Singapore National Research Foundation.

1 It should be mentioned that even though Alice and Bob choose to not communicate in any other way, their intentions are not hostile and neither will deviate from a previously agreed upon protocol.
A garden-hose protocol works as follows: There are $s$ shared pipes. Alice takes some pieces of hose and connects pairs of the open ends of the $s$ pipes. She may keep some of the ends open. Bob acts in the same way for his end of the pipes. The connections Alice and Bob place depend on their local inputs $x,y$, and we stress that every end of a pipe is only connected to at most one other end of a pipe (meaning no Y-shaped pieces of hose may be used to split or combine the flow of water). Finally, Alice connects a water tap to one of those open ends on her side and starts the water. Based on the connections of Alice and Bob, water flows back and forth through the pipes and finally ends up spilling on one side.

If the water spills on Alice’s side we define the output to be 0. Otherwise, the water spills on Bob’s side and the output value is 1. It is easy to see that due to the way the connections are made the water must eventually spill on one of the two sides, since cycles are not possible.

Note that the pipes can be viewed as a communication channel that can transmit $\log s$ bits, and that the garden-hose protocol is memoryless, i.e., regardless of the previous history, water from pipe $i$ always flows to pipe $j$ if those two pipes are connected. Furthermore computation is reversible, i.e., one can follow the path taken by the water backwards (e.g. by sucking the water back).

Buhrman et al. [4] have shown that it is possible to compute every function $f : \{0,1\}^n \times \{0,1\}^n \to \{0,1\}$ by playing a garden-hose game. A garden-hose protocol consists of the scheme by which Alice chooses her connections depending on her private input $x \in \{0,1\}^n$ and how Bob chooses his connections depending on his private input $y \in \{0,1\}^n$. Alice also chooses the pipe that is connected to the tap. The protocol computes a function $f$, if for all inputs with $f(x,y) = 0$ the water spills on Alice’s side, and for all inputs with $f(x,y) = 1$ the water spills on Bob’s side.

The size of a garden-hose protocol is the number $s$ of pipes used. The garden-hose complexity $GH(f)$ of a function $f(x,y)$ is the minimum number of pipes needed in any garden-hose game that computes the value of $f$ for all $x$ and $y$ such that $f(x,y)$ is defined.

The garden-hose model is originally motivated by an application to quantum position-verification schemes [4]. In this setting the position of a prover is verified via communications between the prover and several verifiers. An attack on such a scheme is performed by several provers, none of which are in the claimed position. [4] proposes a protocol for position-verification that depends on a function $f : \{0,1\}^n \times \{0,1\}^n \to \{0,1\}$, and a certain attack on this scheme requires the attackers to share as many entangled qubits as the garden-hose complexity of $f$. Hence all $f$ with low garden-hose complexity are not suitable for this task, and it becomes desirable to find explicit functions with large garden-hose complexity.

Buhrman et al. [4] prove a number of results about the garden-hose model:

- Deterministic one-way communication complexity can be used to show lower bounds of up to $\Omega(n/\log n)$ for many functions.
- For the Equality problem they refer to a bound of $GH(\text{Equality}) = \Theta(n)$ shown by Pietrzak (the proof implicitly uses the fooling set technique from communication complexity [10] [personal communication]).
- They argue that super-polynomial lower bounds for the garden-hose complexity of a function $f$ imply that the function cannot be computed in Logspace, making such bounds hard to prove for ‘explicit’ functions.
- They define randomized and quantum variants of the model and show that randomness can be removed at the expense of multiplying size by a factor of $O(n)$ (for quantum larger gaps are known).
- Via a counting argument it is easy to see that most Boolean functions need size $GH(f) = 2^{\Omega(n)}$. 
Very recently Chiu et al. [5] have improved the upper bound for the Equality function to $1.359n$ from the previously known $2n$ bound [4].

1.2 Our Results

We study garden-hose complexity and establish several new connections with well studied models like communication complexity, permutation branching programs, and formula size.

We start by showing that non-deterministic communication complexity gives lower bounds on the garden-hose complexity of any function $f$. This improves the lower bounds of $\Omega(\frac{n}{\log n})$ for several important functions like Inner Product, Disjointness to $\Omega(n)$.

We observe that any 2-way deterministic communication protocol can be converted to a garden-hose protocol so that the complexity $GH(f)$ is upper bounded by the size of the protocol tree of the communication protocol.

We then turn to comparing the model to another nonuniform notion of space complexity, namely branching programs. We show how to convert any permutation branching program to a garden-hose protocol with only a constant factor loss in size.

The most important application of this simulation is that it allows us to find a garden-hose protocol for the distributed Majority function, $DMAJ(x, y) = 1$ if $\sum_{i=1}^{n} (x_i \cdot y_i) \geq \frac{n}{2}$, that has size $O(n \cdot \log^3 n)$, disproving the conjecture in [4] that this function has complexity $\Omega(n^2)$.

Using the garden-hose protocols for Majority, Parity, AND, OR, we show upper bounds on the composition of functions with these.

We then show how to convert any Boolean formula with AND, OR, XOR gates to a garden-hose protocol with a small loss in size. In particular, any formula consisting of arbitrary fan-in 2 gates only can be simulated by a garden-hose protocol with a constant factor loss in size. This result strengthens the previous observation that explicit super-polynomial lower bounds for $GH(f)$ will be hard to show: even bounds of $\Omega(n^{2+\epsilon})$ would improve on the long-standing best lower bounds on formula size due to Nečiporuk from 1966 [12]. We can also simulate formulae including a limited number of Majority gates of arbitrary fan-in, so one might be worried that even super-linear lower bounds could be difficult to prove. We argue, however, that for formulae using arbitrary symmetric gates we can still get near-quadratic lower bounds using a Nečiporuk-type method. Nevertheless we have to leave super-linear lower bounds on the garden-hose complexity as an open problem.

Next we define a notion of time in garden-hose protocols and prove that for any function $f$, if we restrict the number of times water can flow through pipes to some value $k$, we have $GH_k(f) = \Omega(2^{D_k(f)/k})$, where $GH_k$ denotes the time-bounded garden-hose complexity, and $D_k$ the $k$-round deterministic communication complexity. This result leads to strong lower bounds for the time bounded complexity of e.g. Equality, and to a time-hierarchy based on the pointer jumping problem.

Finally, we further investigate the power of randomness in the garden-hose model by considering private coin randomness ([4] consider only public coin randomness).

1.3 Organization

Most proofs are contained only in the full version of the paper, which is available on the arXiv.
2 Preliminaries

2.1 Definition of the Model

We now describe the garden-hose model in graph terminology. In a garden-hose protocol with \( s \) pipes there is a set \( V \) of \( s \) vertices plus one extra vertex, the tap \( t \).

Given their inputs \( x, y \) Alice and Bob want to compute \( f(x, y) \). Depending on \( x \) Alice connects some of the vertices in \( V \cup \{t\} \) in pairs by adding edges \( E_A(x) \) that form a matching among the vertices in \( V \cup \{t\} \). Similarly Bob connects some of the vertices in \( V \) in pairs by adding edges \( E_B(y) \) that form a matching in \( V \).

Notice that after they have added the additional edges, a path starting from vertex \( t \) is formed in the graph \( G = (V \cup \{t\}, E_A(x) \cup E_B(y)) \). Since no vertex has degree larger than 2, this path is unique and ends at some vertex. We define the output of the game to be the parity of the length of the path starting at \( t \). For instance, if the tap is not connected the path has length 0, and the output is 0. If the tap is connected to another vertex, and that vertex is the end of the path, then the path has length 1 and the output is 1 etc.

A garden-hose protocol for \( f: \mathcal{X} \times \mathcal{Y} \rightarrow \{0, 1\} \) is a mapping from \( x \in \mathcal{X} \) to matchings among \( V \cup \{t\} \) together with a mapping from \( y \in \mathcal{Y} \) to matchings among \( V \). The protocol computes \( f(x, y) \) if for all \( x, y \) the path has even length iff \( f(x, y) = 0 \). The garden-hose complexity of \( f \) is the smallest \( s \) such that a garden-hose protocol of size \( s \) exists that computes \( f \).

We note that one can form a matrix \( G_s \) that has rows labeled by all of Alice’s matchings, and columns labeled by Bob’s matchings, and contains the parity of the path lengths. A function \( f \) has garden-hose complexity \( s \) iff its communication matrix is a sub-matrix of \( G_s \). \( G_s \) is called the garden-hose matrix for size \( s \).

2.2 Communication Complexity, Formulae, Branching Programs

Definition 1. Let \( f: \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\} \). In a communication complexity protocol two players Alice and Bob receive inputs \( x \) and \( y \) from \( \{0, 1\}^n \). In the protocol players exchange messages in order to compute \( f(x, y) \). Such a protocol is represented by a protocol tree, in which vertices, alternating by layer, belong to Alice or to Bob, edges are labeled with messages, and leaves either accept or reject. See [10] for more details. The communication matrix is the matrix containing \( f(x, y) \) in row \( x \) and column \( y \).

We say a protocol \( P \) correctly computes the function \( f(x, y) \) if for all \( x, y \) the output of the protocol \( P(x, y) \) is equal to \( f(x, y) \). The communication complexity of a protocol is the maximum number of bits exchanged for all \( x, y \).

The deterministic communication complexity \( D(f) \) of a function \( f \) is the complexity of an optimal protocol that computes \( f \).

Definition 2. The non-deterministic communication complexity \( N(f) \) of a Boolean function \( f \) is the length of the communication in an optimal two-player protocol in which Alice and Bob can make non-deterministic guesses, and there are three possible outputs accept, reject, undecided. For each \( x, y \) with \( f(x, y) = 1 \) there is a guess that will make the players accept but there is no guess that will make the players reject, and vice versa for inputs with \( f(x, y) = 0 \).

Note that the above is the two-sided version of non-deterministic communication complexity. It is well known [10] that \( N(f) \leq D(f) \leq O(N^2(f)) \), and that these inequalities are tight.
Definition 3. In a public coin randomized protocol for $f$ the players have access to a public source of random bits. For all inputs $x, y$ it is required that the protocol gives the correct output with probability $1 - \epsilon$ for some $\epsilon < 1/2$. The public coin randomized communication complexity of $f$, $R^{\text{pub}}_\epsilon(f)$ is the complexity of the optimal public coin randomized protocol. Private coin protocols are defined analogously (players now have access only to private random bits), and their complexity is denoted by $R_\epsilon(f)$.

Definition 4. The deterministic communication complexity of protocols with at most $k$ messages exchanged, starting with Alice, is denoted by $D_k(f)$.

Definition 5. In a simultaneous message passing protocol, both Alice and Bob send messages $m_A, m_B$ to a referee. The referee, based on $m_A, m_B$, computes the output. The simultaneous communication complexity of a function $f$, $R||_\epsilon(f)$, is the cost of the best simultaneous protocol that computes the function $f$ using private randomness and error $1/3$.

Next we define Boolean formulae.

Definition 6. A Boolean formula is a Boolean circuit whose every node has fan-out 1 (except the output gate). A Boolean formula of depth $d$ is then a tree of depth $d$. The nodes are labeled by gate functions from a family of allowed gate functions, e.g. the class of the 16 possible functions of the form $f: \{0, 1\} \times \{0, 1\} \rightarrow \{0, 1\}$ in case the fan-in is restricted to 2. Another interesting class of gate functions is the class of all symmetric functions (of arbitrary fan-in). The formula size of a function $f$ (relative to a class of gate functions) is the smallest number of leaves in a formula computing $f$.

Finally, we define branching programs. Our definition of permutation branching programs is extended in a slightly non-standard way.

Definition 7. A branching program is a directed acyclic graph with one source node and two sink nodes (labeled with accept and reject). The source node has in-degree 0. The sink nodes have out-degree 0. All non-sink nodes are labeled by variables $x_i \in \{x_1, \ldots, x_n\}$ and have out-degree 2. The computation on an input $x$ starts from the source node and depending on the value of $x_i$ on a node either moves along the left outgoing edge or the right outgoing edge of that node. An input $x \in \{0, 1\}^n$ is accepted iff the path defined by $x$ in the branching program leads to the sink node labeled by accept. The length of the branching program is the maximum length of any path, and the size is the number of nodes.

A layered branching program of length $l$ is a branching program where all non-sink nodes (except the source) are partitioned into $l$ layers. All the nodes in the same layer query the same variable $x_i$, and all outgoing edges of the nodes in a layer go to the nodes in the next layer or directly to a sink. The width of a layered branching program is defined to be the maximum number of nodes in any layer of the program. We consider the starting node to be in layer 0 and the sink nodes to be in layer $l$.

A permutation branching program is a layered branching program, where each layer has the same number $k$ of nodes, and if $x_i$ is queried in layer $i$, then the edges labeled with 0 between layers $i$ and $i+1$ form an injective mapping from $\{1, \ldots, k\}$ to $\{1, \ldots, k\} \cup \{\text{accept, reject}\}$ (and so do the the edges labeled with 0). Thus, for permutation branching programs if we fix the value of $x_i$, each node on level $i+1$ has in-degree at most 1.

We call a permutation branching program strict if there are no edges to accept/reject from internal layers. This is the original definition of permutation branching programs. Programs that are not strict are also referred to as loose for emphasis.

We denote by $PBP(f)$ the minimal size of a permutation branching program that computes $f$. 
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We note that simple functions like AND, OR can easily be computed by linear size loose permutation branching programs of width 2, something that is not possible for strict permutation branching programs [1].

3 Garden-Hose Protocols and Communication Complexity

3.1 Lower Bound via Non-deterministic Communication

In this section we show that non-deterministic communication complexity can be used to lower bound $GH(f)$. This bound is often better than the bound $GH(f) \geq \Omega(D_1(f)/\log(D_1(f)))$ shown in [4], which cannot be larger than $n/\log n$.

Theorem 8. $GH(f) \geq N(f) - 1$.

The main idea is that a nondeterministic protocol that simulates the garden-hose game can choose the set of pipes that are used on a path used on inputs $x,y$ instead of the path itself, reducing the complexity of the protocol. The set that is guessed may be a superset of the actually used pipes, introducing ambiguity. Nevertheless we can make sure that the additionally guessed pipes form cycles and are thus irrelevant.

As an application consider the function $IP(x,y) = \sum_{i=1}^{n} (x_i \cdot y_i) \mod 2$. It is well known that $N(IP) \geq n + 1$ [10], hence we get that $GH(IP) \geq n$. The same bound holds for Disjointness. These bounds improve on the previous $\Omega(n/\log n)$ bounds for these functions [4]. Furthermore note that the fooling set technique gives only bounds of size $\log^2 n$ for the complexity of $IP$ (see [10]), so the technique previously used to get a linear lower bound for Equality fails for $IP$.

3.2 $GH(f)$ At Most The Size of a Protocol Tree for $f$

Buhrman et al. [4] show that any one way communication complexity protocol with complexity $D_1(f)$ can be converted to a garden-hose protocol with $2^{D_1(f)} + 1$ pipes. One-way communication complexity can be much larger than two-way communication [16].

Theorem 9. For any function $f$, the garden-hose complexity $GH(f)$ is upper bounded by the number of edges in a protocol tree for $f$.

The construction is better than the previous one in [4] for problems for which one-way communication is far from the many-round communication complexity.

4 Relating Permutation Branching Programs and the Garden-Hose Model

Definition 10. In a garden hose protocol a spilling-pipe on a player’s side is a pipe such that water spills out of that pipe on the player’s side during the computation for some input $x,y$.

We say a protocol has multiple spilling-pipes if there is more than one spilling-pipe on Alice’s side or on Bob’s side.

We now show a technical lemma that helps us compose garden-hose protocols without blowing up the size too much.

Lemma 11. A garden-hose protocol $P$ for $f$ with multiple spilling pipes can be converted to another garden-hose protocol $P'$ for $f$ that has only one spilling pipe on Alice’s side and one spilling pipe on Bob’s side. The size of $P'$ is at most 3 times the size of $P$ plus 1.
Next we are going to show that it is possible to convert a (loose) permutation branching program into a garden-hose protocol with only a constant factor increase in size. We are stating a more general fact, namely that the inputs to the branching program we simulate can be functions (with small garden-hose complexity) instead of just variables. This allows us to use composition.

Lemma 12. \( \text{GH}(g(f_1, f_2, \ldots, f_k)) = O(s \cdot \max(C_i)) + O(1), \) where \( \text{PBP}(g) = s \) and \( \text{GH}(f_i) = C_i \) and \( f_i : \{0,1\}^n \times \{0,1\}^n \to \{0,1\} \). The \( f_i \) do not necessarily have the same inputs \( x, y \).

A first corollary is the following fact already shown in [4]. Nonuniform Logspace is equal to the class of all languages recognizable by polynomial size families of branching programs. Since reversible Logspace equals deterministic Logspace [11], and a reversible Logspace machine (on a fixed input length) can be transformed into a polynomial size permutation branching program, we get the following.

Corollary 13. \( \text{Logspace} \subseteq \text{GH}(\text{poly}(n)) \). This holds for any partition of the variables among Alice and Bob.

The Distributed Majority Function

In this section we investigate the complexity of the Distributed Majority function.

Definition 14. Distributed Majority: \( \text{DMAJ}(x, y) = 1 \) iff \( \sum_{i=1}^{n} (x_i \cdot y_i) \geq \frac{n}{2} \), where \( x, y \in \{0,1\}^n \).

Buhrman et al. [4] have conjectured that the complexity of this function is quadratic, which is what is suggested by the naïve garden-hose protocol for the problem. The naïve protocol implicitly keeps one counter for \( i \) and one for the sum, leading to quadratic size. Here we describe a construction of a permutation branching program of size \( O(n \cdot \log^3 n) \) for Majority, which can then be used to construct a garden-hose protocol for the Distributed Majority function. Note that the Majority function itself can be computed in the garden-hose model using \( O(n) \) pipes (for any way to distribute inputs to Alice and Bob), since Alice can just communicate \( \sum x_i \) to Bob. The advantage of using a permutation branching program to compute Majority is that by Lemma 12 we can then find a garden-hose protocol for the composition of Majority and the Boolean AND, which is the Distributed Majority function. Our construction of a permutation branching program adapts a branching program construction by Sinha and Thathachar [19].

Lemma 15. \( \text{PBP}(\text{MAJ}) = O(n \cdot \log^3 n) \).

We can now state our result about the composition of functions \( f_1, \ldots, f_k \) with small garden-hose complexity via a Majority function.

Lemma 16. For \( (f_1, f_2, \ldots, f_k) \), where each function \( f_i \) has garden-hose complexity \( \text{GH}(f_i) \), \( \text{GH}(\text{MAJ}(f_1, \ldots, f_k)) = O(\sum \text{GH}(f_i)) \cdot \log^3 k) \).

The lemma immediately follows from combining Lemma 15 with Lemma 12. Considering \( f_i = x_i \wedge y_i \), we get

Corollary 17. The garden-hose complexity of distributed Majority is \( O(n \log^2 n) \).
6 Composition and Connection to Formula Size

We wish to relate $GH(f)$ to the formula size of $f$. To do so we examine composition of garden-hose protocols by popular gate functions.

Theorem 18. For $(f_1, f_2, \ldots, f_k)$, where each function $f_i$ has garden-hose complexity $GH(f_i)$

- $GH(\lor f_i) = O(\sum GH(f_i))$.
- $GH(\land f_i) = O(\sum GH(f_i))$.
- $GH(\oplus f_i) = O(\sum GH(f_i))$.
- $GH(MAJ(f_i)) = O(\sum GH(f_i) \cdot \log^3 k)$.

This result follows from Lemma 16 and Lemma 12 combined with the trivial loose permutation branching programs for AND, OR, XOR.

We now turn to the simulation of Boolean formulae by garden-hose protocols. We use the simulation of formulae over the set of all fan-in 2 function by branching programs due to Giel [6].

Theorem 19. Let $F$ be a formula for a Boolean function $g$ on $k$ inputs made of gates $\{\land, \lor, \oplus\}$ of arbitrary fan-in. If $F$ has size $s$ and $GH(f_i) \leq c$ for all $i$, then for all constants $\epsilon > 0$ we have $GH(g(f_1, f_2, \ldots, f_k)) \leq O(s^{1+\epsilon} \cdot c)$.

Proof. Giel [6] shows the following simulation result:

Fact 1. Let $\epsilon > 0$ be any constant. Assume there is a formula with arbitrary fan-in 2 gates and size $s$ for a Boolean function $f$. Then there is a layered branching program of size $O(s^{1+\epsilon})$ and width $O(1)$ that also computes $f$.

By inspection of the proof it becomes clear that the constructed branching program is in fact a strict permutation branching program (an exponential increase in the width would yield this property in any case). The theorem follows by applying Lemma 12.

Corollary 20. When the $f_i$’s are single variables $GH(g) \leq O(s^{1+\epsilon})$ for all constants $\epsilon > 0$. Thus any lower bound on the garden-hose complexity of a function $g$ yields a slightly smaller lower bound on formula-size (all gates of fan-in 2 allowed).

The best lower bound of $\Omega(n^2 / \log n)$ known for the size of formulae over the basis of all fan-in 2 gate function is due to Nečiporuk [12]. The Nečiporuk lower bound method (based on counting subfunctions) can also be used to give the best general branching program lower bound of $\Omega(n^2 / \log^2 n)$ (see [20]).

Due to the above any lower bound larger than $\Omega(n^{2+\epsilon})$ for the garden-hose model would immediately give lower bounds of almost the same magnitude for formula size and permutation branching program size. Proving super-quadratic lower bounds in these models is a long-standing open problem.

Due to the fact that we have small permutation branching programs for Majority, we can even simulate a more general class of formulae involving a limited number of Majority gates.

Theorem 21. Let $F$ be a formula for a Boolean function $g$ on $n$ inputs made of gates $\{\land, \lor, \oplus\}$ of arbitrary fan-in. Additionally, on any path from the root to the leaves there may be up to $O(1)$ Majority gates. If $F$ has size $s$, then for all constants $\epsilon > 0$ we have $GH(g) \leq O(s^{1+\epsilon})$. 
Proof. Proceeding in reverse topological order we can replace all sub-formulae below a Majority gate by garden-hose protocols with Theorem 19, increasing the size of the sub-formula. Then we can apply Lemma 16 to replace the sub-formula including the Majority gate by a garden-hose protocol. If the size of the formula below the Majority gate is $\tilde{s}$, then the garden-hose size is $O(\tilde{s}^{1+\epsilon'})$, where the poly-logarithmic factor of Lemma 16 is hidden in the polynomial increase. Since every path from root to leaf has at most $c = O(1)$ Majority gates, and we may choose the $\epsilon'$ in Theorem 19 to be smaller than $\epsilon/c$, we get our result. ◀

6.1 The Nečiporuk Bound with Arbitrary Symmetric Gates

Since garden-hose protocols can even simulate formulae containing some arbitrary fan-in Majority gates, the question arises whether one can hope for super-linear lower bounds at all. Maybe it is hard to show super-linear lower bounds for formulae having Majority gates? Note that very small formulae for the Majority function itself are not known (the currently best construction yields formulae of size $O(n^{3.03})$ [18]), hence we cannot argue that Majority gates do not add power to the model. In this subsection we sketch the simple observation that the Nečiporuk method [12] can be used to give good lower bounds for formulae made of arbitrary symmetric gates of any fan-in. Hence there is no obstacle to near-quadratic lower bounds from the formula size connection we have shown. We stress that nevertheless we do not have any super-linear lower bounds for the garden-hose model.

We employ the communication complexity notation for the Nečiporuk bound from [8].

\begin{theorem}
Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ be a Boolean function and $B_1, \ldots, B_k$ a partition of the input bits of $f$. Denote by $D_j(f)$ the deterministic one-way communication complexity of $f$, when Alice receives all inputs except those in $B_j$, and Bob the inputs in $B_j$. Then the size (number of leaves) of any formula consisting of arbitrary symmetric Boolean gates is at least $\sum D_j(f)/\log n$.
\end{theorem}

The theorem is as good as the usual Nečiporuk bound except for the log-factor, and can hence be used to show lower bounds of up to $\Omega(n^2/\log^2 n)$ on the formula size of explicit functions like IndirectStorageAccess [20].

7 Time Bounded Garden-Hose Protocols

We now define a notion of time in garden-hose complexity.

\begin{definition}
Given a garden-hose protocol $P$ for computing function $f$, and an input $x, y$ we refer to the pipes that carry water in $P$ on $x, y$ as the wet pipes. Let $T_P$ denote the maximum number of wet pipes for any input $(x, y)$ in $P$.

The number of wet pipes on input $x, y$ is equal to the length of the path the water takes and thus corresponds to the time the computation takes. Thus it makes sense to investigate protocols which have bounded time $T_P$. Furthermore, the question is whether it is possible to simultaneously optimize $T_P$ and the number of pipes used.

\begin{definition}
We define $GH_k(f)$ to be the complexity of an optimal garden-hose protocol $P$ for computing $f$ where for any input $(x, y)$ we have that $T_P$ is bounded by $k$.

As an example consider the Equality function (test whether $x = y$). The straightforward protocol that compares bit after bit has cost $3n$ but needs time $2n$ in the worst case. On the other hand one can easily obtain a protocol with time 2, that has cost $O(2^n)$: use $2^n$ pipes to communicate $x$ to Bob. We have the following general lower bound.

\begin{theorem}
\end{theorem}
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Theorem 25. For all Boolean functions \( f \) we have \( GH_k(f) = \Omega(2^{D_k(f)/k}) \), where \( D_k(f) \) is the deterministic communication complexity of \( f \) with at most \( k \) rounds (Alice starting).

Proof. We rewrite the claim as \( D_k(f) = O(k \cdot \log GH_k(f)) \).

Let \( P' \) be the garden-hose protocol for \( f \) that achieves complexity \( GH_k(f) \) for \( f \). The deterministic \( k \)-round communication protocol for \( f \) simulates \( P' \) by simply following the flow of the water. In each round Alice or Bob (alternatingly) send the name of the pipe used at that time by \( P' \).

Thus for Equality we have for instance that \( GH_{\sqrt{n}}(\text{Equality}) = \Omega(2^{\sqrt{n}}) \). There is an almost matching upper bound of \( GH_{\sqrt{n}}(\text{Equality}) = O(2^{\sqrt{n}} \cdot \sqrt{n}) \) by using \( \sqrt{n} \) blocks of \( 2^{\sqrt{n}} \) pipes to communicate blocks of \( \sqrt{n} \) bits each.

We can easily deduce a time-cost tradeoff from the above: For Equality the product of time and cost is at least \( \Omega(n^2/\log n) \), because for time \( T < o(n/\log n) \) we get a super-linear bound on the size, whereas for larger \( T \) we can use that the size is always at least \( n \).

### 7.1 A Time-Size Hierarchy

The Pointer Jumping Function is well-studied in communication complexity. We describe a slight restriction of the problem in which the inputs are permutations of \( \{1, \ldots, n\} \).

**Definition 26.** Let \( U \) and \( V \) be two disjoint sets of vertices such that \( |U| = |V| = n \).

Let \( F_A = \{f_A : f_A : U \to V \text{ and } f_A \text{ is bijective}\} \) and \( F_B = \{f_B : f_B : V \to U \text{ and } f_B \text{ is bijective}\} \). For a pair of functions \( f_A \in F_A \) and \( f_B \in F_B \) define \( f(v) = \begin{cases} f_A(v) & \text{if } v \in U \\ f_B(v) & \text{if } v \in V. \end{cases} \)

Then \( f_0(v) = v \) and \( f_k(v) = f(f_{k-1}(v)) \).

Finally, the pointer jumping function \( PJ_k : F_A \times F_B \to \{0, 1\} \) is defined to be the XOR of all bits in the binary name of \( f_k(v_0) \), where \( v_0 \) is a fixed vertex in \( U \).

Round-communication hierarchies for \( PJ_k \) or related functions are investigated in [15]. Here we observe that \( PJ_k \) gives a time-size hierarchy in the garden-hose model. For simplicity we only consider the case where Alice starts.

**Theorem 27.**

1. \( PJ_k \) can be computed by a garden-hose protocol with time \( k \) and size \( kn \).
2. Any garden-hose protocol for \( PJ_k \) that uses time at most \( k - 1 \) has size \( 2^{O(n/k)} \) for all \( k \leq n/(100 \log n) \).

We note that slightly weaker lower bounds hold for the randomized setting.

### 8 Randomized Garden-Hose Protocols

We now bring randomness into the picture and investigate its power in the garden-hose model. Buhrman et al [4] have already considered protocols with public randomness. In this section we are mainly interested in the power of private randomness.

**Definition 28.** Let \( RGH^{\text{pub}}(f) \) denote the minimum complexity of a garden-hose protocol for computing \( f \), where the players have access to public randomness, and the output is correct with probability \( 2/3 \) (over the randomness). Similarly, we can define \( RGH^{\text{pri}}(f) \), the cost of garden-hose protocols with access to private randomness.

By standard fingerprinting ideas [10] we can observe the following.

**Claim 1.** \( RGH^{\text{pub}}(\text{Equality}) = O(1) \).
Claim 2. $\text{RGH}_{\text{pri}}(\text{Equality}) = O(n)$, and this is achieved by a constant time protocol.

Proof. The second claim follows from Newman’s theorem [13] showing that any public coin protocol with communication cost $c$ can be converted into a private coin protocol with communication cost $c + \log n + O(1)$ bits on inputs of length $n$ together with the standard public coin protocol for Equality, and the protocol tree simulation of Theorem 9.

Of course we already know that even the deterministic complexity of Equality is $O(n)$, hence the only thing achieved by the above protocol is the reduction in time complexity. Note that due to our result of the previous section computing Equality deterministically in constant time needs exponentially many pipes.

Buhrman et al. [4] have shown how to de-randomize a public coin protocols at the cost of increasing size by a factor of $O(n)$, so the factor $n$ in the separation between public coin and deterministic protocols above is the best that can be achieved. This raises the question whether private coin protocols can ever be more efficient in size than the optimal deterministic protocol. We now show that there are no very efficient private coin protocols for Equality.

Claim 3. $\text{RGH}_{\text{pri}}(\text{Equality}) = \Omega(\sqrt{n}/\log n)$

Proof. To prove this we first note that $\text{RGH}_{\text{pri}}(f) = \Omega(R_{||}(f)/\log R_{||}(f))$, where $R_{||}(f)$ is the cost of randomized private coin simultaneous message protocols for $f$ (Alice and Bob can send their connections to the referee). Hence, $\text{RGH}_{\text{pri}}(f) = \Omega(R_{||\text{pri}}(f)/\log R_{||\text{pri}}(f))$, but Newman and Szegedy [14] show that $\text{RGH}_{\text{pri}}(\text{Equality}) = \Omega(\sqrt{n})$.

9 Open Problems

- We show that getting lower bounds on $G(f)$ larger than $\Omega(n^{2+\epsilon})$ will be hard. But we know of no obstacles to proving super-linear lower bounds.
- Possible candidates for quadratic lower bounds could be the Disjointness function with set size $n$ and universe size $n^2$, and the IndirectStorageAccess function.
- Consider the garden-hose matrix $G_s$ as a communication matrix. How many distinct rows does $G_s$ have? What is the deterministic communication complexity of $G_s$? The best upper bound is $O(s \log s)$, and the lower bound is $\Omega(s)$. An improved lower bound would give a problem, for which $D(f)$ is larger than $G(f)$.
- We have proved $\text{RGH}_{\text{pri}}(\text{Equality}) = \Omega(\sqrt{n}/\log n)$. Is it true that $\text{RGH}_{\text{pri}}(\text{Equality}) = \Theta(n)$? Is there any problem where $\text{RGH}_{\text{pri}}(f)$ is smaller than $G(f)$?
- It would be interesting to investigate the relation between the garden-hose model and memoryless communication complexity, i.e., a model in which Alice and Bob must send messages depending on their input and the message just received only. The garden-hose model is memoryless, but also reversible.
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Abstract
The VP versus VNP question, introduced by Valiant, is probably the most important open question in algebraic complexity theory. Thanks to completeness results, a variant of this question, VBP versus VNP, can be succinctly restated as asking whether the permanent of a generic matrix can be written as a determinant of a matrix of polynomially bounded size. Strikingly, this restatement does not mention any notion of computational model. To get a similar restatement for the original and more fundamental question, and also to better understand the class itself, we need a complete polynomial for VP. Ad hoc constructions yielding complete polynomials were known, but not natural examples in the vein of the determinant. We give here several variants of natural complete polynomials for VP, based on the notion of graph homomorphism polynomials.
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1 Introduction
One of the most important open questions in algebraic complexity theory is to decide whether the classes VP and VNP are distinct. These classes, first defined by Valiant in [12, 13], are the algebraic analogues of the Boolean complexity classes P and NP, and separating them is essential for separating P from NP (at least non-uniformly and assuming the generalised Riemann Hypothesis, over the field C, [3]). Valiant established that the family of polynomials computing the permanent is complete for VNP under a suitable notion of reduction which can be thought of as a very strong form of polynomial-size reduction. The leading open question of VP versus VNP is often phrased as the permanent versus the determinant, as the determinant is complete for VP. However, the hardness of the determinant for VP is under the more powerful quasi-polynomial-size reductions. Under polynomial reductions, the determinant is complete for the possibly smaller class VBP. This naturally raises the question of finding polynomials which are complete for VP under polynomial-size reductions. Ad hoc families of generic polynomials can be constructed that are VP-complete, but, surprisingly, there are no known natural polynomial families that are VP-complete. Since complete problems characterise complexity classes, the existence of natural complete problems lends
added legitimacy to the study of a class. The determinant and the permanent make the classes VBP, VNP interesting; analogously, what characterises VP?

Our results and techniques

In this paper, we provide the first instance of natural families of polynomials that (1) are defined independently of the circuit definition of VP, and (2) are VP-complete. The families we consider are families of homomorphism polynomials. Formal definitions appear in Section 2, but here is a brief description. For graphs $G$ and $H$, a homomorphism from “source graph” $G$ to “target graph” $H$ is a map from $V(G)$ to $V(H)$ that preserves edges. If $G$ and $H$ are directed, a directed homomorphism must preserve directed edges. Additionally, if the vertices of $G$ and $H$ are coloured, a coloured homomorphism must also preserve colours. Placing distinct variables on the vertices ($X$ variables) and edges ($Y$ variables) of the target graph $H$, we can associate with each homomorphism from $G$ to $H$ a monomial built using these variables. The homomorphism polynomial associated with $G$ and $H$ is the sum of all such monomials. Various variants can be obtained by (1) summing only over homomorphisms of a certain type $\mathcal{H}$, e.g., directed, coloured, injective, ... (2) setting non-negative weights $\alpha$ on the vertices of $G$ and using these weights while defining the monomial associated with a homomorphism. Thus the general form of a homomorphism polynomial is $f_{G,H,\alpha,\mathcal{H}}(X,Y)$. We show that over fields of characteristic zero, with respect to constant-depth oracle reductions, the following natural settings, in order of increasing generality, give rise to VP-complete families (Theorem 19):

1. $G$ is a balanced alternately-binary-unary tree with $n$ leaves, with a marker gadget added to the root, and with edge directions chosen in a specific way; $H$ is the complete directed graph on $n^6$ nodes; $\alpha$ is 1 everywhere; $\mathcal{H}$ is the set of directed homomorphisms.
2. $G$ is an undirected balanced alternately-binary-unary tree with $n$ leaves; $H$ is the complete undirected graph on $n^6$ nodes; $\alpha$ is 1 everywhere; the vertices are coloured with 5 colours in a specific way; $\mathcal{H}$ is the set of coloured homomorphisms.
3. $G$ is a balanced binary tree with $n$ leaves; $H$ is a complete graph on $n^6$ nodes; $\alpha$ is 1 for every right child in $G$ and 0 elsewhere; $\mathcal{H}$ is the set of all homomorphisms from $G$ to $H$.

There seems to be a trade-off between the ease of describing the source and target graphs and the use of weights $\alpha$. The first family above does not use weights ($\alpha$ is 1 everywhere), but $G$ needs a marker gadget on a naturally defined graph. The second family also does not use weights ($\alpha$ is 1 everywhere), but the colouring of $H$ is described with reference to previously known universal circuits. The third family has very natural source and target graphs, but requires non-trivial $\alpha$. Ideally, we should be able to show VP-completeness with $G$ and $H$ as in the third family and with trivial weights as in the first two families; our hardness proofs fall short of this. Note however that the weights we use are 0-1 valued. Such 0-1 weights are commonly used in the literature, see, e.g., [2].

A crucial ingredient in our hardness proofs is the fact that VP circuits can be depth-reduced [14] and made multiplicatively disjoint [8] so that all parse trees are isomorphic to balanced binary trees. Another crucial ingredient is that homogeneous components of a polynomial $p$ can be computed in constant depth and polynomial size with oracle gates for $p$. The hardness proofs illustrate how the monomials in the generic VP-complete polynomial can be put in correspondence with a carefully chosen homogeneous component of the homomorphism polynomial (equivalently, with monomials associated with homomorphisms and satisfying some degree constraints in certain variables). Extracting the homogeneous component is what necessitates an oracle-reduction (constant depth suffices) for hardness. The coloured homomorphism polynomial is however hard even with respect to projections, the stricter form of polynomial-size reductions which is more common in this setting.
For all the above families, membership in $\mathsf{VP}$ is shown in a uniform way by showing that a more general homomorphism polynomial, where we additionally have a set of variables $Z$ for each pair of nodes $V(G) \times V(H)$, is in $\mathsf{VP}$, and that the above variants can be obtained from this general polynomial through projections. The generalisation allows us to partition the terms corresponding to $H$ into groups based on where the root of $G$ is mapped, factorise the sums within each group, and recurse. A crucial ingredient here is the powerful Baur-Strassen Lemma 3 ([1]) which says that for a polynomial $p$ computed by a size $s$ circuit, $p$ and all its first-order derivatives can be simultaneously computed in size $O(s)$.

We also show that when $G$ is a path (instead of a balanced binary tree), the homomorphism polynomial family is complete for $\mathsf{VBP}$. On the other hand, using the generalised version with $Z$ variables, and letting $G,H$ be complete graphs, we get completeness for $\mathsf{VNP}$.

**Previous related results**

As mentioned earlier, very little was previously known about $\mathsf{VP}$-completeness. In [3], Bürgisser showed that a generic polynomial family constructed recursively while controlling the degree is complete for $\mathsf{VP}$ (Bürgisser showed something even more general; completeness for relativised $\mathsf{VP}$). The construction directly follows a topological sort of a generic $\mathsf{VP}$ circuit. In [10] (see also [11]), Raz used the depth-reduction of [14] to show that a family of “universal circuits” is $\mathsf{VP}$-complete; any $\mathsf{VP}$ computation can be embedded into it by appropriately setting the variables. Both these $\mathsf{VP}$-complete families are thus directly obtained using the circuit definition / characterization of $\mathsf{VP}$. In [9], Mengel described a way of associating polynomials with constraint satisfaction programs CSPs, and showed that for CSPs where all constraints are binary and the underlying constraint graph is a tree, these polynomials are in $\mathsf{VP}$. Further, for each $\mathsf{VP}$-polynomial, there is such a CSP giving rise to the same polynomial. This means that for the CSP corresponding to the generic $\mathsf{VP}$ polynomial or universal circuit, the associated polynomial is $\mathsf{VP}$-complete. The unsatisfactory element here is that to describe the complete polynomial, one again has to fall back to the circuit definition of $\mathsf{VP}$. Similarly, in [4], it is shown that tensor formulas can be computed in $\mathsf{VP}$ and can compute all polynomials in $\mathsf{VP}$. Again, to put our hands on a specific $\mathsf{VP}$-complete tensor formula, we need to fall back to the circuit characterisation of $\mathsf{VP}$.

For $\mathsf{VBP}$, on the other hand, there are natural known complete problems, most notably the determinant and iterated matrix multiplication.

A somewhat different homomorphism polynomial was studied in [5]; for a graph $H$, the monomials of the polynomial $f_H^n$ encode the distinct graphs of size $n$ that are homomorphic to $H$. The dichotomy result established there gives completeness for $\mathsf{VNP}$ or membership in Valiant’s analogue of $\mathsf{AC}^0$; it does not capture $\mathsf{VP}$.

Finally, a considerable number of works have been done during the last years on the related subject of counting graph homomorphisms (but mostly in the non uniform settings – i.e., when the target graph is fixed – see [7]) or counting models of CSP and conjunctive queries with connections to $\mathsf{VP}$-completeness (see [6]).

**Organization of this paper**

In Section 2, basic definitions and notations and previous results used are stated. In Section 3 we describe the hardness of various homomorphism polynomials for $\mathsf{VP}$. Membership in $\mathsf{VP}$ is established in Section 4. Completeness for $\mathsf{VBP}$ and $\mathsf{VNP}$ is discussed in Section 5. Due to space limitations, detailed proofs had to be omitted.
2 Preliminaries and Notation

An arithmetic circuit is a directed acyclic graph with leaves labeled by variables or field elements, internal nodes (called gates) labeled by one of the field operations $+$ and $\times$, and designated output gates at which specific polynomials are computed in the obvious way. If every node has fan-out at most 1 (only one successor), then the circuit is a formula (the underlying graph is a tree). If at every node labeled $\times$, the subcircuits rooted at the children of the node are disjoint, then the circuit is said to be multiplicatively disjoint. Notions of size and depth are similar to that of classical Boolean circuits. For more details about arithmetic circuits, see for instance [11].

A family of polynomials $\{f_n(x_1,\ldots,x_t(n))\}$ is $p$-bounded if $t(n)$ and $\deg(f_n)$ are $n^{O(1)}$. A $p$-bounded family $\{f_n\}$ is in VP if a circuit family $\{C_n\}$ of size $s(n) \in n^{O(1)}$ computes it.

**Proposition 1** ([14, 8]). If $\{f_n\}$ is in VP, then $\{f_n\}$ can be computed by polynomial-size circuits of depth $O(\log n)$ where each $\times$ gate has fan-in at most 2. Furthermore, the circuits are multiplicatively disjoint.

We say that $\{f_n\}$ is a $p$-projection of $\{g_n\}$ if there is an $m(n) \in n^{O(1)}$ such that each $f_n$ can be obtained from $g_{m(n)}$ by setting each of the variables in $g_{m(n)}$ to a variable of $f_n$ or to a field element.

A constant-depth $\omega$-reduction from $\{f_n\}$ to $\{g_n\}$, denoted $f \leq_\omega g$, is a polynomial-size constant-depth circuit family with $+$ and $\times$ gates and oracle gates for $g$, that computes $f$. (This is akin to AC$^0$-Turing reductions in the Boolean world.)

A family $\{D_n\}$ of universal circuits computing a polynomial family $\{p_n\}$ is described in [10, 11]. These circuits are universal in the sense that that every polynomial $f(X_1,\ldots,X_s)$ of degree $d$, computed by a circuit of size $s$, can be computed by a circuit $\Psi$ such that the underlying graph of $\Psi$ is the same as the graph of $D_m$, for $m = \poly(n,s,d)$. (In fact, $f_n$ can be obtained as a projection of $p_{m(n)}$) With minor modifications to $\{D_n\}$ (simple padding with dummy gates, followed by the multiplicative disjointness transformation from [8]), we can show that there is a universal circuit family $\{C_n\}$ in the normal form described below:

**Definition 2** (Normal Form Universal Circuits). A universal circuit $\{C_n\}$ in normal form is a circuit with the following structure:

- It is a layered and semi-unbounded circuit, where $\times$ gates have fan-in 2, whereas $+$ gates are unbounded.
- Gates are alternating, namely every child of a $\times$ gate is a $+$ gate and vice versa. Without loss of generality, the root is a $\times$ gate.
- All the input gates have fan-out 1 and they are at the same level, i.e., all paths from the root of the circuit to an input gate have the same length.
- $C_n$ is a multiplicatively disjoint circuit.
- Input gates are labeled by distinct variables. In particular, there are no input gates labeled by a constant.
- Depth $(C_n) = 2k(n) = 2c[\log n]$; number of variables $(\bar{x}) = v_n$; and size $(C_n) = s_n$, which is polynomial in $n$.
- The degree of the polynomial computed by the universal circuit is $n$.

We will identify the directed graph of the circuit, where each edge $e$ is labeled by a new variable $X_e$, by the circuit itself. Let $(f_{C_n}(\bar{x}))_n$ be the polynomial family computed by the universal circuit family in normal form.
we associate the monomial by induction on its size:

\[ L (f, \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_n}) \leq 3L (f). \]

The coefficient of a particular monomial in a polynomial can be extracted as described below. It appears to be folklore, and was noted in [3]; a version appears in [5] (Lemma 2).

**Lemma 4 (Folklore).** Let \( F \) be any field of characteristic zero.

1. Let \( p \) be a polynomial in \( F(W) \), with total degree at most \( D \). Let \( m \) be any monomial, with \( k \) distinct variables appearing in it. The coefficient of \( m \) in \( p \) can be computed by a \( O(k) \)-depth circuit of size \( O(Dk) \) with oracle gates for \( p \).
2. Let \( p \) be a polynomial in \( F(\bar{X}, \bar{W}) \), with \( |\bar{W}| = n \) and total degree in \( \bar{W} \) at most \( D \). Let \( p_d \) denote the component of \( p \) of total degree in \( \bar{W} \) exactly \( d \). Then \( p_d \) can be computed by a constant depth circuit of size \( O(Dn) \) with \( O(D) \) oracle gates for \( p \).

We use \((u, v)\) to denote an undirected edge between \( u \) and \( v \), and \([u, v]\) to denote a directed edge from \( u \) to \( v \).

**Definition 5 (Homomorphisms).** Let \( G = (V(G), E(G)) \) and \( H = (V(H), E(H)) \) be two undirected graphs. A homomorphism from \( G \) to \( H \) is a mapping \( \phi : V(G) \to V(H) \) such that the image of an edge is an edge; i.e., for all \((u, v) \in E(G)\), \((\phi(u), \phi(v)) \in E(H)\).

If \( G, H \) are directed graphs, then a homomorphism only needs to satisfy for all \((u, v) \in E(G)\), at least one of \((\phi(u), \phi(v)), (\phi(v), \phi(u)) \) is in \( E(H) \). But a directed homomorphism must satisfy for all \((u, v) \in E(G)\), \((\phi(u), \phi(v)) \) in \( E(H) \).

If \( c_G, c_H \) are functions assigning colours to \( V(G) \) and \( V(H) \), then a coloured homomorphism must also satisfy, for all \( u \in V(G) \), \( c_G(u) = c_H(\phi(u)) \).

**Definition 6 (Homomorphism polynomials (see, e.g., [2])).** Let \( G \) and \( H \) be undirected graphs; the definitions for the directed case are analogous. Consider the set of variables \((X \cup Y)\) where \( X = \{X_u|u \in V(H)\} \) and \( Y = \{Y_{uv}|(u, v) \in E(H)\} \). Let \( \alpha : V(G) \to \mathbb{N} \) be a labeling of vertices of \( G \) by non-negative integers. For each homomorphism \( \phi \) from \( G \) to \( H \) we associate the monomial

\[
\text{mon}(\phi) \triangleq \left( \prod_{u \in V(G)} X_{\phi(u)}^{\alpha(u)} \right) \left( \prod_{(u, v) \in E(G)} Y_{\phi(u), \phi(v)} \right).
\]

Let \( \mathcal{H} \) be a set of homomorphisms from \( G \) to \( H \). The homomorphism polynomial \( f_{G,H,\alpha,\mathcal{H}}(X, Y) \) is defined as follows:

\[
f_{G,H,\alpha,\mathcal{H}}(X, Y) = \sum_{\phi \in \mathcal{H}} \text{mon}(\phi) = \sum_{\phi \in \mathcal{H}} \left( \prod_{u \in V(G)} X_{\phi(u)}^{\alpha(u)} \right) \left( \prod_{(u, v) \in E(G)} Y_{\phi(u), \phi(v)} \right).
\]

Some sets of homomorphisms we consider are \textbf{InjDirHom}: injective directed homomorphisms, \textbf{InjHom}: injective homomorphisms, \textbf{DirHom}: directed homomorphisms, \textbf{ColHom}: coloured homomorphisms, \textbf{Hom}: all homomorphisms.

**Definition 7 (Parse trees (see, e.g., [8])).** The set of parse trees of a circuit \( C \) is defined by induction on its size:

- If \( C \) is of size 1, it has only one parse tree, itself.
If the output gate of $C$ is a $\times$ gate whose children are the gates $\alpha$ and $\beta$, the parse trees of $C$ are obtained by taking a parse tree of $C_\alpha$, a parse tree of a disjoint copy of $C_\beta$ and the edges from $\alpha$ and $\beta$ to the output gate.

If the output of $C$ is a $+$ gate, the parse trees of $C$ are obtained by taking a parse tree of a subcircuit rooted at one of the children and the edge from the (chosen) child to the output gate.

Each parse tree $T$ is associated with a monomial by computing the product of the values of the input gates. We denote this value by $\text{mon}(T)$.

Lemma 8 ([8]). If $C$ is a circuit computing a polynomial $f$, then $f(\overline{x}) = \sum_T \text{mon}(T)$, where the sum is over the set of parse trees, $T$, of $C$.

Proposition 9 ([8]). A circuit $C$ is multiplicatively disjoint if and only if any parse tree of $C$ is a subgraph of $C$. Furthermore, a subgraph $T$ of $C$ is a parse tree if the following conditions are met:

- $T$ contains the output gate of $C$.
- If $\alpha$ is a multiplication gate in $T$ having gates $\beta$ and $\gamma$ as children in $C$, then the edges $\langle \beta, \alpha \rangle$ and $\langle \gamma, \alpha \rangle$ also appear in $T$.
- If $\alpha$ is an addition gate in $T$, it has only one child in $T$.
- Only edges and gates obtained in this way belong to $T$.

3 Lower Bounds: VP-hardness

Here we study the question of whether all families of polynomials in VP can be computed by homomorphism polynomials. Instantiating $G$, $H$ and $\alpha$ to our liking we obtain a variety of homomorphism polynomials that are VP-hard. We describe them in increasing order of generalisation.

Definition 10. Let $\text{AT}_k$ be a directed balanced alternately-binary-unary tree with $k$ leaves. Vertices on an odd layer have exactly two incoming edges whereas vertices on an even layer have exactly one incoming edge. The first layer has only one vertex called root, and the edges are directed from leaves towards the root.

Lemma 11. The parse trees of $C_n$, the universal circuit in normal form, are subgraphs of $C_n$ and are isomorphic to $\text{AT}_n$.

This observation suggests a way to capture monomial computations of the universal circuit via homomorphisms from $\text{AT}_k$ into $C_n$.

Injective Directed Homomorphism

Proposition 12. Consider the homomorphism polynomial where

- $G := \text{AT}_m$.
- $H$ is the directed graph corresponding to the universal circuit in normal form $C_m$.
- $\mathcal{H} := \text{set of injective directed homomorphisms from } G \text{ to } H$.
- $\alpha$ is 1 everywhere.

Then, the family $(f_{\text{AT}_m,H,\alpha,\text{InjDirHom}}(\overline{X},\overline{Y}))_m$, where $m \in \mathbb{N}$, is VP-hard for projections.

Proof Sketch. We want to express the universal polynomial through a projection. We set all $X$ variables at leaves to the corresponding variables in $C_m$, and all other $X$ variables and all $Y$ variables to 1. The idea is to show that elements in $\text{InjDirHom}$ are in bijection with
parse trees of $C_m$, and compute the same monomials. It is easy to see that for every parse tree of $C_m$, there is a $\phi \in \text{InjDirHom}$ with exactly this image. On the other hand, every $\phi \in \text{InjDirHom}$ must map the directed paths of length $2 \log m$ in $G$ to directed paths in $H$; this fact can be used to show that its image is a parse tree of $C_m$. ▶

Remark. The hardness proof above will work even if $H$ is the complete directed graph on $\text{poly}(m)$ nodes. In the projection, we can set the $\bar{Y}$ variables to values in $\{0, 1\}$ such that the edges with variables set to 1 together form the underlying graph of $C_m$.

If we follow the proof of the previous proposition and look at the image of a given homomorphism in layers, we notice that “direction”-respecting homomorphisms basically ensured that we never fold back (in the image). In particular, the mapping respect layers. Furthermore “injectivity” helped ensure that vertices within a layer are mapped distinctly. This raises an intriguing question: can we eliminate either assumption (direction or injectivity) and still prove $\text{VP}$-hardness? We answer this question positively, albeit under a stronger notion of reduction.

Injective Homomorphisms

Let $\text{AT}_k$ be defined as the alternately-binary-unary tree $\text{AT}_k$, but with no directions on edges.

Proposition 13. Consider the homomorphism polynomial where

- $G := \text{AT}_m$.
- $H$ is a complete graph (undirected) on $\text{poly}(m)$, say $m^6$, nodes.
- $\mathcal{H} := \text{set of injective homomorphisms from } G \text{ to } H$.
- $\alpha$ is 1 everywhere.

Then, the family $(f_{\text{AT}_m, H, \alpha, \text{InjHom}}(\bar{X}, \bar{Y}))_m$ is $\text{VP}$-hard for constant-depth $c$-reductions.

Proof Sketch. Again, we want to express the universal polynomial. Setting some $Y$ variables to 0 values allows us to pick out $C_m$ from $H$. To enforce directedness of the injective homomorphisms, we assign a special variable $r$ on the edges emerging from the root, and a special variable $\ell$ on edges reaching the leaves. (The remaining $Y$ variables are set to 1; the $X$ variables are set as in Proposition 12.) Now the coefficient of $\ell^m r^2$ in $f$ extracts exactly the contribution of injective directed homomorphisms, and this, by Proposition 12, is the universal polynomial. The desired coefficient can be extracted by a constant-depth $c$-reduction, as described in Lemma 4. ▶

Directed Homomorphisms

Consider the directed alternately-binary-unary-tree $\text{AT}_k$. For every vertex in an odd layer there are two incoming edges. Flip the direction of the right edge for every such vertex. Note that the edges coming into the unary vertices at even layers are unchanged. Also connect a path $t_1 \to t_2 \to \cdots \to t_s$ to the root by adding an edge $\langle t_s, \text{root} \rangle$. The vertices $t_1, \ldots, t_s$ are new vertices. Denote this modified alternately-binary-unary-tree by $\text{AT}_d^{k,s}$.

Theorem 14. Consider the homomorphism polynomial where

- $G := \text{AT}_d^{m,s}$ for sufficiently large $s$ in $\text{poly}(m)$, say $s = m^7$.
- $H$ is a complete directed graph on $\text{poly}(m)$, say $m^6$, nodes.
- $\mathcal{H} := \text{set of directed homomorphisms from } G \text{ to } H$.
- $\alpha$ is 1 everywhere.

Then, the family $(f_{\text{AT}_d^{m,s}, H, \alpha, \text{DirHom}}(\bar{X}, \bar{Y}))_m$ is $\text{VP}$-hard for constant-depth $c$-reductions.
Proof Sketch. To compute the universal polynomial, we set some \( Y \) variables to 0 to pick out from \( H \) the circuit \( C_m \) with a tail at the root. We assign special variables \( r \) and \( t \) on the first and last edge of the tail, and variable \( \ell \) on the edges entering leaves of \( C_m \). The idea is to show that homomorphism monomials with degree exactly 1 in \( r \) and in \( t \) and degree exactly \( m \) in \( \ell \) are in bijection with parse trees of \( C_m \) (and compute the same corresponding monomials). The length of the tail and the degree in \( r \) and \( t \), ensure that any directed homomorphism maps the tail in \( G \) to the tail attached to \( C_m \), so the root of the copy of \( \mathsf{AT}_m \) inside \( G \) is mapped to the root of \( C_m \). The degree constraint in \( \ell \) ensures that the leaves of \( \mathsf{AT}_m \) are mapped to the leaves of \( C_m \), thus preserving layers. An inductive argument based on layer numbers, beginning from the root, and using the multiplicative disjointness of \( C_m \), shows that the homomorphisms must also be injective. This gives the bijection. ▶

Coloured Homomorphisms

In all the above hardness proofs we restricted the set of homomorphisms to be direction-respecting, or injective, or both. Here we show another restriction, called colour-respecting, that gives a VP-hard polynomial. Recall that a homomorphism from a coloured graph to another coloured graph is colour-respecting if it preserves the colour class of vertices.

Consider the following colouring of \( \mathsf{AT}^k \) with colours brown, left, right, white and green. The root of \( \mathsf{AT}^k \) is coloured brown, leaves are coloured green. For every gate on an even layer, if it is the left (resp. right) child of its parent then colour it left (resp. right). Every gate on an odd layer, except the root, is coloured white. Denote this coloured alternately-binary-urnary-tree as \( \mathsf{AT}_k \).

We define a circuit to be properly coloured if the root is coloured brown, leaves are coloured green, all multiplication gates but the root are coloured white and all addition gates are coloured left or right depending on whether they are left or right child respectively.

We obtain a properly coloured circuit from the universal circuit \( C_n \) as follows. For all addition gates in \( C_n \) we make two coloured copies, one coloured left and the other coloured right. We add edge connections as follows: for a multiplication gate we add an incoming edge to it from the left (resp. right) coloured copy of the left (resp. right) child, and for an addition gate the coloured gates are connected as the original gate in the circuit \( C_n \).

We say that an undirected complete graph \( H \) on \( M \) nodes is properly coloured if, for all \( s_n \leq M/2 \), there is an embedding of the graph that underlies an \( s_n \)-sized properly coloured universal circuit, into \( H \).

▶ Theorem 15. Consider the homomorphism polynomial where
- \( G := \mathsf{AT}_m^k \).
- \( H \) is a properly coloured complete graph (undirected) on \( \text{poly}(m) \), say \( m^6 \), nodes.
- \( \mathcal{H} := \text{set of coloured homomorphisms from } G \text{ to } H \).
- \( \alpha \) is 1 everywhere.

Then, the family \( \{ \mathsf{ColHom}(X, \bar{Y}) \}_{m} \), where \( m \in \mathbb{N} \), is VP-hard for projections.

Proof Sketch. As before, \( Y \) variables pick out \( C_m \) from \( H \). The brown and green colours ensure that the root and the leaves of \( G \) are mapped to the root and leaves of \( C_m \) respectively. Injectivity follows from an argument similar to the one used for Theorem 14. ▶

The generic homomorphism polynomial gives us immense freedom in the choice of \( G \), target graph \( H \), weights \( \alpha \) and the set of homomorphisms \( \mathcal{H} \). Until now we used several modified graphs along with different restrictions on \( \mathcal{H} \) to capture computations in the universal circuit. The question here is: can we get rid of restrictions on the set of homomorphisms? We provide a positive answer, using instead weights on the vertices of the source graph.
Homomorphism with weights

For \( k \) a power of 2, let \( T_k \) denote a complete (perfect) binary tree with \( k \) leaves.

**Theorem 16.** Consider the homomorphism polynomial where

- \( G := T_m \).
- \( H \) is a complete graph (undirected) on \( \text{poly}(m) \), say \( m^6 \), nodes.
- \( \mathcal{H} := \text{set of all homomorphisms from } G \text{ to } H \).

Define \( \alpha \) such that,

\[
\alpha(u) = \begin{cases} 
0 & \text{if } u = \text{root} \\
1 & \text{if } u \text{ is the right child of it’s parent} \\
0 & \text{otherwise}
\end{cases}
\]

Then, the family \( (f_{T_m,H,\alpha,\text{Hom}}(\bar{X}, \bar{Y}))_m \) is \( \text{VP-hard for constant-depth } c \text{-reductions.} \)

**Proof Sketch.** Since the source graph is complete binary trees, we first need to compact parse trees and get rid of the unary nodes (corresponding to + gates). We construct from the universal circuit \( C_n \) a graph \( J_n \) that allows us to get rid of the alternating binary-ary parse tree structure while maintaining the property that the compacted “parse trees” are subgraphs of \( J_n \). The graph \( J_n \) has two copies \( gL \) and \( gR \) of each \( \times \) gate and input gate of \( C_n \). It also has two children attached to each leaf node. The edges of \( J_n \) essentially shortcut the \( + \) edges of \( C_n \).

As before, we use \( Y \) variables to pick out \( J_n \) from \( H \). We assign special variables \( w \) on edges from the root to a node \( g_R \), and \( z \) on edges going from a non-root non-input node \( u \) to some right copy node \( g_R \). For an input node \( g \) in the “left sub-graph” of \( J_n \), the new left and right edges are assigned \( c_L \) and \( x \) respectively, where \( x \) is the corresponding input label of \( g \) in \( C_n \), and the node at the end of the \( x \) edge is assigned a special variable \( y \). In the right sub-graph, variable \( c_r \) is used.

We show that homomorphisms whose monomials have degree 1 in \( w \), \( 2^k - 2 \) in \( z \), \( 2^{k-1} \) each in \( c_L \) and \( c_r \), and \( 2^k \) in \( y \) are in bijection with compacted parse trees in \( J_n \). The argument proceeds in stages: first show that the homomorphism is well-rooted (using the degree constraint on \( w \), \( c_L \), \( c_r \), and the 0-1 weights in \( G \)), then show that it preserves layers (does not fold back) (using the degree constraint on \( c_L \), \( c_r \), and \( y \)), then show that it is injective within layers (using the degree constraint in \( z \) and the 0-1 weights in \( G \)).

**4 Upper Bounds: membership in VP**

In this section we will show that most of the variants of the homomorphism polynomial considered in the previous section are also computable by polynomial size arithmetic circuits. That is, the homomorphism polynomials are \( \text{VP-Complete} \). For sake of clarity we describe the membership of a generic homomorphism polynomial in \( \text{VP} \) in detail. Then we explain how to obtain various instantiations via projections.

We define a set of new variables \( \bar{Z} := \{ Z_{u,a} \mid u \in V(G) \text{ and } a \in V(H) \} \). Let us generalise the homomorphism polynomial \( f_{G,H,\alpha,\mathcal{H}} \) as follows:

\[
f_{G,H,\mathcal{H}}(\bar{Z}, \bar{Y}) = \sum_{\phi \in \mathcal{H}} \left( \prod_{u \in V(G)} Z_{u,\phi(u)} \right) \left( \prod_{(u,v) \in E(G)} Y_{\phi(u),\phi(v)} \right).
\]

Note that for a 0-1 valued \( \alpha \), we can easily obtain \( f_{G,H,\alpha,\mathcal{H}} \) from our generic homomorphism polynomial \( f_{G,H,\mathcal{H}} \) via substitution of \( \bar{Z} \) variables, setting \( Z_{u,a} \) to \( X_{u,a}^{\alpha(u)} \). (If \( \alpha \) can take any
non-negative values, then we can still do the above substitution. We will need subcircuits computing appropriate powers of the \( \bar{X} \) variables. The resulting circuit will still be poly-sized and hence in VP, provided the powers are not too large.)

**Theorem 17.** The family of homomorphism polynomials \( (f_m) = f_{G_m, H_m, \text{Hom}}(\bar{Z}, \bar{Y}) \) where
- \( G_m \) is \( T_m \), the complete balanced binary tree with \( m = 2^k \) leaves,
- \( H_m \) is \( K_n \), complete graph on \( n = \text{poly}(m) \) nodes,

is in VP.

**Proof Sketch.** The idea is to group the homomorphisms based on where they send the root of \( G_m \) and its children, and to recursively compute sub-polynomials within each group. The sub-polynomials in a specific group will have a specific set of variables in all their monomials. Thus the group can be identified by suitably combining partial derivatives of the recursively constructed sub-polynomials. (Note: this is why we consider the generalised polynomial with \( \bar{Z} \) instead of \( \bar{X} \) and \( \alpha \). If for some \( u \), \( \alpha(u) = 0 \), then we cannot use partial derivatives to force sending \( u \) to a specific vertex of \( H \).) The partial derivatives themselves can be computed efficiently using Lemma 3.

**Remark.** In the above theorem and proof, if \( G_m \) is \( AT_m \) instead of \( T_m \), essentially the same construction works. The grouping of homomorphisms should be based on the images of the root of \( G_m \) and its children and grandchildren as well.

If \( G_m \) and \( H_m \) have directions, again everything goes through the same way.

If we want to consider a restricted set \( \mathcal{H} \) of homomorphisms \( \text{DirHom} \) or \( \text{ColHom} \) instead of all of \( \text{Hom} \), again the same construction works. All we need is that \( \mathcal{H} \) can be decomposed into independent parts with a local stitching-together operator. That is, whether \( \phi \) belongs to \( \mathcal{H} \) can be verified locally edge-by-edge and/or vertex-by-vertex, so that this can be built into the decomposition and the recursive construction.

From Theorem 17, the discussion preceding it and the remark following it, we have:

**Corollary 18.** The polynomial families from Proposition 12, Theorems 14, 15, and 16 are all in VP.

**Remark.** It is not clear how to get a similar upper bound for \( \text{InjDirHom} \) when the target graph is the complete directed graph (remark following Proposition 12), or for the family from Proposition 13. We need a way of enforcing that the recursive construction above respects injectivity. This is not a problem for Proposition 12, though, because there the target graph is the graph underlying a multiplicatively disjoint circuit. Injectivity at the root and its children and grandchildren can be checked locally; the recursion beyond that does not fold back because the homomorphisms are direction-preserving. The construction may not work if the target graph is the complete directed graph.

From Corollary 18, Proposition 12, and Theorems 14, 15 and 16, we get our main result:

**Theorem 19.** 1. The polynomial families from Proposition 12 and Theorem 15 are complete for VP with respect to \( p \)-projections.
2. The polynomial families from Theorems 14 and 16 are complete for VP with respect to constant-depth \( c \)-reductions.

### 5 Characterizing other complexity classes

We complement our result of VP-completeness by showing that appropriate modification of \( G \) can lead to VBP-complete and VNP-complete polynomial families.
VBP Completeness

VBP is the class of polynomials computed by polynomial-sized algebraic branching programs. These are layered directed graphs, with edges labeled by field constants or variables, and with a designated source node $s$ and target node $t$. For any path $\rho$ in $G$, the monomial $\text{mon}(\rho)$ is the product of the labels of all edges in $\rho$. For two nodes $u, v$, the polynomial $p_{uv}$ sums $\text{mon}(\rho)$ for all paths $\rho$ from $u$ to $v$. The branching program computes the polynomial $p_{st}$.

A well-known polynomial family complete for VBP is the determinant of a generic matrix. A generic complete polynomial for VBP is the polynomial computed by an ABP with (1) a source node $s$, $m-1$ layers of $m$ nodes each, and a target node $t$, (2) complete bipartite graphs between layers, and (3) distinct variables $\bar{x}$ on all edges. This is also the iterated matrix multiplication polynomial IMM. It is easy to see that $st$ paths play the same role here as parse trees did in the multiplicatively disjoint circuits.

▶ Theorem 20. Consider the homomorphism polynomial where
- $G$ is a simple path on $m+1$ nodes, $(u_1, u_2, \ldots, u_{m+1})$.
- $H$ is a complete graph (undirected) on $m^2$ nodes.
- $\mathcal{H} :=$ set of all homomorphisms from $G$ to $H$.
- Define $\alpha$ such that $\alpha(u) = \begin{cases} 1 & u = u_1 \text{ or } u = u_{m+1} \\ 0 & \text{otherwise} \end{cases}$

Then, the family $(f_{G,H,\alpha,\text{Hom}(\bar{X}, \bar{Y})})_m$, where $m \in \mathbb{N}$, is complete for VBP under $c$-reductions.

Proof Sketch. The hardness proof is very similar to that in Theorem 16. Lemma 3 (and hence Theorem 17) doesn’t work for branching programs; however we show membership by direct construction of an ABP.

VNP Completeness

▶ Theorem 21. Consider the homomorphism polynomial where
- $G$ is the complete graph (undirected) on $m$ nodes.
- $H$ is the complete graph (undirected) on $m$ nodes.
- $\mathcal{H} :=$ set of all homomorphisms from $G$ to $H$.
- All $\bar{Y}$ variables are set to 1.

Then, the family $(f_{G,H,\text{Hom}(\bar{Z})})_m$, where $m \in \mathbb{N}$, is complete for VNP under $p$-projections.

Proof Sketch. This homomorphism polynomial is exactly the $\text{per}_m$ polynomial.

6 Conclusion

We have shown that several natural homomorphism polynomials are complete for the algebraic complexity class VP. Our results are summarised below.

<table>
<thead>
<tr>
<th>Complexity</th>
<th>$G$</th>
<th>$H$</th>
<th>$\mathcal{H}$</th>
<th>polynomial type</th>
<th>reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>VP-complete</td>
<td>$\text{AT}_m$</td>
<td>$C_{m,0(1)}$</td>
<td>$\text{InjDirHom}$</td>
<td>$\alpha = \frac{1}{2}$</td>
<td>$p$-projections</td>
</tr>
<tr>
<td></td>
<td>$\text{AT}_d^g$</td>
<td>$DK_{m,0(1)}$</td>
<td>$\text{DirHom}$</td>
<td>$\alpha = \frac{1}{2}$</td>
<td>$O(1)$-depth $c$-reductions</td>
</tr>
<tr>
<td></td>
<td>$\text{AT}_c^c$</td>
<td>coloured $K_{m,0(1)}$</td>
<td>$\text{ColHom}$</td>
<td>$\alpha = \frac{1}{2}$</td>
<td>projections</td>
</tr>
<tr>
<td></td>
<td>$\text{T}_n$</td>
<td>$K_{m,0(1)}$</td>
<td>$\text{Hom}$</td>
<td>$0$-1 valued</td>
<td>$O(1)$-depth</td>
</tr>
<tr>
<td>VBP-complete</td>
<td>Path$_m$</td>
<td>$K_{m,0(1)}$</td>
<td>$\text{Hom}$</td>
<td>$0$-1 valued</td>
<td>$O(1)$-depth</td>
</tr>
<tr>
<td>VNP-complete</td>
<td>$K_m$</td>
<td>$K_m$</td>
<td>$\text{Hom}$</td>
<td>generalised ($\bar{Z}$ variables)</td>
<td>$p$-projections</td>
</tr>
</tbody>
</table>
It would be interesting to show all the hardness results with respect to $p$-projections. It would also be very interesting to obtain completeness while allowing all homomorphisms on simple graphs and eliminating vertex weights. Another question is extending the completeness results of this paper to fields of characteristic other than zero.

Perhaps more importantly, it would be nice to get still more examples of natural VP-complete problems, preferably from different areas. The completeness of determinant or iterated matrix multiplication for VBP underlies the importance of linear algebra as a source of “efficient” computations. Finding natural VP-complete polynomials in some sense means finding computational techniques which are (believed to be) stronger than linear algebra.
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Abstract

Several measures have been proposed in literature for quantifying the information leaked by the public outputs of a program with secret inputs. We consider the problem of computing information leaked by a deterministic or probabilistic program when the measure of information is based on (a) min-entropy and (b) Shannon entropy. The key challenge in computing these measures is that we need the total number of possible outputs and, for each possible output, the number of inputs that lead to it. A direct computation of these quantities is infeasible because of the state-explosion problem. We therefore propose symbolic algorithms based on binary decision diagrams (BDDs). The advantage of our approach is that these symbolic algorithms can be easily implemented in any BDD-based model-checking tool that checks for reachability in deterministic non-recursive programs by computing program summaries. We demonstrate the validity of our approach by implementing these algorithms in a tool \texttt{Moped-QLeak}, which is built upon \texttt{Moped}, a model checker for Boolean programs. Finally, we show how this symbolic approach extends to probabilistic programs.
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1 Introduction

It is desirable for a program to never leak any information about its confidential inputs. For example, when an adversary can make low-security observations of an execution, these should be independent of the confidential inputs. This property is often too strong in practice, mostly because it clashes with desired functionality. Therefore, many authors (cf. [22, 25]) have proposed to evaluate security by the amount of leaked confidential information. This raises foundational questions of (a) how to measure that amount and (b) how to compute it. These challenges have received much attention recently.

A usual approach is to employ information-theoretic tools. In this approach, a program is modeled as an information channel that transforms a random variable taking values from the set of confidential inputs into a random variable taking values from the set of public outputs (i.e., the adversary’s observations). Based on this, one quantifies the adversary’s uncertainty about the confidential inputs. The amount of information leaked by the program is then modeled as the difference between the initial uncertainty and the uncertainty remaining in the secret inputs after the adversary observes the execution. Commonly used measures of uncertainty are Shannon entropy [22] and min-entropy [25]. Intuitively, leakage based on
min-entropy measures vulnerability of the secret inputs to a single guess of the adversary who observes the program execution, while, leakage based on Shannon entropy measures expected number of guesses required for the adversary to guess the secret input having observed the program execution. We refer to [25] for a detailed comparison between these two measures.

Though appealing from a confectional viewpoint, these measures do not readily lend themselves to feasible computation. For example, it has been shown in [27] that when using Shannon’s entropy for measuring uncertainty, the problem of deciding whether the information leaked by a loop-free deterministic Boolean program is less than a rational number is harder than counting the number of satisfying assignments of a Boolean formula in Conjunctive Normal Form. The hardness of the problem comes from the fact that one has to compute (a) how many outputs are observable to the adversary and (b) for each possible output, how many inputs lead to that particular output.

When Boolean deterministic programs contain loops, computing information leakage becomes PSPACE-complete [28, 6, 26], for both min-entropy and Shannon entropy. Although this is same complexity as checking safety of Boolean programs (or equivalently, reachability), the decision procedures given in [28, 6, 26] are not feasible in practice. Instead researchers have developed heuristics to exploit reachability tools to compute the amount of information leaked. The reachability tools employed come from model checking [3, 18, 8, 9], static analysis [11, 3], SMT solvers [21, 20, 23, 16], and statistical analysis [18, 7].

Contributions. We first consider the problem of evaluating the amount of information leaked by the public outputs of Boolean deterministic programs with uniformly distributed secret inputs. We exploit symbolic model-checking techniques to achieve our goals. More precisely, we demonstrate how model checkers based on Binary Decision Diagrams (BDDs) can very easily be enhanced to compute information leakage. As we shall see shortly, our approach is informed by the model-checking algorithms used by these tools.

BDDs [19, 1, 5] are data structures used to store Boolean functions. Their efficiency has led to many applications in program verification. Broadly, in this approach, the program is viewed as a transition system in which a configuration contains the current line number and the values of the variables. Transitions are encoded as BDDs, and reachability is encoded as the least fixed-point solution to a set of Boolean equations. This solution is the result of a fixed-point iteration with efficient BDD operations (Please see [5] for a discussion of complexity of BDD operations). For certain BDD-based tools (cf. [13]), this fixed-point computation yields the relation between the values of global variables at the start of the program and the values of the global variables when the queried location is reached. By querying the exit point, we can thus compute the relation between the inputs and the outputs of the program, henceforth referred to as the summary of the program.

Our key observation is that this summary (which is given as a BDD) is indeed all the information we need to quantify information leakage. We give symbolic algorithms that extract information leakage from the summary according to either Shannon entropy or min-entropy. This approach is appealing because these algorithms can be easily plugged into existing BDD-based model-checking tools.

We validate this approach by implementing our algorithms in Moped [13], a BDD-based symbolic model checker that checks for assertion errors in programs modeled as reachability problems. Apart from providing support for Boolean data, Moped also supports integers of variable length, arrays, and C-like structures. Our experience with these implementations are promising, as the computation of information leakage (for both min-entropy and Shannon-entropy) comes with little overhead over the reachability computation.

We then turn our attention to probabilistic non-recursive programs. For such programs,
we need to compute, for each possible input-output pair \((i, o)\), the conditional probability that the program outputs \(o\) when the input is \(i\). Usually, these quantities are stored as a matrix, also called the channel matrix. We compute the channel matrix as the least fixed-point solution to a system of linear equations [24], which can be done using Algebraic Decision Diagrams (ADDs) [12], a generalization of BDDs. The summary for probabilistic programs now encodes (symbolically) the channel matrix, and we construct symbolic algorithms to extract the leaked information from the computed summary. We validate this approach by extending the ability of Moped to compute the summary for probabilistic non-recursive programs and implementing the symbolic algorithms for computing the information leakage.

The tool implementing the algorithms for entropy calculations is available for download at http://people.cs.missouri.edu/~chadhar/mql/. For space reasons, we have omitted proofs which can be found in the longer version of the paper available at the same site.

Related work. The problem of automatically computing information flow was first tackled in [3]. This approach iteratively constructs equivalence classes on inputs: two inputs are said to be equivalent if they lead to the same output. One starts with a single equivalence class and progressively refines when these inputs lead to different outputs. At each step, the equivalence relation is characterized using logical formulas and refined using experimental runs of the program. Once a fixed point is reached, the sizes of the resulting equivalence classes can be used to compute information leakage. This technique is optimized in [18], where statistical techniques are used to estimate the equivalence classes. The effectiveness of the approach is demonstrated through examples, and the authors suggest that an automated tool based on these techniques can be built. The computation of the size of the equivalence classes is further optimized in [15].

SMT solvers are used in [21, 20, 16, 23] to estimate min-entropy leakage in Boolean straight-line programs. In this approach, the program summary is encoded as a SMT formula and various model-counting techniques are used to obtain the information leaked. In [21, 20], an upper bound on min-entropy leakage is computed by estimating an upper bound on the number of feasible outputs. It is easy to construct examples where the computed bound is far from the correct value. Our techniques in contrast yield exact values. [16] provides a toolchain which first computes the program summary as a SAT formula that is then fed to a custom-made #SAT solver to calculate the information leaked. [23] combines model-counting techniques of #SMT solvers with the technique of symbolic executions. This tool can handle real C and Java programs.

For probabilistic programs, the use of model-checking to compute information leakage has been explored in [8, 2, 10, 4]. Please note that the models considered in these papers are more general as they also allow for other observations than just the outputs at the end of the program execution. [8] uses [14] to get the channel matrix and then computes the information leakage by hand, [10] implements an explicit state model-checking algorithm, and [4] computes the information leakage using (forward) symbolic executions. [2] also proposes to compute the channel matrix using fix-point iterations. Once the channel matrix is computed explicitly, then information leakage can be computed. Our approach is different in that we solve the fix-point iterations symbolically and use the symbolic representation of the computed matrix directly in the computation of information leakage.

2 Preliminaries

We recall some standard definitions and establish notations. For a finite set \(A\), \(|A|\) shall denote the number of elements of \(A\). For a function \(f : A \to B\) and \(b \in B\), \(f^{-1}(b)\) denotes
the set \( \{ a \mid f(a) = b \} \). We write \( 2^{A} \) to mean both the set of functions \( A \rightarrow \{ \text{true}, \text{false} \} \) as well as the set of subsets of \( A \). All logarithms are to the base 2 and \( 0 \log 0 := 0 \). The set of real numbers will be denoted by \( \mathbb{R} \) and the non-negative reals by \( \mathbb{R}^{+} \).

**Boolean Programs.** We first consider non-recursive Boolean deterministic programs in this paper. The programs that we consider have global and local variables. Usually, it is assumed that the set of global variables is partitioned into two: set of high-security input-only variables and the set of low-security output-only variables. However, in this paper we will assume that the secret inputs to the program are the initial values of the global variables and that the public outputs are the final values of the global variables. Thus, we do not explicitly separate high-security input-only variables and low-security output-only variables. This does not cause a loss of expressiveness: if we want to make sure that changes to a high-security input-only variable by a program are not visible to the adversary, we can set them to false upon exit. Similarly, if we want to explicitly designate some variables as low-security output-only variables, we can initialize all of them to false.

Assuming that local variables are always initialized to false, the semantics of a program \( P \) with global variables \( G \) can be seen as a function \( F_P : S \rightarrow O \) where \( S = 2^G \) and \( O = 2^O \cup \{ \perp \} \). \( F_P(\bar{g}_0) = \perp \) iff \( P \) does not terminate on \( \bar{g}_0 \), otherwise \( F_P(\bar{g}_0) \in 2^G \) is the valuation of the global variables when \( P \) stops executing. From now on, we will confuse \( P \) with the function \( F_P \). Note that we treat non-termination as an explicit observation of the attacker.

Assuming that the inputs are sampled from a distribution \( \mu \), let \( S \) be the random variable taking values in \( S \) according to \( \mu \). \( \mu \) can be extended to a joint probability distribution on \( S \) and \( O \) by setting \( \mu(O = o \mid S = s) = 1 \) if \( P(s) = o \) and 0 otherwise.

**Information leakage in programs.** Several measures of information leakage have been considered in literature. Of these, we consider Shannon entropy and min-entropy. We assume that the reader is familiar with information theory and introduce some abbreviations and results that we shall need. For this section, we fix a Boolean program \( P \). As discussed above, the semantics of \( P \) is a function \( P : S \rightarrow O \). If \( S \) is sampled from a distribution \( \mu \), then \( \mu \) gives rise to a joint probability distribution on \( S \) and \( O \).

**Leakage based on Shannon entropy:** In Shannon entropy, the information leaked by the program \( P \) is defined as \( SE_\mu(P) := I_\mu(S; O) \), where \( S \) and \( O \) are random variables taking values in \( S \) and \( O \) respectively according to the joint distribution \( \mu \), and \( I_\mu(S; O) \) is the mutual information of random variables \( S \) and \( O \). When \( P \) is deterministic and \( \mu \) is \( U \), the uniform distribution on inputs, we have [3, 17]: \( SE_U(P) = \log |S| - \frac{1}{|S|} \sum_{o \in O} |P^{-1}(o)| \log |P^{-1}(o)| \).

**Leakage based on Min entropy:** In min-entropy [25], the information leaked by the program \( P \) on uniformly distributed inputs is defined as \( ME_\mu(P) := \log \sum_{o \in O} \max_{s \in S} \mu(S = s \mid O = o) \). When \( P \) is deterministic [25], we get that \( ME_\mu(P) := \log |O| \), where \( O = \{ o \in O \mid \exists s \in S : P(s) = o \} \) are the outputs that can actually be realized.

**Algebraic Decision Diagrams.** We assume that the reader is familiar with Binary Decision Diagrams (BDDs) and merely recall some facts necessary for our presentation. Our presentation follows closely the presentation in [24]. When speaking of BDDs, we always mean their reduced ordered form [5]. BDDs are data structures for storing elements of \( 2^\mathcal{V} \rightarrow \{0, 1\} \), where \( \mathcal{V} = \{ x_1, \ldots, x_n \} \) is a finite set of Boolean variables. They take the form of a rooted, directed acyclic labeled graph. Non-terminal nodes are labeled by an element of \( \mathcal{V} \), and terminals are either 0 or 1. There are two edges out of a non-terminal node, one labeled then and the other labeled else. Assuming a fixed strict order \( < \) on \( \mathcal{V} \), an edge from a non-terminal
labeled $x$ to a non-terminal labeled $y$ satisfies $x < y$. From now on we will often confuse a function $2^V \rightarrow \{0, 1\}$ with its BDD representation.

**Example 1.** Figure 1 shows how a BDD over the set $V = \{x, y, z\}$ with the order $x < y < z$ would store the Boolean assignments satisfying $x \rightarrow (y \leftrightarrow z)$. The figure on the left shows a (non-reduced) diagram exhaustively listing all assignments, and the right-hand side shows the resulting BDD, where for simplicity the terminal 0 and edges leading to it have been omitted. The solid arrows are *then* branches and the dashed arrows are *else* branches.

Figure 1 An unreduced decision diagram (left) and a corresponding BDD (right).

ADDs generalize BDDs and store elements of the set $2^V \rightarrow M$, where $V = \{x_1, \ldots, x_n\}$ and $M$ is an arbitrary set. The main difference between BDDs and ADDs is that the terminal nodes contain elements of $M$ and not just elements of $\{0, 1\}$. For our purposes, $M$ will be either $\mathbb{R}$ or $\mathbb{R}^+$. Analogous to BDDs, the value of a function $f$ represented by an ADD $T$ at $(z_1, \ldots, z_n) \in 2^V$ is given by the label of the terminal node along the unique path from the root to a terminal node such that if a non-terminal node is labeled $x_i$ along the path then the outgoing edge from $x_i$ must be labeled *then* if and only if $z_i$ is true.

Note that an BDD is an ADD where all the terminals are either 0 or 1. Henceforth, we will refer to BDDs as 0/1-ADDs. Many efficient operations can be performed on ADDs. We list the most relevant ones for our paper.

1. The function $\text{isConst}(T)$ checks if $T$ is a constant function. $\text{val}(T)$ returns the value of $T$ if $\text{isConst}(T)$ is true.
2. If $op$ is a commutative and associative binary operator on $\mathbb{R}$ and $V_1$ a subset of variables of $V$ then $\text{abstract}(op, V_1, T)$ returns the result of abstracting all the variables in $V_1$ by applying the operator $op$ over all possible values taken by variables in $V_1$. $\text{abstract}(op, V_1, T)$, thus obtained, is a function with domain as the set $V \setminus V_1$ and range as $\mathbb{R}$.

   For example, if $T$ represents the function $f$, then $\text{abstract}(+, \{x_1, x_2\}, T)$ returns the ADD which represents the function $f(\text{true}, \text{true}, x_3, \ldots, x_n) + f(\text{true}, \text{false}, x_3, \ldots, x_n) + f(\text{false}, \text{true}, x_3, \ldots, x_n) + f(\text{false}, \text{false}, x_3, \ldots, x_n)$.

3. If $T$ is a 0/1-ADD and $V_1$ a subset of $V$, then $\text{orAbstract}(V_1, T)$ returns the result of abstracting all the variables in $V_1$ by applying disjunction over all possible values taken by variables in $V_1$.

3 Leakage in non-probabilistic programs

In this section, we shall describe our ADD-based algorithms for computing the information leaked by deterministic programs when the leakage is measured using (a) min-entropy and (b) Shannon entropy. We fix some notation. Consider a set of variables $G = \{x_1, \ldots, x_n\}$. Let $G' = \{x_1', \ldots, x_n'\}$ be a set of distinct variables disjoint from $G$. Note that there is a one-to-one correspondence between elements of $2^G$ and $2^{G'}$ and every element $(z_1', \ldots, z_n')$...
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Figure 2 (a) Transition relation of the program $P_{ex}$. The ordering assumed is $s_1 < s_1' < s_2 < s_2' < o_1 < o_1' < o_2 < o_2'$. (b) All the possible outputs of the program $P_{ex}$ as an ADD. (c) All possible inputs on which $P_{ex}$ terminates represented as an ADD. (d) $T_{eq-size, P}$ for $P_{ex}$ as an ADD. (e) $T_{non-term, P}$ for the program $P_{ex}$ as an ADD.

of $2^G'$ can be identified with a unique element $(z_1, \ldots, z_n)$ of $2^G$ and vice versa. $G$ shall represent the initial values of the variables of a program and $G'$ shall represent their final values. In this section, we will assume that all possible valuations of $G$ are valid inputs to the program (and hence our input domain shall always be a power of 2). We discuss how to restrict the domain in the longer version of the paper.

Definition 2 (Summary of a Program). Let $P$ be a program with $G = \{x_1, \ldots, x_n\}$ as the set of global variables. Let $G' = \{x'_1, \ldots, x'_n\}$ be a set of distinct variables disjoint from $G$. The summary of $P$, denoted $T_P$, is a function $T_P : 2^{(G \cup G')} \rightarrow \{0, 1\}$ such that for every $z_1, \ldots, z_n, z'_1, \ldots, z'_n \in \{\text{true, false}\}$, we have $T_P(z_1, \ldots, z_n, z'_1, \ldots, z'_n) = 1 \iff P(z_1, \ldots, z_n) = (z'_1, \ldots, z'_n)$.

Observe that thanks to the correspondence between OBDDs and Boolean functions, $T_P$ can be considered as an OBDD on the set of variables $G \cup G'$. Now, $T_P$ can be seen as the least fixed point of a system of Boolean equations, which can efficiently be constructed by iterative methods. For our purposes, it suffices to say that BDD-based model-checkers essentially construct this relation for us (and, if not, can be modified to carry out this construction). We assume for our paper that $T_P$ is constructed by a BDD-based model-checker. It remains to show how to exploit $T_P$ to compute the information leaked by $P$.

Example 3. Consider the following Boolean program $P_{ex}$ with global variables: $s_1, s_2, o_1$ and $o_2$.

```plaintext
o1 = false; o2 = false;
while s1 {};
o1 = false; o2 = s2;
s1 = false; s2 = false;
```

Here, variables $s_1$ and $s_2$ are high-security input-only variables and $o_1, o_2$ low-security input variables. This is why we initialized $o_1$ and $o_2$ to be $\text{false}$ and set $s_1$ and $s_2$ $\text{false}$ before the end of the program. Observe also that the program does not terminate when $s_1$ is $\text{true}$ at
the beginning of the program. Assuming the order \( s_1 < s'_1 < s_2 < s'_2 < o_1 < o'_1 < o_2 < o'_2 \), the transition relation of \( P \) is shown as a 0/1-ADD in Figure 2 (a).

For the rest of the section, unless otherwise stated, we will fix the Boolean program \( P \). We assume that \( \mathcal{G} = \{x_1, \ldots, x_n\} \) is the set of global variables of \( P \) and that \( \mathcal{G}' = \{x'_1, \ldots, x'_n\} \) is a set of distinct variables disjoint from \( \mathcal{G} \). The summary of \( P \) will be referred to as \( T_P \).

**Leakage measured using min-entropy.** The amount of information leaked by the program \( P \) when using min-entropy as measure of information is as follows. Let \( \text{post}(2^\mathcal{G}) = \{g' \in 2^\mathcal{G} : \exists g \in 2^\mathcal{G}. P(g) = g' \} \). If the program \( P \) terminates on all inputs then the min-entropy leakage is \( \log |\text{post}(2^\mathcal{G})| \), otherwise it is \( \log (|\text{post}(2^\mathcal{G})| + 1) \).

Thus, to compute the min-entropy leakage, we need to compute \( |\text{post}(2^\mathcal{G})| \) and check if there is an input on which the program \( P \) never terminates. The following lemma shows how these two tasks can be achieved using ADDs.

**Lemma 4.** Let \( T_{\text{out}, P} = \text{orAbstract}(\mathcal{G}, T_P) \) and \( T_{\text{term}, P} = \text{orAbstract}(\mathcal{G}', T_P) \).
1. \( |\text{post}(2^\mathcal{G})| = \text{val}(\text{abstract}(+, \mathcal{G}', T_{\text{out}, P})) \).
2. \( P \) terminates on every input iff \( \text{isConst}(T_{\text{term}, P}) \) and \( \text{val}(T_{\text{term}, P}) = 1 \).

**Example 5.** Consider the program \( P_{\text{ex}} \) in Example 3 with \( \mathcal{G} = \{s_1, s_2, o_1, o_2\} \). Observe that the program terminates only when \( s_1 \) is \( \text{false} \), in which case the final value of \( s_1 \) is also \( \text{false} \). The initial values of \( o_1 \) and \( o_2 \) do not effect the output. The final values of \( s_2 \) and \( o_1 \) are always \( \text{false} \). The value of \( o_2 \) is exactly the value of \( s_2 \). Thus, there are two possible outputs (\( \text{false, false, false, true} \)) and (\( \text{false, false, false, false} \)), both of which happen for exactly 4 inputs. The ADD representing \( T_{\text{out}, P} \), the set of all possible outputs of \( P \) is given in Figure 2 (b). Note that \( o'_2 \) does not appear in the picture because the then and else branches of \( o'_2 \) lead to isomorphic subtrees. Observe that \( \text{abstract}(+, \mathcal{G}', T_{\text{out}, P}) \) is the constant ADD 2. The ADD \( T_{\text{term}, P} \) representing all possible inputs on which \( P \) terminates is given in Figure 2 (c).

**Theorem 6.** For a program \( P \) with global variables \( \mathcal{G} = \{x_1, \ldots, x_n\} \), let \( \mathcal{G}' = \{x'_1, \ldots, x'_n\} \) be a set of distinct variables disjoint from \( \mathcal{G} \). Let \( T_P \) be the summary of \( P \) represented as a 0/1-ADD on \( \mathcal{G} \cup \mathcal{G}' \). The Algorithm 1 computes \( \text{ME}_0(P) \).

\begin{algorithm}
\caption{Symbolic computation of min-entropy leakage of a deterministic program}
\begin{algorithmic}[1]
\State **Input:** \( \mathcal{G}, \mathcal{G}' \) and \( T_P \) the summary of \( P \).
\State **Output:** \( \text{ME}_0(P) \)
\State \textbf{begin}
\State \( T_{\text{out}, P} \leftarrow \text{orAbstract}(\mathcal{G}, T_P) \)
\State \( \text{num}_{\text{out}} \leftarrow \text{val}(\text{abstract}(+, \mathcal{G}', T_{\text{out}, P})) \)
\State \( T_{\text{term}, P} \leftarrow \text{orAbstract}(\mathcal{G}', T_P) \)
\State \textbf{if} \( \text{isConst}(T_{\text{term}, P}) = \text{false} \) \textbf{or} \( \text{val}(T_{\text{term}, P}) = 0 \) \textbf{then}
\State \( \text{num}_{\text{out}} \leftarrow \text{num}_{\text{out}} + 1 \)
\State \textbf{return} \( \log \text{num}_{\text{out}} \)
\State \textbf{end}
\end{algorithmic}
\end{algorithm}

**Leakage measured using Shannon entropy.** We now consider information leaked by \( P \) when measured using Shannon entropy. We need to compute \( \sum_{g' \in 2^\mathcal{G}'} |P^{-1}(g')| \log |P^{-1}(g')| + |P^{-1}(\bot)| \log |P^{-1}(\bot)| \). In order to compute this sum, we need a new auxiliary definition:

**Definition 7.** Let \( \star : \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R} \) be the binary operator defined as \( r_1 \star r_2 = r_1 \log r_1 + r_2 \log r_2 \).
Algorithm 2: Symbolic computation of Shannon entropy leakage of a deterministic program

Input: \(G, G', \text{ and } T_P\) the summary of \(P\).
Output: \(\text{SE}_U(P)\)

1. Let \(n\) be the number of variables in \(G\).
2. \(T_{\text{eq-size},P} \leftarrow \text{abstract}(+G, T_P)\)
3. \(\text{sum} \leftarrow \text{val}(\text{abstract}(\star G', T_{\text{eq-size},P}))\)
4. \(T_{\text{term},P} \leftarrow \text{orAbstract}(G', T_P)\)
5. \(T_{\text{non-term},P} \leftarrow \text{cmp}(\text{sum}, P)\)
6. \(\text{num}_{\text{non-term}} \leftarrow \text{val}(\text{abstract}(+G, T_{\text{non-term},P}))\)
7. \(\text{sum} \leftarrow \text{sum} + \text{num}_{\text{non-term}} \log(\text{num}_{\text{non-term}})\)
8. return \((n - \text{sum})^2\)

▶ Theorem 8. For a program \(P\) with global variables \(G = \{x_1, \ldots, x_n\}\), let \(G' = \{x'_1, \ldots, x'_n\}\) be a set of distinct variables disjoint from \(G\). Let \(T_P\) be the summary of \(P\) represented as a 0/1-ADD on \(G \cup G'\). Algorithm 2 computes \(\text{SE}_U(P)\).

▶ Example 9. Consider the program \(P_{ex}\) in Example 3. Recall that there are two possible outputs \((\text{false}, \text{false}, \text{false}, \text{true})\) and \((\text{false}, \text{false}, \text{false}, \text{false})\), both of which happen for exactly 4 inputs. The ADD \(T_{\text{eq-size},P}\) for the \(P_{ex}\) is depicted in Figure 2 (d). The program does not terminate whenever \(s_1\) is \(\text{false}\). The ADD \(T_{\text{non-term},P}\) is depicted in Figure 2 (e).

4 Experimental evaluation

In this section, we present some results based on our experiments for calculating the different leakage values using the tool Moped-QLeak. It is based on the existing BDD-based symbolic model-checker Moped [13]. Moped, apart from providing support for basic Boolean data, also supports complex data types such as integers of variable length, arrays and C-like structures. Moped uses the CUDD (Colorado University Decision Diagram) package to implement BDDs.

Moped-QLeak performs basic reachability analysis and generates a summary of an input program written in Remopla. This summary is then used to calculate the information leakage. Currently, Moped-QLeak only supports non-recursive programs and is currently available for download at: http://people.cs.missouri.edu/~chadhar/mql/

Moped translates Remopla programs into BDDs. Moped-QLeak re-uses this as a frontend, but internally works with the more generic ADDs to carry out the calculations. Other than that, we made the following optimizations with respect to the standard behavior of Moped.

Algebraic operations: The input language of Moped understands expressions using algebraic and Boolean operations. However, Moped was not conceived with large integer operands in mind, and we detected some inefficiencies in these translations for integer operands having large number of bits. These often drastically affected the overall time taken for calculation of the summary, in which cases we improved the translation. Also, for the purpose of experimental evaluation of the efficiency of Moped-QLeak, we encode all the examples with variables having large range as Boolean programs and note a striking change in the running times. Furthermore, Moped does not support integers with bit length > 30. Hence, all examples with bit length > 30 were also coded as Boolean programs.

Size of ADDs and variable orderings: As usual with symbolic methods, their efficiency is highly sensitive to the size of the decision diagrams generated during the course of the reachability analysis, which, in turn, may depend on the variable ordering. (Finding the most efficient ordering is a NP-hard problem). Moped does not automatically determine the
best variable ordering and gives the user the flexibility to choose the ordering. Hence, the
texts for which the default ordering of variables (which entails the order of declaration of
the variables in the source file) was the overhead, have been re-written with supposedly
efficient variable orderings. The principal obstacle here is the computation of summary. The
computation of leakage itself adds little overhead.

We illustrate our orderings using the variables $O$ (for public outputs) and $S$ (for private
inputs). Let $O_N$ ($O_1$) be the most (least) significant bit of $O$ and likewise $S_N$ ($S_1$) the most
(least) significant bit of $S$. We primarily used two kinds of orderings:

- Contiguous ordering: This is the default ordering of the tool, where we set $O_1 < O'_1 < O_2 < \cdots < O'_N < S_1 < S'_1 < S_2 < \cdots < S'_N$.
- Interleaved ordering: In this ordering, we set $O_1 < O'_1 < S_1 < S'_1 < O_2 < O'_2 < S_2 < S'_2 < \cdots < O'_N < S_N < S'_N$.

The choice of an ordering depends largely on the structure and semantics of the program.
The ADDs produced are generally smaller if a variable $v_1$ is closer to a variable $v_2$ such that
the value of $v_1$ depends on the value of $v_2$. Essentially, as long as variables are compared and
assigned to constants in the program, the default ordering works very well and in that case
we do not even attempt the interleaved ordering. For other examples, typically, we switch to
interleaved ordering as contiguous ordering becomes inefficient very fast with the number
of bits as the ADDs become very large. Going by this, we have also reordered variable
declarations in an example (see Mix and Duplicate below) so that variables with a constant
difference in the indices are closer.

Table 1 presents some selected benchmark programs that we used to test Moped-QLeak.
The examples have been derived from [21]. The experiments were conducted on a 64-bit
Xeon-X5650 2.67GHz Linux machine. Unless otherwise stated, $S$ and $O$ are 32-bit unsigned
integers in all the programs. For each example, we give the name, the ordering, the Shannon
entropy (SE) and min-entropy (ME) leakage values, the execution time of the tool in seconds,
and the data types that occur in the example, which are either all Boolean or integers with a
specified number of bits. If the example uses restricted domains then we mention it in the
data types. The order is either the contiguous default order (D), the interleaved order (I),
or another example-specific order (S). There is one example from [21], Population Count,
for which the computation of summary never succeeds as there is no good variable ordering
for that example. Note that we run the tool to compute the two leakage values separately
and report the worse case. The time difference between the computation of the two values is
almost always within a 3-4 microseconds.
Mix and Duplicate. The following program copies the XOR of the \(i^{th}\) and the \((i+16)^{th}\) bit of \(S\) to both the \(i^{th}\) and the \((i+16)^{th}\) bit of \(O\).

\[
O = ((S >> 16) ^ S) & 0xffff;
O = O | O << 16;
\]

It is thus that the \(i^{th}\) and the \((i+16)^{th}\) bits of \(S\) and \(O\) are closely related. In fact, the ADDs formed after reordering the variables to \(O_{17} < O_{17}' < O_{1} < O_{1}' < S_{17} < S_{17}' < S_{1} < \cdots O_{16} < S_{16} < S_{16}' < S_{10} < S_{10}'\) have drastic reduction in the number of distinct nodes. Note that intuitively, half the input bits are leaked in the example (namely the XOR of \(i^{th}\) and \((i+16)^{th}\) bits of \(S\)). This intuition is confirmed by the results.

Binary Search. The following program scans the first \(b\) bits of the input \(S\) and puts a 1 at the \(i^{th}\) bit of \(O\) iff the \(i^{th}\) bit of \(S\) is 1.

\[
O = 0;
for (i = 0; i < b; i++)
\{
    m = 2^{(31-i)};
    if (O + m <= S) O += m;
\}
\]

For our experiments, we took \(b = 16\). We converted this program to a Boolean program with an interleaved ordering. We also unrolled the loop for \(b = 16\). Also note that since \(O\) is 0 to start with and \(m\) is a power of 2, the addition of \(O\) and \(m\) can be modelled as bitwise or for the purpose of efficiency. It can also be checked (using assertion-checking in Moped) that the \((31-i)^{th}\) bit is false before the \(i^{th}\) iteration, and thus the carry-bit is always 0, justifying our simplification. Note that intuitively, half the input bits (the first 16 bits) are leaked by the program. This intuition is confirmed by the results.

Comparison with prototype sqifc [23]. As sqifc provides an automated tool (rather than just a method), we ran the examples of Table 1 on sqifc. We consistently outperformed the tool (with sqifc timing out on several examples). However, we point that it is not exactly a fair comparison as we can guide the efficient computation of the summary by choosing the variable ordering, which has a considerable effect on our timings. The same optimization cannot be applied to sqifc because it is based on different concepts.

5 Leakage in probabilistic programs

We also generalized our algorithms for computing information leakage in programs that allow probabilistic choices. The summary of a probabilistic program is the channel matrix. The channel matrix on inputs \(S\) and outputs \(O\) is the \(S \times O\) matrix such that its \((s,o)\) entry is the conditional probability of observing \(o\) given \(s\). More precisely, for a probabilistic program \(P\) with \(G = \{x_1, \ldots, x_n\}\) as the set of global variables, and \(G' = \{x'_1, \ldots, x'_n\}\) a set of distinct variables disjoint from \(G\), the summary of program \(P\), denoted by \(T_P\) is the function \(T_P : 2^{(G \cup G')} \rightarrow \mathbb{R}^+\) such that for every \(z_1, \ldots, z_n, z'_1, \ldots, z'_n \in \{\text{true}, \text{false}\}\), \(T_P(\ldots, z_n, z'_1, \ldots, z'_n)\) is the conditional probability that the programs outputs \((z'_1, \ldots, z'_n)\) given that the input to the program \(P\) is \((z_1, \ldots, z_n)\).

Just as the case for non-probabilistic programs, the summary relation for probabilistic programs can be computed using ADD-based fixed-point algorithms. Once again, we can give symbolic algorithms to compute the information leaked. We have implemented these symbolic algorithms in Moped-QLeak (currently we do not support restricted domains for probabilistic programs).
programs). Moped does not support probabilistic model-checking, so we also implemented the symbolic fixed-point algorithms for computing the summary also in Moped-QLeak. We used Moped-QLeak to compute information leakage in the dining cryptographer’s problem. The symbolic algorithms and the results are discussed in detail in the longer version of the paper available at http://people.cs.missouri.edu/~chadhar/mql/.

6 Conclusions and future work

We gave symbolic algorithms for computing the information leaked by Boolean programs when information leakage is measured using min-entropy and Shannon entropy. The advantage of our approach is that these algorithms can be integrated with any BDD-based model checking tool that computes reachability in Boolean programs by computing program summaries. We made such an integration with Moped, with promising experimental results. The leakage calculations themselves add little overhead. The main limiting factor in these calculations seems to be the size of the OBDDs constructed in the computation. As is standard with symbolic approaches, the size of BDDs is sensitive to the variable ordering. Since Moped by itself does not compute the most efficient ordering (and puts the onus on the user), we sometimes had to rewrite our examples to achieve good performance. We also generalized our symbolic algorithms for computing information leakage in probabilistic programs. These algorithms have also been integrated in Moped.

In order to make symbolic model-checking more amenable to automation, many automated abstraction refinement techniques have been proposed in literature. We plan to investigate these techniques for our symbolic algorithms. In particular, we plan to integrate the counterexample guided abstraction-refinement framework in our symbolic algorithms. Currently, our implementation only supports non-recursive programs. However, the algorithms we presented for computing information leakage assume only that program summaries be computed. Thus, in principle, we can support programs that have both recursion and probabilistic choices, and we plan to extend support to such programs in future.
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Abstract

In recent years, quantitative security techniques have been providing effective measures of the security of a system against an attacker. Such techniques usually assume that the system produces a finite amount of observations based on a finite amount of secret bits and terminates, and the attack is based on these observations. By modeling systems with Markov chains, we are able to measure the effectiveness of attacks on non-terminating systems. Such systems do not necessarily produce a finite amount of output and are not necessarily based on a finite amount of secret bits. We provide characterizations and algorithms to define meaningful measures of security for non-terminating systems, and to compute them when possible. We also study the bounded versions of the problems, and show examples of non-terminating programs and how their effectiveness in protecting their secret can be measured.
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1 Introduction

Information-theoretical quantitative security techniques evaluate the effectiveness of a system in protecting a secret it depends on. Given a known finite size of a secret in bits, they quantify how many bits of the secret can be inferred by an attacker able to observe the system’s output. This value is referred to as information leakage, or just leakage. Leakage quantification techniques have been successfully applied to security problems, including proving the effectiveness of bug fixes to the Linux kernel [10], quantifying anonymity [6], and analyzing side channel attacks to the cache of a processor [11].

The theory behind these techniques commonly assumes that the program under analysis terminates at some point, and the computed leakage corresponds to the amount of information that the attacker gains at program termination time. When the secret does not change during computation, a program can be modeled as a channel matrix, assigning the conditional probability of each possible output for each possible input. The size of the channel matrix is
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usually exponential in both secret and output size. We have previously proposed the use of Markovian models instead to overcome this problem [4].

Markovian models can also be conveniently used to model non-terminating processes, something finite-size channel matrices cannot do. This allows us to study leakage properties of systems like webservers, server modules and operating system daemons.

In this paper we provide techniques and algorithms to quantify the Shannon leakage and leakage rate of non-terminating processes. Shannon leakage has a clear operational significance related to the number of attempts that an attacker has to try to guess a secret [13]. Other measures exist, modeling different security properties (e.g. [16]). Our contributions are:

- We characterize program-attacker scenarios according to the finiteness of the system’s secret and the finiteness of the attacker’s observation. We show how this characterization influences the finiteness of the information leakage in the scenario.
- We provide a method to compute information leakage of a scenario with either an infinite secret or an infinite observation. Such scenarios cannot even be modeled with a finite size channel matrix. We demonstrate this method with an example.
- We provide a method to compute the rate of information leakage per time unit, when the leakage itself is infinite. This is the case when a scenario has an infinite secret and an infinite observation, as is common e.g. in webservers. We demonstrate this method using a mix node as an example.
- We provide an algorithm to compute how much information is leaked from a given time to another given time.
- We show that determining the exact time in which a given amount of information is leaked is hard, by reduction to the knowingly hard to decide Skolem’s problem.

We distinguish four possible scenarios, according to whether the observation by the attacker is finite or infinite and whether the secret itself is finite or infinite. The cases are summarized in Fig. 1. The case with finite observation over a program depending on a finite secret is the terminating case we considered previously [4], while the others will be considered in this paper. When only one of observation or secret is finite the leakage is finite but cannot be computed using the method we introduced previously [4], thus we provide a new technique in Section 3. When both observation and secret are infinite, the leakage is potentially infinite. In this case we compute the rate of leakage, i.e. the amount of information leaked for each time unit. Intuitively, this quantifies the average amount of information the attacker infers for each time unit over an infinite time. This is presented in Section 4. In Section 5 we analyze how much information is leaked in a given time frame and how much time it takes to leak a given amount of information. Section 6 concludes the paper and discusses related work.
2 Background

We refer to literature [8] for the definitions of sample space $S$, probability of event $P(E)$ and so on. $X$ is a discrete stochastic process if it is an indexed infinite sequence of discrete random variables $(X_0, X_1, X_2, \ldots)$. A discrete stochastic process is a Markov chain $C = (C_0, C_1, C_2, \ldots)$ iff $\forall k \in \mathbb{N}$. $P(C_k|C_{k-1}, C_{k-2}, \ldots, C_1, C_0) = P(C_k|C_{k-1})$. A Markov chain on a sample space $S$ can also be defined as follows:

**Definition 1.** A tuple $C = (S, s_0, P)$ is a Markov Chain (MC), if $S$ is a finite set of states, $s_0 \in S$ is the initial state and $P$ is a single $|S| \times |S|$ probability transition matrix, so $\forall s, t \in S$, $P_{s,t} \geq 0$ and $\forall s \in S$, $\sum_{t \in S} P_{s,t} = 1$.

The probability of transitioning from any state $s$ to a state $t$ in $k$ steps can be found as the entry of index $(s, t)$ in $P^k$ [8]. We write $\pi^{(k)}$ for the probability distribution vector over $S$ at time $k$ and $\pi_s^{(k)}$ the probability of visiting the state $s$ at time $k$; note that $\pi^{(k)} = \pi_0 P^k$, where $\pi_0^{(0)}$ is 1 if $s = s_0$ and 0 otherwise. A probability distribution $\pi$ over the states of the chain is stationary if $\pi = \pi P$. Given an initial distribution $\pi^{(0)}$ we compute the unique stationary limit distribution $\mu$ as $\mu = \lim_{k \to \infty} \pi^{(k)} P^k$.

We write $\xi_s$ for the expected residence time of state $s \in S$: $\xi_s = \sum_{k=0}^{\infty} P_{s,s}^k$. A state $s \in S$ is absorbing if $P_{s,s} = 1$. In the figures we do not draw the looping transition of the absorbing states, to reduce clutter.

We will enrich our Markovian models with a finite set $V$ of natural-valued variables, and for simplicity we assume that there is a very large finite bit-size $M$ such that a variable is at most $M$ bit long. We define an assignment function $A : S \to [0, 2^M - 1]^{|V|}$ assigning to each state the values of the variables in that state. We write $v(s)$ to denote the value of the variable $v \in V$ in the state $s \in S$. Consider a stochastic process representing the value of a variable $v$ over time, derived from the behavior of a Markov chain labeled with valuations of this variable. We will call this process the marginal process, or just marginal, $C_v$ on $v$, formally:

**Definition 2.** Let $C = (S, s_0, P)$ be a Markov chain and $v \in V$ a variable. Then we define the marginal process $C_v$ of $C$ on $v$ as a stochastic process $(v_1, v_2, \ldots)$ where $\forall n$, $P(v_k = n) = \sum_{s | v(s) = n} \pi_s^{(k)}$.

We will use $v$ to denote the marginal process when it is clear from the context that we refer to it. Note that $C_v$ is not necessarily a Markov chain. When it is, it can be drawn like in Fig. 3bcd. In the paper we will allow assignments of sets of values to variables and marginals on sets of variables; such extensions are straightforward, since multiple variables can be seen as a single variable on their product space. Assume that the system modeled by $C$ has a single secret variable $h$ and a single observable variable $o$. Then the distributions over the marginal processes $C_{h}$ and $C_{o}$ model the behavior of the secret and observable variable respectively at each time step, and their correlation quantifies the amount of information about the secret that can be inferred by observing the observable variable.

Entropy is a measure of the uncertainty of a probability distribution. The following definitions are standard:

**Definition 3 ([8]).** Let $X$ and $Y$ be two random variables with probability mass functions $p(x)$ and $p(y)$ respectively and joint probability mass function $p(x, y)$. Then we define the following non-negative real-valued functions:

- Entropy $H(X) = -\sum_{x \in X} p(x) \log_2 p(x)$
- Joint entropy $H(X, Y) = -\sum_{x \in X} \sum_{y \in Y} p(x, y) \log_2 p(x, y)$
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- Conditional entropy \( H(X|Y) = -\sum_{x \in X} \sum_{y \in Y} p(x,y) \log_2 p(x|y) = \sum_{y \in Y} p(y)H(X|Y = y) = -\sum_{y \in Y} p(y)\sum_{x \in X} p(x|y) \log_2 p(x|y) = H(X,Y) - H(Y) \) (chain rule)

- Mutual information \( I(X;Y) = \sum_{x \in X} \sum_{y \in Y} p(x,y) \log_2 \left( \frac{p(x,y)}{p(x)p(y)} \right) = H(X) + H(Y) - H(X,Y) \leq \min(H(X),H(Y)) \)

Mutual information can be generalized to two vectors of random variables \( \vec{X}, \vec{Y} \) as \( I(\vec{X};\vec{Y}) = \sum_{\vec{x} \in \vec{X}} \sum_{\vec{y} \in \vec{Y}} p(\vec{x},\vec{y}) \log_2 \left( \frac{p(\vec{x},\vec{y})}{p(\vec{x})p(\vec{y})} \right) \).

**Definition 4.** [8] Let \( \mathcal{X} = (X_1, X_2, \ldots) \) and \( \mathcal{Y} = (Y_1, Y_2, \ldots) \) be two stochastic processes. Then we define the following non-negative real-valued functions:

- Entropy \( H(\mathcal{X}) = \lim_{k \to \infty} H(X_1, X_2, \ldots, X_k) \)
- Entropy rate \( \bar{H}(\mathcal{X}) = \lim_{k \to \infty} \frac{1}{k} H(X_1, X_2, \ldots, X_k) \) when the limit exists
- Mutual information \( I(\mathcal{X};\mathcal{Y}) = \lim_{k \to \infty} \frac{1}{k} I(X_1, X_2, \ldots, X_k; Y_1, Y_2, \ldots, Y_k) \)
- Mutual information rate \( \bar{I}(\mathcal{X};\mathcal{Y}) = \lim_{k \to \infty} \frac{1}{k} I(X_1, X_2, \ldots, X_k; Y_1, Y_2, \ldots, Y_k) \) when the limit exists

Entropy and mutual information of stochastic processes always exist, as shown in Section 3. Entropy rate and mutual information rate may not exist in general, but exist when the stochastic processes are Markov chains [8]; we discuss them in Section 4.

Since every state \( s \) in a MC \( \mathcal{C} = (S, s_0, P) \) has a discrete probability distribution over the successor states we can calculate the entropy of this distribution, the **local entropy:**

**Definition 5.** Let \( \mathcal{C} = (S, s_0, P) \) be a Markov chain. Then for each state \( s \in S \) we define the local entropy of \( s \) as \( L(s) = -\sum_{s,t} P_{s,t} \log_2 P_{s,t} \)

Note that \( L(s) \leq \log_2(|S|) \) [5]. If a stochastic process is a Markov chain \( \mathcal{C} \), its entropy \( H(\mathcal{C}) \) can be computed by considering the local entropy \( L(s) \) as the expected reward of a state \( s \) and then computing the expected total reward of the chain [5]: \( H(\mathcal{C}) = \sum_{s \in S} L(s) \xi_s \).

It is also known that the entropy rate can be computed similarly by summing the local entropies of each state weighted by the state’s probability in the limiting distribution [8]: \( \bar{H}(\mathcal{C}) = \sum_{s \in S} L(s) \mu_s \).

In this paper we use information theory to compute the amount of bits of a secret variable \( h \) that can be inferred by an attacker able to observe the value of an observable variable \( o \) at any moment in time. We call this amount Shannon leakage or just leakage, and it corresponds to the mutual information \( I(\mathcal{C}_o, \mathcal{C}_h) \) between the marginal on the secret and the marginal on the observable variable.

Operationally, Shannon leakage is related to the number of attempts that an attacker has to do to guess the value of the secret. Other leakage measures exist, but Shannon leakage is the only one for which the chain rule of Definition 3 holds; since the chain rule is used in many results in this work, we do not expect such results to extend to other leakage measures.

The modeling of a process as a Markov chain in our context starts by dividing the variables in private and public variables. Private variables, including the secret variable \( h \), are the ones whose value is not defined at compilation time. In each state of the Markov chain a set of allowed values is assigned to each private variable. Public variables, including the observable variable \( o \) and the program counter \( pc \), are variables whose value is known to the analyst. On each state \( s \) a given value is assigned to each public variable.

Given the source code and a prior distribution over the private variables, we have enough information to build a Markov chain representing the semantics, since for each state we can determine its successor states and the corresponding transition probabilities. We show a
simple example, and refer to [4] for the complete semantics. The source code for the example is shown in Fig. 2 and the corresponding Markov chain semantics in Fig. 3a.

Let \( h \) be a secret bit, \( o \) an observable bit and \( r \) a random bit being assigned the value 0 with probability 0.75 and 1 otherwise. We assign to \( o \) the result of the exclusive OR between \( h \) and \( r \) and terminate. We want to quantify the amount of information about \( h \) that can be inferred by knowing the value of \( o \).

To compute the leakage we need to compute three marginals from the Markov chain semantics:

**Joint marginal** The joint marginal process \( C_{(o,h)} \) models the joint behavior of the secret and observable variables. It is shown in Fig. 3b.

**Secret’s marginal** The secret’s marginal process \( C_h \) models the behavior of the secret variable. It is shown in Fig. 3c.

**Observer’s marginal** The observer’s marginal process \( C_o \) models the behavior of the observable variable. It is shown in Fig. 3d.

Finally we compute the mutual information between the secret and observable variable using the formula

\[
I(o;h) = H(o) + H(h) - H(o,h)
\]

obtaining

\[
I(o;h) = I(C_o;C_h) = H(C_o) + H(C_h) - H(C_{(o,h)}) = 1 + 1 - 0.7575 = 1.2425 - 0.7575 = 0.485 
\]

approximating to 0.485 bits, proving that the program leaks \( \approx 0.1887 \) bits, or 18.87% of the secret.

### 3 Non-terminating Processes with Finite Leakage

The Markov chain semantics of the system describes the joint behavior of all variables. To compute information leakage we are only interested in the secret and the observable variables,
so we can restrict to them only for simplicity. We assume that the system has a single secret variable $h$ with uniform prior distribution and a single observable variable $o$, but the procedure does not change for multiple secret or observable variables. We remark that, even though the attacker can perform multiple observations, we do not model the case in which the attacker actually interacts with the system. In such case directed information would have to be used as the leakage metric instead of mutual information. We refer to Alvim et al. [2] for the details.

The behavior of the secret variable $h$ is modeled by the marginal $C_h$, and similarly the behavior of $o$ is modeled by $C_o$ and the joint behavior of the two variables by $C_{o,h}$. The following lemma shows the existence of the entropy values of such marginals and a sufficient condition for the finiteness of their mutual information:

**Theorem 6.** Let $C = (S, s_0, P)$ be a Markov chain with secrets and observations and $C_o$ and $C_h$ its marginals on the observable and secret variables, respectively. Then:

- $H(C_o), H(C_h)$ and $I(C_o; C_h)$ exist;
- $H(C_o) < \infty \lor H(C_h) < \infty \Rightarrow I(C_o; C_h) < \infty$

Intuitively, if $H(C_o) < \infty$ and $H(C_h) = \infty$ then there is an infinite number of secret bits but only a finite amount of observations we can analyze. In the opposite case where $H(C_o) = \infty$ and $H(C_h) < \infty$ we can analyze an infinite number of observations, but there is only a finite amount of secret bits to be discovered.

If either $H(C_o) = \infty$ or $H(C_h) = \infty$ then $H(C_{o,h}) = \infty$, since $H(X,Y) \geq \max(H(X), H(Y))$. It follows that if either the observation or the secret are infinite but not both, the formula $I(C_o; C_h) = H(C_o) + H(C_h) - H(C_{o,h})$ will produce an indeterminate form $\infty - \infty$ and thus cannot be directly used to compute the leakage. Nonetheless, in both cases leakage has a finite value by Theorem 6.

If any marginal is a Markov chain, it is possible to compute its entropy in polynomial time in the size of the chain [5]. Otherwise, consider that the entropies of the marginals are limit computations, since $H(C_o) = \lim_{k \to \infty} H(v_1, \ldots, v_k)$. This allows us to compute mutual information using the limit of the entropies of the marginal processes:

$$I(C_o; C_h) = \lim_{k \to \infty} I(o_1, \ldots, o_k; h_1, \ldots, h_k)$$

$$= \lim_{k \to \infty} (H(o_1, \ldots, o_k) + H(h_1, \ldots, h_k) - H((o, h)_1, \ldots, (o, h)_k))$$

The limit above computes information leakage in any case, but is not always the most efficient option available. When it is known that the secret (resp. observation) is finite, it is more efficient to use the formula $I(C_o; C_h) = H(C_h) - H(C_h|C_o)$ (resp. $I(C_o; C_h) = H(C_o) - H(C_o|C_h)$). Remember that when both secret and observation are finite the process terminates, so the procedure we proposed in [4] can be used with some additional assumptions.

### 3.1 Example: A Non-terminating Program on a Finite Secret

We now solve a case in which the secret is finite and Markovian and the observation infinite. Consider a program (Figure 4) with a secret bit $h$. If $h = 0$ the program produces an infinite string of zeroes and ones with the same probability 0.5, starting with a zero. If $h = 1$ the program also produces a string of zeroes and ones starting with a zero, but the probability that it will produce a zero is 0.75. Note that this program cannot be encoded as a finite channel matrix, as it has an infinite amount of possible outputs.

An attacker may be able to observe this infinite string and infer information about the secret by studying the frequencies of zeroes and ones. The attacker starts with no
knowledge of the secret, which is encoded as an initial uniform distribution over the secret bit \( h \). Reasonably, an attacker observing the output for an infinite time would be able to decide whether the frequency of zeroes is 0.5 or 0.75 and infer the value of \( h \) consequently.

The Markov chain semantics for it is shown in Fig. 4a on the right. Since \( h_1 = h_2 = h_3 = \ldots \) we will just call it \( h \). The behavior of \( h \) is modeled by the Markov chain in Fig. 4b on the right, and its entropy is \( H(h) = 1 \) bit. \( H(C_h|C_o) \) corresponds to \( \lim_{k \to \infty} H(h|o_1, \ldots, o_k) \).

We compute \( H(h|o_1, \ldots, o_k) \) for \( k \to \infty \). Note that at time 1 \( o \) is always 0, then it changes randomly depending on the value of \( h \). We will write down the joint distribution of \( h \) and \( o \) as a function of \( k \) and use it to compute the marginal over \( o \) and finally the conditional entropy.

The joint distribution of \( h \) and \( o \) is shown in the Appendix due to space constraints. Now let \( w^k \in \{0, 1\}^k \) be a sequence of \( k \) bits. Consider the formula for conditional entropy:

\[
H(h|o_1, \ldots, o_k) = \sum_{w^k \in \{0, 1\}^k} P(o_1, \ldots, o_k = w^k) H(h|o_1, \ldots, o_k = w^k)
\]

In our case it holds that \( H(h|o) = \lim_{k \to \infty} H(h|o_1, \ldots, o_k) = 0 \) thus \( I(o; h) = H(h) - H(h|o) = 1 - 0 = 1 \) bit. The leakage of the program in Fig. 4 is 1 bit, proving that an attacker able to analyze the bit streams produced by the system will eventually learn the value of the secret \( h \) with an arbitrary confidence. Note that this considers an attacker able to observe the system for an infinite time.

More importantly, note that the marginal process of \( o \) is not a Markov chain. This depends on the fact that the joint distribution depends also on the information that the attacker has about \( h \), so while the attacker gathers information about \( o \) and \( h \) the joint distribution changes and thus the marginal distribution of \( o \) changes also. Nonetheless, the marginal process can be represented in a closed form like the one in Fig. 4.

\section{Leakage Rate of a Markov Chain}

In the case in which \( H(C_o) = \infty \) and \( H(C_h) = \infty \), i.e. when the secret is an infinite number of bits and the observer can observe it for an infinite time, then the leakage \( I(o, h) \) can be infinite. In this case it is more interesting to compute how much information the process
**Data:** A Markov Chain $C = (S, s_0, P)$ and its initial probability distribution $\pi^{(0)}$.

**Result:** The limit probability distribution $\mu$ of the chain.

```plaintext
foreach transient state $t$ do
    $\mu_t \leftarrow 0$;
    foreach $u \in S \setminus \{t\}$ do
        $\pi^{(0)}_u \leftarrow \pi^{(0)}_u + \pi^{(0)}_t \frac{P_{u,t}}{1-P_{t,t}}$
        $P_{s,u} \leftarrow P_{s,u} + P_{s,t} \frac{P_{t,u}}{1-P_{t,t}}$
        $P_{s,t} \leftarrow 0$
    end
end
foreach end component $R_i$ do
    Let $\pi^{(\infty)}_{R_i} = \sum_{r \in R_i} \pi^{(0)}_r$ and $E_i$ be a system of linear equations;
    foreach $r \in R_i$ do Add to $E_i$ the equation $\mu_r = \sum_{r' \in R_i} \mu_{r'} P_{r',r}$ ;
    Solve the system $E'$ under the condition $\sum_{r \in R_i} \mu_r = \pi^{(\infty)}_{R_i}$ to obtain $\mu_r$ for each $r \in R_i$;
end
```

Algorithm 1. Compute the limit distribution of a Markov chain.

Leakage for each time step. This quantity is known as leakage rate, and corresponds to the mutual information rate of the secret and observable.

Note that the computation of leakage as a rate over time assumes that the attacker is able to keep track of the discrete time, so in this section we will assume that every constant-time operation takes 1 time step. This can be equivalently stated as saying that all transitions between states of the Markov chain semantics represent observable steps.

To compute leakage rate, we encode the process-attacker scenario with a Markov chain as shown in Section 2 and compute the joint, secret and attacker’s marginal, which may not be Markovian. Then we can use the marginals to compute leakage rate by applying the following definition:

**Definition 7.** Let $C = (S, s_0, P)$ be a Markov chain and $C_{o,h}$, $C_o$ and $C_h$ its marginals on $(o, h), o$ and $h$ respectively. Then the leakage rate $\bar{I}$ is defined as $\bar{I}(C_o; C_h) = \bar{H}(C_o) + \bar{H}(C_h) - \bar{H}(C_{o,h})$.

Leakage rate can also be computed as a limit, since

$$\bar{I}(C_o; C_h) = \lim_{k \to \infty} \frac{I(o_1, \ldots, o_k; h_1, \ldots, h_k)}{k} = \lim_{k \to \infty} \frac{H(o_1, \ldots, o_k) + H(h_1, \ldots, h_k) - H((o, h)_1, \ldots, (o, h)_k)}{k}$$

when the limit exists.

Generally both entropy and leakage rate could be infinite, for instance for a program that leaks 1 bit at time 1, 2 bits at time 2, and so on, the leakage rate would be infinite. Since we postulated that there exists a very large but finite maximum size $M$ for the variables declared in the system, it is impossible to declare an unbounded amount of secret or observable bits on each step of the program execution. We do not think that this restriction limits significantly
the programs that can be analyzed, while guaranteeing that the entropy and leakage rate do not diverge to positive infinity is a significantly useful result.

Both entropy rate and leakage rate may still oscillate, even though since they are defined in terms of Cesàro limits this happens only in pathological cases. We do not expect these cases to be common in normal secret-dependent systems, and leave finding a meaningful measure of leakage for these cases an open problem. This reflects similar issues in related definitions of leakage rate [7, 12].

A case in which both entropy and leakage rate exist is when the marginal processes modeling the behavior of the observable and secret variables are both Markovian. Intuitively, this happens when the secret gets periodically replaced with a new one, and thus the information the attacker has on it is reset to the prior information. We will show this with an example in Section 4.1.

When any of the marginals is a Markov chain it is possible to compute its entropy rate efficiently as \( \bar{H}(C) = \sum_{s \in S} L(s) \mu_s \), where \( \mu \) is the limit distribution of the chain. The entropy rate of a Markov chain with a given initial probability distribution \( \pi(0) \) exists and is unique [8].

Computing the limit distribution can be accomplished on irreducible Markov chains by solving a system of linear equations, but the Markov chains we consider are usually reducible, so a new algorithm is required. Algorithm 1 computes the limit distribution of any Markov Chain \( C = (S, s_0, P) \). The algorithm uses the well-established concept of end components of a MC; each end component \( R_i \) behaves as an irreducible MC, so it is sufficient to compute the probability \( \pi^{(\infty)}_{R_i} \) of eventually visiting \( R_i \) and redistribute \( \pi^{(\infty)}_{R_i} \) among the states of \( R_i \) by solving a system of linear equations.

\[ \text{Theorem 8.} \quad \text{Algorithm 1 terminates in polynomial time in } |S| \text{ and when it does it returns the limit distribution } \mu. \]

Due to space constraints we refer to the Appendix for the proof of this theorem and a full explanation of the steps of Algorithm 1.

Since computing the local entropy of each state in time \( O(|S|^2) \) is trivial, the formula \( \bar{H}(C) = \sum_{s \in S} L(s) \mu_s \) can be used to compute entropy rate of a Markov chain in polynomial time. Note that this is a particular case of the computation of an expected infinite-horizon reward rate of a reward function defined on the transitions of a Markov chain.

Having computed the entropy rates of the joint, secret and attacker’s marginals we can apply Definition 7 to obtain the leakage rate of the system.

4.1 Example: Leaking Mix Node Implementation

We show an example of a program leaking an infinite amount of information and we compute its leakage rate using the method described above.

A mix node [9] is a program meant to scramble the order in which packages are routed through a network, to increase the anonymity of the sender. Even if the packages are encrypted, some information about the sender could be inferred by observing the order in which they are forwarded. A mix node changes this order to a random one, thus making it harder for an attacker to connect each package to its sender.

A mix node waits until it has accumulated a fixed amount of packages, and then forwards them in a random order. If the exit order of the packages is independent from the entrance order, then no information about the latter can be inferred by observing the former. We will present an implementation of a mix node where the entrance and exit order are not independent and compute the rate of the information leakage.
The implementation of the mix node is shown in Fig. 5. This particular node waits until it has accumulated 3 packages and then sends them in a random order. Naming the packages A, B and C there are 6 possible entrance orders: ABC, ACB, BAC, BCA, CAB, and CBA. We will number them from 0 to 5.

In line 5 of the code a random number from 0 to 5 is assigned to the secret variable inorder, modeling the secret entrance order. Then in line 6 a random value uniformly distributed from 0 to 5 is assigned to the variable rand. Finally, in line 7 the bitwise exclusive OR modulo 6 of the variables inorder and rand is assigned to the observable variable outorder, which represents the order in which the packages exit from the mix node and is observable to the attacker. After producing an exit order the mix node receives three more packages in a new entrance order, scrambles them the same way and forwards them, and so on forever.

Assume that the prior distribution over the input order is uniform. The resulting probability distribution on the exit order is \( P(outorder) = \{0 \mapsto 5/18, 1 \mapsto 5/18, 2 \mapsto 2/18, 3 \mapsto 2/18, 4 \mapsto 2/18, 5 \mapsto 1/18\} \). This depends on the fact that bitwise OR and modulo operations do not preserve distribution uniformity.

The Markov chain semantics of the system has more than 300 states. It can be computed and analyzed automatically in less than a second. Assuming that each line of code is executed in one time step, the entropy rates of the marginals are \( \bar{H}(inorder) = 0.86165 \ldots \) bits, \( \bar{H}(outorder) = 0.82766 \ldots \) and \( \bar{H}(inorder, outorder) = 1.59367 \ldots \), giving a leakage rate of \( \bar{I}(inorder; outorder) = \bar{H}(inorder) + \bar{H}(outorder) - \bar{H}(inorder, outorder) = 0.86165 \ldots + 0.82766 \ldots - 1.59367 \ldots \approx 0.09564 \) bits.

The leakage rate for each time unit is \( \approx 0.09564 \) bits. Since the entropy rate of the secret is \( \approx 0.86165 \) bits, we can conclude that this implementation of a mix node has a rate of leakage 0.09564/0.86165 \( \approx 11.1\% \) of each of its infinite secrets.

Note that in this simple case the loop always takes 3 time units to complete, so it would have been possible to just compute the leakage of one loop and divide it by 3, but in general loops do not compute for a fixed number of time units, e.g. if they contain multiple return statements.

### 5 Bounded Time/Leakage Analysis

We consider two similar bounded approaches to the leakage problem: computing the leakage of a Markov chain within a given time frame, or computing how long it takes for the Markov chain to leak a given amount of information.
We will refer to it as $I^{(t_1,t_2)}(o,h)$.

We want to compute the leakage for an attacker that is able to observe the behavior of the chain but also on the parameter $i$ time units. We present an iterative algorithm to compute $I^{(t_1,t_2)}(o,h)$.

Algorithm 2. Compute the leakage of a MC from a time $t_1$ to a time $t_2$.

Data: A Markov Chain $C = (S,s_0,P)$ with the variables $o$ and $h$, two integers $t_1$ and $t_2$ satisfying $t_1 \leq t_2$.

Result: The leakage from time $t_1$ to time $t_2$ $I^{(t_1,t_2)}(o,h)$.

for $x \in \{o,h,(o,h)\}$ do
  Compute the marginal $C_{ix}$, and let $\pi^{(t_1)}_{ix}$ be the probability distribution over its states at time $t_1$ and $H^{(t_1)}(C_{ix}) = H(\pi^{(t_1)}_{ix})$;
end

Compute $I^{(t_1,t_2)} = H^{(t_1)}(C_{o}) + H^{(t_1)}(C_{h}) - H^{(t_1)}(C_{o,h})$;

for $i = t_1 + 1$ to $t_2$ do
  for $x \in \{o,h,(o,h)\}$ do
    $H^{(i)}(C_{ix}) \leftarrow H^{(i-1)}(C_{ix}) + \sum_{s \in S_{ix}} \pi^{(i-1)}_{ix}(s)L_{ix}(s)$;
    $\pi^{(i)}_{ix} \leftarrow \pi^{(i-1)}_{ix}P^{(i-1),i}_{ix}$;
  end
end
$I^{(t_1,i)} \leftarrow H^{(i)}(C_{o}) + H^{(i)}(C_{h}) - H^{(i)}(C_{o,h})$;
end
return $I^{(t_1,t_2)}$.

5.1 Bounded Time

We want to compute the leakage for an attacker that is able to observe the behavior of the program for $t < \infty$ time units. We abstract time by considering each time unit as a step in the evolution of the Markov chain modeling the system. The definition of mutual information from a time $t_1$ to a time $t_2 > t_1$ is as follows:

Definition 9. Let $\mathcal{X}$ and $\mathcal{Y}$ be two stochastic processes. Then the mutual information between $X_t$ and $Y_t$ from time $t_1$ to time $t_2$ is $I(X_t;Y_t) = H(X_{t_1},\ldots,X_{t_2}) + H(Y_{t_1},\ldots,Y_{t_2}) - H(X_{t_1},\ldots,X_{t_2},Y_{t_1},\ldots,Y_{t_2})$.

We will refer to it as $I^{(t_1,t_2)}(\mathcal{X};\mathcal{Y})$ for simplicity.

Consider as usual the Markov chain semantics $C = (S,s_0,P)$ modeling the behavior of the system. We present an iterative algorithm to compute $I^{(t_1,t_2)}(o,h)$ in time $O(t_2|S|^2)$: the algorithm first computes the distribution at time $t_1$ and then computes the behavior of the chain until time $t_2$ while keeping track of the amount of leakage accumulated. In the algorithm let $S_{ix}$ be the state space of the marginal, $\pi^{(i)}_{ix}$ the distribution on the marginal at time $i$, and $P^{(i),j}_{ix}$ the probability of transitioning from $i$ to $j$ in the marginal.

Theorem 10. Algorithm 2 terminates in time $O(t_2|S|^2)$ and when it does it outputs $I^{(t_1,t_2)}(o,h)$.

Note that Algorithm 2 is pseudopolynomial, as it depends not only on the size of the chain but also on the parameter $t_2$. Also note that due to the Markov property it holds that $I^{(t_1,t_2)} = I^{(t_1,t_2)}$ whenever $\pi^{(t_1)}_{o,h} = \pi^{(t_2)}_{o,h}$ and $t_2 - t_1 = t_2' - t_1'$.

5.2 Bounded Leakage

We want to determine how many time units it takes for the system to leak a given amount $c$ of bits of information. The problem is more complex than the one analyzed in the previous
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section, since leakage is a complex function of the behavior of the system in time and finding
a way to bound or reverse it is not obvious.

We start by considering the qualitative version of the problem: does there exist a time \( t \)
such that \( I_tC(t) \geq c \)? To answer we note that the sequence of leakages is monotonic
non-decreasing over time, so if the answer is yes then the leakage will remain greater than
\( c \) for each time \( t' \geq t \). This allows us to answer the qualitative question by computing
the leakage on the infinite time horizon as shown in Section 3; let it be \( l_\infty \). If \( l_\infty < c \) then there
is no time \( t \) such that the leakage is \( c \), while if \( l_\infty > c \) then such time exists. If \( l_\infty = c \) then
the system leaks \( c \) bits on the infinite time horizon but we have no guarantee that this
amount will be reached in finite time.

In the case in which \( l_\infty \geq c \) we can ask the quantitative question, i.e. at what time
\( t \) the system will have leaked at least \( c \) bits. If \( l_\infty > c \) we know that such time \( t \) exists,
while if \( l_\infty = c \) it may not. We will define the \textit{bounded leakage problem} as follows: given a
Markov chain \( \mathcal{C} = (S, s_0, P) \) labeled with secrets and observations and a positive real number
\( c \), determine if there exists a finite time \( t \) such that the information leakage of the chain at
time \( t \) is exactly \( c \).

The problem is harder than it seems. For deterministic programs, it has been shown
by Terauchi that it is not a k-safety property for any \( k \) [17]. The problem has also been
addressed computationally by Heusser and Malacaria [10]. For randomized programs, we will
show that the problem can be reduced from Skolem’s problem [14]. While smaller instances
have been shown to be decidable, the full decidability of Skolem’s problem is still an open
question [15]. Akshay et al. [1] show that Skolem’s problem is equivalent to the following:
given a Markov chain \( \mathcal{C} = (S, s_0, P) \), a state \( s \) and a probability \( r \) determine whether there
is a time \( t \) such that \( \pi_s(t) = r \). We will call this \textit{Skolem’s Markov chain reachability problem}.
Intuitively, information leakage is a harder problem than reachability, as formally stated by
the following theorem:

\begin{theorem}
Let \( \mathcal{A} \) be an algorithm deciding the bounded leakage problem. Then \( \mathcal{A} \) decides
Skolem’s Markov chain reachability problem.
\end{theorem}

6 Conclusions and Related Work

We have shown how to provide meaningful measures of the effectiveness of a secret-dependent
non-terminating program in protecting its secret, by computing Shannon leakage when its
value is finite and Shannon leakage rate otherwise. Operationally, Shannon leakage is related
to the expected number of guesses it will take for the attacker to find out the secret’s value,
so leakage and leakage rate can be used to understand the amount of time that the attacker
will require to infer the system’s secret [13]. To the same aim, we provided an algorithm
that computes the amount of leakage from a program in a given time frame. Finally, we
have shown that a precise quantification of the time required to leak a given amount is a
hard problem, proving the complexity of the problem.

The quantification of leakage for an infinite observation and a finite or infinite secret has
been recently considered by Chothia et al. [7]. Their framework is different from ours as they
study probabilistic “point to point” leakage; also they provide no algorithms to compute
leakage. The authors do not consider the case in which the observation is finite and the
secret infinite. Also, in the infinite secret and observation case they explicitly do not consider
the leakage rate per time unit, preferring to compute the leakage for each occurrence of the
secret command in their framework.
Alvim et al. [2] study the setting of interactive systems, where secrets and observables can alternate during the computation and influence each other. They show that in this case mutual information is only an upper bound on leakage and “direct information” is a more precise leakage measure. This work is related to ours in that it investigates multi-stage processes but it presents significant differences as it doesn’t investigate infinite leakage nor Markovian processes.

Recently Backes et al. also present a method for leakage rate computation based on stationary distribution of Markov chains, which they compute using PageRank [3]. We expect that Algorithm 1 would be a useful addition to their approach.
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1 Introduction

Markov decision processes (MDP) are a standard formalism for modeling systems that exhibit both stochastic and non-deterministic aspects. At each round of the execution of an MDP, an action is chosen by a controller (resolving non-determinism), and the next state is determined stochastically by a probability distribution associated to the current state and the chosen action. A controller is thus a strategy (a.k.a. policy) that determines which action to choose at each round according to the history of the execution so far. Algorithms for finite state MDPs are known for a large variety of objectives including omega-regular objectives [5], PCTL objectives [1], or quantitative objectives [18].

Multiple-Environment MDP (MEMDP). In an MDP, the environment is unique, and this may not be realistic: we may want to design a control strategy that exhibits good performances under several hypotheses formalized by different models for the environment, and those environments may not be distinguishable or we may not want to distinguish them (e.g. because it is too costly to design several control strategies.) As an illustration, consider the design of guidelines for a medical treatment that needs to work adequately for two populations of patients modeled by different stochastic models, even if the patients cannot be diagnosed to be in one population or in the other. This can be modeled by an MDP with two different models for the responses of the patients to the sequence of actions taken during the cure. We want a therapy that possibly makes decisions by observing the reaction of the patient and that works well (say reaches a good state for the patient with high probability) no matter if the patient belongs to the first of the second population.

Facing two potentially indistinguishable environments can be easily modeled with a partially observable MDPs. Unfortunately, this model is particularly intractable [3] (e.g. quantitative reachability, safety, and parity objectives, and even qualitative parity objectives
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are undecidable.) To remedy to this situation, we introduce *multiple-environment MDPs (MEMDP)* which are MDPs with a set of probabilistic transition functions, rather than a single one. The goal in a MEMDP is to synthesize a single controller with guaranteed performances against all environments even though the environment which is operating is unknown a priori (it may be discovered during interaction but not necessarily.) We show that problems that are undecidable for partially observable MDPs, are decidable for MEMDPs and sometimes have even efficient solutions.

**Results.** We study MEMDPs with three types of objectives: reachability, safety and parity objectives. For each of those objectives, we study both qualitative and quantitative threshold decision problems. In this paper, we concentrate on MEMDPs with two environments as the two-environment case exhibits all the conceptual difficulties of the general case and it will easy the presentation of our results. The generalisation of the results for the $n$-environment case is left for future works. We first show that winning strategies may need infinite memory as well as randomization, and we provide algorithms to solve the decision problems. As it is classical, we consider two variants for the qualitative threshold problems. The first variant, asks to determine the existence of a single strategy that wins the objective with probability one (almost surely winning) in all the environments of the MEMDP. The second variant asks to determine the existence of a family of single strategies such that for all $\epsilon > 0$, there is one strategy in the family that wins the objective with probability larger than $1 - \epsilon$ (limit sure winning) in all the environments of the MEMDP. For both almost sure winning and limit sure winning, and for all three types of objectives, we provide efficient polynomial time algorithmic solutions. Then we turn to the quantitative threshold problem that asks for the existence of a single strategy that wins the objective with a probability that exceeds a given rational threshold in all the environments. We show the problem to be NP-hard (already for two environments and acyclic MEMDPs), so classical quantitative analysis techniques based on LP cannot be applied easily. Instead, we show that finite memory strategies are sufficient to approach achievable thresholds and we reduce the existence of bounded memory strategies to solving quadratic equations, leading to solutions in polynomial space. Our solutions rely on several new concepts (double-end components, good end-component, revealing edges, etc.) that bring deep understanding of the problems. The proofs are omitted due to space constraints, but a long version is available in [19].

**Related Work.** Interval Markov chains are Markov chains in which transition probabilities are only known to belong to given intervals (see e.g. [13, 14, 4]). Similarly, Markov decision processes with uncertain transition matrices for finite-horizon and discounted cases were considered [17]. The latter work also mentions the finite scenario case in which the transition probabilities are chosen among a finite set, as in our case. However, a solution is given only for the case where these probabilities can independently change in each step. Independence is a simplifying assumption that provides pessimistic guarantees. This means one ignores all information one might obtain on the system along observed histories, and so the results tend to be overly pessimistic.

Our work is related to reinforcement learning, where the goal is to develop strategies which ensure good performance in unknown environments, by learning and optimizing simultaneously; see [12] for a survey. In particular, it is related to the multi-armed bandit problem where one is given a set of systems with unknown reward distributions, and the goal is to choose the best one while optimizing the overall cost incurred while learning. The problem of finding the optimal one (without optimizing) with high confidence was considered
Multiple targets are considered in [9, 15], and is related to our constructions inside distinguishing double end-components (see Section 5). However, our problems differ from this one as in multi-armed bandit problem models the bandits are unknown while our environments are known but we do not know a priori which environment is playing.

Multiple reachability objectives in MDPs were considered in [7]: given an MDP and multiple targets $T_i$, thresholds $\alpha_i$, decide if there is a strategy forcing each $T_i$ with probability at least $\alpha_i$. Multiple reachability in MDPs can be seen as a special case of the reachability problem in MEMDPs (consider multiple copies of the same transition relation and for each copy one target set $T_i$) but there is no easy reduction the other way around. Indeed, while for multi-reachability objectives in MDPs with absorbing target states, optimal memoryless strategies always exist [7], we show that for reachability objectives in MEMDPs with absorbing target states, we may need infinite memory to play optimally. The former problem can be solved in polynomial time using linear programming; but we show that the quantitative reachability problem for MEMDPs with two environments and absorbing target states is NP-hard; so no polynomial time reduction to multi-reachability in MDPs is possible unless $P=NP$. An extension to multiple quantitative objectives were considered in [10], where finite-memory strategies also suffice and the algorithm is uses linear programming.

2 Definitions

A finite Markov decision process (MDP) is a tuple $M = (S, A, \delta)$, where $S$ is a finite set of states, $A$ a finite set of actions, where $A(s)$ denotes the set of actions available from $s \in S$, and $\delta : S \times A \rightarrow \mathcal{D}(S)$ a partial function defined for each pair $(s, a)$ such that $a \in A(s)$, and $\mathcal{D}(S)$ is the set of probability distributions on $S$. We define a run of $M$ as a finite or infinite sequence $s_1a_1 \ldots a_{n-1}s_n \ldots$ of states and actions such that $\delta(s_i, a_i, s_{i+1}) > 0$ for all $i \geq 1$. Finite runs are also called histories and denoted $H(M)$.

Sub-MDPs and end-components. For the following definitions, we fix an MDP $M = (S, A, \delta)$. A sub-MDP $M'$ of $M$ is an MDP $(S', A', \delta')$ with $S' \subseteq S$, $\emptyset \neq A'(s) \subseteq A(s)$ for all $s \in S'$, and $\text{Supp}(\delta(s, a)) \subseteq S'$ for all $s \in S', a \in A'(s)$ (here $\text{Supp}(\cdot)$ denotes the support), and $\delta' = \delta|_{S' \times A'}$. By an abuse of notation, we may omit $\delta'$, and refer to the sub-MDP by $(S', A')$. For any subset $S' \subseteq S$ for which there exists a sub-MDP $(S', A', \delta')$, let us denote by $M|_{S'}$ the sub-MDP of $M$ induced by $S'$, which is the sub-MDP with the largest set of actions. In other terms, the sub-MDP induced by $S'$ contains all actions of $S'$ whose supports are inside $S'$. An MDP is strongly connected if between any pair of states $s, t$, there is a run. An end-component of $M = (S, A, \delta)$ is a sub-MDP $M' = (S', A', \delta')$ that is strongly connected. It is known that the union of two end components with non-empty intersection is an end-component; one can thus define maximal end-components. We let $\text{MEC}(M)$ denote the set of maximal end-components of $M$, computable in polynomial time [6]. An absorbing state $s$ is such that for all $a \in A(s)$, $\delta(s, a, s) = 1$.

Strategies. A strategy $\sigma$ is a function $(SA)^*S \rightarrow \mathcal{D}(A)$ such that for all $h \in (SA)^*S$ ending in $s$, we have $\text{Supp}(\sigma(h)) \subseteq A(s)$. A strategy is pure if all histories are mapped to Dirac distributions. A strategy can be encoded by a stochastic Moore machine, $(M, \sigma_a, \sigma_u, \alpha)$ where $M$ is a finite or infinite set of memory elements, $\alpha$ the initial distribution on $M$, $\sigma_a$ the memory update function $\sigma_a : A \times S \times M \rightarrow \mathcal{D}(M)$, and $\sigma_u : S \times M \rightarrow \mathcal{D}(A)$ the next action function where $\text{Supp}(\sigma(s, m)) \subseteq A(s)$ for any $s \in S$ and $m \in M$. We say that $\sigma$ is finite-memory if $|M| < \infty$, and $K$-memory strategy if $|M| = K$; it is memoryless.
if $K = 1$, thus only depends on the last state of the history. Otherwise a strategy is infinite-memory. We define such strategies as functions $s \mapsto \mathcal{D}(A(s))$ for $s \in S$. An MDP $M$, a strategy $\sigma$ encoded by $(M, \sigma_v, \sigma_u, \alpha)$, and a state $s$ determine a finite Markov chain $M^*_s$ defined on the state space $S \times M$ as follows. The initial distribution is such that for any $m \in M$, state $(s, m)$ has probability $\alpha(m)$, and 0 for other states. For any pair of states $(s, m)$ and $(s', m')$, the probability of the transition $(s, m), a, (s', m')$ is equal to $\sigma_a(s, m)(a) \cdot \delta(s, a, s') \cdot \sigma_u(s, m, a)(m')$. A run of $M^*_s$ is a finite or infinite sequence of the form $(s_0, m_0), a_0, (s_1, m_1), a_1, (s_2, m_2), a_2, \ldots$, where each $(s_i, m_i), a_i, (s_{i+1}, m_{i+1})$ is a transition with nonzero probability in $M^*_s$, and $s_0 = s$. In this case, the run $s_1 a_1 s_2 a_2 \ldots$, obtained by projection to $M$, is said to be compatible with $\sigma$. When considering the probabilities of events in $M^*_s$, we will often consider sets of runs of $M$. Thus, given $E \subseteq (SA)^*$, we denote by $\mathbb{P}^*_M[E]$ the probability of the runs of $M^*_s$ whose projection to $M$ is in $E$. For any strategy $\sigma$ in a MDP $M$, and a sub-MDP $M' = (S', A', \delta')$, we say that $\sigma$ is compatible with $M'$ if for any $h \in (SA)^* S'$, $\text{Supp}(\sigma(h)) \subseteq A'(\text{last}(h))$, where last(h) is the last state of $h$.

Let $\text{Inf}(w)$ denote the disjoint union of states and actions that occur infinitely often in the run $w$; $\text{Inf}$ is thus seen as a random variable. By an abuse of notation, we say that $\text{Inf}(w)$ is equal to a sub-MDP $D$ whenever it contains exactly the states and actions of $D$. It was shown that for any MDP $M$, state $s$, strategy $\sigma$, $\mathbb{P}^*_M[\text{Inf}]$ is an end-component $= 1 \{6\}$. We call a subset of states $T$ transient if under all strategies, and starting from any state, almost surely, $T$ is visited finitely many times.

**Objectives.** Given a set $T$ of states, we define a safety objective w.r.t. $T$, written Safe($T$), as the set of runs that only visit $T$. A reachability objective w.r.t. $T$, written Reach($T$), is the set of runs that visit $T$ at least once. We also consider parity objectives. A parity function is defined on the set of states $p : S \rightarrow \{0, 1, \ldots, 2d\}$ for some nonnegative integer $d$. The set of winning runs of $M$ for $p$ is defined as $\mathcal{P}_p = \{w \in (SA)^* | \min\{p(s) | s \in \text{Inf}(w)\} \in 2N\}$. For any MDP $M$, state $s$, strategy $\sigma$, and objective $\Phi$, we denote $\text{Val}_\sigma^p(M, s) = \mathbb{P}^*_M[\Phi]$ and $\text{Val}_\sigma^p(M, s) = \sup_{\sigma} \mathbb{P}^*_M[\Phi]$. We say that objective $\Phi$ is achieved surely if for some $\sigma$, all runs of $M$ from $s$ compatible with $\sigma$ satisfy $\Phi$. Objective $\Phi$ is achieved with probability $\alpha$ in $M$ from $s$ if for some $\sigma$, $\text{Val}_\sigma^p(M, s) \geq \alpha$. If $\Phi$ is achieved with probability 1, we say that it is achieved almost surely. Objective $\Phi$ is achieved limit-sure if for any $\epsilon > 0$, there exists a strategy $\sigma$ which achieves $\Phi$ with probability $1 - \epsilon$. In MDPs, limit-sure achievability coincides with almost-sure achievability since optimal strategies exist. We define $\text{AS}(M, \Phi)$ the set of states of $M$ where $\Phi$ is achieved almost surely. Recall that for reachability, safety, and parity objectives these states can be computed in polynomial time, and are only dependent on the supports of the probability distributions $[1, 6]$. It is known that for any MDP $M$, state $s$, and a reachability, safety, or parity objective, there exists a pure memoryless strategy $\sigma$ computable in polynomial time achieving the optimal value $[18, 5]$.

In the next lemma, we recall that the optimal value inside any end-component is either 0 or 1, and that this only depends on the supports of the probability distributions.

**Lemma 1** ([6]). Let $M = (S, A, \delta)$ be a strongly connected MDP, and $p$ a parity function. Then, for any MDP $M' = (S, A, \delta')$ such that for all $s \in S$, $a \in A$, $\text{Supp}(\delta'(s, a)) = \text{Supp}(\delta(s, a))$, and for all states $s \in S$, there exists a strategy $\sigma$ such that $\text{Val}_\sigma^p(M, s) = \text{Val}_\sigma^p(M, s) = \text{Val}_\sigma^p(M', s) = \text{Val}_\sigma^p(M', s) = \{0, 1\}$.

### 3 Multiple-Environment MDP

A multiple-environment MDP (MEMDP), is a tuple $M = (S, A, (\delta_i))_{1 \leq i \leq k}$, where for each $i$, $(S, A, \delta_i)$ is an MDP. We will denote by $M_i$ the MDP obtained by fixing the edge proba-
abilities $\delta_i$, so that $P^*_{M_i,s}[E]$ denotes the probability of event $E$ in $M_i$ from state $s$ under strategy $\sigma$. Intuitively, each $M_i$ corresponds to the behavior of the system at hand under a different environment; in fact, while the state space is identical in each $M_i$, the transition probabilities between states and even their supports may differ. In this paper, we concentrate on the case of $k = 2$. We are interested in synthesizing a single strategy $\sigma$ with guarantees on both environments, without a priori knowing against which environment $\sigma$ is playing. We consider reachability, safety, and parity objectives, and again for readability, we consider the case where the same objective is to hold in all environments. The general quantitative problem is the following.

**Definition 2.** Given MEMDP $M$, state $s_0$, $\alpha_1, \alpha_2 \in [0, 1]$, and $\Phi$, a reachability, safety, or a parity objective, decide if there is a strategy $\sigma$ such that $\forall i \in \{1, 2\}, \text{Val}_i^\alpha(M_i, s) \geq \alpha_i$.

We refer to the general problem as quantitative reachability (resp. safety, parity). Given $M$, $s_0$, $(\alpha_1, \alpha_2)$, $\Phi$, we say that $\Phi$ is achieved with probabilities $(\alpha_1, \alpha_2)$ in $M$ from $s$ if there is a strategy $\sigma$ witnessing the above definition. We say that $\Phi$ is achieved almost surely in $M$ from $s$ if it is achieved with probabilities $(1, 1)$. Objective $\Phi$ is achieved limit-surely in $M$ from $s$ if for any $\epsilon > 0$, $\Phi$ is achieved in $M$ from $s$ with probabilities $(1-\epsilon, 1-\epsilon)$. Almost-sure reachability (resp. safety, parity) problems consist in deciding whether in a given $M$, from a state $s$, a given objective is achieved almost surely. Limit-sure reachability (resp. safety, parity) problems are defined respectively.

Given any MEMDP $M = (S, A, \delta_1, \delta_2)$, we define the MDP $\bigcup M = (S, A, \delta)$ by taking, for each action, the union of all transitions, and assigning them uniform probabilities. For any sub-MDP $(S', A', \delta')$ of $\bigcup M$, we define the sub-MEMDP induced by the sub-MDP $(S', A', \delta')$ as the MEMDP $(S', A', \delta'_1, \delta'_2)$ where $\delta'_i = \delta_i|_{S' \times A'}$. For any subset $S' \subseteq S$, the sub-MEMDP of $M$ induced by $S'$ is the sub-MEMDP of $M$ induced by the sub-MDP of $\bigcup M$ induced by $S'$.

### Strategy Complexity

Unlike MDPs, all considered objectives may require infinite memory and randomization, and Pareto-optimal probability vectors may not be achievable (a Pareto-optimal vector is component-wise maximal). All counterexamples are given in Fig. 1.

**Lemma 3.** For some MEMDPs $M$ and objectives $\Phi$:

- There exists a randomized strategy that achieves $\Phi$ with higher probabilities in both environments than any pure strategy.
- There exists an infinite-memory strategy that achieves $\Phi$ with higher probabilities in both environments than any finite-memory strategy.
- Objective $\Phi$ can be achieved limit-surely but not almost surely (showing Pareto-optimal vectors are not always achievable).

### Results

We give efficient algorithms for almost-sure and limit-sure cases:

(A) The almost-sure reachability, safety, and parity problems are decidable in polynomial time (Theorems 5 and 19). Finite-memory strategies suffice.

(B) The limit-sure reachability, safety, and parity problems are decidable in polynomial time (Theorems 12 and 20). Moreover, for any $\epsilon > 0$, to achieve probabilities of at least $1-\epsilon$, $O(\frac{1}{\eta} \log(\frac{1}{\epsilon}))$-memory strategies suffice, where $\eta$ denotes the smallest positive difference between the probabilities of $M_1$ and $M_2$.

The general quantitative problem is harder as shown by the next results. We call an MEMDP acyclic if the only cycles are self-loops in all environments.
Multiple-Environment Markov Decision Processes

\[ T = \{ u \} \]

\[ T = \{ v \} \]

\[ T = \{ v \} \]

Figure 1 We adopt the following notation in all examples: edges that only exist in \( M_1 \) are drawn in dashed lines, and those that only exist in \( M_2 \) by dotted ones, and all probabilities are uniform unless otherwise said. To see that randomization may be necessary, observe that in the MEMDP \( M \) in Fig. 1a, the vector \( (0.5, 0.5) \) of reachability probabilities for target \( T \) can only be achieved by a strategy that randomizes between \( a \) and \( b \). In the MEMDP in Fig. 1b, where action \( a \) from \( s \) has the same support in \( M_1 \) and \( M_2 \) but different distributions. Any strategy almost surely reaches \( u \) in both \( M_i \), since action \( a \) from \( s \) has nonzero probability of leading to \( u \). Intuitively, the best strategy is to sample the distribution of action \( a \) from \( s \), and to choose, upon arrival to \( u \), either \( a \) or \( b \) according to the most probable environment. We prove that such an infinite-memory strategy achieves a Pareto-optimal vector which cannot be achieved by any finite-memory strategy. Last, in Fig. 1c, the MEMDP is similar to that of Fig. 1b except that action \( a \) from \( s \) only leads to \( s \) or \( t \). We will prove in Section 6, that for any \( \epsilon > 0 \), there exists a strategy ensuring reaching \( T \) with probability \( 1 - \epsilon \) in each \( M_i \). The strategy consists in sampling the distribution of action \( a \) from \( s \) a sufficient number of times and guessing the actual environment against which the controller is playing. However, the vector \( (1, 1) \) is not achievable, which follows from Section 4.

(C) The quantitative reachability and safety problems are NP-hard on acyclic MEMDPs both for arbitrary and memoryless strategies (Theorem 13).

We can nevertheless provide procedures to solve the quantitative reachability and safety problems by fixing the memory size of the strategies.

(D) For any \( K \geq 0 \), the quantitative reachability and safety problems restricted to \( K \)-memory strategies can be solved in space polynomial in \( K \) and the size of \( M \). (Theorem 14).

The quantitative parity problem can be reduced to quantitative reachability, so the previous result can also be applied for the quantitative parity problem.

(E) The quantitative parity problem can be reduced to quantitative reachability in polynomial time (Theorem 20).

We show that finite-memory strategies are not restrictive if we are interested in approximately ensuring given probabilities.

(F) Finite-memory strategies suffice to approximate quantitative reachability, safety, and parity problems up to any desired precision (Theorem 15).

We provide an approximate solution for quantitative reachability in the following sense. We consider \( \epsilon \)-gap problems where the goal is to give a correct answer on negative instances that are “far” from the positive instances by \( \epsilon \), and on positive instances that are far from the negative instances by \( \epsilon \), while giving no guarantees in the rest of the input [8, 11].

Definition 4. The \( \epsilon \)-gap problem for reachability consists, given MEMDP \( M \), state \( s \), target set \( T \), and probabilities \( \alpha_1, \alpha_2 \), in answering i YES if \( \exists \sigma, \forall i = 1, 2, P_{M, s}[\text{Reach}(T)] \geq \alpha_i \); ii NO if \( \forall \sigma, \exists i = 1, 2, P_{M, s}[\text{Reach}(T)] < \alpha_i - \epsilon \); iii and arbitrarily otherwise.

(G) There is a procedure for the \( \epsilon \)-gap problem for quantitative reachability in MEMDPs (Theorem 16). The \( \epsilon \)-gap problem is NP-hard (Theorem 17).
The algorithm for almost sure reachability is described in Algorithm 1. First, the state space is restricted to \( U \) since any state from which the objective holds almost surely in the MEMDP \( M \) must also belong to an almost surely winning state of each \( M_i \). Second, we consider MEMDP \( M' \) induced by the states surely satisfying Safe\((U)\) in \( \cup M \). The problem is then reduced to finding an almost surely winning strategy in each \( M'_i \) separately. If such strategies exist, then we obtain our strategy by either 1) alternating between the two strategies using memory, or 2) randomizing between them.

Figure 2 is an example where almost-sure reachability holds; and we saw the example of Fig. 1c where almost-sure reachability does not hold.

\[
\text{Figure 2} \text{ MEMDP } M \text{ where } \text{Reach}(T) \text{ can be achieved almost surely. In fact, } \text{AS}(M_i, T) = \{s, t, u\} \text{ for all } i = 1, 2, \text{ so } M' = M, \text{ and } \text{Val}_{\text{reach}(T)}(M'_i, s) = 1 \text{ for } i = 1, 2. \text{ The strategy returned by the algorithm consists in choosing, at } s, a \text{ and } b \text{ uniformly at random. Notice that there is no pure memoryless strategy achieving the objective almost surely.}
\]

Preprocessing. In an MEMDP with two environments, if one observes an edge that only exists in one environment, then the environment is known with certainty and any good strategy should immediately switch to the optimal strategy for the revealed environment. Formally, an edge \((s, a, s')\) is \textit{i-revealing} if \(\delta_1(s, a, s') \neq 0\) and \(\delta_{\omega-1}(s, a, s') = 0\). We make the following assumption w.l.o.g.:

\[\text{Assumption 1 (Revealed form).} \text{ All MEMDPs } M = (S, A, \delta_1, \delta_2) \text{ are assumed to be in revealed form, that is, there exists a partition } \mathcal{S} = \mathcal{S}_0 \cup \mathcal{R}_1 \cup \mathcal{R}_2 \text{ satisfying the following properties. 1. All states of } \mathcal{R}_1 \text{ and } \mathcal{R}_2 \text{ are absorbing in both environments, 2. For any } i = 1, 2, \text{ and any } i\text{-revealing edge } (s, a, s'), \text{ we have } s' \in \mathcal{R}_i. \text{ Conversely, any edge } (s, a, s') \text{ with } s' \in \mathcal{R}_i \text{ is } i\text{-revealing. States } \mathcal{R}_i \text{ are called } i\text{-revealed, denoted } R_i(M). \text{ We write } R = \mathcal{R}_1 \cup \mathcal{R}_2. \text{ The remaining states are called unrevealed.}
\]

In other words, we assume that any \(i\text{-revealing} edge leads to a known set of \(i\text{-revealed states which are all absorbing. Assumption 1 can be made without loss of generality by redirecting any revealing edge to fresh absorbing states.}

For any reachability (resp. safety) objective \(T\), once a state in \(T\) (resp. \(S \setminus T\)) is visited the strategy afterwards is not significant since the objective has already been fulfilled (resp. violated). Thus, we assume that the set of target and unsafe states are absorbing.

\[\text{Assumption 2.} \text{ For all considered objectives } \text{Reach}(T) \text{ (resp. Safe}(T'))\text{, we assume that all target states } T \text{ (resp. unsafe states } S \setminus T') \text{ absorbing for both environments.}
\]

Under assumptions 1 and 2, for any MEMDP \(M\), and objective \(\Phi\), we denote \(R^\Phi_i(M)\) the set of \(i\text{-revealed states from which } \Phi \text{ holds almost surely in } M_i\), and define \(R^\Phi(M) = R^\Phi_1(M) \cup R^\Phi_2(M)\). We will apply Assumption 1 throughout the paper, and Assumption 2 for reachability or safety objectives.

4 Almost-Sure Reachability

The algorithm for almost sure reachability is described in Algorithm 1. First, the state space is restricted to \(U\) since any state from which the objective holds almost surely in the MEMDP \(M\) must also belong to an almost surely winning state of each \(M_i\). Second, we consider MEMDP \(M'\) induced by the states surely satisfying Safe\((U)\) in \(\cup M\). The problem is then reduced to finding an almost surely winning strategy in each \(M'_i\) separately. If such strategies exist, then we obtain our strategy by either 1) alternating between the two strategies using memory, or 2) randomizing between them.

Figure 2 is an example where almost-sure reachability holds; and we saw the example of Fig. 1c where almost-sure reachability does not hold.

\[\text{Theorem 5.} \text{ For any MEMDP } M, \text{ objective } \text{Reach}(T), \text{ and a state } s, \text{ Algorithm 1 decides in polynomial time if } \text{Reach}(T) \text{ can be achieved almost surely from } s \text{ in } M, \text{ and returns a witnessing memoryless randomized strategy.}\]
Input: MEMDP $M$, Reach($T$), $s_0 \in S$

$U := AS(M_1, \text{Reach}(T)) \cap AS(M_2, \text{Reach}(T))$;

$M' := \text{Sub-MEMDP of } M \text{ induced by states } s \text{ s.t. } \text{Val}_{\text{Safe}(U)}^\pi(M, s) = 1$;

if $\forall i = 1, 2, \text{Val}_{\text{Reach}(T)}^\pi(M_i', s_0) = 1$ then

Let $\sigma_i$ for $i = 1, 2$, such that $\text{Val}_{\text{Reach}(T)}^\pi(M_i', t) = 1$ for all $t \in U$;

Return $\sigma'$ defined as $\sigma'(t) = \frac{1}{2}\sigma_1(t) + \frac{1}{2}\sigma_2(t)$, $\forall t \in S$;

else

Return NO;

end

Algorithm 1. Almost-sure reachability algorithm for MEMDPs.

5 Double end-components

End-components play an important role in the analysis of MDPs; see e.g. [6]. Because the probability distributions in different environments of an MEMDP can have different supports, we need to adapt the notion for MEMDPs. We thus introduce double end-components which are sub-MDPs that are end-components in both environments.

Formally, given an MEMDP $M = (S, A, \delta_1, \delta_2, r)$, a double end-component (DEC) is a pair $(S', A')$ where $S' \subseteq S$, and $A' \subseteq A$ such that $(S', A')$ is an end-component in each $M_i$. A double end-component $(S', A')$ is distinguishing if there is $(s, a) \in S' \times A'$ such that $\delta_1(s, a) \neq \delta_2(s, a)$. As the union of two DECs with a common state is a DEC, we consider maximal DECs (MDEC). MDECs of $M$ can be computed in polynomial time by eliminating from $M$ all actions with different supports, then computing the MECs of $\cup M$. A DEC is trivial if it is an absorbing state.

By Assumption 1 a DEC does not contain any revealed states unless it is trivial; therefore the supports of all DECs in both environments are identical. By Assumption 2, for reachability (resp. safety) objectives, non-trivial DECs do not contain target (resp. unsafe) states neither. Trivial DECs made of target (resp. safe) states are called winning. A DEC $D$ is winning for a parity objective $P_p$, if there is a strategy compatible with $D$ satisfying $P_p$ almost surely in both environments (a common strategy exists by Lemma 1).

Distinguishing DECs allow the strategy to learn the actual environment by sampling the distribution of distinguishing actions. One can in fact construct a strategy that surely stays inside a given DEC and guesses the actual environment with high confidence. Since a distinguishing DEC is non-trivial, the learning phase will surely avoid unsafe states. One then switches to the optimal strategy for the guessed environment:

Lemma 6. Consider any MEMDP $M = (S, s_0, A, \delta_1, \delta_2)$, a distinguishing double end-component $D = (S', A')$, state $s \in S'$, $\epsilon > 0$, and any objective $\Phi$ reachability, safety, parity. For any $\epsilon > 0$, there exists a strategy $\sigma$ such that $\mathbb{P}_{M_i, \sigma}[\Phi] \geq (1 - \epsilon)\text{Val}_{\Phi}^\pi(M_i, s), \forall i = 1, 2$.

We now present a transformation for general MEMDPs by contracting DECs, which preserves the values up to any desired $\epsilon$ by Lemma 6. Given a DEC $D = (S', A')$, a frontier state $s$ of $D$ is such that there exists an action $a \in A(s) \setminus A'(s)$, which is not in $D$, index $i \in \{1, 2\}$, and $s' \not\in S'$ such that $\delta_i(s, a, s') \neq 0$. An action $a \in A(s) \setminus A'(s)$ is a frontier action for $D$. A pair $(s, a)$ is called frontier state-action when $a \in A(s)$ is a frontier action.

Definition 7. Given an MEMDP $M = (S, A, \delta_1, \delta_2)$, and reachability or safety objective $\Phi$, we define $M = (\hat{S}, \hat{A}, \hat{\delta}_1, \hat{\delta}_2)$ as follows: a) Any distinguishing MDEC $D$ is contracted as in Fig. 3a where in $M_i$, action $a$ leads to $W_D$ with probability $v_i = \text{Val}_{\Phi}(M_i, D)$, and to
The actions leading to frontier states, since value vectors achieved in \( \hat{\Phi} \) for reachability and safety is shown next. Note that the value vectors are preserved although e.g. choosing all actions uniformly at random—see part its frontier states, are visited infinitely often (by considering a memoryless strategy arbitrarily approximate probabilities \( \hat{\Phi} \)).

We write \( \hat{\Phi} \) inside and obtains the value \( \hat{\Phi} \).

**Lemma 8.** For MEMDPs \( M \), and reachability of safety objectives \( \Phi \). \( \hat{\Phi} \) for reachability and safety is shown next. Note that the value vectors are preserved although vectors achieved in \( \hat{M} \) may not be achievable in \( M \) (see Fig. 1c).

\( L_D \) with probability \( 1 - v \). b) Any non-distinguishing MDEC \( D = (S', A') \) is replaced with the module in Fig. 3b. The actions \( a^8 \) and \( \{f_i a_i \}_{(f_i, a_i) \in F} \) are available from \( s_D \) where \( F \) is the set of pairs of frontier state-actions of \( D \). For any \( (f_i, a_i) \), the distribution \( \hat{\delta}_j(s_D, f_i a_i) \) is obtained from \( \delta_j(f_i, a_i) \) by redirecting to \( s_D \) all edges that lead inside \( S' \). Define the new objective \( \Phi \) by restricting \( \Phi \) to \( \hat{S} \), and adding all states \( W_D \) in the target (resp. safe) set.

We write \( \hat{\Phi} : S \rightarrow \hat{\Phi} \) (also denoted \( s \rightarrow \hat{s} \)) the mapping from the states of \( S \) to those of \( \hat{S} \).

The intuition is that when the play enters a distinguishing DEC \( D \), by Lemma 6, we can arbitrarily approximate probabilities \( v_i = \hat{\Phi}^*_i(M, D) \); this is represented by action \( a^8 \) in Fig. 3a. From a state \( s \) in a non-distinguishing DEC \( D \) in \( M \), the play either stays forever inside and obtains the value \( \hat{\Phi}^*_i(M_1|D, s) = \hat{\Phi}^*_i(M_2|D, s) \) (as it is non-distinguishing) — represented by \( a^8 \) in Fig. 3b, or it eventually leaves \( D \). The latter case is represented by the actions leading to frontier states, since \( D \) is necessarily left from such a state. Note that there is a strategy under which, from any state of \( D \), in \( M_1 \) and \( M_2 \), all states of \( D \), and in particular its frontier states, are visited infinitely often (by considering a memoryless strategy choosing all actions uniformly at random—see e.g. [18]). The equivalence between \( M \) and \( \hat{M} \) for reachability and safety is shown next. Note that the value vectors are preserved although vectors achieved in \( \hat{M} \) may not be achievable in \( M \) (see Fig. 1c).

**Lemma 8.** For MEMDPs \( M \), and reachability of safety objectives \( \Phi \). \( \hat{\Phi}^*_i(M, s) = \hat{\Phi}^*_i(M \hat{\Phi}, s) \). Any end-component \( D \) of \( M \) is either a trivial DEC, or transient in \( M \).

By Definition 7, and Lemmas 8-8, the following assumption can be made w.l.o.g.

**Assumption 3.** All MEMDPs are assumed to have only trivial DECs.

## 6 Limit-Sure Reachability

In this section, we describe our polynomial-time algorithm for limit-sure reachability in MEMDPs. Throughout this section, we make Assumptions 1, 2, and 3.

We saw in the previous section how the strategy can safely learn the current environment with high confidence inside DECs. It turns out that it is possible to apply such learning strategies outside DECs. We need to introduce a new concept, called good end-components in order to fully capture all subsets of states where such a learning strategy can be applied. Consider the example of Fig. 4. Here, the MDP \( M_1 \) has a MEC \( D \) with the following property: the strategy \( \sigma \) compatible with \( D \) and choosing all actions of \( D \) uniformly at random, achieves the objective almost surely in \( M_2 \). In fact, a strategy that always chooses \( a \) at states \( s \) and \( t \) almost surely reaches \( u \) in \( M_2 \). In order to achieve the objective with probability close to 1, one can run strategy \( \sigma \) for a large number of steps, and if state \( u \) is still not reached, switch to the optimal strategy for \( M_1 \), that is, choose \( b \) from \( s \). It can
Lemma 11. For any MEMDP $M$, reachability objective $\Phi$, and state $s$, $\Phi$ can be achieved limit surely in $M$ from $s$ if, and only if $\tilde{\Phi}$ can be achieved almost surely in $\tilde{M}$ from $\tilde{A}(s)$.

The steps of the limit-sure reachability algorithm are thus as follows: 1. Contract DECs by Def. 7. 2. Contract MGECs by Def. 10. 3. Solve almost-sure reachability by Algorithm 1.

Theorem 12. The limit-sure reachability problem is decidable in polynomial-time.
Quantitative Reachability

In this section, we study the quantitative reachability problem for MEMDPs. We first establish NP-hardness, suggesting that it is unlikely to have a polynomial-time algorithm, and that techniques based on linear programming often used for the quantitative analysis of MDPs (e.g. [18]) cannot be applied. We prove the hardness result by reduction from the product-partition problem [16].

▶ Theorem 13. Given an MEMDP $M$, target set $T$, and $\alpha_1, \alpha_2 \in [0, 1]$, it is NP-hard to decide whether for some strategy $\sigma$, $\mathbb{P}^{\sigma}_{M, s_0}[\text{Reach}(T)] \geq \alpha_i$ for each $i = 1, 2$.

As an upper bound on the above problem, we show that quantitative reachability for strategies with a fixed memory size can be solved in polynomial space. The algorithm consists in encoding the strategy and the probabilities achieved by each state and each environment, as a bilinear equation, and solving these in polynomial space in the equation size (see [2] for general polynomial equations).

▶ Theorem 14. The quantitative reachability and safety problems for $K$-memory strategies can be solved in polynomial space in $K$ and in the size of $M$.

We now show that considering finite-memory strategies are hardly restrictive, in the sense that they can always be used to approximately achieve the values. We give a bound on strategy memories that is sufficient to approximate the value by given $\epsilon$. The idea underlying the proof of the following theorem is that along a long execution in MEMDPs, with high probability, either one enters a subset of states that is identical in both environments, or one has gathered enough samples on probability distributions to guess the actual environment with high confidence.

▶ Theorem 15. For any MEMDP $M$ satisfying Assumption 3, reachability objective $\Phi$, strategy $\sigma$, and $\epsilon > 0$, there exists a $N$-memory strategy $\sigma'$ with $\forall i = 1, 2, \mathbb{P}^{\sigma'}_{M, s_i}[\Phi] \geq \mathbb{P}^{\sigma}_{M, s_i}[\Phi] - \epsilon$, where $N = (|S| + |A|)^{\frac{3\log^4(1/\epsilon)}{p\log^2(\eta^3)}}$, with $p$ the smallest nonzero probability and $\eta = \min\{\|\delta_1(s, a, s') - \delta_2(s, a, s')\| : s, a, s', s'' \text{ s.t. } \delta_1(s, a, s') \neq \delta_2(s, a, s')\}$.

We derive our procedure by Theorems 14 and 15. The “gap” can be chosen arbitrarily small, and the procedure is used to distinguish instances that are clearly feasible from those that are clearly not feasible, while giving no guarantee in the borderline of size $\epsilon$.

▶ Theorem 16. There is a procedure that runs in $O(N \cdot |M|)$ space solving the $\epsilon$-gap problem for quantitative reachability in MEMDPs.

It turns out that even the $\epsilon$-gap problem is NP-hard. We prove this by identifying instances where the achieved probabilities are isolated:

▶ Theorem 17. The $\epsilon$-gap problem for MEMDPs is NP-hard.

Safety and Parity Objectives

▶ Lemma 18. Limit-sure safety is equivalent to sure safety in MEMDPs, and can be decided in polynomial time.

For quantitative safety, the results of the previous section can be adapted without difficulty.

We give a polynomial-time algorithm for almost sure parity objectives, consisting in

1. restricting the states to almost surely winning ones for both $M_i$,
2. solving almost sure reachability where all states that belong to winning end-components in $M_1$ or $M_2$ are targets.
Theorem 19. The almost-sure parity problem is decidable in polynomial time.

We now describe a polynomial-time reduction from quantitative parity to quantitative reachability preserving value vectors. The idea is to allow the strategy to irreversibly switch to an optimal strategy for environment \( i \) from any MEC of \( M_i \), and to represent this switch by a target absorbing state. Intuitively, the new reachability condition is equivalent to the parity objective for two reasons: first, all runs eventually enter an end-component and stay there, which roughly corresponds to this switch, and second, the transformation only adds new actions, so any strategy in the original MEMDP is still valid in the new one, and in particular learning strategies. It follows 1) a polynomial-time algorithm for the limit-sure parity problem, 2) any algorithm for quantitative reachability can be used to solve the quantitative parity problem. In particular, results of Section 7 applies to parity.

Theorem 20. The quantitative parity problem is polynomial-time reducible to the quantitative reachability problem. The limit-sure parity problem is solvable in polynomial time.
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Abstract

We propose a generalisation of trace refinement for the verification of inter-procedural programs. Our method is a top-down modular, summary-based approach, and analyses inter-procedural programs by building function summaries on-demand and improving the summaries each time a function is analysed. Our method is sound, and complete relative to the existence of a modular Hoare proof for a non-recursive program. We have implemented a prototype analyser that demonstrates the main features of our approach and yields promising results.
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1 Introduction

Automated software verification has made tremendous progress in the last decade. Static analysis tools are routinely used to analyse source code and have revealed many subtle bugs.

We address the problem of designing a context-sensitive, scalable inter-procedural analysis framework. Our method is fully modular, and analyses each function without in-lining function calls but rather by using an input/output summary for the functions. This provides scalability. Context-sensitivity provides accuracy and is achieved by building function summaries in a top-down manner and being able to refine these summaries (on-demand) during the analysis. The result of our algorithm (when it terminates) is either a proof that a program is error-free or an inter-procedural counter-example that witnesses the error.

Our method is a modular inter-procedural extension of refinement of trace abstraction [13] and inherits the main features of this approach: it is sound and complete w.r.t. the existence of a modular Hoare proof for the non-recursive program and strictly more powerful than predicate abstraction refinement. Due to space limitation, technical proofs that were part of the submitted version are now omitted.

2 Example

We consider inter-procedural programs like $P_1$ in Listing 1. The variables in each function (or procedure) are either input (read-only), output or local (read-write) integer variables. The variable $m$ is local to `main` and $n$ is an output variable. The variables $p, q$ are input variables of `inc` and $r$ is the output variable. The semantics of a function call like $n = \text{inc}(1, m)$ (line 3) is that the left-hand-side variables ($n$) are assigned the values of the corresponding output variables ($r$) at the end of the computation of the callee (`inc`).
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Functions can be annotated with assume statements (e.g., \( m \geq 1 \) holds after line 2) and assert statements which assert predicates that should not be violated, otherwise the program contains an error. The objective is to check whether a program contains an execution that violates an assert statement. A function \( f \) is mapped to a function automaton, \( A_f \), which is an extended control flow graph (CFG) with a single entry (green) and a single exit (red) node. To track assert statement violations across function boundaries in a modular manner, we introduce an extra output variable, \( \text{error} \), together with additional edges in the CFG of a function: i) a call like \( n = \text{inc}(1, m) \) is virtually expanded in \((\text{error}, n) = \text{inc}(1, m)\) i.e., each function returns its internal error status; ii) each statement assert(φ) is viewed as an if statement, such that if φ does not hold the variable \( \text{error} \) is set to 1 and the control jumps to the exit node of the function; this is exemplified by edges 8 to 0 and 0 to 13 in automaton \( A_{\text{inc}} \); iii) as errors may occur during function calls, the status of the caller’s \( \text{error} \) variable is checked after each function call: if it is set the control goes to the exit (red) node otherwise to the next instruction; this is exemplified by node E and edge E to 5 in automaton \( A_{\text{main}} \).

Program \( P_1 \) has two possible causes of error: one is to call \( \text{inc} \) with a negative value for parameter \( p \) (violating the assertion at line 8), and the other is to violate the assertion on \( n \) at line 4 in main.

The (partial) correctness of \( \text{inc} \) can be expressed by the Hoare triple\(^2\) \( \{ \neg \text{error}_2 \} \; \text{inc} \; \{ \neg \text{error}_2 \} \). To check whether the Hoare triple \( \{ \neg \text{error}_2 \} \; \text{inc} \; \{ \neg \text{error}_2 \} \) holds we try to find a counter-example trace: if we succeed we disprove the Hoare triple, if we fail the triple is valid. To do so, we view \( A_{\text{inc}} \) as a language acceptor with initial state entry (green) and final state exit (red) and the existence of a counter-example amounts to finding a feasible trace in \( L(A_{\text{inc}}) \), the language accepted by \( A_{\text{inc}} \). Determining whether such a feasible trace exists can be achieved using an iterative trace refinement algorithm \[13, 15\]: 1) Pick a trace\(^3\) \( w \in L(A_{\text{inc}}) \); 2) Add the pre/post conditions \( \neg \text{error}_2/\text{error}_2 \) to the trace \( w \) and check whether

---

\(^1\) We introduce one indexed \( \text{error}_k \) variable per function to simplify the technical developments. We can equivalently use a global \( \text{error} \) variable to track the error status of a complete program.

\(^2\) We use \( \text{error} \) (resp. \( \neg \text{error} \)) as a shorthand for “every valuation such that \( \text{error} \) is 1 (resp. 0)”.

\(^3\) Traces of length \( n \) are written \( a_1 \cdot a_2 \cdots \cdot a_{n-1} \cdot a_n \).
the extended trace \( w' = \neg \text{error}_2 \cdot w \cdot \text{error}_2 \) is feasible; 3) If it is, we have found a counter-example and the triple is not valid. Otherwise, we look for a new trace in \( \mathcal{L}(A_{\text{inc}}) \setminus \{w\} \). If \( \mathcal{L}(A_{\text{inc}}) \setminus \{w\} \) is empty, the triple is valid; otherwise we start again at step 1 using a refined language \( \mathcal{L}(A_{\text{inc}}) \setminus \{w\} \) which does not contain \( w \). Notice that this process may not terminate\(^4\). A key result of [13] is that, for each infeasible trace \( w \), a rejecting automaton, \( A(w) \), can be computed that accepts traces that are infeasible for the same reasons as \( w \). Thus in the refinement step 3), we can remove all the traces accepted by automaton \( A(w) \) and not only \( \{w\} \).

The outcome of the iterative trace refinement algorithm (when it terminates) is either a counter-example path or a confirmation that a triple holds. Our first result (Section 4) is that, when we establish that \( \{P\} \not\subseteq \{Q\} \) holds, we get a better triple \( \{P'\} \not\subseteq \{Q'\} \) with \( P \Rightarrow P' \) (weaker assumption on input) and \( Q' \Rightarrow Q \) (stronger constraint on input/output relation). Our main result (Section 5) is the extension of the trace refinement approach [13] to check whether triples hold for inter-procedural programs without in-lining function calls.

The main idea of our extension is illustrated next. A function call is viewed as a standard instruction: the call \( r = f(m) \) defines a relation between the input variables \( m \) and the output variables \( r \). The only difference to a standard instruction is that we do not exactly know this relation, which is the strongest postcondition operator for the function.

This can be remedied as follows: for each function call to \( f \), we use a summary which is an over-approximation of the strongest postcondition of the function \( f \). A summary for \( \text{inc} \) could be \( p \geq 1 \Rightarrow r \leq q + 1 \) or, if we do not know anything about \( \text{inc} \), \( \text{True} \Rightarrow \text{True} \), which means that the output variables can be assigned any value. To determine the status of triple \( (H) \{\neg \text{error}_1\} \text{main} \{\neg \text{error}_1\} \), we try to find a witness trace in \text{main} invalidating it, i.e., starting in \( \neg \text{error}_1 \) and ending in \( \text{error}_1 \):

1. let \( w_1 = m >= 1 \cdot \text{error}_1, n = \text{inc}(1,m) \cdot \text{error}_1 \) be a trace in \( \mathcal{L}(A_{\text{main}}) \).
2. Using the semantics of each statement, and the over-approximate summary semantics \((\text{True},\text{True})\) for the function call, check whether \( w_1 = \neg \text{error}_1 \cdot w_1 \cdot \text{error}_1 \) is feasible. It is and we get a witness assignment for the values of the variables in \( w_1 \) that implies a pre/postcondition \( \pi_1 : p = 1 \land q = 1 \land \neg \text{error}_2 / \text{error}_2 \) for \( \text{inc} \) to make \( w_1 \) feasible.
3. To determine whether \( \pi_1 \) can be satisfied, we can establish the status of the opposite triple \( \{p = 1 \land q = 1 \land \neg \text{error}_2\} \text{inc} \{\neg \text{error}_2\} \). This triple holds and thus the corresponding witness pre/postcondition \( \pi_1 \) in \text{main} is infeasible. While establishing this, we have computed a stronger valid triple, \( \{p \geq 0 \land \neg \text{error}_2\} \text{inc} \{\neg \text{error}_2\} \) that can, from now on, be used as a valid summary \( (G_1,S_1) = (p \geq 0 \land \neg \text{error}_2,\neg \text{error}_2) \) for \( \text{inc} \).
4. We again check the feasibility of \( w'_1 \), this time with the new summary \( (G_1,S_1) \). Using \( (G_1,S_1) \), \( w'_1 \) becomes infeasible and thus \( w_1 \) can be ruled out.
5. We pick a different trace \( w_2 = m >= 1 \cdot \text{error}_1, n = \text{inc}(1,m) \cdot \neg \text{error}_1 \cdot \text{f}(n >= 0) \cdot \text{error}_1 = 1 \) and check whether the extended trace \( w'_2 = \neg \text{error}_1 \cdot w_2 \cdot \text{error}_1 \) is feasible. It is provided the call to \( \text{inc} \) can realise an input/output constraint given by a witness assignment for \( w'_2 \). Function \( \text{inc} \) cannot realise this witness assignment and the result of this check is a new valid triple for \( \text{inc} \), \( (G_2,S_2) = (p \geq 1 \land q \geq 1, r \geq q + 1) \).
6. We again check the feasibility of \( w'_2 \) with \( (G_1,S_1) \) and \( (G_2,S_2) \). \( w'_2 \) is now declared infeasible with \( (G_1,S_1) \) and \( (G_2,S_2) \) and this enables us to rule out \( w_2 \) in \text{main}.
7. There is only one trace left to explore in \text{main} but it cannot set \text{error}_1. The final result is a triple \( \{\neg \text{error}_1\} \text{main} \{\neg \text{error}_1 \land n \geq m + 1\} \) that is stronger than the initial one.

\(^4\) Verifying C-like programs is undecidable.
\(^5\) \( m \) and \( r \) are vectors of variables, however for clarity we omit vector notation.
3 Preliminaries

Programs are written in a simple inter-procedural programming language as commonly assumed [2, 18]. There are no pointers, no global variables, and we restrict to integer variables. This last restriction is not important as integer variables are expressive enough to encode a very large class of errors in imperative programs e.g., array-out-of-bounds, NULL pointer dereferences, etc. We assume a set of predicates over a set of variables e.g., in Quantifier-Free Linear Integer Arithmetic. Given a predicate $\varphi$, $\text{Var}(\varphi)$ is the set of variables appearing in $\varphi$. We freely use the logical notation or set notation depending on which is best suited, e.g., given two predicates $P$ and $Q$, we use $P \land Q$ (logical and) or $P \cap Q$ (set intersection). $\text{False}$ corresponds to the empty set and $\text{True}$ to the set of all possible values.

The set of program statements $\Sigma$ is comprised of: (i) simple assignments e.g., $y = t$ where $y$ is a variable and $t$ a linear term on variables, (ii) assume statements which are predicates over the variables and (iii) function calls of the form $r_1, \ldots, r_k = f(d_1, \ldots, d_n)$ where $f$ is a function and $r_1, \ldots, r_k$ and $d_1, \ldots, d_n$ are the input and output variables.

Given a simple assignment $st$ and a predicate $\varphi$, $\text{post}(st, \varphi)$ is the strongest condition that holds after executing $st$ from $\varphi$. For an assume statement $st$, the semantics are $\text{post}(st, \varphi) = \varphi \land st$. The semantics of each function call are given by the strongest postcondition operator $\text{post}$ for the function (although we may not explicitly have it). The post operator extends straightforwardly to traces in $\Sigma^*$.

A trace $t$ satisfies a pre/post condition $(P, Q)$ if $\text{post}(t, P) \subseteq Q$. A trace $t$ is $(P, Q)$-feasible if $\text{post}(t, P) \cap Q \not\subseteq \text{False}$, otherwise it is infeasible. We let $\text{infeas}(P, Q)$ be the set of traces over $\Sigma^*$ that are $(P, Q)$-infeasible. A trace $t$ is infeasible if it is $(\text{True}, \text{True})$-infeasible (or if it satisfies $(\text{True}, \text{False})$, otherwise it is feasible; $\text{infeas}$ is the set of infeasible traces.

A trace automaton [13, 15] is a tuple $A = (L, \delta, L^{\text{init}}, L^{\text{exit}})$ where $L$ is a finite set of locations, $\delta \subseteq L \times \Sigma \times L$ is the transition relation, and $L^{\text{init}}, L^{\text{exit}} \subseteq L$ are the initial and final (accepting) locations. The language accepted by $A$ is $L(A)$.

A function $f$ is represented by a function automaton which is a trace automaton $A_f = (L_f, \delta_f, \{\text{init}_f\}, \{\text{exit}_f\})$. It is obtained from the CFG of $f$ by adding the edges setting the error variable to encode assert statement violations (see $A_{\text{main}}$ and $A_{\text{inc}}$ in Figure 1).

4 Checking Intra-Procedural Partial Correctness

We assume in this section that functions do not contain function calls. We show how to construct automata that accept traces that satisfy Hoare triples. This extends the results of [13]. A similar development is accounted for in [15] but we establish here a new useful result in Theorem 5. Given a trace automaton $A$ and two predicates $P, Q$ (over the variables of $A$), the Hoare triple $\{P\} A \{Q\}$ is valid iff $\forall t \in L(A), \text{post}(t, P) \subseteq Q$. Program (or function) correctness [13] is defined by: $\{P\} f \{Q\}$ is valid iff $\{P\} A_f \{Q\}$ is valid. The validity of a Hoare triple $\{P\} A_f \{Q\}$ can be expressed in terms of language inclusion:

$\blacktriangleright$ Theorem 1. $\{P\} A_f \{Q\}$ is valid iff $L(A_f) \subseteq \text{infeas}(P, \neg Q)$.

We also extend the notion of inductive interpolants [13] for infeasible traces to $(P, Q)$-interpolants for $(P, Q)$-infeasible traces. Let $t = s_{t_1} \cdots s_{t_k}$ be a $(P, Q)$-infeasible trace. A sequence of predicates $I_0, I_1, \ldots, I_k$ is a $(P, Q)$-interpolant for $t$ if: 1) $P \Rightarrow I_0$, 2) $\forall 1 \leq i \leq k, \text{post}(s_{t_i}, I_{i-1}) \subseteq I_i$ and 3) $I_k \land Q = \text{False}$. For $t \in \text{infeas}(P, Q)$, we let $\text{it}_t(P, Q)(t)$ be the set of $(P, Q)$-interpolants for $t$. For $t \in \text{infeas}$, we let $\text{it}_t(t)$ be the set of interpolants for $t$. By Craig’s interpolation theorem [10], we know that $\text{it}_t(t) \neq \emptyset$. It follows that:
Lemma 2. If $t \in \text{Infeas}(P, Q)$ then $\text{itp}_{P, Q}(t) \neq \emptyset$.

Notice that the ability to compute actual interpolants (e.g., using SMT-solvers) is insufficient as inductive interpolant can always be obtained using weakest preconditions for $t$.

Let $t = st_1 \cdots st_k$ be an infeasible trace and $I = I_0, I_1, \cdots, I_k$ be an interpolant for $t$. The canonical interpolant automaton [13] for $(t, I)$ is a trace automaton $A_I^t = (L_T, \delta_T, \{\text{init}_T\}, \{\text{exit}_T\})$. An important property of canonical interpolant automata is that they accept sets of infeasible traces:

Theorem 3 ([13]). If $t \in \text{Infeas}$ and $I \in \text{itp}(t)$ then $L(A_I^t) \subseteq \text{Infeas}$.

We extend the definition of canonical interpolant automata to $(P, Q)$-interpolant automata. Let $t = st_1 \cdots st_k \in \text{Infeas}(P, Q)$ and $I = I_0, I_1, \cdots, I_k \in \text{itp}_{P, Q}(t)$. Then $t$ is also in $\text{Infeas}(I_0, Q)$. Let $t' = \text{assume}(I_0) \cdot t \cdot \text{assume}(Q)$ (in the sequel we write such a trace $I_0 \cdot t \cdot Q$ omitting the $\text{assume}$ statements). As $t \in \text{Infeas}(I_0, Q)$, we have $t' \in \text{Infeas}$ and moreover $T' = \text{True}, I_0, \cdots, I_k, \text{False}$ is an interpolant for $t'$. We can then build the canonical interpolant automaton $A_I^{t'} = (L_T, \delta_T, \{\text{init}_T\}, \{\text{exit}_T\})$ for $(t', I_0)$. We define the corresponding $(P, Q)$-interpolant automaton for $(I, t)$ as the tuple $A(P, Q)_I^t = (L_T, \delta_T, L_{init}^T, L_{exit}^T)$ where: 1) $L_T = L_T \setminus \{\text{init}_T, \text{exit}_T\}$, 2) $L_{init}^T = \{t \in L_T \mid \{\text{init}_T, P, t\} \in \delta_T\}$ and $L_{exit}^T = \{t \in L_T \mid \{t, Q, \text{exit}_T\} \in \delta_T\}$ and 3) $\delta_T = \delta_T \cap (L_T \times \Sigma \times L_T)$. $(P, Q)$-interpolant automata accept sets of $(P, Q)$-infeasible traces:

Theorem 4. If $t \in \text{Infeas}(P, Q)$ and $I \in \text{itp}_{P, Q}(t)$ then $L(A(P, Q)_I^t) \subseteq \text{Infeas}(P, Q)$.

We can now introduce Algorithm 1, $\text{Hoare}_1$, that can establish the status of a Hoare triple. If the triple is valid, it returns a new stronger triple and otherwise a witness counter-example. Algorithm 1 works as follows: the family of automata $A_i$, $i \geq 1$ accepts only infeasible traces. If the condition of the while loop (line 1) is True, there is a trace $t$ in the CFG of $A_i$ that has not been declared $(P, \neg Q)$-infeasible yet. This $(P, \neg Q)$-infeasibility of trace $t$ is investigated: if it is feasible, the triple $\{P\} A_i \{Q\}$ does not hold and $t$ is a witness (line 4). If it is infeasible, an interpolant automaton $A_n$ is built from $t$ (lines 6 to 9) and added to the family $A_i, i \geq 1$. If the condition of the while loop (line 1) is False, all the traces of the CFG of $A_i$ have been declared $(P, \neg Q)$-infeasible and hence $\{P\} A_i \{Q\}$ holds. Moreover, as stated by Theorem 5 the interpolants collected at each step during the refinement can be used to build a stronger triple (line 10).

A triple $\{P'\} \not\{Q\}$ is stronger than $\{P\} \not\{Q\}$ if $P \implies P'$ and $Q' \implies Q$.

Line 9 of Algorithm 1 stores the interpolants each time a trace $t$ is declared $(P, \neg Q)$-infeasible. It collects the interpolants $I_0$ and $I_k$ and stores them in the arrays $P_n$ and $Q_n$ (each interpolant automaton $A_n$ is also stored). If the triple is valid, the interpolant automata $A_i$ cover the set of traces of $A_I$ and $A_T$ satisfies the triple $\cap_{i=1}^n P_i \cup_{i=1}^n Q_i$.

Theorem 5. If Algorithm 1 terminates and returns $\text{itp}(P', Q')$ then $\{P'\} A_T \{Q'\}$ is valid and stronger than $\{P\} A_T \{Q\}$.

If Algorithm 1 terminates it either returns: i) $\text{path}(t)$, and then $\{P\} \not\{Q\}$ does not hold and $t$ is such that $\text{post}(t, P) \cap \neg Q \not\subseteq \text{False}$, or ii) $\text{itp}(P', Q')$ then $\{P'\} \not\{Q'\}$ holds and $P \implies P'$ and $Q' \implies Q$. Claim i) holds because there are no function calls and the trace $t$ selected at line 2 is such that $\text{post}(t, P) \cap \neg Q \not\subseteq \text{False}$. As post is exact for statements which are not function calls, $t$ is a counter-example. For ii), if $\text{Hoare}_1$ returns $\text{itp}(P', Q')$, Theorem 5 holds proving correctness in this case. Termination of Algorithm 1 is of course not guaranteed as the verification problem for C-like programs is undecidable.
However, similar to the trace refinement algorithm of [13], we can ensure incrementality and progress. Incrementality is relative to the Hoare triple we are checking, and means that once a \((P, \neg Q)\)-interpolant automaton has been computed it holds during the call to \(\texttt{Hoare}_1(f, P, Q)\) and we never have to withdraw it. Progress is ensured because if we discover a \((P, \neg Q)\)-infeasible trace \(t\) at the \(n\)-th iteration of the while loop, it is accepted by the corresponding automaton \(A_n\) and thus cannot be found in subsequent rounds. As pointed out in [13], soundness of the algorithm i.e., if it terminates and declares a program error-free the program is actually error-free, is implied by Theorem 5. Completeness i.e., if a program is error-free, \(\texttt{Hoare}_1\) can declare it error-free, holds (as usual) for a trivial reason [13] and we do not detail this.

5 Inter-Procedural Trace Refinement

Let \(f\) be a function with (formal) input parameters \(\mathbf{x} = x_1, \ldots, x_k\) and output parameters \(\mathbf{y} = y_1, \ldots, y_n\). We assume that input variables are not modified by a function and there are no global variables\(^6\). A summary \(S(\mathbf{x}, \mathbf{y})\) for \(f\) is a set of pairs of predicates \((P_i(\mathbf{x}), Q_i(\mathbf{x}, \mathbf{y}))\)\(_{1\leq i\leq n}\) where \(\varphi(\mathbf{x})\) indicates that \(\text{\text{VAR}}(\varphi) = \{z_1, \cdots, z_n\}\). A summary can equivalently be viewed as a predicate \(\bigwedge_{i=1}^{n} P_i(\mathbf{x}) \implies Q_i(\mathbf{x}, \mathbf{y})\).

The exact \texttt{post} operator is not explicitly available for functions. We want to over-approximate it while retaining enough information to prove a property of interest. We approximate the \texttt{post} operator for functions using summaries. A context \(\mathcal{L}\) is a mapping from functions to summaries such that for each function \(f\) in the program, \(\mathcal{L}(f)\) is a summary for

\(^6\) These limitations are not compulsory but are commonly admitted [2, 18].
Given a context $C$ we define an associated summary post operator $\hat{\text{post}}$ as follows:

$$\hat{\text{post}}(C, st, \varphi) = \begin{cases} \text{post}(st, \varphi) & \text{if } st \text{ is not a function call}, \\
\exists r. \varphi \land C(f)(m, r) & \text{if } st \text{ is the function call } r = f(m). \end{cases}$$

In other words, only function call post operators are computed using summaries while other statements’ strongest postcondition operators are preserved. As a function call $r = f(m)$ only alters the output variables $r$, the projection of the predicate $\varphi$ on the other variables, $\exists r. \varphi$, remains true after the execution of $r = f(m)$. Moreover the target result variable $r$ should satisfy the constraints between the formal input and output variables $C(f)(m, r)$ of $f$. $C$ is an over-approximating context (in short over-approximation) if for every function automaton $A_f$, every trace $t \in L(A_f)$ and every predicate $\varphi$, $\text{post}(t, \varphi) \subseteq \hat{\text{post}}(C, t, \varphi)$. The definitions we introduced so far are also valid for the $\hat{\text{post}}$ operator: a trace $t$ is $(P, Q)$-infeasible in context $C$ if $\hat{\text{post}}(C, t, P) \cap Q \subseteq \text{False}$, otherwise it is feasible (in this context). We write $t$ is $C$-$(P, Q)$-feasible (resp. infeasible) for $t$ is $(P, Q)$-feasible (resp. infeasible) in context $C$.

We can now propose our new modular trace refinement algorithm (Algorithms 2 and 3).

We can now propose our new modular trace refinement algorithm (Algorithms 2 and 3). The main difference between Algorithm 1 and Algorithm 2 is in how feasibility of a trace is checked using the summaries (call to $\text{Status}$ at line 3). This step is more involved and is detailed in Algorithm 3. Algorithm 2 determines the status of a candidate triple $(P) A_f \{Q\}$ and either returns an inter-procedural (counter-example) path or a stronger triple $(P') A_f \{Q'\}$. An inter-procedural path for a trace $t$ of function $g$ is inductively defined by a mapping $\text{path}$ such that:

- for statements $st$ in $t$ that are not function calls, $\text{path}(st) = st$,
- for $st$ a function call $r = f(m)$, $\text{path}(st)$ is an inter-procedural path for $f$.

In Algorithm 2, we assume that the context variable $C$ is a global variable and is initialised with default summaries e.g., $(True, True)$ for each function. In Algorithm 2, line 3, the call to $\text{Status}(t, P, \neg Q)$ ($\text{Status}$ is defined in Algorithm 3) returns the status of $t$: it is either $(P, \neg Q)$-feasible and $(True, \text{path}(t))$ is returned or $C$-$(P, \neg Q)$-infeasible and $(False, \bot)$ is returned (.-$\bot$ stands for the void path). $\text{Hoare}_2$ is very similar to Algorithm 1 once the status of a trace $t$ is determined:

- if $t$ is $C$-$(P, \neg Q)$-infeasible i.e., $\text{Status}(t, P, \neg Q) = (False, \bot)$, then it is $(P, \neg Q)$-infeasible ($C$ is an over-approximation) and we can compute an interpolant automaton to reject similar traces (lines 7 to 10 in Algorithm 2). Note also that the summary for the currently analysed function is updated (line 11).
- otherwise $t$ is $(P, \neg Q)$-feasible i.e., $\text{Status}(t, P, \neg Q) = (True, \text{path}(t))$ and $t$ is an inter-procedural counter-example.
Algorithm 2: \textit{Hoare}_2(A_t, P, Q)

\textbf{Global:} \( C \) : context with summaries for each function, initially \((True, True)\)

\textbf{Input:} A function automaton \( A_t \), two predicates \( P \) and \( Q \).

\textbf{Result:} If \( \{P\} A_t \{Q\} \) holds, \( \text{itp}(P', Q') \) with \( P \Rightarrow P' \) and \( Q' \Rightarrow Q \).

Otherwise an inter-procedural path \( \text{path}(t) \) with \( \text{post}(P, t) \cap \neg Q \not\subseteq \text{False} \).

\textbf{Local:} \( A \): arrays of interpolant automata, initially empty
\( P, Q \): arrays of predicates, initially empty
\( n \): integer, initially 0

\[/* \text{Main refinement loop} */\]
\[\text{while } L(A_t) \not\subseteq \bigcup_{i=1}^{n} L(A_i) \text{ do}\]
\[/* \text{There is a trace from entry to exit in } L(A_t) \setminus \bigcup_{i=1}^{n} L(A_i) */\]
\[\begin{align*}
\text{Let } t &= st_1 \cdots st_k \in L(A_t) \setminus \bigcup_{i=1}^{n} L(A_i); \\
/* \text{Determine the status of } t \text{ (and update summaries } C) */ & \\
\text{if } R &\text{ then} \\
/* \text{ } t \text{ is } (P, \neg Q)-\text{infeasible, we refine and iterate } */ \\
\text{return } \text{path}(t); \\
\text{else} & \\
/* \text{ } t \text{ is } (P, \neg Q)-\text{infeasible, we refine and iterate } */ \\
\text{Let } &\begin{array}{l}
Z = I_0, \cdots, I_k \in \text{itp}_P, \neg Q(t); \\
n := n + 1; \\
A_n := A(P, \neg Q)_t; \\
P_n := I_0 \text{ and } Q_n := I_k;
\end{array} \\
/* \text{ } t \text{ is } (P, \neg Q)-\text{infeasible, we refine and iterate } */ & \\
\text{return } \text{itp}(\bigcup_{i=1}^{n} P_i, \bigcup_{i=1}^{n} Q_i); \\
\end{align*}\]

\textit{Status} \((t, P, \neg Q)\) is defined in Algorithm 3 and determines the \((P, \neg Q)-\text{feasibility status of a trace } t, \text{ and in doing so may recursively call Algorithm 2 (line 8). Algorithm 3 determines the status of a trace } t = st_1 \cdots st_k\) as follows:

- function call statements are collected and stored into \( \text{FCall} \) (line 2). Then \( \text{path} \) is initialised with the default values for the statements that are not function calls (line 3).
- the \((P, \neg Q)-\text{feasibility status of } t \) is determined in an iterative manner:
  - if \( t \) is \( C(P, \neg Q) \)-infeasible, the condition of line 5 is false and the else statement on line 16 is executed. This implies \( t \) is \((P, \neg Q)-\text{infeasible as } C \) is an over-approximation, and we can return \((False, \bot)\).
  - if \( t \) is \( C(P, \neg Q) \)-feasible, we obtain some before/after witness values for the variables for each function call and store them in pairs \((\nu_i, \mu_i), i \in \text{FCall}\). The for-loop at line 8 checks each function call w.r.t. to the feasibility of its before/after witness values. This is done by recursively calling \( \text{Hoare}_2 \) (Algorithm 2) on the callees by claiming that the witness assignment is not realisable by the function. The result of these recursive calls to \( \text{Hoare}_2 \) are either a witness trace \( \text{path}(u) \) or a pair of predicates \( \text{itp}(P', Q') \). If we get a witness trace we store it in \( \text{path}(st_i) \) (line 12), otherwise we do nothing (but the context \( C \) has been updated by the call to \( \text{Hoare}_2 \)).

\textbf{Remark.} One important feature of the algorithm to build the canonical interpolant automata [13, 15] is the ability to add back edges (thus defining loops) to the initial automaton that encodes the infeasible trace. An (back) edge labelled \( st \) can be added from
Theorem 8. Let $C$ be an initial over-approximation. If $Hoare_2(A, P, Q)$ terminates and there are less than $n$ calls to $Hoare_2$, then:

a) the result of $Hoare_2(A, P, Q)$ is correct i.e.,
   1. if it returns $\text{itp}(P', Q')$, then $\{P' \mid A \{Q'\}\}$ holds, with $P \Rightarrow P', Q' \Rightarrow Q$.
   2. if it returns $\text{path}(t)$ then $\text{path}(t)$ is a finite inter-procedural path and $\text{post}(P, \text{path}(t)) \cap \neg Q \subseteq \text{False}$.

b) during the computation $C$ is always an over-approximation.

Theorem 8 proves that $Hoare_2$ is sound by $a.1)$. If the Hoare triple is not valid, and if the $\text{post}$ operator is exact then the returned counter-example is also feasible by $a.2). The algorithm is also trivially complete (as in [13]) relative to the existence of a modular Hoare proof for the non-recursive program: if a program is error-free, there exists a context $C$ such that we can establish correctness.
The assumption that the post operator is exact for simple statements can be lifted while still preserving soundness. An over-approximation for post (e.g., for programs with non linear assignments, we can compute a linear over-approximation) ensures soundness. However, we may return a witness counter-example which is infeasible, and get some false positives.

Finally, as trace refinement is strictly more powerful [13] refinement-wise than predicate abstraction refinement, we obtain a modular inter-procedural analysis technique that is strictly more powerful than predicate abstraction refinement based modular inter-procedural analysis [2, 18].

6 Implementation and Experiments

We have implemented Algorithms 2 and 3 in a prototype iProc (written in Scala). The input language of iProc is a simple inter-procedural language and we use SMT-INTERPOL [9] as the back-end solver to check feasibility and generate inductive interpolants when needed. We have implemented our own algorithm to build interpolant automata. An initial Hoare triple \{P\} main \{Q\} is specified using assume and assert (e.g., Program \(P_1\), Listing 1).

We have experimented with small test cases inspired from industrial case studies submitted by Goanna [8] customers and users. We focussed on array-out-of-bounds and NULL pointer dereferences detection as this can be encoded in our programming language with integers. We specifically analysed inter-procedural programs that were generating false positives with the tool Goanna. The results show that we correctly analyse all the programs removing all the false positives generated by the latest release of Goanna. This clearly demonstrates an improvement with regard to accuracy.

We are now building a more versatile version of our prototype to be able to parse and analyse C programs and properly demonstrate scalability compared to other tools. Extensions to support arrays and pointer aliasing [7] are currently being investigated.

7 Related Work

Algorithms for inter-procedural (data flow) analysis of imperative programs can be traced back to 1978 with the seminal work of Sharir and Pnueli [19], and later by Reps et al. [17]. However, practical techniques and tools have only been discovered in the last decade. SLAM [4] is certainly the best known tool and has been successfully applied to large case studies (e.g., checking violations of API rules in device drivers.) It relies on powerful automated predicate abstraction refinement techniques. BLAST [5] and CPAchecker [6] have been successfully applied to medium size projects. The previous tools perform predicate abstraction (and refinement) rather than trace abstraction (and refinement), and to the best of our knowledge they do not fully support modular inter-procedural computation of increasingly precise summaries, but rather perform (some form of) function call in-lining.

The use of interpolants to extract summaries has been the subject of some recent papers. Two approaches are close in spirit to our work: WHALE [2] and FUNFROG [18]. There are fundamental differences between the algorithm in WHALE and FUNFROG and ours. WHALE builds under-approximations of functions which has a major drawback: an already computed summary is valid provided the summaries of other functions are valid; if it turns out that an existing summary is invalidated (which can happen as only an under-approximation of a function has been explored), all the dependent computed summaries are invalidated as well. FUNFROG [18] is based on bounded model-checking and thus proves properties of functions upto a bounded unrolling for loops and recursive calls. The summaries computed
by FunFrog are thus valid only for the bounded unrolling of the function (e.g., this might prevent this approach from discovering loop invariants). Moreover, the computation of the summaries themselves is not modular: if a trace is feasible using the currently available summaries, and must be further investigated, this is done by in-lining suspicious calls to check whether they are actually feasible. SMASH [12] is another tool using function summaries. However, it relies on quantifier elimination to compute the summaries, which is expensive and performs parallel computation of may and must summaries which increases complexity. Saturn [1, 11] has been applied successfully to find bugs in the Linux kernel. It is summary-based but bottom-up, and the sizes of summaries are bounded in order to ensure termination. An extension of Saturn, Calysto [3] can extract counter-examples.

Finally, the intra-procedural trace refinement approach of [13] that we build on is implemented in Ultimate Automizer [20]. It has been extended to inter-procedural programs in [14]. The extension is very elegant and uses nested words to model inter-procedural traces and the corresponding notion of nested interpolant automata to prove partial correctness of recursive programs. However, it requires trace in-lining and thus is not modular. Designing a fully modular approach based on trace refinement is thus a challenge and the method we propose in this paper is a non obvious extension.

8 Conclusion

We have proposed a new algorithm which performs inter-procedural analysis in a fully modular way. Our algorithm extends the intra-procedural trace refinement algorithm of [13]. It analyses a function using available summaries for other functions and never performs any form of function or trace in-lining; it refines a function’s summary each time the function is analysed; it is top-down, context-sensitive and provides a counter-example when a program is incorrect. We have implemented the algorithm in a prototype analysis tool. We have analysed small non-recursive programs inspired from industrial case studies that contain inter-procedural defects or are hard to prove correct. The results are promising, and the next step is to demonstrate that the approach is scalable, which we believe is the case. Indeed, we can easily obtain a parallel version of our algorithm, as checking whether each function call (line 8 in Algorithm 3) satisfies a pre/postcondition can be done concurrently. Our method is also robust and independent of the technique to establish the validity of Hoare triples. Any suitable analysis technique e.g., abstract interpretation, bounded model-checking, etc. can be used.

Finally, the method we presented also suggests we break existing functions into smaller parts (almost out-lining), e.g., sequences, while loops, if statements. This makes units to analyse smaller, increases independence and enables us to compute valid Hoare triples that are often re-usable like loop invariants.
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Abstract

The two-level logic approach (2LL) to reasoning about computational specifications, as implemented by the Abella theorem prover, represents derivations of a specification language as an inductive definition in a reasoning logic. This approach has traditionally been formulated with the specification and reasoning logics having the same type system, and only the formulas being translated. However, requiring identical type systems limits the approach in two important ways: (1) every change in the specification language’s type system requires a corresponding change in that of the reasoning logic, and (2) the same reasoning logic cannot be used with two specification languages at once if they have incompatible type systems. We propose a technique based on adequate encodings of the types and judgements of a typed specification language in terms of a simply typed higher-order logic program, which is then used for reasoning about the specification language in the usual 2LL. Moreover, a single specification logic implementation can be used as a basis for a number of other specification languages just by varying the encoding. We illustrate our technique with an implementation of the LF dependent type theory as a new specification language for Abella, co-existing with its current simply typed higher-order hereditary Harrop specification logic, without modifying the type system of its reasoning logic.
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1 Introduction

Higher-order abstract syntax (HOAS) [13], also known as \(\lambda\)-tree syntax (ATS) [8], has become a standard representational style for data structures with variable binding. Such data are pervasive in the syntax of programming languages, proof systems, process calculi, formalized mathematics, etc. Variable binding issues are a particularly tricky aspect of the meta-theory of computational systems given in the form of structural operational semantics (SOS). Such specifications are nearly always formulated as relations presented in the form of an inference system; for instance, the typing judgement for the simply typed \(\lambda\)-calculus is a relation between \(\lambda\)-terms and their types, usually defined in terms of a natural deduction proof system. Such relations on higher-order data can then be systematically formalized as higher-order logic programs in languages such as \(\lambda\)Prolog [9] or Twelf [14], which lets us directly animate the specifications by means of logic programming interpreters and compilers such as Teyjus [11].

In this paper, we are concerned with proving properties about such higher-order relational specifications. For example, if the specification is of the typing relation for simply typed \(\lambda\)-terms, then we may want to prove that a given \(\lambda\)-term has exactly one type (type-uniqueness),
or that the type of a $\lambda$-term remains stable during evaluation (type-preservation). This kind of reasoning proceeds by induction on the derivations of the specified relations, so we need a formalism that supports both inductive definitions and reasoning by induction. The two-level logic approach (2LL) is a general scheme for such reasoning systems, where the specification language derivations are viewed as an inductively defined object in a reasoning logic. In this reasoning logic, the specification language derivations are given a closed world reading, which is to say that that derivability in the specification language is completely specified: it can not only establish that certain specification formulas or judgements are derivable, but also that others are not derivable, or that two specification derivations are (bi)similar. We focus on the Abella implementation of the 2LL, which is an interactive tactics-based theorem prover designed to reason about a subset of higher-order $\lambda$Prolog programs seen as the logic of higher-order hereditary Harrop ($\text{HOHH}$) formulas [20, 19].

We consider an extension of the 2LL that can use a single reasoning logic to reason about a number of different specification languages in the same development. The HOHH language has only simple types, which makes both the specifications and the reasoning somewhat verbose because structural invariants must be separately specified and explicitly invoked in theorems. Richer type systems can often encode such invariants intrinsically in the types: to illustrate, dependent types can be used to define a type of (representations of) well-typed $\lambda$-terms, which is not possible with just simple types. Moreover, with such richer type systems one can often use the inductive structure of the terms themselves to drive the inductive argument rather than using auxiliary relations.

Unfortunately, the 2LL as currently defined [6] does not sufficiently address these desiderata. In particular, the specification and reasoning languages are required to have the same type system because the specification-level constants and their types are directly lifted to reasoning-level constants with the same type. Thus, if we required a version of Abella based on a dependent type theory as a specification language, we would need to also change its reasoning logic $G$ to be dependently typed. This goes against the 2LL philosophy where the reasoning logic is seen as common, static, and eternal. More importantly, it both breaks portability of developments and causes duplication of effort.

Our position is that we should extend the 2LL in such a way that the reasoning-level and specification-level type systems are separated. Indeed, the specification types and judgements must themselves be encoded as terms and formulas of the reasoning logic. This encoding must be coherent with that of specification-level terms and formulas, both of which are encoded as reasoning-level atomic formulas. This is achieved by guaranteeing that our encoding of the type systems is adequate; that is, the encoding of the specification-level type system must be able to represent all specification-level typing derivations, and that reasoning about the specification-level type system should be reducible to reasoning, by induction, on the encoding. An essential ingredient of adequacy is a right-inverse of the encoding that extracts a specification-level typing judgement from a reasoning-level formula when the formula is in the image of the encoding.

To be concrete, we illustrate the extended 2LL in this paper by giving an encoding of the LF dependent type theory, which is then implemented as a translation layer in Abella. The reasoning logic of Abella is left untouched, as is the existing HOHH specification language for reasoning about $\lambda$Prolog programs. Our encoding of LF is based on that of [17, 18], suitably modified to the context of interactive theorem proving rather than logic programming. Since both LF and HOHH are based on intuitionistic logic, our extension of Abella uses a core implementation of an intuitionistic specification language that is shared by both the HOHH and the LF languages. Interestingly, the details of the encoding into this core language can
almost entirely be obscured for the user; in particular, to use the system the user does not
need to know how the specification language is encoded, since the system uses the right
inverse mentioned above to present the types, terms, and judgements of the specification
language in their native forms.

The rest of the paper is organized as follows. Section 2 presents the two-level logic
approach (2LL) and its implementation in the Abella theorem prover. Section 3 presents LF
and its adequate translation into a simply typed higher-order logic programming language.
This is then used in Section 4 to explain our extension of the 2LL by means of adequate
translations. Related work is surveyed in Section 5.

2 Background

This section sketches the two-level logic approach (2LL) as implemented in the
Abella theorem prover [20]. More details, including the full proof systems and their meta-theory, can be
found in the following sequence of papers: [19, 6].

2.1 The Reasoning Logic $G$

The reasoning logic of Abella, $G$, is a predicative and intuitionistic version of Church’s Simple
Theory of Types. Types are built freely from primitive types, which includes the type prop
of formulas, using the function type constructor $\to$. Intuitionistic logic is introduced into
this type system by means of the constants true, false : prop, binary connectives $\land, \lor, \Rightarrow$:
prop $\to$ prop $\to$ prop, and an infinite family of quantifiers $\forall, \exists : (\tau \to$ prop) $\to$ prop
for types $\tau$ that do not contain prop. For every type $\tau$ not containing prop, we also add
an atomic predicate symbol $=_\tau : \tau \to \tau \to$ prop to reason about intensional (i.e., up to
$\alpha\beta\eta$-conversion) equality. Following usual conventions, we write $\land$, $\lor$, $\Rightarrow$, and
$=_\tau$ infix, and write $\forall x : \tau.A$ for $\forall \tau(\lambda x.A)$ (and similarly for $\exists$). We also omit the type subscripts and
type-ascription on variables when unambiguous.

To provide the ability to reason on open $\lambda$-terms, which is necessary when reasoning
about HOAS representations, $G$ also supports generic reasoning. This is achieved by adding,
for each type $\tau$ not containing prop, an infinite set of nominal constants and a generic
quantifier $\nabla_\tau : (\tau \to$ prop) $\to$ prop. We also add a weaker form of intensional equality called
equivariance that equates two terms whose free nominal constants may be systematically
permuted to each other. Note that equivariance is only used to match conclusions to
hypotheses in the $G$ proof system; $=$ continues to have the standard $\lambda$-conversion semantics.

The support of a term $t$, written supp$(t)$, is the multiset of nominal constants that occur in
it; whenever we introduce a new eigenvariable, such as using the $\forall$-right or $\exists$-left rules, we
raise the eigenvariables over the support of the formula. This raising is needed to express
permitted dependencies on these nominal constants.

To accommodate fixed-point definitions, $G$ is parameterized by sets of definitional clauses.
Each such clause has the form $\forall x. (\nabla z.A) \equiv B$ where $A$ (the head) is an atomic formula
whose free variables belong to $\bar{x}$ or $\bar{z}$, while $B$ (the body) is any arbitrary formula that
can only mention the variables in $\bar{x}$, and can additionally have recursive occurrences of the
predicate symbol in the head. Each clause partially defines a relation named by the predicate
in the head. We additionally require that supp$(\nabla z.A)$ and supp$(B)$ be both empty, and
that recursive predicate occurrences satisfy a stratification condition [5].$^1$

$^1$ Roughly, stratification prevents definitions such as $p \equiv \neg p$, which would lead to inconsistency.
The need for the two kinds of specification sequents and the mechanism for proving properties about the specification logic are best described with an example. Consider the simply typed \( \lambda \)-calculus, itself specified as an object logic in HOHH. The simple type system is represented using two constructors, \( i : ty \) (a basic sort), and \( arr : ty \to ty \to ty \) for constructing arrow types. The \( \lambda \)-terms are typed using a different basic type \( tm \) with
two constructors: \texttt{app : tm \rightarrow tm \rightarrow tm} and \texttt{abs : ty \rightarrow (tm \rightarrow tm) \rightarrow tm}. The \lambda-term 
\lambda x. i. \lambda f. i. f x would be represented as \texttt{abs i (\lambda x. abs (arr i i) (\lambda f. app f x))}. The relation between terms (of type \texttt{tm}) and types (of type \texttt{ty}) is usually expressed in the form

\[
\Gamma, x : A \vdash M : B \quad \frac{\Gamma \vdash (\lambda x : A. M) : A \rightarrow B}{\Gamma \vdash (x : A. M) : A \rightarrow B} \quad \frac{\Gamma \vdash M : A \rightarrow B \quad \Gamma \vdash N : A}{\Gamma \vdash \pi \pi x. M = B} \quad \frac{\Gamma \vdash M : A \rightarrow B \quad \Gamma \vdash N : A}{\Gamma \vdash \pi \pi x. M = B}
\]

This relation is succinctly expressed as a pair of \texttt{HOH} program clauses for the predicate \texttt{of : tm \rightarrow ty \rightarrow o}, which is used both for assumptions of the form \texttt{x:A} and for conclusions of the form \texttt{M:A} in the inference system above.

\[
\begin{align*}
\pi a : ty. \pi b : ty. \pi m : tm. \pi n : tm. & \text{of } m (\text{arr } a b) \Rightarrow n a \Rightarrow \text{of } (\text{app } m n) b. \\
\pi a : ty. \pi b : ty. \pi r : tm. & \text{of } (\pi x : tm. \text{of } x \text{ tm} \Rightarrow \text{of } (r x) \text{ tm}) \Rightarrow \text{of } (\text{abs } a r) (\text{arr } a b).
\end{align*}
\]

Note that there is no clause for \texttt{var}; rather, it is folded into an assumption in the body of the \texttt{abs} case, which delimits its scope. It is generally easier to read such clauses when they are written using the standard \texttt{\lambda}Prolog syntactic convention of using capital letters for universally closed variables, writing implications in the reverse direction with the head first, and separating assumptions by commas rather than repeated implications. Thus, the above clauses correspond to:

\[
\begin{align*}
\text{of } (\text{app } M N) B & \Leftarrow \text{of } M (\text{arr } A B), \text{ of } N A. \\
\text{of } (\text{abs } A R) (\text{arr } A B) & \Leftarrow \pi x \text{ of } (R x) B \Leftarrow \text{of } x A.
\end{align*}
\]

The formula \texttt{pi (\lambda x. F)} is rendered as \texttt{pi x \ F} in the concrete syntax, and the scope of \texttt{x} extends as far to the right as possible. Note that all the types are inferred.

In the reasoning mode of \texttt{Abella}, the above \texttt{\lambda}Prolog specification is \textit{imported} by reflecting all specification constants and types in the reasoning signature, and by generating a definition for \texttt{prog} that is true only for the two clauses for \texttt{of}. The typing judgement \texttt{x:A, y:B \vdash M : C} in the inference system (2.3), for instance, would be represented by \texttt{seq (of } y \texttt{ B :: of } x \texttt{ A :: nil) (of } M \texttt{ C)}. As an example of reasoning on this specification, we can prove that \texttt{of} is deterministic in its second argument:

\[
\forall M A B, \{ \vdash \text{of } M A \} \rightarrow \{ \vdash \text{of } M B \} \rightarrow A = B.
\]

This theorem is proved by induction on the derivation of one of the \texttt{seq} assumptions, such as the first one. This induction would repeatedly \textit{match} the form \texttt{seq nil M A} against the left hand sides of the definitional clauses in figure 1; for every successful match, the corresponding right hand side of the clause would give us new assumptions, which may then be used in the inductive hypothesis.

Initially, the only clause that matches is the final one for \texttt{seq} corresponding to backchaining on a program clause. In the case where the clause for \texttt{abs} is selected, the corresponding \texttt{bch} clause for it would in turn call \texttt{seq} with a different list of assumptions. Thus, the inductive argument cannot proceed with empty dynamic specification contexts (the first argument to \texttt{seq} and \texttt{bch}) alone: we must also allow for reasoning under an abstraction. This is achieved in the reasoning logic by inductively characterizing all such dynamic context extensions with a new atom, say \texttt{ctx : olist \rightarrow prop}, with the following inductive definitional clauses:

\[
\begin{align*}
\text{ctx } nil & \triangleq \text{true}. \\
\forall G, A : G. (\forall x. \text{ctx } (\text{of } x A :: G)) & \triangleq \text{ctx } G.
\end{align*}
\]

We can then prove a stronger lemma:

\[
\forall G M A B, \text{ctx } G \rightarrow \{ G \vdash \text{of } M A \} \rightarrow \{ G \vdash \text{of } M B \} \rightarrow A = B.
\]
\[ \phi(\Pi x:A.P) := \phi(A) \to \phi(P) \quad (c) := c \quad (\lambda x:A.M) := \lambda x:\phi(A).\phi(M) \]
\[ \phi(a M_1 \cdots M_n) := \text{lfobj} \quad (x) := x \]
\[ \phi(\text{type}) := \text{lftype} \quad (M_1 M_2) := (\langle M_1 \rangle M_2) \]

Figure 2 Encoding of LF types and kinds as simple types and LF objects as simply typed \(\lambda\)-terms.

Now, when the dynamic context does grow when backchaining on the clause for abs, it will grow exactly by the form in the head of the second clause of ctx, i.e., with a formula of the form of \(n A\) where \(n\) is a nominal constant that does not occur in \(A\) nor in the original context \(G\). Thus, when we in turn backchain on the dynamic clauses (using the penultimate clause for ctx in figure 1), we will know the precise form of the selected clause.

3 An Adequate Translation of LF to HOHH

The Edinburgh Logical Framework (LF) is a dependently typed \(\lambda\)-calculus which is used for specifying formal systems. Terms of this language belong to one of the following three syntactic categories:

- **Kinds**: \(K ::= \text{type} | \Pi x:A.K\)
- **Types**: \(A, B ::= a M_1 \cdots M_n | \Pi x:A.B\)
- **Objects**: \(M, N ::= c | x | \lambda x:A.M | M N\)

Types, sometimes called families, classify objects and kinds classify types. Here \(a\) represents a type-level constant, \(c\) an object level constant, and \(x\) an object level variable. Following standard convention, we will write \(A \to B\) as a shorthand for \(\Pi x:A.B\) when \(x\) does not appear free in \(B\). We will use \(U\) to denote both types and objects and \(P\) for both kinds and types, so \(U : P\) will stand either for a typing or a kinding judgement. We will write \(U[M_1/x_1, \ldots, M_n/x_n]\) to denote the capture avoiding substitution of \(M_1, \ldots, M_n\) for free occurrences of \(x_1, \ldots, x_n\) respectively.

An LF specification is a list of object or type constants together with their types or kinds, called a signature. Let us revisit the example of the simply typed \(\lambda\)-calculus and its associated typing relation used in Section 2.3. The \(\lambda\)-terms are encoded using the following signature:

- \(\text{ty} : \text{type}\)
- \(\text{tm} : \text{type}\)
- \(\text{i} : \text{ty}\)
- \(\text{app} : \text{tm} \to \text{tm} \to \text{tm}\)
- \(\text{arr} : \text{ty} \to \text{ty} \to \text{ty}\)
- \(\text{abs} : \text{ty} \to (\text{tm} \to \text{tm}) \to \text{tm}\)

For the typing relation of, in LF we declare it as a dependent type rather than as a predicate as in HOHH. The clauses of the of type are then viewed as constructors for the dependent type, and are therefore also given names. Here, the concrete syntax \(\{x:A\}\ B\) denotes \(\Pi x:A.B\).

\[ \text{of} : \text{tm} \to \text{ty} \to \text{type}. \]
\[ \text{ofApp} : \{A:ty\} \{B:ty\} \{M:tm\} \{N:tm\} \]
\[ \text{ofArr} : \text{of M (arr A B)} \to \text{of N A} \to \text{of (app M N) B}. \]
\[ \text{ofAbs} : \{A:ty\} \{B:ty\} \{R:tm \to \text{tm}\} \]
\[ \{(x:tm) \text{ of x A} \to \text{of (R x) B} \to \text{of (abs A R) (arr A B)}. \]

The LF type system is formally defined in [7] and will not be repeated here. Instead, we will directly give an adequate encoding of the LF type system in terms of HOHH, based on the variant of the encoding in [3] defined in [17], with the inverse mapping defined in [18].

The encoding proceeds in two steps. First, we transform our dependently typed terms into simply typed HOHH terms. The encoding of types and kinds is defined as a mapping, written \(\phi(-)\). These types indicate that the term is an encoding of an LF type and an LF object, respectively. For each constant \(c : P\) in the LF signature, we generate a simply typed
term $c$ of type $\phi(P)$. Using this mapping, the dependently typed $\lambda$-terms are converted into simply typed $\lambda$-terms using the mapping $\langle - \rangle$. Figure 2 contains the rules for both $\langle - \rangle$ and $\phi(\langle - \rangle)$. Note that $\phi(\langle - \rangle)$ erases not just the type dependencies but also the identities of the types. For an atomic type $A = a M_1 \cdots M_n$, we further write $\langle A \rangle$ to stand for a $\langle M_1 \rangle \cdots \langle M_n \rangle$.

The second pass uses two new predicates, $\text{hastype:lfobj} \rightarrow \text{lftype} \rightarrow o$ and $\text{istype:lfobj} \rightarrow \text{lftype} \rightarrow o$, to encode the type and kind judgements of $LF$. Whenever $M : A$ is derivable in $LF$ under a given signature, it must be the case that $\{\{A\}\langle M \rangle\}$ is derivable in $HOHH$ from the clauses for $\text{hastype}$ and $\text{istype}$ produced from encoding the signature. Likewise, when $A : K$ is derivable, it should be the case that $\{\{K\}\langle A \rangle\}$ is derivable. The rules for this encoding are shown in figure 3.

**Theorem 1 (Adequacy, [17]).** The $LF$ hypothetical judgement $x_1 : P_1, \ldots, x_n : P_n \vdash M : A$ is derivable in the $LF$ type theory [7] from an $LF$ signature $\Sigma$ if and only if the $HOHH$ formula $\{\{P_1\}\langle x_1 \rangle \Rightarrow \cdots \Rightarrow \{\{P_n\}\langle x_n \rangle \Rightarrow \{\{A\\}\langle M \rangle\}\}$ is derivable from the $HOHH$ encoding of $\Sigma$ according to the rules in figures 2 and 3.

Because this encoding is adequate, it is possible to define a right-inverse that maps a $HOHH$ formula in the image of the translation in figure 3 back to an $LF$ judgement. This inverse will be very useful in the next section where we will use the encoding of $LF$ to extend the $2LL$ via translations. The user of the system will not need to be aware of the details of the encoding as the $HOHH$ formulas will be inverted into their corresponding $LF$ judgements.

Defining such an inverse requires a small amount of care. We obviously cannot invert every $HOHH$ formula, just those that correspond to a given signature. However, even for formulas constructed using the encodings of an $LF$ signature, we may not necessarily be able to invert them; for instance, the formula may be the translation of a malformed or ill-typed $LF$ judgement. This inverse will also not necessarily recover exactly the $LF$ judgement used to construct the $HOHH$ formula in the first place; rather, the inversion will only produce a unique inverse (if one exists) up to $\beta\eta$-conversion.

The inversion operation is defined in terms of the following four sequent forms:

- $\Gamma \vdash \text{hastype } m \ a \rightarrow M : A$ inverting typing; $M, A$ output
- $\Gamma \vdash \text{istype } a \rightarrow A : \text{type}$ inverting kinding; $A$ output
- $\Gamma \vdash m : A \rightarrow M$ inverting canonical terms; $M$ output
- $\Gamma \vdash m \rightarrow M : A$ inverting atomic terms; $M, A$ output

The rules are shown in figure 4. In each case, $\Gamma$ contains the type and kind information for the signature constants and the typing assumptions for the bound variables in the input terms. $A$ and $B$ range over $LF$ types, $M$ and $N$ over $LF$ terms, $F$ and $G$ over $HOHH$ formulas and $a$, $m$ and $n$ over simply typed $\lambda$-terms produced by $\langle - \rangle$. The rules for inverting typing and kinding are novel, but those for inverting terms are standard from bidirectional type-checking, and have already been developed in [18] (in a slightly more general form).

**Theorem 2 (Right inverse).** If $\{\{P\}\langle U \rangle\} = F$ under the translation of $\Gamma$ and $\Gamma \vdash F \rightarrow U' : P$, then $\Gamma \vdash U =_{\beta\eta} U' : P$ in $LF$. 
As the type system of \( \mathcal{G} \) is different, we cannot directly reflect the constants and types of the \( \mathcal{LF} \) specification logic like we did with \( \text{HOHH} \) in Section 2. Instead, for every \( \mathcal{LF} \) constant \( c \) of \( \mathcal{LF} \) type or kind \( \mathcal{P} \) in the \( \mathcal{LF} \) signature, we do the following: (1) add a constant \( c : \phi ( \mathcal{P} ) \) to the \( \mathcal{G} \) signature; and (2) add the clause \( \{ [c] \} \) to the \text{prog} definition. Note that because the clauses are always of the form \( \{ [c] \} \) for a constant \( c \), there will never be any redexes in the clauses, i.e., the generated clauses are \( \beta \)-normal. They are also \( \eta \)-long, because the definition of \( \{ - \} \) traverses the type or kind until it is atomic.

\textbf{Example 3.} Consider again the \( \mathcal{LF} \) signature in Section 3. When it is imported into \( \mathcal{G} \), the following constants are added to the \( \mathcal{G} \) signature by step (1):

\begin{align*}
\text{ty} & : \text{lftype}. \\
\text{tm} & : \text{lftype}. \\
\text{i} & : \text{lfobj}. \\
\text{app} & : \text{lfobj} \rightarrow \text{lfobj} \rightarrow \text{lfobj}. \\
\text{arr} & : \text{lfobj} \rightarrow \text{lfobj}. \\
\text{abs} & : \text{lfobj} \rightarrow (\text{lfobj} \rightarrow \text{lfobj}) \rightarrow \text{lfobj}. \\
\text{of} & : \text{lfobj} \rightarrow \text{lfobj} \rightarrow \text{lftype}. \\
\text{ofApp} & : \text{lfobj} \rightarrow \text{lfobj} \rightarrow \text{lfobj} \rightarrow \text{lfobj} \rightarrow \text{lfobj} \rightarrow \text{lfobj} \rightarrow \text{lfobj}. \\
\text{ofAbs} & : \text{lfobj} \rightarrow \text{lfobj} \rightarrow (\text{lfobj} \rightarrow \text{lfobj}) \rightarrow (\text{lfobj} \rightarrow \text{lfobj}) \rightarrow \text{lfobj}. \\
\end{align*}

The following clauses are then added to \text{prog} by step (2) described above:
The variables named $Z_i$ are generated by the translator for those variables that are omitted from the input signature by the use of $\to$ instead of $\Pi$. We write clauses using standard $\lambda$Prolog syntax for clarity; it is simple to take the output of translation into this form.

It is instructive to compare these clauses to those for the pure HOHH version in Section 2.3. Although, on the surface, these two look quite different, there are similarities in the kinds of subgoals that are produced for the three constructors of $\text{of}$. For example, consider the case of $\text{ofApp}$. Two of the formulas, $\text{hastype} Z_1 (\text{of} M (\text{arr} A B))$ and $\text{hastype} Z_2 (\text{of} N A)$ are already present in nearly this form in the HOHH specification. The additional assumptions are just repetitions of the typing assumptions for the arguments to $\text{ofApp}$; indeed, many of them are redundant since the $\text{ofApp}$ term is already assumed to be type-correct. This kind of redundancy analysis can be used to further improve the translation, making it nearly identical to the simply typed specification [17, 18].

4.2 Representing LF Hypothetical Judgements

We use the concrete syntax $(M : A)$ or $(A : K)$ to depict $\{A\}M$ or $\{K\}A$, respectively. In fact, since the LF type system is given in terms of hypothetical derivations, we generalize this syntax to the form: $(x_1 : P_1, ..., x_n : P_n \vdash U : P)$ as an abbreviation for: $\text{seq} ((x_1 : P_1) :: \cdots :: (x_n : P_n)) ((U : P))$. As an example, the uniqueness theorem for the $\text{of}$ relation is (eliding types):

$$\forall G, M, A, B, P_1, P_2, \text{ctx } G \supset \langle G \vdash P_1 : \text{of } M A \rangle \supset \langle G \vdash P_2 : \text{of } M B \rangle \supset A = B.$$  

(1)

Here, $P_1$ and $P_2$ are (encodings of) the LF proof-terms for the judgements of $M A$ and $M B$ respectively; these proof terms are built out of the constructors for the $\text{of}$ relation, viz. $\text{ofApp}$ and $\text{ofAbs}$.

Of course, in order to prove this theorem we would require a suitable $\text{ctx}$ definition. Unlike in the simply typed case, the recursive case for $\lambda$-abstractions not only introduces a new variable but also a proof that it has a given LF type at the same time. This gives us the following definitional clauses.

$$\text{ctx nil } \triangleq \text{true}.$$  

$$\forall x : \text{lfobj}. \forall p : \text{lfobj}. \text{ctx} ((x : \text{tm}) :: (p : \text{of } x A :: G) \triangleq \text{ctx } G.$$
It is interesting to note that, because variables are introduced (bound) in a different place than their typing assumptions, it would be just as valid to use the following clause instead for the second clause above:

\[ \forall x : \text{lfobj}. \forall p : \text{lfobj}. \text{ctx} \left( \langle p : \text{of} \ x \ A \rangle :: \langle x : \text{tm} \rangle :: G \right) \triangleq \text{ctx} \ G. \]

This reordering of the context that is not strictly allowed in the LF type system poses no problems for us. Indeed, when we reason about the elements of the context, we can always recover these two assumptions that are always simultaneously added to the context.

\[ \forall G, \text{nabla} p \ x, \text{ctx} \ G \ x \ p \rightarrow \text{mem} \ \langle x : \text{tm} \rangle \ G \ x \ p \rightarrow \exists A, \text{mem} \ \langle p : \text{of} \ x \ A \rangle \ G \ x \ p \wedge \text{fresh} \ p \ A \wedge \text{fresh} \ x \ A. \]

The dependency of G on x and p is indicated explicitly using application. For A, this dependency is implicit, because the exists occurs in the scope of the corresponding nablas, so we use the predicate fresh : lfobj → lfobj → prop to further assert that its first arguments are nominal constants that do not occur in its second arguments. This is definable with the single clause:

\[ \forall A. \left( \forall x. \text{fresh} \ x \ A \right) \triangleq \text{true}. \]

The proof of (1) proceeds by induction on the second assumption, \( \langle G \vdash P_1 : \text{of} \ M \ A \rangle \), using the clauses added to prog when importing the specification. There are exactly three backchaining possibilities for prog clauses, corresponding to the ofApp and ofAbs cases, respectively. Finally, when backchaining on the dynamic clauses in G, we use the ctx definition to characterize the shape of the selected clause: if the selected clause is \( \langle x : \text{tm} \rangle \), then the branch immediately succeeds since \( \langle x : \text{tm} \rangle \) will not unify with \( \langle P_1 : \text{of} \ M \ A \rangle \). Thus, the only backchaining case worth considering is when the selected dynamic clause is of the form \( \langle p : \text{of} \ x \ A' \rangle \). In this case, we continue by case-analysis of the second derivation, \( \langle P_2 : \text{of} \ M \ B \rangle \), in which case again the only possibility that is not immediately ruled out by unification is the case of \( \langle p' : \text{of} \ x \ B' \rangle \) being selected from G. In this case, we appeal to a uniqueness lemma [1] of the following form:

\[ \forall G, X, A, B, P_1, P_2, \text{ctx} \ G \supset \text{mem} \ \langle P : \text{of} \ X \ A \rangle \ G \supset \text{mem} \ \langle P_2 : \text{of} \ X \ B \rangle \ G \supset A = B. \]

The rest of the proof is fairly systematic, and largely identical in structure to that of the HOH case. It is also worth remarking that once we have shown that the types A and B are identical in (1), we can then also show that the proof terms \( P_1 \) and \( P_2 \) must also be equal (up to \( \alpha \beta \eta \), of course).

\[ \forall G, M, A, B, P_1, P_2, \text{ctx} \ G \rightarrow \langle G \vdash P_1 : \text{of} \ M \ A \rangle \rightarrow \langle G \vdash P_2 : \text{of} \ M \ B \rangle \rightarrow P_1 = P_2. \]

This is expected from the LF type theory, but would be difficult to state in LF itself because of the lack of equality as a built-in relation.

4.3 The Implementation

The implementation of the translational 2LL can be found in the lf branch of the Abella repository.\(^3\) This implementation also comes with a few examples of reasoning on LF specifications that can be browsed online without needing to run Abella. We have made the following observations about these developments:

\(^3\) Details for downloading and building this branch can be found in http://abella-prover.org/lf.
The user of the system never needs to look at the encoding of LF in HOHH directly. The system always translates LF judgements, written using \langle\langle\rangle\rangle, transparently to HOHH, and also inverts any HOHH formulas in the image of the translation back into an LF (hypothetical) judgement. Hence, the only domain knowledge the user needs to use the system is the tactics-based proof language of Abella itself.

Our implementation currently does not perform type-checking on the LF judgements written by the user, either in the specification itself or as part of reasoning. This is not as such a problem, since we can never prove anything false about well-typed judgements. However, without type checking we have no way to verify that the theorem which has been proved is really meaningful since we are allowed to reason about ill-formed LF judgements. It would also be useful for users to have a type-checker as a sanity check.

For the time being, we run the input specification through the Twelf system [14], both to type-check it and to get an explicit form of the specification.

5 Related Work and Conclusion

We have proposed here a translational extension to the two-level logic approach for reasoning about specifications. By adding a translation layer to the Abella theorem prover we have been able to reason over dependently typed LF specifications without needing to change the reasoning logic, and allowing LF to co-exist with the HOHH specification logic. We are already in the process of extending this implementation to arbitrary pure type systems instead of just LF; in particular, extending the type system with polymorphism, which is the most common feature request for Abella, should be encodable via our translation that realizes specification types as reasoning terms.

The translation of LF to HOHH used in this work is a minor variant of the simple translation from [17], which is itself based on earlier work [3], while the inversion on terms is similar to the definition in [18], omitting meta-variables. Various optimized versions of this translation have been used to use λProlog as an engine for logic programming with LF specifications; in particular, the Parinati system [17] and its extension to meta-variables in [18]. The meta-theory of the optimized translation is not as immediate as for the simple translation, but it would be interesting to investigate its use for the Abella/LF variant in the future. The combination of Parinati and Abella/LF gives us both an efficient execution model for dependently typed logic programs and a mechanism to reason about the meta-theory of such specifications in the extended 2LL. In effect, LF becomes as much as a first class citizen of the Abella ecosystem as HOHH and λProlog have traditionally been.

There are many other systems designed to reason with and about LF specifications. The most mature implementation is Twelf [14], which has a very efficient type-checker incorporating sophisticated term and type reconstruction. As mentioned in Section 4.3, we use Twelf to type-check and elaborate the LF specifications we import in Abella. In addition to the type-checker, Twelf has a suite of meta-theoretic tools that can verify certain properties of LF specifications, such as that a declared relation determines a total function. Twelf is, however, not powerful enough to reason inductively on arbitrary LF derivations. For example, although Twelf can check coverage, it cannot express the logical formula that corresponds to the coverage property.

Some of these expressive deficiencies of Twelf have been addressed in the Delphin [16] and Beluga [15] systems that add a functional programming language that can manipulate and reason inductively on LF syntax. The Beluga system, in particular, extends the LF type theory with contextual modal types [12] that give a type-theoretic treatment for meta-variables.
and explicit substitutions; in addition, Beluga also allows abstraction over contexts and substitutions [2]. The type-checker of Beluga is therefore very sophisticated and performs many kinds of reasoning on contexts automatically that must be done manually in Abella. On the flip-side, Abella has a small trusted core based on the logic $G$ with a well-understood and – importantly! – stable proof system [10, 5]. It would be interesting to formally compare the representational abilities of Abella/LF and Beluga. Moreover, Abella has recently acquired a Plugin architecture that allows arbitrary (but soundness-preserving) user-written extensions to its automation capabilities [1], which might help us add more automation in the future.
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1 Introduction

Entropy is one of the most fundamental notions in information theory which usually refers to the Shannon entropy in this context [16]. In a nutshell, it is the expected value of the information contained in a message. Markovian processes and entropy are related since the introduction of entropy by Shannon. In particular, Shannon defined and studied technically the entropy rate of a discrete-time Markov chain (henceforth MC in short) with a finite state space, which is one of the main topics of the current paper.

We identify two types of “entropy” defined in literature for MCs. Essentially entropy is a measure of uncertainty in random variables, and MCs, as a stochastic process, are a sequence of random variables. Naturally this view yields two possible definitions, intuitively the “average” and the “sum” of the entropy of the random variables associated with the MC, respectively:

- the classical definition of entropy, dating back to Shannon, typically known as the entropy rate. Informally, this is the time density of the average information in a stochastic process. Henceforth, we refer to this definition as entropy rate.
- the definition given by Biondi et al [7], which is the joint entropy of the (infinite) sequence of random variables in a stochastic process. Although being infinite in general, the authors argue that this represents, for instance, the information leakage where the states...
of the MC are the observables of a deterministic program [7]. Henceforth, we refer to this definition as entropy.

Formal accounts are given in Section 3. Definitions of entropy of MCs raise algorithmic challenges. One natural question is, given an MC, how to “compute” its entropy? Note that in general, it is not a rational (even not an algebraic) number, which prompts the question what computing means exactly. Technically there are (at least) two possible interpretations which we formulate as the entropy approximation problem and the entropy threshold problem, respectively. Let $D$ be an MC and $h$ denote the entropy/entropy rate of $D$.

- The entropy approximation problem aims to compute, given the error bound $\epsilon > 0$, a rational number $\theta$ such that $|h - \theta| \leq \epsilon$;
- The entropy threshold problem aims to decide, given the rational number $\theta$, whether $h \triangleright \triangleright \theta$, where $\triangleright \triangleright \in \{<, \leq, =, \geq, >\}$.

Observe that general speaking the approximation problem is no harder than the threshold problem, since it can be solved by a simple binary search with the threshold problem as the oracle. However, the converse does not hold in general.

On top of a purely probabilistic model like MCs, it is probably more interesting to consider probabilistic models with nondeterminism, typically Interval Markov chains (IMCs) and Markov Decision Processes (MDPs). MDPs [26] are a well-established model which is widely used in, for instance, robotics, automated control, economics, and manufacturing. IMCs [22] are MCs where each transition probability is assumed to be within a range (interval). They are introduced to faithfully capture the scenario where transition probabilities are usually estimated by statistical experiments and thus it is not realistic to assume they are exact.

By and large, a probabilistic model with nondeterminism usually denotes an (infinite) family of pure probabilistic models. Among these models, selecting the one with the maximum entropy is one of the central questions in information theory [16]. As before, it raises algorithmic challenges as well, i.e., given an IMC or MDP which denotes an infinite family of MCs, how to “compute” the maximum entropy? Note the dichotomy of the approximation and the threshold problem exists here as well, which we shall refer to the maximum entropy approximation problem and the maximum entropy threshold problem, respectively.

Entropy of probabilistic models has a wide range of applications, in particular in security [12, 6, 30]. As a concrete example which is one of the motivations of the current paper, in a recent paper [7], all possible attacks to a system are encoded as an IMC, and the channel capacity computation reduces to finding an MC with highest entropy. Note that tool support has been already available [8].

Contributions. In this paper we are mainly interested in the algorithmic aspects of entropy for Markovian models. In particular, we carry out a theoretical study on the complexity of computing (maximum) entropy for MCs, IMCs, and MDPs. The main contributions are summarised as follows:

1. We consider the definition of entropy rate for general (not ergodic) MCs, and give a characterisation in terms of local entropy;
2. We identify the complexity of the entropy approximation problem and the entropy threshold problem for MCs;
3. We identify the complexity of the approximation problem for maximum entropy/entropy rate for IMCs, and we obtain conditional decidability for the threshold problem. These results can be adapted to the MDP model as well.

The main results of the paper are summarised in Table 1.
Table 1 Complexity of computing entropy/entropy rate

<table>
<thead>
<tr>
<th>Complexity</th>
<th>Approximation</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>P</td>
<td>$P^{CH}$ (conditional in $P$)</td>
</tr>
<tr>
<td>IMC/MDP</td>
<td>P</td>
<td>conditional decidable</td>
</tr>
</tbody>
</table>

Some remarks are in order:

- Regarding 1, in literature entropy rate is defined exclusively over irreducible (sometimes called ergodic) MCs where the celebrated Shannon-McMillan-Breiman theorem [16] actually gives a characterisation in terms of stationary distribution and local entropy. However, for computer science applications, MC models are seldom irreducible. Hence we provide a characterisation for general (finite-state) MCs, inspired by the one in [7].
- For the “computation” of entropy of MCs, [7] states that it can be done in polynomial time. Although not stated explicitly, this actually refers to the approximation problem. The threshold problem is not addressed in [7], nor the corresponding problems wrt. the entropy rate.
- For the “computation” of maximum entropy of IMCs, [7] considers the approximation problem. The authors reduce the problem to non-linear programming (over a convex polytope though) to which no complexity result is given. Here, instead, we show, by reducing to convex programming, the approximation problem can be solved in polynomial time. Note that the formulation in [7] is not convex in general, so we cannot start from there straightforwardly.
- For maximisation of entropy rate, it is actually a classical topic for MCs and semi-MCs. A classical result, due to Parry [24], shows how to define a (stationary) MC (called Shannon-Parry MC) over a given strongly connected graph to achieve the maximum entropy rate. More recent results focus on finding a (semi-)MC with the maximum entropy rate when its stationary distribution is constrained in certain ways, see, e.g., [19]. In contrast, here we work on the entropy rate for general IMCs and MDPs. To the best of our knowledge this is the first work of this type.

Related work. Apart from the work we have discussed before, [30, 12] studied the complexity of quantitative information flow for boolean and recursive programs, whereas [11] studied the information-leakage bounding problem (wrt. Shannon entropy) for deterministic transition systems. [9] studied entropy in process algebra. These models and questions are considerably different from ours. [13, 27, 15, 25, 4] studied IMCs and their model checking problems. The technique to solve convex programming is inspired by [25]. We also mention that [2] generalised Parry’s result to the graph generated by timed automata.

An extended version of the paper [14] contains proofs, detailed expositions, and in particular, all results for MDPs.

2 Preliminaries

Let $\mathbb{N}, \mathbb{Q}, \mathbb{R}$ denote the set of natural, rational, real numbers, respectively. Given any finite set $S$, we write $\Delta(S)$ for the set of probabilistic distributions over $S$, i.e., functions $\mu : S \to [0, 1]$ with $\sum_{s \in S} \mu(s) = 1$. For any vector $\vec{x}$, we write $\vec{x}_i$ for the entry of $\vec{x}$ corresponding to the index $i$, and $\vec{x} \geq 0$ if $\vec{x}_i \geq 0$ for each $i$. Throughout this paper, $X, Y, \cdots$ denote discrete random variables (RVs), usually over a finite set of outcomes. For the RV $X$, we often denote
the set of outcomes as $\mathcal{X} = \{x_1, \cdots, x_n\}$ which is ranged over by $x$. In this context, we also write $\Pr(X = x)$ or simply $p(x)$ for the probability mass function.

### 2.1 (Interval) DTMCs

**Definition 1 (MC).** A (discrete-time) Markov chain (MC) is a tuple $\mathcal{D} = (S, \alpha, P)$, where $S$ is a finite set of states; $\alpha \in \Delta(S)$ is the initial distribution; and $P : S \times S \to [0, 1]$ is the transition probability matrix, satisfying $\forall s \in S$, $\sum_{s' \in S} P(s, s') = 1$.

Alternatively, an MC can be defined as a stochastic process $\{X_n\}_{n \geq 0}$, where each $X_n$ is a discrete RV over $S$. The process respects the Markov property, i.e., $\Pr(X_n = s_n | X_{n-1} = s_{n-1}, \cdots, X_0 = s_0) = \Pr(X_n = s_n | X_{n-1} = s_{n-1}) = P(s_{n-1}, s_n)$ for any $s_0, s_1, \cdots, s_n \in S$ and $n \in \mathbb{N}$. Note that $\Pr(X_n = s)$ denotes the probability of being in state $s$ at time $n$. The transient distribution of $\mathcal{D}$ is denoted by $\pi^{(n)} \in \Delta(S)$, which can be computed by $\pi^{(n)} = \alpha P^n$. It is known that $\Pr(X_n = s) = \pi^{(n)}_s$.

For a finite MC, we often use graph-theoretical notations which refer to the underlying digraph of $\mathcal{D}$. Essentially the vertices of the digraph are states of $\mathcal{D}$, and there is an edge from $s$ to $t$ iff $P(s, t) > 0$. The following notions are standard.

**Definition 2.** A subset $T \subseteq S$ is strongly connected if for each pair of states $s, t \in T$, $t$ is reachable from $s$. A strongly connected component (SCC) $T$ of an MC $\mathcal{D}$ denotes a strongly connected set of states such that no proper superset of $T$ is strongly connected.

A bottom strongly connected component (BSCC) $T$ is an SCC from which no state outside $T$ is reachable.

We write $\mathcal{E}(\mathcal{D})$ for the set of all SCCs of $\mathcal{D}$ and $B(\mathcal{D}) \subseteq \mathcal{E}(\mathcal{D})$ for the set of all BSCCs of $\mathcal{D}$.

**Definition 3.** A state $s$ is absorbing if $P(s, s) = 1$, i.e. $s$ contains only a self-loop. An MC is absorbing if every state can reach an absorbing state.

A state $s$ is transient if, starting in state $s$, there is a non-zero probability that it will never return to $s$; otherwise $s$ is recurrent.

A state $s$ is deterministic if the distribution $P(s, \cdot)$ is Dirac, i.e. there is a unique $t$ such that $P(s, t) = 1$; otherwise $s$ is stochastic.

An MC is irreducible if its underlying digraph is strongly connected.

**Definition 4 (IMC).** An interval-valued (discrete-time) Markov chain (IMC) is a tuple $\mathcal{I} = (S, \alpha, P^l, P^u)$, where $S, \alpha$ are defined as in Definition 1; $P^l, P^u : S \times S \to [0, 1]$ are two transition probability matrices, where $P^l(s, s') \leq P(s, s') \leq P^u(s, s')$ for all pairs of states $s, s' \in S$. Intuitively, under this semantics we assume that the external environment nondeterministically selects an MC from the set $\mathcal{I}$ at the beginning and then all the transitions take place according to the chosen MC. Without loss of generality, we only consider IMC $\mathcal{I}$ with $[\mathcal{I}] \neq \emptyset$, i.e., there exists at least one implementation. This condition can be easily checked.

Similar to MCs, we can also view an IMC as a digraph such that there is an edge from $s$ to $t$ iff $P^u(s, t) > 0$. In this way, we can speak of the set of all SCCs and BSCCs of an IMC $\mathcal{I}$ which we denote by $\mathcal{E}(\mathcal{I})$ and $B(\mathcal{I})$, respectively.
For complexity consideration, for the introduced probabilistic models, we assume that all the probabilities are rational numbers. We define the size of $\mathcal{D}$ (resp. $\mathcal{T}$), denoted by $\sharp \mathcal{D}$ (resp. $\sharp \mathcal{T}$), as the size of the representation of $\mathcal{D}$ (resp. $\mathcal{T}$). Here rational numbers (probabilities) are represented as quotients of integers written in binary. The size of a rational number is the sum of the bit lengths of its numerator and denominator and the size of a matrix is the sum of the sizes of its entries. When stating a complexity result, we assume the standard Turing model.

### 2.2 Information theory

For a RV $X$ with outcomes $\{x_1, \cdots, x_n\}$, the Shannon entropy of $X$ is defined as $H(X) = -\sum_{i=1}^n p(x_i) \log p(x_i)$. (Note that by convention we define $0 \log 0 = 0$ as $\lim_{x \to 0} x \log x = 0$).

All logarithms are to the base 2; however our results are independent of the base. The definition of Shannon entropy is easily generalised to joint entropy, the entropy of several RVs computed jointly. Namely $H(X_1, \cdots, X_n) = -\sum_{x_1, \cdots, x_n} p(x_1, \cdots, x_n) \log p(x_1, \cdots, x_n)$. We also define conditional entropy which quantifies the amount of information needed to describe the outcome of a random variable $Y$ given that the value of another random variable $X$ is known. Namely $H(Y|X) = \sum_{x,y} p(x,y) \log \frac{p(x)}{p(x,y)}$. The chain rule relates the joint entropy and the conditional entropy, namely, $H(Y|X) = H(X,Y) - H(X)$. It follows that the joint entropy can be calculated using conditional entropy, i.e., $H(X_0, \cdots, X_n) = H(X_0) + H(X_1|X_0) + \cdots + H(X_n|X_1, \cdots, X_{n-1})$.

### 3 Entropy of MCs

In this section, we define and characterise the entropy/entropy rate for an MC which we fix to be $\mathcal{D} = (S, \alpha, P)$. $\mathcal{D}$ is equipped with a stochastic process as $\{X_n\}_{n \in \mathbb{N}}$. Let’s start from a basic property which can be deduced from the memoryless property.

**Definition 6** ([7]). For any given MC $\mathcal{D}$ and state $s \in S$, the local entropy $L(s)$ is defined as $\mathbb{H}(\mathcal{P}(s, \cdot))$, i.e., $-\sum_{t \in S} \mathcal{P}(s,t) \log \mathcal{P}(s,t)$.

**Definition 7** ([7]). Given an MC $\mathcal{D}$, the entropy of $\mathcal{D}$, denoted $H(\mathcal{D})$, is defined as $H(\mathcal{D}) = \mathbb{H}(X_0, X_1, \cdots)$.

We note that [7] also provides an elegant characterisation. Define $\xi(s) = \sum_{n=0}^\infty \pi_{s,n}^{(a)}$. (It is called residence time in [7].) Note that basic theory of MCs implies that the state $s$ is recurrent if $\xi(s) = \infty$, and is transient iff $\xi(s) < \infty$. We write $\xi$ for the vector $(\xi(s))_{s \in S}$.

**Theorem 8.** $H(\mathcal{D}) = \sum_{s \in S} L(s) \xi(s) + \mathbb{H}(\alpha)$, where $\mathbb{H}(\alpha) = -\sum_{s \in S} \alpha(s) \log \alpha(s)$.

**Remark.** [7] defines the entropy for general MCs whereas here we assume MCs are absorbing. This does not lose any generality. Mostly we are only interested in MCs with finite entropy, and one easily observes: $H(\mathcal{D})$ is finite iff the local entropy of each recurrent state is 0.
that *absorbing* MCs admits that each recurrent state is made absorbing and thus has local entropy 0.

We also note there is slight difference on $\mathbb{H}(\alpha)$ between our version and that of [7] in Theorem 8. The paper [7] assumes a unique initial state in MCs (i.e., $\alpha$ is Dirac) where $\mathbb{H}(\alpha) = 0$; here we assume a (slightly more) general initial distribution $\alpha$.

### 3.2 Entropy rate for general MCs

In contrast to the entropy, the *entropy rate* is defined as

*Definition 9.* Given an MC $D$, the entropy rate of $D$, denoted $\nabla \mathbb{H}(D)$, is defined as

$$\nabla \mathbb{H}(D) = \lim_{n \to \infty} \frac{1}{n} \mathbb{H}(X_0, \cdots, X_n)$$

As before we characterise $\nabla \mathbb{H}(D)$ by local entropy. Define $\zeta(s) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \pi_i(s)$ and write $\vec{\zeta}$ for the vector $(\zeta(s))_{s \in S}$. We have the following result:

*Theorem 10.* $\nabla \mathbb{H}(D) = \sum_{s \in S} L(s) \zeta(s)$.

*Remark.* Typically in literature (e.g., [16, 19]), the entropy rate is defined only for an ergodic MC. In that case, one has $\nabla \mathbb{H}^*(D) = \lim_{n \to \infty} \mathbb{H}(X_n \mid X_1, \cdots, X_{n-1})$. For ergodic MCs (more generally all stationary processes where MCs are a special case), these two quantities coincide and by Lemma 5, the entropy rate is given by $\nabla \mathbb{H}^*(D) = \lim_{n \to \infty} \mathbb{H}(X_n \mid X_{n-1})$.

### 4 Computing entropy in MCs

In this section, we will focus on the *entropy threshold* problem which asks: given an MC $D$ and $\theta \in \mathbb{Q}$, does $\mathbb{H}(D) \gg \theta$ hold for $\gg \in \{\leq, <, =, >, \geq\}$? We assume some familiarity with straight-line programs and the counting hierarchy (cf. [1] or [14]). In particular, the problem PosSLP is to decide, given a straight-line program, whether the integer it represents is positive. PosSLP belongs to the complexity class $\text{P}^{\text{CH}}_3$ and thus to the fourth-level of the counting hierarchy [1]. We note that counting hierarchy is contained in PSPACE, but it is unlikely to be complete to PSPACE. The following propositions are slight generalisations of [12] and [18], respectively.

*Proposition 11.* Given $p_1, \cdots, p_n, q_1, \cdots, q_n, \theta \in \mathbb{Q}$, deciding whether $\sum_{i=1}^{n} p_i \log q_i \gg \theta$ for $\gg \in \{\leq, <, >, \geq\}$ reduces to PosSLP in polynomial time.

*Proposition 12.* Given $p_1, \cdots, p_n, q_1, \cdots, q_n, \theta \in \mathbb{Q}$, $\sum_{i=1}^{n} p_i \log q_i = \theta$ is decidable in polynomial time.

ABC/Lang-Waldschmidt conjecture implies P. An interesting question is whether one could obtain a lower-bound. This is left as an open question, but the following result somehow discourages such efforts. Indeed, the following proposition can be easily obtained by essentially [18, Proposition 3.7(1)].

*Proposition 13.* Assume $p_1, \cdots, p_n, q_1, \cdots, q_n, \theta \in \mathbb{Q}$. If the ABC conjecture holds, or if the Lang-Waldschmidt conjecture holds, then $\sum_{i=1}^{n} p_i \log q_i \gg \theta$ for $\gg \in \{\leq, <, >, \geq\}$ is decidable in polynomial time.
Note that the ABC and the Lang-Waldschmidt conjecture (cf. [18] for precise formulations and reference therein) are conjectures in transcendence theory which are widely believed to be true. (For instance, in 2012 there was an announced proof of the ABC conjecture by S. Mochizuki.)

Below we apply these results to the entropy threshold problem of MCs.

4.1 Entropy

Owing to Theorem 8, computing $H(D)$ reduces to computing $\tilde{\xi}$. In [7] it is stated that $\xi$ can be computed in polynomial time. Here we need to elaborate this claim to obtain complexity results. This is rather straightforward. For a given absorbing MC which has $t$ transient states and $r$ absorbing states, the transition probability matrix $P$ can be written as $P = \begin{bmatrix} Q & R \\ 0 & I_r \end{bmatrix}$, where $Q$ is a $t \times t$ matrix, $R$ is a nonzero $t \times r$ matrix, and $I_r$ is an $r \times r$ identity matrix. A basic property of absorbing MCs is that the fundamental matrix $I - Q$ is invertible [21], and we have the following:

**Proposition 14** ([21]). For absorbing MC, $\tilde{\xi} = \alpha'(I - Q)^{-1}$ where $\alpha'$ is the restriction of $\alpha$ to the $t$ transient states.

Basic linear algebra reveals that $\tilde{\xi}$ can be computed in cubic-time via, e.g., Gauss elimination, and the size of $\tilde{\xi}$ is polynomially bounded by $\#D$ (see, e.g., [20]). It then follows from Proposition 11 and Proposition 12 that:

**Theorem 15.** Given an MC $D$,

- Deciding $H(D) \propto \theta$ for $\propto \in \{<, \leq, \geq, >\}$ is in $P^{CH_3}$, and is in $P$ assuming the ABC or the Lang-Waldschmidt conjecture.
- Deciding $H(D) = \theta$ is in $P$.

4.2 Entropy rate

Owing to Theorem 10, computing $\nabla H(D)$ reduces to computing $\tilde{\zeta}$. For (finite) irreducible MC, $\tilde{\zeta}$ coincides to the stationary distribution $\pi$ which is unique and independent of the initial distribution. In this case, Theorem 10 yields that $\nabla H(D) = \sum_{s \in S} L(s)\pi(s)$, which is exactly the classical result, see, e.g., [16]. For general MCs, the transition probability matrix $P$ has the form

$$P = \begin{pmatrix} Q & R_1 & R_2 & \cdots & R_h \\ 0 & B_1 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & B_h \end{pmatrix}$$

where $Q$ corresponds to transient states, and $B_i$ ($1 \leq i \leq h$) corresponds to the BSCCs (recurrent states).

**Proposition 16.** For any MC,

$$\tilde{\zeta} = \alpha \cdot \begin{pmatrix} 0 & (I - Q)^{-1}R_1 & 0 & 0 & \cdots & 0 \\ 0 & 1^T \tilde{y}_1 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & 1^T \tilde{y}_2 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & 1^T \tilde{y}_h \end{pmatrix}$$
where \( \tilde{y}_i \) is the solution of the system of linear equations:

\[
\tilde{y}_iB_i = \tilde{y}_i \quad \text{and} \quad 1\tilde{y}_i = 1
\]

and \( 1 = (1, \cdots, 1) \).

Similar to the previous section, the size of \( \vec{\zeta} \) is polynomially bounded by \( \#D \). It then follows from Proposition 11 and Proposition 12 that:

\[\text{Theorem 17. Given an MC } D, \]

\[\text{Deciding } \nabla H(D) \ni \theta \text{ for } \ni \in \{<, \leq, \geq, >\} \text{ is in } \mathbb{P}^{\text{CH}}, \text{ and is in } \mathbb{P} \text{ assuming the ABC or the Lang-Waldschmidt conjecture.}\]

\[\text{Deciding } \nabla H(D) = \theta \text{ is in } \mathbb{P}.\]

### 4.3 Approximation problems

To complete the picture, we show that one can easily approximate \( \sum_{i=1}^n p_i \log q_i \) up to a given error bound \( \epsilon \) in polynomial time.

Let \( N = n \cdot \max_{1 \leq i \leq n} |p_i| \). For each \( 1 \leq i \leq n \), we can compute \( \theta_i \in \mathbb{Q} \) in polynomial-time [10, 18] such that \( |\log q_i - \theta_i| < \frac{\epsilon}{N} \) (note that the size of \( N \) is bounded polynomially by the size of the input). Observe that

\[
\left| \sum_{i=1}^n p_i \log q_i - \sum_{i=1}^n p_i \theta_i \right| \leq \left| \sum_{i=1}^n p_i (\log q_i - \theta_i) \right| \leq \sum_{i=1}^n |p_i| \frac{\epsilon}{N} \leq \epsilon.
\]

Hence \( \sum_{i=1}^n p_i \theta_i \), which can be computed in polynomial-time, is an approximation of \( \sum_{i=1}^n p_i \log q_i \) up to \( \epsilon \). Note that, however, unfortunately this does not yield an efficient decision procedure for \( \sum_{i=1}^n p_i \log q_i \ni \theta \). It follows that

\[\text{Theorem 18. Given an MC } D \text{ and } \epsilon > 0, \text{ both } H(D) \text{ and } \nabla H(D) \text{ can be approximated up to } \epsilon \text{ in polynomial-time in } \mathbb{P} \text{ and } \log(\frac{1}{\epsilon}).\]

(Note that this result for entropy is implied in [7] without proof.)

### 5 Computing the maximum entropy in IMCs

In this section, we turn our attention to IMCs. Recall that an IMC \( I \) represents a set of MCs \([I]\). We are interested in maximising the entropy/entropy rate of \( I \). The formal definitions are given as follows:

\[\text{Definition 19. Given an IMC } I, \]

\[\text{the maximum entropy of } I, \overline{H}(I), \text{ is defined as } \overline{H}(I) = \sup\{H(D) \mid D \in [I]\};\]

\[\text{the maximum entropy rate of } I, \nabla \overline{H}(I), \text{ is defined as } \nabla \overline{H}(I) = \sup\{\nabla H(D) \mid D \in [I]\}.\]

Below we focus on the computation of maximum entropy/entropy rate. In contrast to the previous section, we mainly concentrate on the approximation problem. Results regarding the threshold problem are presented in Section 5.3, though. Throughout this section, we fix an IMC \( I = (S, \alpha, P^l, P^u) \).
5.1 Entropy

As pointed out by [7], it could be the case that $H(I) = \infty$ even if for all $D \in [I]$, $H(D) < \infty$. To tackle this issue, an algorithm is given there to determine whether $H(I) = \infty$. In light of this, we assume that $H(I) < \infty$. One sufficient condition to guarantee finite maximum entropy is to impose that for any states $s$ and $t$, $P^u(s, t) > 0$ implies $P^l(s, t) > 0$. This is actually a mild assumption in practice (for instance, see [7], Fig. 5). Note that it is also a (lightweight) syntactic way to impose the Positive UMC semantics [13].

For $I$ with $H(I) < \infty$, it cannot be the case that a state is recurrent in some implementation and stochastic in another implementation [7]. Namely, if a state is recurrent in some implementation, it must be deterministic in all implementations, and thus is made absorbing. We denote by $G \subseteq S$ the set of states which are recurrent in some implementation of $I$; $G$ is easily identified by the algorithm in [7].

For each state $s \in S \setminus G$, we introduce a vector of variables $\bar{x}_s = (x_{s,t})_{t \in S}$, and a vector of variables $\bar{y} = (y_s)_{s \in S}$. We define $\Omega(s)$ to be a set of vectors as:

$$\bar{x}_s \in \Omega(s) \text{ iff } \begin{cases} \sum_{t \in S} x_{s,t} = 1 \\ P^l(s, t) \leq x_{s,t} \leq P^u(s, t), \text{ for each } t \in S \end{cases} (1)$$

(Note that here we abuse the notation slightly by identifying variables and valuations of the variables.) For simplicity, we define, for $\bar{x}_s$ and $\bar{y}$,

$$\Gamma(\bar{x}_s, \bar{y}) = \sum_{t \in S} x_{s,t} y_t - \sum_{t \in S} x_{s,t} \log x_{s,t} . (2)$$

We then consider the following non-linear program over $\bar{x}_s$ for all $s \in S \setminus G$ and $\bar{y}$:

$$\begin{align*}
\text{minimise} & \quad \sum_{s \in S \setminus G} \alpha(s) y_s \\
\text{subject to} & \quad y_s \geq \max_{\bar{x}_s \in \Omega(s)} \Gamma(\bar{x}_s, \bar{y}) \quad s \notin G \\
& \quad y_s = 0 \quad s \in G
\end{align*} (3)$$

$\blacktriangleright$ Proposition 20. The optimal value of (3) is equal to $H(I) - \|\alpha\|_\infty$.

We remark that (3) is reminiscent of the expected total reward objective (or the stochastic shortest path problem) for MDPs [26, 17, 5]. This does not come in surprise in light of Theorem 8, which might give some intuition underlying (3); cf. [14].

Nevertheless it remains to solve (3). This is rather involved and we only give a rough sketch here. Observe that we have a nested optimisation problem because of the presence of an inner optimisation max$_{\bar{x}_s \in \Omega(s)} \Gamma(\bar{x}_s, \bar{y})$ in (3). The main strategy is to apply the Lagrange duality to replace it by some \textquoteleft min\textquoteright{} (see $\bar{\Gamma}$ below). We introduce, apart from $\bar{y}$, variables $\bar{\lambda}_s^l = (\lambda_{s,t}^l)_{t \in S}, \bar{\lambda}_s^u = (\lambda_{s,t}^u)_{t \in S}$ and $\nu_s$ for each $s \in S \setminus G$.

It can be shown that (3) is equivalent to

$$\begin{align*}
\text{minimise} & \quad \sum_{s \in S \setminus G} \alpha(s) y_s \\
\text{subject to} & \quad y_s \geq \bar{\Gamma}(\bar{\lambda}_s, \nu_s, \bar{y}) \quad s \notin G \\
& \quad y_s = 0 \quad s \in G \\
& \quad \lambda_{s,t}^l \geq 0, \lambda_{s,t}^u \geq 0 \quad s \notin G, t \in S
\end{align*} (4)$$
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where \( \tilde{\Gamma}(\tilde{x}_s, \nu_s, \tilde{y}) = -\bar{b}_s^T \tilde{x}_s + \bar{a}_s^T \tilde{x}_s - \nu_s + \epsilon^{-1} \log \epsilon \cdot 2^{\nu_s} \cdot (\sum_{t \in S} 2^{\tilde{x}_s,t}} - \tilde{x}_s,t} \) and \( \bar{a}_s = (P^r(s,t))_{t \in S} \) and \( \bar{b}_s = (P^u(s,t))_{t \in S} \). (Note that log is to base 2.)

It turns out that (4) is a convex program which can be solved by, e.g., the ellipsoid algorithm or interior-point methods in polynomial time [3, 20]. We obtain

\[ \text{Theorem 21.} \quad \text{Given an IMC } \mathcal{I} \text{ and } \epsilon > 0, \quad \frac{\ln H(\mathcal{I})}{1} \quad \text{can be approximated upper to } \epsilon \text{ in polynomial-time in } \# \mathcal{I} \text{ and } \log(\frac{1}{\epsilon}). \]

5.2 Entropy rate

In this section, we study the approximation problem for \( \nabla H(\mathcal{I}) \). Firstly we assert that \( \nabla H(\mathcal{I}) < \infty \) (cf. [14]).

Recall \( \mathcal{E}(\mathcal{I}) \) is the set of SCCs of \( \mathcal{I} \). For each SCC \( B \in \mathcal{E}(\mathcal{I}) \), we introduce a variable \( r \), a vector of variables \( \tilde{y} = (y_s)_{s \in B} \), and for each \( s \in B \), a vector of variables \( \tilde{x}_s = (x_{s,t})_{t \in S} \). Recall that \( \Omega(s) \) and \( \Gamma(\tilde{x}_s, \tilde{y}) \) are defined as in (1) and (2), respectively. We consider the following non-linear program:

\[
\begin{align*}
\text{minimise} & \quad r \\
\text{subject to} & \quad r + y_s \geq \max_{\tilde{x}_s \in \Omega(s)} \Gamma(\tilde{x}_s, \tilde{y}) \quad s \in B
\end{align*}
\]

(5)

For each \( B \), we obtain \( r_B \) as the optimal value of (5). Note that each state \( s \) must belong to a unique \( B \in \mathcal{E}(\mathcal{I}) \). For simplicity, we define, for a given vector \( (z_s)_{s \in S} \), \( \Lambda(\tilde{x}_s, \tilde{z}) = \sum_{t \in S} x_{s,t} \cdot z_t \). We then consider the following non-linear program

\[
\begin{align*}
\text{minimise} & \quad \sum_{s \in S} \alpha(s) z_s \\
\text{subject to} & \quad z_s \geq \max_{\tilde{x}_s \in \Omega(s)} \Lambda(\tilde{x}_s, \tilde{z}) \quad s \in S \\
& \quad z_s \geq r_B \quad s \in S \text{ and } s \in B
\end{align*}
\]

(6)

\[ \text{Proposition 22.} \quad \nabla H(\mathcal{I}) \quad \text{is equal to the optimal value of } \text{(6) \ (which depends on (5))}. \]

As before, we remark that (6) and (5) are reminiscent of the limiting average reward objective for MDPs [26, 5]. This does not come in surprise in light of Theorem 10, which might give some intuition; cf. also [14].

It remains to solve (5) and (6). In the same vein as in Section 5.1, for each \( B \) we can approximate \( r_B \) by some \( \theta_B \in \mathbb{Q} \) upper to the given \( \epsilon > 0 \). We then substitute (6) for each \( \theta_B \), and solve the resulting program. It remains to show that (6) does not “propagate” the error introduced in \( \theta_B \) as it is merely an approximation of the real value \( r_B \). To this end, observe that the optimal value of (6) can be regarded as a function \( g \) over \( \bar{r} = (r_B)_{B \in \mathcal{E}(\mathcal{I})} \). We have the following result showing the value of (6) is bounded by the “perturbation” of its parameters \( r_B \)’s. (Note that \( \| \cdot \| \) denotes the \( \infty \)-norm for vectors.)

\[ \text{Proposition 23.} \quad \text{If } \| \bar{r} - \tilde{r} \| \leq \epsilon, \text{ then } |g(\bar{r}) - g(\tilde{r})| \leq \epsilon. \]

We conclude that

\[ \text{Theorem 24.} \quad \text{Given an IMC } \mathcal{I} \text{ and } \epsilon > 0, \quad \nabla H(\mathcal{I}) \quad \text{can be approximated upper to } \epsilon \text{ in polynomial-time in } \# \mathcal{I} \text{ and } \log(\frac{1}{\epsilon}). \]
5.3 Threshold problem

In this section, we focus on the maximum entropy/entropy rate threshold problem, namely, to decide whether $\overline{H}(\mathcal{I}) \succ \theta$ or $\overline{H}(\mathcal{I}) \prec \theta$ for a given $\theta \in \mathbb{Q}$. Recall that we assume $\overline{H}(\mathcal{I}) < \infty$ otherwise the problem is trivial. Below we present two conditional decidability results; the unconditional decidability is left as an open problem. We mainly present the results for $\overline{H}(\mathcal{I})$ and the case $\succ = \geq$. Other cases can be derived in a similar way and can be found in the full version [14].

**By first-order theory.** It turns out deciding $\overline{H}(\mathcal{I}) \geq \theta$ amounts to checking

$$
\exists \vec{x}, \vec{y}. \bigwedge_{s,t} \begin{cases}
\sum_{s \in G} \alpha(s)y_s \geq \theta \\
y_s = \sum_{t \in S} x_s,t y_t - \sum_{t \in S} x_s,t \log x_s,t & \forall s \in S \setminus G \\
y_s = 0 & \forall s \in G \\
\mathbf{P}^l(s,t) \leq x_{s,t} \leq \mathbf{P}^u(s,t) & \forall s \in S \setminus G, t \in S \\
\sum_{t \in S} x_{s,t} = 1 & \forall s \in S \setminus G
\end{cases}
$$

where $\vec{x}$ is the concatenation of $\vec{x}_s = (x_{s,t})_{t \in S}$ for $s \in S \setminus G$ and $\vec{y} = (y_s)_{s \in S}$. Recall that $G$ is the set of states which are recurrent in some implementation of $\mathcal{I}$. Evidently this is a formula in the first-order theory of ordered real fields extended with exponential functions $(\mathbb{R}, +, -, \cdot, e^x, 0, 1, \leq)$. The theory is known to be $\alpha$-minimal by the celebrated Wilkie’s theorem [29]. However, its decidability is a long-standing open problem in model theory, known as Tarski’s exponential function problem. A notable result by Macintyre and Wilkie [23] asserts that it is decidable provided the Schanuel’s conjecture in transcendence theory is true (which is widely believed to be the case; in fact only a (weaker) real version of the conjecture is needed.) Hence, we obtain a conditional decidability for the maximum entropy threshold problem of IMCs. Note that it is high unlikely that the problem is undecidable, because it would refute the Schanuel’s conjecture.

**By non-singularity assumption.** We can obtain the decidability of the maximum entropy threshold problem by assuming that $\overline{H}(\mathcal{I}) \neq \theta$. To see this, one can simply compute a sequence of approximations of $\overline{H}(\mathcal{I})$ by the approach in Section 5.1, i.e., $h_n$ with $|\overline{H}(\mathcal{I}) - h_n| \leq \frac{1}{2^n}$. The procedure stops when $h_n - \frac{1}{2^n} - \theta$ and $h_n + \frac{1}{2^n} - \theta$ have the same sign. Then $\overline{H}(\mathcal{I}) > \theta$ iff $h_n - \frac{1}{2^n} > \theta$ (or equivalently $h_n + \frac{1}{2^n} > \theta$). Note that we assume $\overline{H}(\mathcal{I}) \neq \theta$, so $n$ must exist as one can take $n = \lceil \log(\frac{1}{|\overline{H}(\mathcal{I}) - \theta|}) \rceil$ although $n$ is not bounded a priori.

We conclude this section by the following theorem:

**Theorem 25.** Given an IMC $\mathcal{I}$. We have that

- if the first-order theory of $(\mathbb{R}, +, -, \cdot, e^x, 0, 1, \leq)$ is decidable (which is implied by Schanuel’s conjecture), then $\overline{H}(\mathcal{I}) \succ \theta$ and $\overline{H}(\mathcal{I}) \prec \theta$ are decidable for $\succ \in \{\leq, <, =, >\}$;
- if $\overline{H}(\mathcal{I}) \neq \theta$ (resp. $\overline{H}(\mathcal{I}) \neq \theta$), then $\overline{H}(\mathcal{I}) \succ \theta$ (resp. $\overline{H}(\mathcal{I}) \prec \theta$) is decidable for $\succ \in \{\leq, <, >\}$.

6 Conclusion

We have studied the complexity of computing (maximum) entropy/entropy rate of Markovian models including MCs, IMCs and MDPs. We obtained a characterisation of entropy rate for general MCs based on which the entropy approximation problem and threshold problem can be solved efficiently assuming number-theoretic conjectures. For IMCs/MDPs, we obtained
polynomial-time algorithms to approximate the maximum entropy/entropy rate via convex programming, which improved a result in [7]. We also obtained conditional decidability for the threshold problem.

Open problems include unconditional polynomial-time algorithms for the entropy threshold problem for MCs and unconditional decidability for maximum entropy threshold problem for IMCs/MDPs. Furthermore, we believe it would be promising to explore more algorithmic aspects of information theory along the line of the current work, for instance, for timed automata [2].
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Abstract

We obtain the following new simultaneous time-space upper bounds for the directed reachability problem. (1) A polynomial-time, $\tilde{O}(n^{2/3}g^{1/3})$-space algorithm for directed graphs embedded on orientable surfaces of genus $g$. (2) A polynomial-time, $\tilde{O}(n^{2/3})$-space algorithm for all $H$-minor-free graphs given the tree decomposition, and (3) for $K_{3,3}$-free and $K_5$-free graphs, a polynomial-time, $O(n^{1/2+\epsilon})$-space algorithm, for every $\epsilon > 0$.

For the general directed reachability problem, the best known simultaneous time-space upper bound is the BBRS bound, due to Barnes, Buss, Ruzzo, and Schieber, which achieves a space bound of $O(n/2^{k\sqrt{\log n}})$ with polynomial running time, for any constant $k$. It is a significant open question to improve this bound for reachability over general directed graphs. Our algorithms beat the BBRS bound for graphs embedded on surfaces of genus $n/2^{k\sqrt{\log n}}$, and for all $H$-minor-free graphs. This significantly broadens the class of directed graphs for which the BBRS bound can be improved.
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1 Introduction

Given a graph $G$ and two vertices $s$ and $t$, is there a path from $s$ to $t$ in $G$? This problem, known as the reachability problem, is of fundamental importance in the study of space bounded complexity classes as various versions of it characterize important complexity classes (such as NL, RL, L and NC¹ [16, 17, 3]). Progress in understanding the space complexity of graph reachability problems directly relates to the progress in space complexity investigations. We refer the readers to a survey by Wigderson [24] to further understand the significance of reachability problems in complexity theory. Because of its central role, designing space and time efficient deterministic algorithms for reachability problems is a major concern of
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complexity theory. In this paper we focus on algorithms for reachability over directed graphs that run in polynomial-time and use sub-linear space.

Two basic algorithms for directed reachability are the Breadth First Search algorithm (BFS) and Savitch’s algorithm [19]. BFS uses linear space and runs in polynomial time, whereas Savitch’s algorithm uses only $O(\log^2 n)$ space, but takes super-polynomial ($\theta(n \log n)$) time. Thus BFS is time-efficient and Savitch’s algorithm is space-efficient. Hence a natural and significant question that researchers have considered is whether we can design an algorithm for reachability whose time-bound is better than that of Savitch’s algorithm and the space-bound is better than that of BFS. A concrete open question is: Can we design a polynomial-time algorithm for the directed graph reachability problem that uses only $O(n^{1-\epsilon})$ space for some small constant $\epsilon$? [24].

The best known result in this direction is the bound due to Barnes, Buss, Ruzzo, and Schieber [2]. By cleverly combining BFS and Savitch’s algorithm, they designed a polynomial-time algorithm for reachability that uses $O(n/2^k \sqrt{\log n})$ space, for any constant $k$. Henceforth we refer to this bound as the BBRS bound. Improving the BBRS bound remains a significant open question regarding the complexity of the graph reachability problem.

Recently there has been some progress on improving the BBRS bound for certain restricted classes of directed graphs. Asano and Doerr showed that, for any $\epsilon > 0$, there is a polynomial-time algorithm that takes $O(n^{1/2+\epsilon})$ space for reachability over directed grid graphs [1]. In [12], it was shown that, for any $\epsilon > 0$, the directed planar reachability problem can also be solved in polynomial-time and $O(n^{1/2+\epsilon})$ space. In [20], it was shown that the reachability problem for directed acyclic graphs with $O(n^{1-\epsilon})$ sources nodes and embedded on surfaces of $O(n^{1-\epsilon})$ genus can be solved in polynomial time and $O(n^{1-\epsilon})$ space. See a recent survey article [22] for more details on known results.

In this paper we design reachability algorithms that beat the BBRS bound for a substantially larger class of graphs than known before. Our main approach is to use a space-efficient kernelization where we compress the given graph to a smaller kernel graph preserving reachability. Once such a kernel graph is computed, we can use known algorithms (such as BFS) on the kernel graph to solve the reachability problem.

There are indications that it may be difficult to improve the BBRS bound for general directed graphs using earlier known techniques. This is because there are matching lower bounds known for general reachability on certain restricted model of computation known as NNJAG [5, 15, 9]. All the known algorithms for the general reachability problem can be implemented in NNJAG without significant blow up in time and space. However, we believe that our kernel-based approach has a potential to overcome the NNJAG bottleneck.

Our main motivation to design space-efficient algorithms for reachability problems comes from their importance in computational complexity theory. However, designing polynomial-time, sub-linear space algorithms is of clear significance from a general algorithmic perspective, especially in the context of computations over large data sets. Thus our algorithms may be of interest to a more general audience.

Our Contributions

Our first result is a new algorithm for the directed reachability problem for surface-embedded graphs.

\begin{theorem}
There is an algorithm that, given a directed graph $G$ embedded on an orientable surface of genus $g$ with the combinatorial embedding and two vertices $s$ and $t$, decides whether there is a directed path from $s$ to $t$ in $G$. This algorithm runs in polynomial-time and uses $\tilde{O}(n^{2/3} g^{1/3})$ space, where $n$ is the number of vertices of the graph.
\end{theorem}
For the case when $g = n^{1-\epsilon}$, our algorithm uses $\tilde{O}(n^{1-\epsilon/3})$ space and runs in polynomial time (by $\tilde{O}(s(n))$ we mean $O(s(n)(\log n)^{O(1)})$). In general, for graphs that are embedded on surfaces of genus $g = n/2(\sqrt{\log n})$, our algorithm beats the BBRS bound.

For proving the above theorem, we first give an algorithm for constructing a planarizing set (a set $S$ of nodes of a graph $G$, so that $G \setminus S$ is a planar graph) of size $O(n^{2/3}g^{1/3})$ of the underlying undirected graph in polynomial-time and space $\tilde{O}(n^{2/3}g^{1/3})$. This space-efficient algorithm for computing a planarizing set may be of independent interest.

There are known algorithms that compute a planarizing set of a high-genus graph [8, 11, 10]. However, we cannot rely on these existing algorithms since the starting point of all these algorithms is a BFS tree computation of the input graph. In general computing a BFS tree (even for an undirected graph) is as difficult as the directed reachability problem. Avoiding a BFS tree computation of the entire graph is the main technical challenge that we overcome in our space efficient algorithm for constructing a planarizing set.

Once a planarizing set is computed, we construct a new directed graph $\tilde{G}$, called the kernel graph on $G$ whose vertex set is the planarizing set, so that reachability in $G$ reduces to reachability in $\tilde{G}$. This reduction uses the $O(n^{1/2+\epsilon})$ space algorithm for directed planar reachability from [12] as a subroutine. Finally we solve reachability on $\tilde{G}$ using BFS. Since the size of $\tilde{G}$ is $O(n^{2/3}g^{1/3})$, we get the desired space bound.

Our second contribution is a new reachability algorithm for $H$-minor-free graphs, that improves upon the BBRS bound, where $H$ is an arbitrary but fixed graph. To design this algorithm we assume that we are provided with the tree decomposition of the $H$-minor-free graph.

**Theorem 2.** Given a graph $H$, there is an algorithm that, given any $H$-minor-free graph $G$ together with

(i) a tree decomposition $(T, X)$ of $G$, and
(ii) for every $X_i \in X$, the combinatorial embedding of the subgraph $G_{X_i}$ of $G[X_i]$, and two vertices $s$ and $t$ in $G$, decides whether there is a directed path from $s$ to $t$ in $G$. The algorithm runs in polynomial-time and uses $\tilde{O}(n^{2/3})$ space, where $n$ is the number of vertices of the graph.

The reader may refer to Section 4.1 to understand the notation that we use in Theorem 2. This theorem is proved by first designing a $\tilde{O}(n^{2/3})$-space and polynomial-time algorithm for constructing a $2/3$-separator of size $O(n^{2/3})$ for the given graph. Once such a separator is obtained, we use ideas from [12] to design the reachability algorithm. To construct such a separator for $H$-minor-free graphs, we use the tree decomposition of the given graph by [18] and find a “separating node” in that tree. Then we construct a bounded-genus graph from the graph induced by the separating node. Finally by using the planarizing set construction used to prove Theorem 1, we design an algorithm to construct a planarizing set of size $O(n^{2/3})$ of the underlying undirected graph in polynomial-time and $\tilde{O}(n^{2/3})$ space.

For $K_{3,3}$-free and $K_5$-free graphs we give a better upper bound than the one given in Theorem 2. Kuratowski’s theorem states that planar graphs are exactly those graphs that do not contain $K_{3,3}$ and $K_5$ as minors. Hence it is a natural question whether results on planar graphs can be extended to graphs that do not contain either a $K_{3,3}$ minor (known as $K_{3,3}$-free graphs) or a $K_5$ minor (known as $K_5$-free graphs). Certain complexity upper bounds that hold for planar graphs have been shown to hold for $K_{3,3}$-free and $K_5$-free graphs [4, 21, 6, 7]. On the other hand, there are problems for which upper bounds that hold for planar graphs are not known to extend to such minor-free graphs (such as computing a perfect matching in bipartite graphs [13]). We show that the time-space bound known for
planar graphs can also be obtained for both these classes of graphs. Here it is important to note that even though directed reachability in $K_{3,3}$-free and $K_5$-free graphs reduces to directed planar reachability [21], the reduction blows up the size of the graph by a polynomial factor and hence we can not use this approach for our purposes.

\begin{theorem}
For any constant $0 < \epsilon < 1/2$, there is a polynomial time and $O(n^{1/2+\epsilon})$ space algorithm that given a directed $K_{3,3}$-free or $K_5$-free graph $G$ on $n$ vertices, decides whether there is a directed path from $s$ to $t$ in $G$.
\end{theorem}

Although for Theorem 2 we require additional inputs (such as the tree decomposition and the embeddings of the bounded genus parts), in Theorem 3 we do not have any such requirements. The proof idea of Theorem 3 is similar to that of Theorem 2. However we use the known algorithm to compute a planar separator instead of a bounded genus separator. This gives better space bound compared to the case of $H$-minor-free graphs.

The rest of the paper is organized as follows. In Section 2 we give some basic definitions and notations that we use. In Section 3, we give a construction of planarizing set for high-genus graphs and also provide a proof of Theorem 1. In Section 4, we present the algorithm for reachability in $H$-minor-free graphs and as a corollary we show Theorem 3.

Due to space constraints, most of the proofs appear in the Appendix.

2 Preliminaries

We first define some notations which will be used later in this paper. Given a graph $G$ and a set of vertices $X$, $G[X]$ denotes the subgraph of $G$ induced by $X$ and $V(G)$ denotes the set of vertices present in the graph $G$. Now we define necessary notions on graphs embedded on surfaces. We refer the reader to the excellent book by Mohar and Thomassen [14] for a comprehensive treatment of this topic. In this paper we only consider closed orientable surfaces. These surfaces are obtained by adding “handles” to a sphere.

Let $G = (V, E)$ be a graph and for each $v \in V$, let $\pi_v$ be a cyclic permutation of edges incident on $v$. Let $\Pi = \{ \pi_v \mid v \in V \}$. We say that $\Pi$ is a combinatorial embedding of $G$. Given a combinatorial embedding we can define $\Pi$-facial walk. Let $e = \langle v_1, v_2 \rangle$ be an edge. Consider the closed$^1$ walk $f = v_1 e_1 v_2 e_2 v_3 \cdots v_k e_k v_1$ where $\pi_{v_{i+1}}(e_i) = e_{i+1}$, and $\pi_{v_1}(e_k) = e_1$. We call $f$ a face of the graph $G$.

Given a $\Pi$-embedding of a graph $G$, the $\Pi$-genus of $G$ is the $g$ such that $n - e + f = 2 - 2g$, where $n$, $e$ and $f$ denote the number of vertices, edges and faces of the graph $G$. This is popularly known as the Euler-Poincaré formula.

It is known that given any graph with $\Pi$-genus $g$, it can be embedded on a closed orientable surface of genus $g$ such that every face is homeomorphic to an open disc. Let $\Pi$ be a combinatorial embedding of a graph $G$ and $H$ be a subgraph of $G$. The embedding $\Pi$ naturally induces an embedding $\Pi'$ on $G \setminus H$. By abuse of notation, we still refer to the induced embedding as $\Pi$-embedding.

Given a cycle $C$ of a graph, we can define left and right sides of the cycle $C$. Two vertices are on the same side of $C$ if they are path connected such that the path does not cross the cycle $C$. We use $G_l(C)$ and $G_r(C)$ to denote the left and right sides of $G$. Given a cycle $C$, we say that it is contractible if one of $G_l(C) \cup C$ or $G_r(C) \cup C$ has $\Pi$-genus zero (i.e. planar). We say that a cycle is surface separating if $G_l(C)$ and $G_r(C)$ have no edges in common. Note

\footnote{A priori it is not obvious that that this leads to a closed walk. However, it can shown that this walk comes back to $v_1$. See [14] Chapter 3.2 for a proof.}
that every contractible cycle is surface separating. A cycle that is not surface separating is called a non-separating cycle. We now mention some fundamental facts about these cycles that are used throughout this paper.

- **Proposition 1.** Let $C$ be a cycle of a graph with II-genus $g$. If $C$ is non-separating, then II-genus of $G \setminus C$ is $\leq g - 1$. If $C$ is surface separating, then sum of II-genus of $G_i(C) \cup C$ and $G \setminus C$ equals $g$.

An edge that appears on a facial walk $f$ may appear once or twice on $f$. Any edge that appears twice on a facial walk is called singular edge.

- **Proposition 2.** Let $G$ be a graph with II-genus $g$, and $e$ be a singular edge such that $G \setminus e$ is connected. The II-genus of $G \setminus e$ is $g - 1$.

The notions of planarizing set and separator defined below are crucial in this paper. A set $S$ of vertices of a graph $G$ is called a planarizing set if $G \setminus S$ is a planar graph. An $(\alpha, \beta)$-separator of a graph $G = (V, E)$ having $n$ vertices, is a subset $S$ of $V$ such that $|S| \leq O(\alpha n)$ and every connected component in $V \setminus S$ has at most $\beta n$ vertices.

Next we state two theorems about planar graphs that are used in this paper. In [12] the authors construct a $(n^{1/2}, 8/9)$-separator. By running their algorithm repeatedly (a constant number of times), we can obtain a $(n^{1/2}, 1/3)$ separator.

- **Theorem 4 (12).** Given a planar graph $G$ there is an algorithm that computes a $(n^{1/2}, 1/3)$-separator of $G$ in polynomial time and $O(n^{1/2})$ space.

We refer to the algorithm of this theorem as PlanarSeparator algorithm. In [12], this algorithm is used to obtain a time-space efficient algorithm for reachability on directed planar graphs.

- **Theorem 5 (12).** For any constant $0 < \epsilon < 1/2$, there is an algorithm that, given a directed planar graph $G$ and two vertices $s$ and $t$, decides whether there is a path from $s$ to $t$. This algorithm runs in time $n^{O(1/\epsilon)}$ and uses $O(n^{1/2+\epsilon})$ space, where $n$ is the number of vertices of $G$.

### 3 A Reachability Algorithm for High Genus Graphs

In this section we prove Theorem 1. We will use a space-efficient construction of a planarizing set to establish this result. We first assume that the following theorem holds and then prove Theorem 1. Proof of Theorem 6 will appear in Section 3.1.

- **Theorem 6.** There is an algorithm that given a combinatorial embedding of an undirected graph $G$ embedded on an orientable surface of genus $g$, outputs a planarizing set of $G$ of size $O(n^{2/3} g^{1/3})$. This algorithm runs in polynomial time and uses space $O(n^{2/3} g^{1/3})$. Here $n$ denotes the number of vertices of $G$.

**Proof of Theorem 1.** Let $(G, s, t)$ be an instance of reachability where $G$ whose II-genus is $g$. Consider the underlying undirected graph $G_{an}$. By using the algorithm from Theorem 6 we first compute a planarizing set $S$ of $G_{an}$. Let $S = S \cup \{s, t\}$. Let $G_p$ be the planar graph obtained by removing all vertices (and the edges incident on them) of $S$ from $G$.

Consider the following reduction that outputs an instance $(\mathcal{G}, s, t)$, where $\mathcal{G} = (\mathcal{S}, \mathcal{E})$. Given two nodes $a$ and $b$ in $\mathcal{S}$, we place a directed edge from $a$ to $b$ in $\mathcal{E}$, if there is a directed edge from $a$ to $b$ in the original directed graph $G$. Additionally, we place an edge from $a$ to
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b in \( \mathcal{E} \), if there exist vertices \( a \) and \( v \) in the vertex set of \( G_p \) such that all of the following conditions hold: 1) there is a directed edge from \( a \) to \( u \) in \( G \), 2) there is a directed edge from \( v \) to \( b \) in \( G \), and 3) there is a directed path from \( u \) to \( v \) in the directed planar graph \( G_p \). Determining whether there is a path from \( a \) to \( v \) in \( G_p \) can be done in polynomial-time and \( O(n^{2/3}) \) space, by setting \( c \) to 1/6 by Theorem 5. By Theorem 6, \( S \) can be computed in polynomial time and \( \tilde{O}(n^{2/3}g^{1/3}) \) space. Thus this reduction runs in polynomial time and uses \( \tilde{O}(n^{2/3}g^{1/3}) \) space.

We now claim that there is a path from \( s \) to \( t \) in \( G \) if and only if there is a path from \( s \) to \( t \) in \( \mathcal{G} \). Consider any \( s \)-\( t \) path in \( \mathcal{G} \), let \( e_1, e_2, \ldots, e_k \) be the edges of this path. Consider an edge \( e_i = (a, b) \). Note that the reduction places this edge in \( \mathcal{G} \) when, either there is a directed path or an edge from \( a \) to \( b \) in \( G \). This implies that there is path from \( s \) to \( t \) in \( G \).

Now we prove the converse direction. Let \( P \) be a path from \( s \) to \( t \) in \( G \). We can decompose \( P \) into \( p_1e_1g_1h_1p_2e_2g_2h_2 \cdots p_k \). Here \( e_i \) is an edge from a vertex in \( S \) to a vertex in \( G_p \), and \( h_i \) is an edge from a vertex in \( G_p \) to a vertex in \( S \). \( g_i \) is the part of the path \( P \) from head of \( e_i \) to the tail of \( h_i \), so that it completely lies within \( G_p \), and \( p_i \) is the part of the path \( P \) that completely lies in the graph induced by the planarizing set \( S \). By the construction of \( \mathcal{G} \), there is an edge \( a_i \) from the tail of \( e_i \) to the head of \( h_i \) in \( \mathcal{G} \). Thus \( p_1a_1p_2a_2 \cdots p_k \) is a path from \( s \) to \( t \) in \( \mathcal{G} \).

Reachability in the directed graph \( \mathcal{G} \) can be solved using BFS. Since the number of vertices in \( \mathcal{G} \) is \( O(n^{2/3}g^{1/3}) \), the BFS algorithm runs in polynomial-time and uses \( \tilde{O}(n^{2/3}g^{1/3}) \) space. By combining the above reduction with the reachability algorithm on \( \mathcal{G} \), we obtain an algorithm that solves reachability in \( G \) that runs in polynomial time and uses \( \tilde{O}(n^{2/3}g^{1/3}) \) space. This completes the proof of Theorem 1.

### 3.1 Proof of Theorem 6

The structure of the proof is as follows. Given an embedded graph, we decompose the graph into several regions. We first look for a small non-contractible cycle \( C \) inside some region. If we find one, then we add the vertices of \( C \) into the planarizing set. If \( C \) is non-separating, by Proposition 1, removal of the vertices of \( C \) will result in a graph whose genus \( \leq g - 1 \). If \( C \) is surface separating, since \( C \) is non-contractible, by Proposition 1, we get two components each with genera \( 0 < g_1, g_2 < g \) so that \( g_1 + g_2 = g \). In both cases, since the genus of each component is \( < g \), we can iterate this process. If this iteration stops, then all the regions of all the resulting components are homeomorphic to an open disc. In this case, for each component we identify a small subgraph based on the regions, and argue that this subgraph is a planarizing set of that component. Our final planarizing set is the collection of planarizing sets of each component together with the non-contractible cycles. Notice that at any stage the components obtained can be implicitly represented by the original graph and the cycles that are removed. Thus we do not have to explicitly store the components. We only store the non-contractible cycles that are removed. We now proceed to give a formal proof. The algorithm given in the following lemma is the core of the planarizing set algorithm.

▶ Lemma 7. There is an algorithm that given a connected undirected graph \( G \), its \( \Pi \)-embedding, and an integer \( k \) as input, outputs one of the following:

1. A non-separating cycle of size \( O(k) \) or a singular edge \( e \) so that \( G \setminus e \) is connected. The output of this step (either a cycle or a singular edge) is called a genus reduction set.
2. A non-contractible and surface-separating cycle of size \( O(k) \)
3. A planarizing set of size \( O((n/k + g)\sqrt{k}) \)

The algorithm runs in polynomial-time and uses \( \tilde{O}(n/k + k) \) space.
The proof of the above lemma is given in the Appendix. Now using this lemma, we prove Theorem 6.

**Proof of Theorem 6.** The planarizing set construction algorithm applies the algorithm from Lemma 7 iteratively. We will describe the algorithm by describing an iteration. After the $i^{th}$ iteration, we will have a collection of components $G_1, G_2, \ldots, G_m$. We will describe the $(i+1)^{st}$ iteration: The algorithm considers the first component $\hat{G}$ whose $\Pi$-genus $\hat{g}$ is non-zero and apply the algorithm from Lemma 7 on $\hat{G}$. This results in either (1) a genus-reduction set of $\hat{G}$, (2) non-contractible surface separating cycle of $\hat{G}$, or (3) planarizing set of $\hat{G}$. In cases (1) and (2) the algorithm stores the corresponding cycles. In case (3) it adds the planarizing set obtained to the final planarizing set. This process stops when all the components are planar.

We claim that after any iteration, the total number of vertices in all of the components together is at most $n$, and the total genera of all of the components together is at most $g$.

Assume that this claim holds after $i^{th}$ iteration. Let $\hat{G}$ be the component considered at the $(i+1)^{st}$ iteration. In case (1), by Propositions 1 and 2, $\hat{G}$ is reduced to a component whose genus is at most $\hat{g} - 1$. In case (2), since we have a non-contractible surface separating cycle, by Proposition 1, we get two components whose sum of the genera is at most $\hat{g}$. In case (3), $\hat{G}$ is reduced to a planar graph. Thus sums of the genera of all components is $\leq g$ and, since no vertex is repeated in more than one component, vertices in all of the components together is at most $n$.

Clearly this algorithm produces a planarizing set and runs in polynomial-time. We will now bound the size of the planarizing set and the space used by the algorithm.

Notice that the algorithm stores only the cycles and singular edges and will not store the components: At any stage, given the original graph, the cycles or singular edges computed so far, and an index of the component, the edge relations of that component can be computed without additional space. After at most $g$ iterations, we are left with at most $g$ components each of whose genus is at most 1. Since each iteration may produce a cycle of length $O(k)$, the algorithm will store at most $2g$ cycles each of length $O(k)$. Consider a component $G_i$ in which case (3) of the lemma happens. The size of the corresponding planarizing set produced is $O(n_i/k + g_i)\sqrt{k}$. Since $\sum_i n_i \leq n$ and $\sum_i g_i \leq g$, the total size of the planarizing set is $O((n/k + g)\sqrt{k} + kg)$. Total space used is $O(n/k + k + kg + (n/k + g)\sqrt{k})$ (including the space to store the planarizing set).

By choosing $k = \max\{(n/g)^{2/3}, 1\}$, we get that the total space-bound of the algorithm to compute the planarizing set is $O(n^{2/3}g^{1/3})$, and the size of the planarizing set produced is $O(n^{2/3}g^{1/3})$. ◀

### 4 A Reachability Algorithm for $H$-minor-free Graphs

In this section, we prove Theorem 2 by first giving an algorithm to construct a separator of the input graph. Towards this we define the notion of a tree decomposition of a graph which is crucial to the construction.

#### 4.1 Graph Minor Decomposition Theorem

A graph $H$ is said to be a minor of a graph $G$ if $H$ can be obtained from a subgraph of $G$ by contracting some edges. A graph $G$ is said to be $H$-minor-free if $G$ does not contain $H$ as a minor, for some graph $H$. 
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Definition 8. A tree decomposition of a graph $G = (V, E)$ is the tuple $(T, X)$ where $T = (V_T, E_T)$ is a tree and $X = \{ X_i \mid i \in V_T \}$, such that, (a) $\cup_i X_i = V$, (b) for every edge $(u, v)$ in $G$, there exists $i$, such that $u$ and $v$ belong to $X_i$, and (c) for every $v \in V$, the set of nodes $\{ i \in V_T \mid v \in X_i \}$ forms a connected subtree of $T$.

We will refer to the $X_i$'s as bags of vertices. Note that each bag corresponds to a node (we call vertices of $T$ as nodes) in the tree $T$. The width of a tree decomposition $(T, X)$, is the maximum over the size of $X_i$'s minus 1. The treewidth of a graph is the minimum width over all possible tree decompositions of $G$. A tree decomposition is said to be a path decomposition if $T = (V_T, E_T)$ is a path and pathwidth of a graph is the minimum width over all possible path decompositions of $G$.

For a fixed graph $H$, Robertson and Seymour, gave a tree decomposition for every $H$-minor-free graph [18]. Before we see the Theorem we need to state some definitions.

A graph $G$ is called almost $h$-embeddable if there exists a set of vertices $Y$ (called the apices) of size at most $h$ such that, (i) $G \setminus Y$ can be written as $G_0 \cup G_1 \cup \ldots \cup G_h$, (ii) $G_0$ has an embedding on a surface of genus at most $h$ (say $S$), (iii) for $i = 1, \ldots, h$, $G_i$'s are pairwise disjoint (we shall refer to them as vertices), (iv) there exists faces $F_1, \ldots, F_h$ of $G_0$ and pairwise disjoint discs $D_1, \ldots, D_h$ on $S$ such that for all $i \in \{1, \ldots, h\}$, $D_i \subseteq F_i$ and $U_i := V(G_0) \cap V(G_i) = V(G_0) \cap D_i$, and (v) for each graph $G_i$, there is a path decomposition $(P_u)_{u \in U_i}$ of width at most $h$ such that $u \in P_u$, for all $u \in U_i$. The sets of vertices in $P_u$ are ordered according to the ordering of the corresponding $u$'s as vertices along the boundary of face $F_i$ in $G_0$.

Let $G$ and $H$ be two graphs each containing cliques of equal sizes. The clique-sum of $G$ and $H$ is formed by identifying pairs of vertices in these two cliques to form a single shared clique, and then possibly deleting some of the clique edges (may be none). A $k$-clique-sum is a clique-sum in which both cliques have at most $k$ vertices. The $k$-clique-sum of $G$ and $H$ is denoted as $G \oplus_k H$. The set of shared vertices in this operation is called the join set.

We are now ready to state the decomposition theorem for $H$-minor-free graphs.

Theorem 9 ([18]). For every graph $H$, depending only on $|V(H)|$, there exists an integer $h \geq 0$ such that every $H$-minor-free graph can be represented as at most $h$-clique-sum of almost $h$-embeddable graphs in some surface on which $H$ cannot be embedded.

Henceforth, we will assume that the tree decomposition of the original graph and the combinatorial embedding of all subgraphs (the $G_0$'s in each almost $h$-embeddable graph) that are embedded on the surface are provided as part of the input. We will refer to this as tree decomposition with combinatorial embedding of $H$-minor-free graphs.

### 4.2 Constructing Separator for $H$-minor-free Graphs

Now we will show that given a decomposition of a $H$-minor-free graph stated in the last subsection, how to construct a separator. We start with the following lemma whose proof is given in the Appendix.

Lemma 10. There exists a log-space algorithm, that given a tree decomposition $(T, X)$ of a graph $G$ on $n$ vertices, outputs a node $i \in T$ such that every connected component in $G[V \setminus X_i]$ has at most $n/2$ vertices.

We now give a separator construction for all $H$-minor-free graphs which is the main contribution of this whole section.
Theorem 11. Given a H-minor-free graph G and its tree decomposition with combinatorial embedding, there exists an $O(n^{2/3})$ space, polynomial time algorithm that computes a $(n^{2/3}, 2/3)$-separator of G.

Proof. Given an input graph G and its tree decomposition, compute the vertex i using Lemma 10. The separator for G that we would construct would be a subset of $X_i$. Let $i$ have m neighbors in T, say $i_1, \ldots, i_m$. Now for every $j \in [m]$, $G[X_j]$ is joined with $G[X_{i_j}]$ using the clique-sum operation of at most h (constant depending only on H) vertices. Let $C = \{C_1, C_2, \ldots, C_m\}$ where $C_j$ is a set of at most h vertices in $X_i$, such that $G[X_j]$ is joined with $G[X_{i_j}]$ via $C_j$. Let $T_j$ be the connected subtree of $T \setminus i$ containing the node j. We define the subgraph $G_j$ to be the induced subgraph of G corresponding to the vertices in the subtree $T_j$. In other words, $G_j = G[\cup_{i \in T_j} X_i]$. Let $k_j = |G_j|$. Now if $|X_i| \leq O(n^{2/3})$, then it follows from Lemma 10 that $X_i$ is a $(n^{2/3}, 1/2)$-separator of G. Otherwise, consider the node i and its corresponding almost h-embeddable graph $K = G[X_i]$. Now consider the representation of K using apices and vertices. Let Y be the set of apices and $K \setminus Y$ can be written as $K_0 \cup K_1 \cup \cdots \cup K_h$ where each of $K_i$ has a path decomposition $(P_u)_{u \in U_i}$ of width less than h. Now build a new graph $K'$ from $K_0$ using the following steps: for $i = 1, \ldots, h$, add a cycle of length $|P_u|$ attached to the vertex $u \in U_i$ inside the face $F_i$ and then connect those cycles such that they form a path like structure similar to the corresponding path decomposition. The new graph $K'$ is a graph embedded on a constant genus and so from Theorem 6, we can get a $(n^{2/3}, 2/3)$-separator $S$ (which is union of planarizing set of $K'$, say Z and output of PlanarSeparator on the graph $K' \setminus Z$) using $O(n^{2/3})$ space and polynomial time. If S contains some vertices from a newly added cycle, then we add all the vertices present in the corresponding “bag” of vertices of the respective path decomposition. We also add all the apices of $K_0$ and we get a new set $S'$. As the size of S is $O(n^{2/3})$, so the size of $S'$ will be at most $O(ohn^{5/3}) = O(n^{2/3})$.

Claim 1. $S'$ is a $(n^{2/3}, 2/3)$-separator of K.

Proof. Observe that by construction, $K'$ is a graph embedded on a bounded genus surface. Moreover there is a canonical injective map (say $\sigma$) from vertices in K to vertices in $K'$. To see this, note that $K' = K_0 \cup \{\text{newly added cycles}\}$ and by construction, for every vertex in the bag $X_i$, there is a vertex in the newly added cycle in $K'$. Since $S$ is a $(n^{2/3}, 2/3)$-separator of $K'$, $S'$ is also a $(n^{2/3}, 2/3)$-separator of K. Let C be a connected component in K \ $S'$. Then the vertices corresponding to C in $K'$ (via the map $\sigma$) also form a connected component. Since every connected component in $K' \setminus S$ has size at most $2|K'|/3$, so $S'$ is a $(n^{2/3}, 2/3)$-separator of K.

By running the above construction repeatedly (a constant number of times), we can get a $(n^{2/3}, 1/6)$-separator $\overline{S}$. As according to Lemma 10, $G[V \setminus X_i]$ contains at most $n/2$ vertices, so the set $\overline{S}$ also acts as a $(n^{2/3}, 2/3)$-separator for the whole graph G. It is clear from the construction of $\overline{S}$ that this algorithm will take $O(n^{2/3})$ space and polynomial time.

We also consider the special case when H is either the $K_{3,3}$ or the $K_5$.

Theorem 12 ([23, 21]). Let $(T, X)$ be a tree decomposition of a $K_{3,3}$-free or $K_5$-free graph G. Then

(i) for every $X_i \in X$, $G[X_i]$ is either a planar graph or the $K_5$ (if G is $K_{3,3}$-free) or $V_8$ (if G is $K_5$-free), and

(ii) G is the 3-clique-sum of $G[X_i]$ and $G[X_j]$ for every adjacent vertices $i, j$ in T.
Moreover given a $K_{3,3}$-free or $K_5$-free graph $G$, such a tree decomposition can be computed in logspace.

Thierauf and Wagner have shown how to compute the tree decomposition of a $K_{3,3}$-free or $K_5$-free graph given in Theorem 12 in log-space \cite{21} and thus we get the following corollary for these special class of $H$-minor-free graphs.

\begin{corollary}
Given a $K_{3,3}$-free or $K_5$-free graph $G$, there exists an $\tilde{O}(n^{1/2})$ space, polynomial time algorithm that computes a $(n^{1/2}, 2/3)$-separator of $G$.
\end{corollary}

The detailed proof of the above stated corollary is given in the Appendix.

\textbf{Proof of Theorem 2.} Observe that the planar reachability algorithm of Theorem 5 essentially uses the properties that (I) a subgraph of a planar graph is also planar, and (II) there exists an algorithm that computes a $(n^{1/2}, 2/3)$-separator of a planar graph in polynomial time and $\tilde{O}(n^{1/2})$ space. Note that by the definition itself, all the subgraphs of a $H$-minor-free graph is also $H$-minor-free and given a tree decomposition, from Theorem 11 we get an algorithm that computes a $(n^{2/3}, 2/3)$-separator of a $H$-minor-free graph in polynomial time and $\tilde{O}(n^{2/3})$ space. Now using the algorithm stated in Theorem 5, we get our desired result.

Just mimicking the above proof, we can achieve a better simultaneous time-space bound for the directed reachability problem over $K_{3,3}$-free or $K_5$-free graphs as stated in Theorem 3 using the separator obtained from the Corollary 13.
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Abstract
For a graph $G(V,E)$ and a vertex $s \in V$, a weighting scheme $(w : E \rightarrow \mathbb{N})$ is called a $\text{min-unique}$ (resp. $\text{max-unique}$) weighting scheme, if for any vertex $v$ of the graph $G$, there is a unique path of minimum(resp. maximum) weight from $s$ to $v$. Instead, if the number of paths of minimum(maximum) weight is bounded by $n^c$ for some constant $c$, then the weighting scheme is called a $\text{min-poly}$ (resp. $\text{max-poly}$) weighting scheme.

In this paper, we propose an unambiguous non-deterministic log-space ($\text{UL}$) algorithm for the problem of testing reachability in layered directed acyclic graphs (DAGs) augmented with a $\text{min-poly}$ weighting scheme. This improves the result due to Reinhardt and Allender [11] where a $\text{UL}$ algorithm was given for the case when the weighting scheme is $\text{min-unique}$.

Our main technique is a triple inductive counting, which generalizes the techniques of [7, 12] and [11], combined with a hashing technique due to [5] (also used in [6]). We combine this with a complementary unambiguous verification method, to give the desired $\text{UL}$ algorithm.

At the other end of the spectrum, we propose a $\text{UL}$ algorithm for testing reachability in layered DAGs augmented with $\text{max-poly}$ weighting schemes. To achieve this, we first reduce reachability in DAGs to the longest path problem for DAGs with a unique source, such that the reduction also preserves the $\text{max-poly}$ property of the graph. Using our techniques, we generalize the double inductive counting method in [8] where $\text{UL}$ algorithms were given for the longest path problem on DAGs with a unique sink and augmented with a $\text{max-unique}$ weighting scheme.

An important consequence of our results is that, to show $\text{NL} = \text{UL}$, it suffices to design log-space computable $\text{min-poly}$ (or $\text{max-poly}$) weighting schemes for DAGs.
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1 Introduction
Reachability testing in graphs (Reach) is an important algorithmic problem that encapsulates central questions in space complexity. Given a graph $G(V,E)$ and two special vertices $s$ and $t$, the problem asks to test if there is a path from $s$ to $t$ in the graph $G$. The problem admits a (deterministic) log-space algorithm for the case of trees and undirected graphs (by a breakthrough result due to Reingold[10]). The directed graph version of the problem captures the complexity class $\text{NL}$. Designing a log-space algorithm for the problem is equivalent to proving $\text{NL} = \text{L}$. (See [1] for a survey.) Even in the case when the graph is a layered DAG\textsuperscript{2}, the problem is known to be $\text{NL}$-complete.

1 Weight of a path $p$ is the sum of the weights of the edges appearing in $p$.
2 A DAG is layered, if $V$ can be partitioned as $V = V_1 \cup \ldots \cup V_\ell$ s.t. edges go from $V_i$ to $V_{i+1}$ for some $i$. © Anant Dhayal, Jayalal Sarma, and Saurabh Sawlani; licensed under Creative Commons License CC-BY
Editors: Venkatesh Raman and S. P. Suresh; pp. 597–609
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Polynomial Min/Max-weighted Reachability is in Unambiguous Log-space

An important intermediate class of algorithms for reachability is when the non-determinism is unambiguous - when the algorithm accepts in at most one of the non-deterministic paths. The class of problems which can be solved by such restricted non-deterministic algorithms using only log-space is called Unambiguous Log-space (UL). Under a non-uniform polynomial-sized advice, the reachability problem is known to have a UL algorithm \[1\], thus showing \( \text{NL/poly} = \text{UL/poly} \). Central to arriving at this complexity theoretic result was the following algorithmic result that Reinhardt and Allender \[1\] had established: testing reachability in a graph \( G \) augmented with a log-space computable weighting scheme that maps \( w : E \rightarrow \mathbb{N} \) such that there is a unique minimum-weight path from \( s \) to any vertex \( v \) in the graph, can be done by a non-deterministic log-space algorithm unambiguously and hence is in the complexity class UL. (We call such weighting schemes as \text{min-unique} weighting schemes.) This also led to other important developments including an unambiguous log-space algorithm for directed planar reachability \[4\] - which was achieved by designing a log-space computable min-unique weighting scheme for reachability in grid-graphs (a special class of planar graphs for which reachability is as hard as planar DAG reachability\[2\]). An important open problem in this direction is to design a log-space min-unique weighting scheme for general graphs. The UL-computable version of this is also known to be equivalent to showing \( \text{NL} = \text{UL} \).

Our Results: We make further progress on this algorithmic front by relaxing the restriction on the number of paths of minimum weight from one to polynomially many paths. We call a weighting scheme a \text{min-poly} weighting scheme if it results in at most polynomially many (in terms of \( n = |V| \)) paths of minimum weight from \( s \) to any vertex \( v \) in a graph \( G(V,E) \).

\begin{theorem}
Testing reachability in layered DAGs, augmented with log-space computable min-poly weighting schemes, can be done by a non-deterministic log-space algorithm unambiguously and hence is in the complexity class UL.
\end{theorem}

Our algorithms use a technique of triple inductive counting. The inductive counting method was originally discovered and employed as an algorithmic technique in \[7\] and \[12\] in order to design non-deterministic log-space algorithms for testing non-reachability in graphs. A double inductive version of this was used again by Reinhardt and Allender \[11\] for designing unambiguous non-deterministic algorithms for testing reachability in \text{min-unique} graphs. We use a triple inductive version of the inductive counting method, keeping track of one extra parameter (which is the sum of the number of minimum weight paths to each vertex). Along with a hashing technique (also used in \[6\]), this leads to a non-deterministic algorithm where each accepting configuration has at most one path leading to it on any input (the corresponding complexity class is known as \text{FewUL}). Finally, we convert this algorithm to a UL algorithm using an unambiguous complementary verification, thus completing the proof of the theorem.

A natural complementary question is if similar complexity bounds hold in the case of graphs with weighting assignments that result in unique maximum weight paths from \( s \) to any vertex \( v \) (such weighting schemes are called \text{max-unique} weighting schemes). In \[8\], the longest path problem on DAGs augmented with max-unique weighting assignments and having a unique sink \( t \), was shown to be in UL. The corresponding weighting scheme with polynomially many paths of maximum weight will be called a \text{max-poly} weighting scheme. Using our triple inductive and complementary verification techniques, we adapt their algorithms to improve their results by relaxing the constraint on the weighting assignments - from max-unique to max-poly. We present our theorem in terms of the reachability problem, as we also show a reduction (Lemma 5) from the reachability problem to the longest path problem on single source DAGs, where the max-poly property of the graph is preserved.
Theorem 2. Testing reachability in layered DAGs augmented with log-space computable max-unique weighting schemes, can be done by a non-deterministic log-space algorithm unambiguously and hence is in the complexity class $\text{UL}$. 

Remark. Observing that Theorem 1 and Theorem 2 hold even when the min-poly weighting scheme is $\text{UL}$-computable, and combining with the results of [9], it follows that: for any graph $G$ there is a $\text{UL}$-computable min-poly weighting scheme if and only if there is a $\text{UL}$-computable min-unique weighting scheme. We also remark that, by a minor variant of the proof technique in [9], we can show (the details are deferred to the appendix) that showing $\text{NL} = \text{UL}$ is equivalent to designing $\text{UL}$-computable (min)max-unique weighting schemes which, thus, is equivalent to designing $\text{UL}$-computable (min)max-poly weighting schemes. However, we stress the importance of this relaxation of the constraints from uniqueness as this potentially can help designing weighting schemes for arbitrary layered DAGs.

Related Work: An important comparison of our results is with a complexity theoretic collapse result shown by [6]. $\text{FewL}$ is the class of problems that has non-deterministic algorithms with only polynomially (in $n$) many accepting paths on any input of length $n$. Clearly, $\text{FewL}$ contains all problems in $\text{UL}$ - however, the converse is not known. In its algorithmic flavor, this question asks if reachability in a graph with at most polynomially many paths from $s$ to $t$, can be done by a non-deterministic algorithm in log-space, producing at most one accepting path. $\text{ReachUL}$ and $\text{ReachFewL}$ are the corresponding complexity classes where the uniqueness and polynomially boundedness constraints are respectively applied for the number of paths from $s$ to any other $v \in V$. Clearly, $\text{ReachUL}$ is contained in $\text{ReachFewL}$ and they were shown to be equal recently [6]. It is worthwhile noting that this establishes unambiguous log-space algorithms for reachability in graphs where there are only polynomially many paths from the start vertex to any vertex in the graph. The class of graphs that we discussed above (min/max-poly) also includes such graphs trivially. By assigning a weight of 1 to every edge in such a graph, there can only be polynomially many paths of minimum (or maximum) weight. Theorem 2, in particular, implies $\text{UL}$ algorithms for reachability in graphs with max-unique weighting schemes where there need not exist a unique sink in the graph (and hence is a strengthening of the results in [8]).

2 Preliminaries

We assume basic familiarity with standard space complexity classes and reductions (see [3] for a standard textbook). The graphs considered in this paper are directed, acyclic and layered. Building on the terminology from the introduction, we say a DAG, $G(V,E)$, is min(max)-unique if it is augmented with a min(max)-unique weighting scheme. Similarly, a graph is said to be min(max)-poly if it is augmented with a min(max)-poly weighting scheme. A graph augmented with a weighting scheme $w : E \to \mathbb{N}$, can be converted to an un-weighted graph, by replacing each edge $e \in E$ with a path of length $w(e)$. Notice that this new graph also can be layered in log-space with edges allowed to jump forward, skipping layers arbitrarily. In particular, there is a log-space computable numbering for the vertices such that for each $(u,v) \in E$, $u$ is given a smaller number as label than $v$. Additionally, in the algorithms presented in later sections, we also verify whether the input graph is min-poly and max-poly respectively.

In this new graph, we encode paths using numbers in the following way. Consider a path of length $k − 1$, $p : (x_1, x_2, \ldots, x_k)$ where the $x_i$s are the distinct integers representing the vertices in the path. Let us represent this path $p$ with the integer $w_p := 2^{x_1} + 2^{x_2} + \ldots + 2^{x_k}$. 
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In other words, each path is represented by an \( n \)-bit integer, where the \( i \)-th bit is 1 if and only if vertex \( i \) is in the path. Observe that, since the graph is a layered DAG, edges are always directed from a vertex of lower index to a vertex of higher index. Thus, a set of vertices is enough to represent a path, irrespective of their order. Hence, each path \( p \) can be represented by the unique number \( w_p \). In the case of min(max)-poly graphs, the algorithm cannot store all \( s \sim v \) paths to check whether they are different from each other or not. Hence, we use the following hashing technique. For \( v \in V \), let \( P_v \) be a set of min(max)-length \( s \sim v \) paths. \( P_v \), by convention, contains one \( s \sim v \) path of length 0. Let \( S_v = \{w_p \mid p \in P_v \} \). Clearly, \( |S_v| = |P_v| \leq n^c \).

### Hashing the weights of paths:

For any path \( p : s \sim v \), we define \( \phi_m(p) := (\sum_{w \in p} 2^w) \mod m \). We say that any integer \( m \) is good for a vertex \( v \in V \), if no two \( s \sim v \) paths \( p_1 \) and \( p_2 \) satisfy \( \phi_m(p_1) = \phi_m(p_2) \). We say that \( m \) is good for a graph \( G \), if it is good for all \( v \in V \).

The following proposition ensures that there is always a polynomial sized good \( m \).

\[ \text{Proposition 1.} \ [5] \text{For every constant } c \text{ there is a constant } c' \text{ so that for every set } S \text{ of } n\text{-bit integers with } |S| \leq n^c \text{ there is a } c' \log n \text{-bit prime number } m \text{ so that for all } x, y \in S, \ x \neq y \implies x \not\equiv y \mod m. \]

### Guessing paths in lexicographic order:

Our algorithms often require guessing several paths to a vertex \( s \) in sequence and checking whether the guessed paths are in lexicographic order w.r.t. \( \phi_m \). Here, we outline a method of doing this in log-space.

Keep a counter \( c \) of \( \log \ell \) bits to keep track of how far we have traversed along a path. Initialize this to 0. Keep \( \log n \) bits to store the current vertex \( \rho \) of the current path \( \pi \). Let \( \pi' \) be the previous path. Keep two variables, \( \delta_\pi \) and \( \delta_{\pi'} \), of \( \log m \) bits each, to store the intermediate value of \( \phi_m(\pi) \) and previously calculated final value of \( \phi_m(\pi') \) respectively. Repeat the following two steps until \( c \) reaches \( \ell \). (1) \( \delta_\pi = (\delta_\pi + 2^c) \mod m \). (2) Increment \( c \) and choose one of \( \rho \)'s neighbour vertices non-deterministically and replace \( \rho \) by this neighbour.

Setting \( \delta_\pi \) to \( \delta_{\pi'} \) and setting \( \delta_\pi, \rho \) and \( c \) to 0, repeat the steps in the previous paragraph till we have guessed all the \( q \) paths. Each time, before updating \( \delta_{\pi'} \), check if \( \delta_\pi \) is strictly less than \( \delta_{\pi'} \). If not, reject there itself.

Now we fix some notation. For any vertex \( v \in V \), we denote by \( d(v) \) (and \( D(v) \)), the minimum-distance (and maximum distance) of \( v \) from \( s \). For any vertex \( v \in V \), \( p(v) \) (and \( P(v) \)) is the number of minimum-length (and maximum-length) \( s \sim v \) paths.

### 3 FewUL Algorithm for Reach in min-poly layered DAGs

The UL algorithm given by Reinhardt and Allender [11] solves Reach for min-unique graphs. In this section, we introduce a modification of their algorithm to work for min-poly graphs. To handle polynomially many minimum-length paths, we introduce a new inductive parameter \( p_v \) which stores the sum of the number of minimum length paths from \( s \) to every vertex \( v \) with \( d(v) \leq k \). To inductively compute this new parameter for each \( k \), we will use the method of guessing paths \( p \) in lexicographic order with respect to their hashed values (\( \phi_m \)) assuming that the guess of \( m \) is good.

However, we are still faced with the problem of obtaining a good \( m \). In the following set of routines, we will guess the value of \( m \) and use it while simultaneously detecting if it is not good. Note that this routine will not be unambiguous any more, because there could be several choices of \( m \) which are good for the given graph. However, each choice of \( m \) will lead...
Algorithm: **MAIN-MIN-FewUL**: Main FewUL routine to check reachability on min-poly graphs.

```plaintext
1: Input: (G, s, t)
2: Non-deterministically guess 2 ≤ m < n^c
3: k := 1
4: c_0 := 1; \Sigma_0 := 0; p_0 := 1
5: (c_1, \Sigma_1, p_1) = UPDATE-MIN(G, s, 0, c_0, \Sigma_0, p_0, m)
6: while k < n - 1 and (c_{k-1}, \Sigma_{k-1}, p_{k-1}) ≠ (c_k, \Sigma_k, p_k) do
7: (c_{k+1}, \Sigma_{k+1}, p_{k+1}) = UPDATE-MIN(G, s, k, c_k, \Sigma_k, p_k, m)
8: k := k + 1
9: end while
10: if TEST-MIN(G, s, t, k, c_k, \Sigma_k, p_k, m) > 0 then
11: Go to state ACCEPT-m
12: else
13: REJECT
14: end if
```

Algorithm: **UPDATE-MIN**: Deterministic (barring TEST-MIN calls) routine computing \( c_{k+1}, \Sigma_{k+1} \) and \( p_{k+1} \).

```plaintext
1: Input: (G, s, k, c_k, \Sigma_k, p_k, m)
2: Output: c_{k+1}, \Sigma_{k+1}, p_{k+1}
3: c_{k+1} := c_k; \Sigma_{k+1} := \Sigma_k; p_{k+1} := p_k;
4: num := 0;
5: for v ∈ V do
6: if TEST-MIN(G, s, v, k, c_k, \Sigma_k, p_k, m) = 0 then
7: for x such that (x, v) ∈ E do
8: num := num + TEST-MIN(G, s, x, k, c_k, \Sigma_k, p_k, m);
9: if num > n^c then
10: REJECT
11: end if
12: end for
13: end if
14: c_{k+1} := c_{k+1} + 1; \Sigma_{k+1} := \Sigma_{k+1} + k + 1; p_{k+1} := p_{k+1} + num;
15: end if
16: end if
17: end for
```

to exactly one accept state. Hence, we can label these accept states with their respective choices of \( m \), thus making it a FewUL routine.

**Algorithm:** Here we give the outline of the FewUL algorithm for \( L = \{ (G(V, E), s, t) | \exists s \rightsquigarrow t \text{ path and } \forall v \in V, p(v) \leq n^c \} \), where the value of \( c \) is known. We fix some basic notations. \( c_k = |\{ v \in V : d(v) \leq k \} |, \Sigma_k = \sum_{d(v) \leq k} d(v) \). The extra parameter \( p_k \) is equal to \( \Sigma_{d(v) \leq k} p(v) \). First, building on the central idea of [11], we design an unambiguous log-space routine (TEST-MIN) to determine if \( d(v) \leq k \) and return \( p(v) \) (in at most one non-deterministic path), assuming the correct values of \( c_k, \Sigma_k, p_k \) and \( m \). The modification is that, for each vertex \( x \in V \) the algorithm will guess the number of paths \( q \) - in the algorithm \( q = 0 \) is interpreted as "guessing that \( d(v) > k^* \)" from \( s \) to \( x \), their length \( \ell \), and the paths themselves in strictly decreasing order with respect to \( \phi_m \). Using this subroutine, we then compute inductively, the values of \( c_{k+1}, \Sigma_{k+1} \) and \( p_{k+1} \). We will inductively compute \( p(v) \) and check if it is greater than the polynomial bound \( n^c \). If \( p(v) \) exceeds this number, the subroutine rejects as the underlying graph is not min-poly. This is described in the pseudocode UPDATE-MIN. The main FewUL algorithm will inductively compute \( c_k, \Sigma_k \) and \( p_k \) starting from \( k = 1 \) to \( n - 1 \).
Algorithm Test-min: Unambiguous Log-space routine to return $p(v)$ if $d(v) \leq k$ (returns 0 if $d(v) > k$, rejects if $p(v) \geq n^k$), given correct values of $c_k, \Sigma_k, p_k$ and a good $m$.

1: Input: $(G, s, v, k, c_k, \Sigma_k, p_k, m)$
2: count := 0; sum := 0; paths := 0; paths.to.v := 0;
3: for $x \in V$ do
4:   Nondeterministically guess $0 \leq q \leq n^k$
5: if $q \neq 0$ then
6:   Nondeterministically guess $0 \leq \ell \leq k$
7:   Nondeterministically guess $q$ paths $p_1, p_2, \ldots, p_q$ of length exactly $\ell$ each from $s$ to $x$
8: if $(\exists i < j, \phi_m(p_i) \leq \phi_m(p_j))$ OR (paths are not valid) then
9:   REJECT
10: end if
11: count := count + 1; sum := sum + $\ell$; paths := paths + $q$
12: if $x = v$ then
13:   paths.to.v := $q$
14: end if
15: end for
16: if count = $c_k$, sum = $\Sigma_k$ and paths = $p_k$ then
17: Returns the value of paths.to.v
18: else
19: REJECT
20: end if
21: end if

Claim 1. If $m$ is good, given the correct values of $c_k, \Sigma_k$ and $p_k$, the algorithm Test-min has exactly one non-rejecting path, and it returns the correct value of $p(v)$.

Proof. We argue that, since $m$ is good, there is a unique way to guess the $d(v)$ and $p(v)$ ($\forall v \in V$), to satisfy $count = c_k$, $sum = \Sigma_k$ and $paths = p_k$. We analyze this by cases.

If the algorithm, in a non-deterministic choice, guesses $q > 0$ for some vertex $v$ (i.e. $d(v) \leq k$) for which $d(v)$ > $k$, then it will not be able to guess any path of length $\leq k$, and hence will end up rejecting in that non-deterministic choice. If it guesses $q = 0$ for some vertex $v$ (i.e. $d(v)$ > $k$) for which $d(v)$ > $k$, it will not increment $count$. But then, to compensate this loss, for $count$ to reach $c_k$, the algorithm in this non-deterministic choice, will have to guess $q > 0$ for some vertex $u$ for which $d(u) > k$, and thereby will reject.

If the algorithm, in a non-deterministic choice, guesses $\ell < d(v)$ (i.e. $p(v)$) for any $v$, then it will not be able to find - a path of such length (that many paths) and hence will end up rejecting in that non-deterministic choice. If it guesses $\ell > d(v)$ (i.e. $p(v)$), then to compensate, it will have to guess $\ell < d(u)$ (i.e. $p(u)$) for some other vertex $u$, and hence will reject in that non-deterministic path.

Hence, only the path in which, for all vertices, $q$ and $\ell$ are guessed correctly and all $q$ paths of length $\ell$ are guessed in lexicographical order w.r.t. $\phi_m$, will be a non-reject path and will return the value of $p(v)$ correctly.

Claim 2. If the algorithm Test-min works correctly for parameter $k$, then given the correct values of $c_k, \Sigma_k$ and $p_k$, the algorithm Update-min computes the correct values of $c_{k+1}, \Sigma_{k+1}$ and $p_{k+1}$.

Proof. The algorithm first assigns $c_{k+1} := c_k, \Sigma_{k+1} := \Sigma_k$ and $p_{k+1} := p_k$. Now, to update these values we need the exact set of vertices with $d(v) = k + 1$. The algorithm, for each $v$, checks if $d(v) > k$ and for each of its neighbours $x$, checks if $d(x) \leq k$. For the neighbours
passing this test, we know that \( d(x) = k \). If any of the neighbours passes the test (\( num > 0 \) in line 13), \( d(v) = k + 1 \). Hence, \( c_{k+1} \) is increased by 1, \( \Sigma_{k+1} \) is increased by \( k + 1 \), and \( p_{k+1} \) is increased by \( \sum_{(x,v) \in E \mid d(x) = k} p(x) \) (which is stored in \( num \) after loop 7-12). Hence all the three parameters get updated correctly and hence the proof.

**Observation 1.** Observe that, since we begin with the correct values of \( c_0, \Sigma_0 \) and \( p_0 \), by induction, Claims 1 and 2 imply that the values of \( c_k, \Sigma_k \) and \( p_k \) calculated at any time in the algorithm are always correct.

**Claim 3.** If \( m \) is good, the algorithm \( \text{MAIN-min-FEWUL} \) has at most one path to state \( \text{ACCEPT-m} \).

**Proof.** Using Observation 1 and Claim 1, we know that there is exactly one non-rejecting path in each call to \( \text{TEST-min} \). Thus, there is exactly one non-rejecting path in each call to \( \text{UPDATE-min} \), as \( \text{UPDATE-min} \) is deterministic barring the calls to \( \text{TEST-min} \). Similarly, there is exactly one non-rejecting path in \( \text{MAIN-min-FEWUL} \), as \( \text{MAIN-min-FEWUL} \) - for a particular choice of \( m \) - is deterministic barring the calls to \( \text{UPDATE-min} \). If \( t \) is indeed reachable from \( s \), this non-rejecting path goes to \( \text{ACCEPT-m} \), as \( m \) is guessed initially and is not changed thereafter.

**Claim 4.** If \( m \) is not good, given the correct values of \( c_k, \Sigma_k \) and \( p_k \), the algorithm \( \text{TEST-min} \) (and hence both \( \text{UPDATE-min} \) and \( \text{MAIN-min-FEWUL} \)) always rejects.

**Proof.** If \( m \) is not good, then there exists a vertex \( v \) such that there exist at least two \( s \sim v \) paths \( p_1 \) and \( p_2 \) for which \( \phi_m(p_1) = \phi_m(p_2) \). So, if we guess \( q = p(v) \), then the paths cannot be in strictly decreasing order w.r.t. \( \phi_m \) and the algorithm will reject. If we guess \( q > p(v) \), then the algorithm will fail to find \( q \) paths and reject. If we guess \( q < p(v) \), then \( q \) paths will never be equal to \( p_k \), as the \( q \) for some other vertex \( u \) will then need to be greater than \( p(u) \) (for paths to become equal to \( p_k \)), which is not possible.

**Theorem 3.** The algorithm \( \text{MAIN-min-FEWUL} \) is correct and \( \text{FewUL} \).

**Proof.** If the value of \( m \) guessed is not good, then the algorithm \( \text{MAIN-min-FEWUL} \) always rejects (by Claim 4 and Observation 1), and if it is good, there is at most one path which reaches \( \text{ACCEPT-m} \) (Claim 3). As there are polynomially many possible values of \( m \), \( \text{MAIN-min-FEWUL} \) is in \( \text{FewUL} \). After covering all the reachable vertices, the while loop (line 6-9) in \( \text{MAIN-min-FEWUL} \) terminates with correct values of \( c_k, \Sigma_k \) and \( p_k \) (Observation 1) and before reaching \( \text{ACCEPT-m} \) we do a final check to see whether or not vertex \( t \) has been covered. As this case occurs only when \( m \) is good (Claims 3 and 4), the correct values of \( p(v) \) will be returned (Claim 1) and thus the final decision will be correct.

## 4 UL Algorithm for Reach in min-poly layered DAGs

The algorithm presented in the previous section is not unambiguous because there can be more than one good \( m \). To address this, we modify the \( \text{MAIN-min-FEWUL} \) routine in such a way that we always use the least good \( m \) (let us call this integer \( f \)). The \( \text{TEST-min} \) and \( \text{UPDATE-min} \) routines are already unambiguous and need no change.

The idea is to non-deterministically guess \( f \), and to verify that \( f \) is the smallest good integer for the graph \( G \). This is done by running an unambiguous routine which checks all integers \( m < f \) and, for each value, verifies that it is not good and proceeds to the next value. Finally it reaches \( f \), and accepts if and only if it is good and there is a path from \( s \) to \( t \).
Polynomial Min/Max-weighted Reachability is in Unambiguous Log-space

Algorithm Update-fault-min: UL routine to verify our choice of f.

1: Input: (G, s, m)
2: non-deterministically guess 1 < k1 < n
3: c0 := 1; Σ0 := 0; p0 := 1; k := 1
4: while k < k1 do
5: (ck, Σk, pk) = Update-min(G, s, k, ck−1, Σk−1, pk−1, m)
6: k := k + 1
7: end while
8: match_found := false
9: for v ∈ V do
10: if Test-min(G, s, v, k − 1, ck−1, Σk−1, pk−1, m) = 0 then
11: valid := false
12: for x such that (x, v) ∈ E do
13: if Test-min(G, s, x, k − 1, ck−1, Σk−1, pk−1, m) > 0 then
14: valid := true
15: end if
16: end for
17: if valid then
18: for (a, b) such that (a, v) and (b, v) ∈ E do
19: α := Test-min(G, s, a, k − 1, ck−1, Σk−1, pk−1, m)
20: β := Test-min(G, s, b, k − 1, ck−1, Σk−1, pk−1, m)
21: if (α > 0 ∧ β > 0) ∧ (Find-match(G, s, k, a, b, α, β, m) = true) then
22: Return
23: end if
24: end for
25: end if
26: end if
27: end for
28: REJECT

If an integer m < f is not good, there must be a least integer k1(m) (from s) such that there exists a vertex v for which d(v) = k1(m) and for which m is not good. It suffices to find this vertex in order to certify that m is not good. For any such vertex v, there must exist a, b ∈ V such that a, b are in-neighbours of v at distance k1(m) − 1 from s and there must be two paths, p_a through a and p_b through b such that φ_m(p_a) = φ_m(p_b). Indeed, a ≠ b, since otherwise it contradicts the choice of k1(m). This is done by an unambiguous non-deterministic algorithm Find-match((G, s, k, a, b, α, β, m), which guesses α(respectively β) number of s → a (s → b) paths and pairwise checks for collision with respect to φ_m between s → a and s → b paths. This is used as a subroutine in Update-fault-min.

Theorem 4. The algorithm Main-min-UL is correct and unambiguous log-space.

Proof. Let f’ be the smallest good value for graph G. We first argue that, if m is not good then there exists exactly one non-reject path in Update-fault-min. We do this by considering the following cases: If k1 > k1(m), then in the while loop (lines 4-7), when k = k1(m), Update-min will find two paths p_1 and p_2 satisfying φ_m(p_1) = φ_m(p_2) and will reject. If k1 < k1(m) then Find-match will never find two paths p_1 and p_2 satisfying φ_m(p_1) = φ_m(p_2). So, it will always return false and thus, Update-fault-min will reject at line 28. If k1 = k1(m) : let u be the lexicographically first vertex such that there exist two s → u paths p_1 and p_2 satisfying φ_m(p_1) = φ_m(p_2). Hence, in line 22, when v = u, the algorithm will return, and this is the only non-reject path.

Now we argue that, if m is good then Update-fault-min rejects. Notice that, irrespective
of the value of $k_1$ guessed, FIND-MATCH will not be able to find two paths $p_1$ and $p_2$ such that $\phi_m(p_1) = \phi_m(p_2)$ as $m$ is good. Hence, in line 22, UPDATE-FAULT-MIN algorithm will never return and thus will reject in line 28.

Now we are ready to argue unambiguity of MAIN-MIN-UL. More specifically, we argue that if $f = f'$, MAIN-MIN-UL accepts in at most one path, and if $f \neq f'$, MAIN-MIN-UL rejects. Consider the case $f = f'$. In each iteration of the first while loop (lines 4-7) in MAIN-MIN-UL, $m$ is not good and thus by the above argument, the while loop terminates in exactly one path. The rest of the algorithm (lines 8-19) is identical to MAIN-MIN-FEWUL. So, by Claim 3 there is at most one accept path. Note that here, unlike in MAIN-MIN-FEWUL, we will reach a unique accept state corresponding to $m = f = f'$.

Now consider $f \neq f'$. If $f < f'$, then at line 7, when the first while loop terminates, $m = f < f'$, and UPDATE-MIN with $f$ as parameter will reject because of Claim 4 and Observation 1. If $f > f'$, then when in first while loop $m = f'$ (and hence $m$ is good), UPDATE-FAULT-MIN will reject (as shown above).

Now we argue correctness. As argued, line 15 in MAIN-MIN-UL will be reached only when $f = f'$. At this point, $c_k, \Sigma_k, p_k$ are calculated correctly, as Observation 1 still holds. Thus, by Claim 1, TEST-MIN outputs the correct value of $p(t)$ as $m = f'$ is good and thus the final result is correct. ▶

5 Reach in max-poly layered DAGs

In order to arrive at the algorithm for REACH in max-poly graphs, we solve a harder problem on a more specific class of graphs. This is a variant of the LONG-PATH problem (Given $(G, s, t, j)$ where $s$ and $t$ are vertices in the graph $G$, and $j$ is an integer - the LONG-PATH problem asks to check if there is a path from $s$ to $t$ of length at least $j$) where the graph $G$ has a unique source $s$. We first give the reduction from REACH to this special case of LONG-PATH.

▶ Lemma 5. There is a function $f$, computable in log-space, that transforms an instance $(G(V, E), s, t)$ of REACH to an instance $(G'(V', E'), s', t, 2n + 1)$ of LONG-PATH, where $n = |V|$, such that $t$ is reachable from $s$ in $G$ if and only if there exists a path of length at least $2n + 1$ from $s'$ to $t$ in $G'$. In addition, if $G$ is max-unique (max-poly), then $G'$ is max-unique (max-poly).

Proof. As mentioned in the preliminaries, without loss of generality, we can assume that the vertices of the graph $G(V, E)$ are numbered such that, edges always go from a lower numbered vertex to a higher numbered vertex. Let $V = \{v_1, v_2, \ldots, v_n\}$ be this numbering. We will construct $G'(V', E')$ as follows: In addition to the edges among the vertices in $V$, we add a new source vertex $s'$ and add edges from $s'$ to all other vertices in $V$. We assign weights to the newly added edges (which we later remove by replacing the edges with paths of length equal to the weight of the edge). The weight of the edge $(s', s) = 2n$ and for vertices $v_i \neq s$, weight of $(s', v_i)$ is $2i$. Note that $G'$ has exactly one source vertex $s'$ and hence is a valid input for our algorithm to solve LONG-PATH.

Now we argue the that if $G$ had a unique path (polynomially many paths) of maximum length from $s$ to any vertex $v$, then so will be the case with $G'$. This condition is easily seen for $v \notin V$. For a vertex $v_i \in V$, we claim that among all the paths not going through $s$, there is exactly one path of maximum length and this is the path corresponding to the edge $(s', v_i)$ of length $2i$. If not, choose a longest path (say $p$) which is not corresponding to the edge $(s', v_i)$. Let $v_j$ ($j < i$) be the first vertex in $p$ from $V$. Clearly, $p$ must use the path
**Algorithm**  MAIN-MIN-UL: Main UL routine to check reachability.

1. **Input:** \((G, s, t)\)
2. Non-deterministically guess \(2 \leq f < n^{c'}\)
3. \(m := 2\)
4. while \(m < f\) do
5. \(\text{UPDATEFAULT-MIN}(G, s, m)\)
6. \(m := m + 1\)
7. end while
8. \(k := 1\)
9. \(c_0 := 1; \Sigma_0 := 0; p_0 := 1\)
10. \((c_1, \Sigma_1, p_1) = \text{UPDATEMIN}(G, s, 0, c_0, \Sigma_0, p_0, m)\)
11. while \(k < n - 1\) and \((c_{k-1}, \Sigma_{k-1}, p_{k-1}) \neq (c_k, \Sigma_k, p_k)\) do
12. \((c_{k+1}, \Sigma_{k+1}, p_{k+1}) := \text{UPDATEMIN}(G, s, k, c_k, \Sigma_k, p_k, m)\)
13. \(k := k + 1\)
14. end while
15. if \(\text{TEST-MIN}(G, s, t, k, c_k, \Sigma_k, p_k, m) > 0\) then
16. ACCEPT
17. else
18. REJECT
19. end if

**Algorithm**  (FIND-MATCH): UL routine to find paths with matching \(\phi_m\) values.

1. **Input:** \((G, s, k, a, b, \alpha, \beta, m)\)
2. for \(i = 1\) to \(\alpha\) do
3. Guess a path \(\pi\) of length \(k - 1\) from \(s\) to \(a\)
4. if \((i \geq 2) \land (\phi_m(\pi) \geq X)\) then
5. REJECT
6. end if
7. \(X := \phi_m(\pi)\)
8. for \(j = 1\) to \(\beta\) do
9. Guess a path \(\pi'\) of length \(k - 1\) from \(s\) to \(b\)
10. if \((j \geq 2) \land (\phi_m(\pi') \geq Y)\) then
11. REJECT
12. end if
13. \(Y := \phi_m(\pi')\)
14. if \(X = Y\) then
15. Return true
16. end if
17. end for
18. end for
19. Return false
corresponding to the weighted edge \((s', v_j)\). Hence, the length of the path \(p\) can at most be \(2j + (i - j) = i + j < 2i\). This contradicts the choice of \(p\).

Thus, for a vertex \(v_i \in V\) that is not reachable from \(s\), the maximum length path in \(G'\) is unique. For a vertex \(v_i \in V\) that is reachable from \(s\), the maximum length path not through \(s\) is of weight exactly \(2i\), but the paths from \(s'\) to \(v_i\) through \(s\) are of length at least \(2n + 1 > 2i\). Additionally, we can see that, if there were \(\ell\) paths of maximum length from \(s\) to any vertex \(v_i\) in \(G\), then the number of maximum length paths from \(s'\) to \(v_i\) is also \(\ell\).

We now argue correctness of our reduction. Suppose that \(t\) is not reachable from \(s\) in \(G\). In this case, none of the paths from \(s'\) to \(t\) will pass through \(s\). Hence, using the above argument, we know that the length of any path from \(s'\) to \(t\) cannot be greater than \(2n\). On the other hand, if \(t\) is reachable from \(s\) in \(G\) (say by path \(p\)), then the path \((s', s)\) concatenated with \(p\) is a path of length \(\geq 2n + 1\) from \(s'\) to \(t\).

Now we turn to this special case of the Long-path problem. As mentioned in the introduction, Long-Path for max-unique graphs with a unique source has been studied by [8]. The UL algorithm in [8] is for Long-Path on max-unique graphs having a single sink \(t\). In our version of Long-Path, we will consider paths from \(s\) (as opposed to paths to \(t\) in [8]) and hence we will consider only graphs with a unique source \(s\). We will extend their algorithm to max-poly graphs, by first giving a FewUL algorithm, and then converting it to a UL algorithm using a strategy similar to the min-poly Reach algorithm in Section 4.

### 5.1 FewUL Algorithm for Reach in max-poly Layered DAGs

In a way similar to our adaptation of the algorithm for min-unique graphs of [11] to work with min-poly layered DAGs, we adapt the algorithm proposed in [8] for max-unique graphs (with a unique sink) to the case for max-poly graphs with a unique source. Along with the reduction we mentioned above from Reach to Long-Path in such graphs (preserving the max-unique or max-poly property), this gives an algorithm for reachability testing in such graphs. We build the intuition through an example setting where the idea used in the min-poly algorithm (Test-min) fails. Suppose we have the correct values of \(c_k, \Sigma_k\) and \(p_k\). Even then, suppose for a vertex \(v\), we guess \(D(v) < k\) whereas actually \(D(v) \geq k\). The algorithm, in this non-deterministic choice, can still compensate and make it to the original summation by guessing for another \(u\) that \(D(u) \geq k\) where actually \(D(u) < k\). This is possible because the algorithm does not verify guesses of the kind \(D(u) \geq k\) (that is, \(q = 0\)). In [8], this problem is addressed by introducing a new parameter \(M = \sum_{v \in V} D(v)\). The value of \(M\) is also non-deterministically guessed, which if guessed correctly, will facilitate verification of the guess \(D(u) \geq k\).

In a similar way, corresponding to the inductively computed parameter \(p_k\), we introduce \(P = \sum_{v \in V} P(v)\). In what follows, we will outline a FewUL algorithm with this new parameter and give a proof sketch.

**Overview of the Algorithm:** We introduce notation required for our exposition. We reuse \(c_k\) to denote the number of vertices \(v \in V\) for which \(D(v) \geq k\). \(\Sigma_k = \sum_{v : D(v) < k} D(v)\), \(p_k = \sum_{v : D(v) < k} P(v)\). Notice that \(c_0 = n\).

We first introduce Test-max\((G, s, v, c_k, \Sigma_k, p_k, m)\), which, given the correct values of \(c_k, \Sigma_k\) and \(p_k\), tests unambiguously whether \(D(v) \geq k\) and outputs \((D(v), P(v))\) if \(D(v) < k\) or outputs \((0, 0)\) if \(D(v) \geq k\). We then initialize \(\text{count} = n\) and \(\Sigma\) and \(\text{paths}\) to 0. For each vertex \(x\), we guess if \(D(x) \geq k\). If we guess \(\text{NO}\), then the algorithm runs on similar lines as Test-min, where we guess the maximum path length, the number of paths of that length...
from $s$ to $x$, and the paths themselves in strictly decreasing order with respect to $\phi_m$. We decrement $count$, and increment $sum$ and $paths$ appropriately. If we guess YES, then we perform a similar check by guessing the maximum path length, the number of paths of that length (now at least $k$) from $s$ to $x$, and the paths themselves in strictly decreasing order with respect to $\phi_m$. However this time, we increment $sum'$ and $paths'$ (instead of $sum$ and $path$) respectively. Once we run through all the vertices, we verify the guesses of the kind $D(v) < k$ by matching $count$ with $c_k$, $sum$ with $\Sigma_k$ and $paths$ with $p_k$. In addition, we verify the guesses of the kind $D(v) \geq k$ by matching $sum + sum' = M$ and $paths + paths' = P$.

The inductive computation of $c_k$, $\Sigma_{k+1}$ and $p_{k+1}$ from $c_k$, $\Sigma_k$, and $p_k$ is done by the routine $\text{Update-max}$ (along the lines of $\text{Update-min}$). For each vertex with $D(v) = k$, it decrements $c_k$ by 1, $\Sigma_k$ by $k$ and $p_k$ by $\sum_{(x,v) \in E, D(v) = k-1} P(v)$ to compute $c_{k+1}$, $\Sigma_{k+1}$ and $p_{k+1}$ respectively. In order to find vertices with $D(v) = k$, this routine, for each node $v$, verifies if $D(v) = k$ by invoking the routine $\text{Test-max}$ on $v$ and its in-neighbours.

The main reachability test algorithm, given $(G', s', t')$ as the input, constructs, in log-space, the instance $(G, s, t, j)$ of the special case of $\text{LONG-PATH}$ problem. It runs the remaining algorithm with this new graph. The algorithm guesses $m$, $M$ and $P$, and inductively computes $c_k$, $\Sigma_k$ and $p_k$ until they stabilize (which happens only at $c_k = 0$, since $G$ is a single source graph). Finally, to answer the original reachability problem, it suffices to test if $D(t) \geq j$. Since $c_k$, $\Sigma_k$ and $p_k$ are available, this can be decided using the $\text{Test-max}$ algorithm.

Proof (Sketch) of Correctness and Unambiguity. Let $T$ and $S$ be the correct values of $M$ and $P$ respectively. We claim that, irrespective of the guessed values of $M$ and $P$, if the input values $c_k$, $\Sigma_k$ and $p_k$ are correct, then all non-reject paths of $\text{Test-max}$ return the correct values of $P(v)$ and $D(v)$ for $v$ if $D(v) < k$. (For other vertices it returns $(0, 0)$). If, in addition, $M$ and $P$ were correct and $m$ is 'good', then there is exactly one non-reject path in $\text{Test-max}$ and hence in $\text{Main-max-FewUL}$.

It can be seen that if either $M$ or $P$ are guessed larger than the correct value, then $\sum + \sum' = M$ ($paths + paths' = P$) will never be true. If at least one of them is guessed lesser than their correct value, then for the integer $k$ such that $D(v) < k$ for all vertices $v \in V$, we will obtain $\sum = \Sigma_k$ ($paths = p_k$) and $\sum' = 0$ ($paths' = 0$). However, due to the correctness of the value of $\Sigma_k$ ($p_k$), $\Sigma_k = T$ ($p_k = S$), the check $\sum + \sum' = M$ ($paths + paths' = P$) will fail. Hence the algorithm is correct and is $\text{FewUL}$.

5.2 UL Algorithm for Reach in max-poly Layered DAGs

The $\text{FewUL}$ algorithm presented in Section 3 is not unambiguous because there could be several choices of $m$ which are good for $G$. However, there is a conceptual difficulty in guessing the lexicographically first good $m$ (which we call $f$). Unlike in the case of min-poly graphs, here, for each vertex $v \in V$, the guesses $D(v) \geq k$ also require verification. Suppose, $m < f$ is not good - i.e., there are two paths $p_1$ and $p_2$ to a vertex $u$ with $D(u) = k_1 - 1$ (let $k_1$ be the least such integer) such that $\phi_m(p_1) = \phi_m(p_2)$. For any vertex $x$ with $D(x) \geq k_1 - 1$, the value of $m$ is not guaranteed to be good. Hence there could be several computation paths on which the algorithm rejects and there is no unambiguous way to skip to $m + 1$.

We outline an idea to fix this issue, which leads to the design of a $\text{UL}$ algorithm. We defer the details to the full version of this paper. As in the case of min-poly graphs, for each $m$, the algorithm $\text{Update-fault-max}$ guesses the least integer $k_1$ such that there is a $u$ with $D(u) = k_1 - 1$, and two $s \rightarrow u$ paths $p_1$ and $p_2$ with $\phi_m(p_1) = \phi_m(p_2)$. Prior to this point, we run $\text{Update-max}$ with $\phi_m$ and $\phi_f$ both being calculated for the paths - and $\phi_m$ being computed only for the paths to vertices with $D(v) < k$. We verify whether there are
two such paths with the same end point \( v \) with \( D(v) = k_1 - 1 \) using \textsc{Find-match}. In this modified algorithm, the guesses \( D(v) > k \) can be verified by using \( \phi_f \) values, since we are assuming that \( f \) is good (which is later verified).

If \textsc{Find-match} does not return \textit{true}, the algorithm rejects. If \textsc{Find-match} returns \textit{true}, then the algorithm continues in a unique path to complete the computation beyond this point, but only for \( f \) and not for \( m \). This way, \( M, T \) and \( f \) are verified (although it is done \( f - 1 \) times). In the same way, we move through every \( m < f \) and if the algorithm does not reject anywhere, it means our initial choice of \( f \) was correct.
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Abstract

This paper addresses the reachability problem for pushdown systems communicating via shared memory. It is already known that this problem is undecidable. It turns out that undecidability holds even if the shared memory consists of a single boolean variable. We propose a restriction on the behaviours of such systems, called stage bound, towards decidability. A $k$ stage bounded run can be split into a $k$ stages, such that in each stage there is at most one process writing to the shared memory while any number of processes may read from it. We consider several versions of stage-bounded systems and establish decidability and complexity results.
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1 Introduction

Shared memory concurrent programs are present at different levels of the software stack, from high level applications to low level software implementing system services on multicores. These programs are notoriously complex and hard to get right, which makes extremely important developing verification methods for checking their correctness. However, the design of automatic verification for these programs remains a highly challenging problem. First, it is well known that when threads can perform recursive procedure calls, the state reachability problem (which is relevant for checking safety properties) for these programs is undecidable, even when the manipulated data are finite. In the case where recursion is not allowed (or bounded), the problem is PSPACE-complete and the complexity grows exponentially in terms of the number of threads. Therefore, important issues are investigating the decidability of the state reachability problem under various assumptions on the behaviors of these programs, exploring how far the limits of decidability can be pushed, and understanding the trade-offs between behavior coverage, decidability, and complexity. This paper is a contribution addressing these issues.

To carry out our study, we adopt a formal model that is a network of processes with a shared store ranging over a finite domain, and we consider that processes can be pushdown

* This work was partially supported by the CNRS LIA Informel, the Infosys Foundation, TCS PhD Fellowship and the Uppsala Programming for Multicore Architectures Research Center (UPMARC).
systems, or 1-counter systems (seen as pushdown systems with a single element stack alphabet), or simply finite-state systems. Each of these processes may perform reads and writes on the shared store.

First, we prove that in order to get decidability of the state reachability, restricting only the data domain of the shared store is not sufficient. Indeed, we show that two parallel 1-counter systems sharing only one bit are able to encode any 2-counter machine. This result implies that, to get decidability, it is necessary to restrict the way information flows through the shared memory.

Then, the idea we consider is the following: For each computation, consider a decomposition into what we call \textit{stages}, where in each stage only one process is unrestricted while all the others are only allowed to read. Then, we only consider computations up to some fixed bound on the number of stages. Notice that this notion of bounding, called \textit{stage-bounding}, does not restrict the way stacks and counters are accessed. It is rather imposing that writes by different processes to the memory cannot interleave in an unbounded manner (while reads are allowed to interleave unboundedly with any kind of operations from any process).

The notion of stage-bounding is somehow inspired by the notion of context-bounding introduced by Qadeer and Rehof in \cite{context_bound}. However, it is clear that stage-bounding is strictly more general than context-bounding in term of behavior coverage. This is due to the fact that operations (reads and writes) by different processes can alternate unboundedly within one single stage.

Interestingly, for networks of finite-state systems, the stage-bounded analysis is NP-complete (while the unbounded analysis is PSPACE-complete as mentioned earlier). So, stage-bounded analysis in this case has the same complexity as context-bounded analysis, while it allows for significantly more coverage. However, considering networks with two pushdown systems makes stage-bounded analysis much harder. We show that for systems with precisely two pushdown systems the complexity of stage-bounded analysis is (at least) non-primitive recursive. The decidability in this case is actually still an open problem, but we can prove that for two pushdown systems and one 1-counter system the state reachability problem under stage-bounding is undecidable.

On the other hand, we prove, and this is our main result, that for networks with at most one pushdown system and any number of 1-counter systems, stage-bounded analysis is decidable, and we show that it is in NEXPTIME while it is PSPACE-hard. We establish this decidability result by a non-trivial reduction to the state reachability problem for pushdown systems with reversal-bounded counters (i.e., counters where the number of ascending and descending phases is bounded) \cite{reversal_bound}, which is quite surprising since the use of the counters is unrestricted in the original system. Detailed proofs are omitted here for want of space and may be found in the full version of this paper.

\textbf{Related work:} Several bounding concepts have been considered in the literature in the last few years such as context-bounding and phase-bounding \cite{phase_bound}. Stage-bounded analysis strictly generalizes context-bounded analysis, while it is incomparable with phase-bounding which is based on restricting accesses to stacks (i.e., push and pop operations by different processes in each phase) rather than restricting accesses to the shared memory. Another work based on restricting the access to stacks is for instance \cite{simple_bound}. Again, the results there are incomparable with those we present here.

In \cite{acyclic}, acyclic networks of communicating pushdown systems are considered. While such an acyclic network can encode computations within one stage (since in a stage information flows unidirectionally from the writer to all other processes), it has been shown that switching once
between acyclic communication topologies in a network is enough to get undecidability [3]. In contrast, our main result show a case where information flow can be redirected any finite number of times.

In [8], a context-bounded analysis is proposed for a model of multithreaded programs with counters based on multi-pushdown systems with reversal bounded counters. The results of that paper are incomparable with ours since they concern different models and different analyses, and they are established using different techniques, though both works show reductions to reachability in pushdown systems with reversal bounded counters.

In [7, 6], networks of pushdown systems with non-atomic writes are considered. Atomic read-writes cannot be implemented in that model, which means that only a weak form of synchronization is possible. It is shown that for a fixed number of processes the reachability problem is undecidable, while in the parametrized case the problem becomes decidable [7] and is PSPACE-complete [6]. In contrast, our results hold even for the case where atomic read-writes are allowed and show a decidable case for a fixed number of processes. The parametrized case in the context of our stage-bounded analysis is still open and cannot be reduced to the problem considered in [7, 6].

2 preliminaries

Let $\Sigma$ be a finite alphabet. We use $\Sigma^*$ and $\Sigma^+$ to denote the set of all finite words and non-empty finite words respectively over $\Sigma$; and use $\epsilon$ to denote the empty word. We also write $\Sigma_i$ for $\Sigma \cup \{\epsilon\}$. We let $|w|$ denote the length of the word $w$. A language is a (possibly infinite) set of words. Consider a word $w = a_1 \cdots a_n$ over $\Sigma$. We define the reverse word of $w$ as $w^R := a_n \cdots a_1$. We write $w(i)$ for $a_i$ and $w[1..j]$ for $w(1) \cdots w(j)$. We use $w_1 \cdot w_2$ or simply $w_1w_2$ to denote the concatenation of two given words $w_1$ and $w_2$.

We define $\preceq \Sigma^* \times \Sigma^*$ to be the sub-word relation: For every $u = a_1 \cdots a_n \in \Sigma^*$ and $v = b_1 \cdots b_m \in \Sigma^*$, $u \preceq v$ if and only if there are $i_1, \ldots, i_n \in \{1, \ldots, m\}$ such that $i_1 < i_2 < \cdots < i_n$ and for every $j : 1 \leq j \leq n$, $a_j = b_{i_j}$. For $w \in \Sigma^*$, $\Gamma \subseteq \Sigma$, we define $w|_{\Gamma} \in \Gamma^*$ for the projection of $w$ on the $\Gamma$. Given a language $L \subseteq \Sigma^*$, the upward closure (resp. downward closure) of $L$ (w.r.t. $\preceq$) is the set $L^\uparrow$ (resp. $L^\downarrow$) containing all the words $w \in \Sigma^*$ such that there is a word $u \in L$ and $u \preceq w$ (resp. $w \preceq u$). Given a word $w = a_1a_2 \cdots a_n$, we define stuttering $St(w) = a_1^+ a_2^+ \cdots a_n^+.

3 Shared-memory Concurrent Pushdown Systems

In this section we describe the SCPS model which consists of a set of pushdown systems that communicate through shared memory.

3.1 Pushdown Systems and Counter Systems

A pushdown system (PDS) is a tuple $(Q, \Gamma, \Sigma, \delta, s)$ where $Q$ is the set of states, $\Gamma$ is the stack alphabet, $\Sigma$ is the tape alphabet, $s \in Q$ is the initial state and $\delta$ is the transition relation. We assume that $\Gamma$ contains the special bottom of stack element $\bot$. The transition set $\delta$ is a subset of $Q \times \Gamma \times \Sigma \times \Gamma \times Q$ with the restriction that if $\tau = (q, a, m, \beta, q') \in \delta$ then either $a = \beta = \bot$ (emptiness test) or $a, \beta \in \Gamma \setminus \{\bot\}$ and $|\alpha\beta| \leq 1$. When $\beta \neq \epsilon$ and $a = \epsilon$ ($a \neq \epsilon$ and $\beta = \epsilon$) we say $\tau$ is a push (resp. pop) transition.

The configuration of a PDS $A = (Q, \Gamma, \Sigma, \delta, s)$ is a pair $(q, \gamma)$ with $q \in Q$ and $\gamma \in (\Gamma \setminus \{\bot\})^* \bot$. The initial configuration is the pair $(s, \bot)$. The transition relation $A \xrightarrow{a} A$, $a \in \Sigma$, on the set of configurations is defined as follows:
1. \((q, a\gamma) \xrightarrow{op} A (q', \gamma)\) if \((q, a, a, \epsilon, q') \in \delta\). Pop move.
2. \((q, \gamma) \xrightarrow{op} A (q', \beta\gamma)\) if \((q, \epsilon, a, \beta, q') \in \delta\). Push move.
3. \((q, \gamma) \xrightarrow{op} A (q', \gamma)\) if \((q, \epsilon, a, a, q') \in \delta\). Internal move.
4. \((q, \bot) \xrightarrow{op} A (q', \bot)\) if \((q, \bot, a, \bot, q') \in \delta\). Emptiness test.

We omit the \(A\) and write \(\xrightarrow{op}\) when \(A\) is clear from the context. We write \((q, \gamma) \xrightarrow{w} (q', \gamma')\) for \(w = a_1 \ldots a_n \in \Sigma^*\) to mean that there is a sequence of transitions of the form \((q, \gamma) = (q_0, \gamma_0) \xrightarrow{a_1} (q_1, \gamma_1) \xrightarrow{a_2} \ldots \xrightarrow{a_n} (q_n, \gamma_n) = (q', \gamma')\). Given a configuration \(c\), we use \(L(A, c)\) to denote the set of words \(w\) such that \(s \xrightarrow{w} c\). Given two configurations \(c_1,c_2\), we use \(L(A, c_1, c_2)\) to denote the set of words \(w\) such that \(c_1 \xrightarrow{w} c_2\).

A counter system (CS) is a pushdown system where \(\Gamma = \{\alpha, \bot\}\). In this case we refer to the push and pop moves as \textit{increment} and \textit{decrement} and the emptiness test as \textit{zero test}.

Finally, if the stack alphabet \(\Gamma = \{\bot\}\) the PDS is just a finite state system (FSS).

### 3.2 Concurrent Pushdown System with Shared Memory

We consider a set of pushdown systems communicating with each other via a shared memory. The contents of this memory is drawn from a finite set \(M\) and in each move one of the pushdown systems from the collection either writes a value from \(M\) into the shared memory or reads the current value in the shared memory.

Let \(O_M = \{!m, ?m \mid m \in M\}\) denote the tape alphabet, where \(!m\) denotes writing the value \(m\) to the shared memory while \(?m\) refers to reading the value \(m\) from the shared memory. The value \(m_0 \in M\) is the initial memory value. We shall write \(R_M (W_M)\) for the set \(\{m \mid m \in M\}\) \(\{!m \mid m \in M\}\). A Shared-memory Concurrent Pushdown System (SCPS) over a set of memory values \(M\) is a tuple \((I, \mathcal{P}, m_0)\) where \(I\) is a finite set of indices and \(\mathcal{P}\) = \(\{P_i \mid i \in I\}\) is an \(I\)-indexed collection of pushdown systems \(P_i = (Q_i, \Gamma_i, O_M, \delta_i, s_i)\).

A configuration of a SCPS \((I, \mathcal{P}, m_0)\) over \(M\) is a triple \((q, \gamma, m)\) where \(q\) assigns an element of \(Q_i\) to each \(i \in I\), \(m \in M\) is the contents of the shared memory and \(\gamma\) assigns an element of \(((\Gamma_i \setminus \{\bot\})^\cdot \{\bot\})\) to each \(i \in I\) such that \((q(i), \gamma(i))\) is a configuration of \(P_i\). The initial configuration of the system is the triple \((s, \bot, m_0)\) where for each \(i\), \((s(i), \bot(i))\) is the initial configuration of \(P_i\).

The transition relation \(\xrightarrow{\text{op}}\), \(\text{op} \in O_M, i \in I\), relating configurations of the SCPS is defined as follows: \((q, \gamma, m) \xrightarrow{op} (q', \gamma', m')\) iff \((q(i), \gamma(i)) \xrightarrow{op} (q'(i), \gamma'(i))\) and further one of the following holds
1. \(\text{op} = \bar{m}\) and \(m' = m\) (a read operation)
2. \(\text{op} = !m'\) (a write operation)

We write \(\xrightarrow{w}\) for \(\bigcup_{i \in I} \xrightarrow{op} i\). This naturally extends to a relation \(\xrightarrow{w}\) for \(w \in O_M^*\). We write \((q, \gamma, m) \xrightarrow{w} (q', \gamma', m')\) if there is some \(w \in O_M^*\) such that \((q, \gamma, m) \xrightarrow{w} (q', \gamma', m')\)

**Remark 1.** Communication via shared memory is unreliable. This is because, the reader may skip some of the values (lossiness) while reading some values multiple times (stuttering). It is easy to eliminate stuttering errors, unidirectionally, using a protocol that writes a delimiter between every adjacent pair of values. Eliminating lossiness would require acknowledgements from the reader, arranged using some a protocol (for eg. see Theorem 3).

**Remark 2.** It is easy to extend the set of operations to include \(\tau\), indicating that the memory is not accessed, and \(?m_1 ! m_2\) indicating an atomic operation that reads the value \(m_1\) from the memory and replaces it with \(m_2\). None of the undecidability or lower-bounds proved in this paper require these instructions and the stage-bounded decidability arguments extend easily if they are included. Hence, they have been omitted here.
4 The Reachability Problem for SCPS

A natural and important problem in verification is the control state reachability problem, which asks whether a particular (bad) control state can be reached via some execution of the system. Formally, given a SCPS $\langle \mathcal{P}, \mathcal{M}, m_0 \rangle$ and a configuration $(q, \gamma, m)$ determine whether $(s, \bot, m_0) \rightarrow (q, \gamma, m)$. Unfortunately, this problem is undecidable.

Theorem 3. The reachability problem for SCPS is undecidable even when $|\mathcal{P}| = 2$, $|\mathcal{I}| = 2$ and both the pushdown systems in $\mathcal{P}$ are counter systems.

Proof. (sketch) Fix a 2-counter machine $A$ with two counters named 1 and 2. We construct a SCPS with two components, and we refer to them as the master and the slave. The master simulates the control state of $A$ as well as the values of the counter 1. The job of the slave is to maintain the value of the counter 2. We show that it is possible for the master to communicate, unambiguously, a value from the set $\{1, 2, 3\}$ to the slave, standing for increment, decrement and test for zero respectively and also obtain a confirmation from the slave if it is able to complete the operation successfully. First we show how the master may communicate a single value from $\{1, 2, 3\}$ and then extend it to sequences of such values.

Assume that the memory contains the value 0. To communicate the value $i \in \{1, 2, 3\}$ the master carries out the sequence of operations $(?1?0)^i$ on the memory. The slave guesses the value $j$ being sent and executes a sequence of the form $(?1?0)^j. (?1?0)^j$. There are three possibilities and we analyze each of them:

1. $i = j$. In this case there is exactly one successful interleaving of the two sequences and it is of the form $(1!1_m?1_s!0_s?0_m)^i. (1!1_s?1_m!0_m?0_s)^i$ (where, the component involved in the memory operation is marked as a subscript). Further it leaves the memory with the value 0.
2. $i < j$. In this case, the interleaved runs reaches a deadlock after a sequence of the form $(1!1_m?1_s!0_s?0_m)^i$ where both components wait for the other one to write the value 1 to proceed further.
3. $i > j$. In this case, the interleaved runs reaches a deadlock after a sequence of the form $(1!1_m?1_s!0_s?0_m)^i(1!1_m!1_s + 1!1_s!1_m)$ and both components wait for the other one to write the value 0 to proceed further.

Since all unsuccessful runs deadlock, it follows that the protocol can be repeated for any sequence of values and the system will either deadlock or succeed in communicating the sequence correctly to the slave. Finally, handling the confirmation from the slave to the master is also easy. After guessing the next operation the slave attempts to carry out the operation and only on success does it enter the protocol described above. The details are easy to formalize.

5 Stage-bounded Computations

We introduce hereafter the concept of stage-bounding. We divide a run into segments, called stages, where in each stage at most one component is allowed to write on the shared memory while there is no restriction on the number of readers. We emphasize that there is no restriction placed on the number of writes or the number of context switches between the different components nor is there any restriction on the accesses to stacks during a stage. We then place an a priori bound on the number of stages in the run. Formally

Definition 4. Let $\rho = c_0 \xrightarrow{op_1} c_1 \xrightarrow{op_2} \cdots c_{n-1} \xrightarrow{op_p} c_n$ be a run of the SCPS $\langle \mathcal{I}, \mathcal{P}, m \rangle$. We say that $\rho$ is a $p$-run if for all $1 \leq i \leq n$, $p_i = p$ whenever $op_i \in \mathcal{W}_M$. That is, all the write transitions are contributed by the same process $p$. 
We say that $\rho$ is a 1-stage run if it is a $p$-run for some $p \in I$ and a run $\rho$ is a $k$-stage run if we may write $\rho = c_0 \xrightarrow{w_1} c_1 \xrightarrow{w_2} \cdots c_{k-1} \xrightarrow{w_k} c_k$ such that each $c_{i-1} \xrightarrow{w_i} c_i$ is a 1-stage run for each $1 \leq i \leq n$.

**Stage-bounded Reachability Problem:** Given a SCPS $(I, P, m_0)$, an integer $k$ and a configuration $(q, \gamma, m)$ determine whether there is a $k$-stage run $(s, \perp, m_0) \rightarrow (q, \gamma, m)$.

**Remark 5.** Stage-boundning restricts the ability to eliminate lossiness in shared-memory communication via acknowledgements (see Remark 1). This makes the undecidability of stage-bounded reachability non-trivial, in particular the proof of Theorem 7, and it is also crucial for Theorem 8.

### 5.1 Stage bounded reachability for Communicating FSS

We next show that stage-bounding is relevant even when all components of the SCPS are finite-state. In this case stage bounded reachability problem is indeed easier than the unrestricted reachability problem.

**Theorem 6.** The reachability problem for an SCPS where every component is a FSS is PSPACE-complete while the stage bounded reachability problem for SCPS where every component is a FSS is NP-complete.

**Proof.** (sketch) When there is no bound on the number of stages, it is easy to see that an SCPS with $n$ FSS components is equivalent to the product (intersection) of $n$ FSS and hence the reachability problem is PSPACE-complete.

To solve the stage bounded reachability problem, we show that it suffices to consider runs where in each stage every one of the readers participates in at most $|A_i|$ transitions, where $A_i$ is the $i$th automaton. We then use this to show that in addition we may restrict to runs where in each stage the writer participates in at most $O((\sum_i |A_i|)^2)$ transitions. This immediately yields a polynomial bound on the length of stage-bounded computations to be explored to solve the reachability problem and hence a decision procedure in NP.

### 5.2 Undecidability of Bounded-Stage Reachability

Unfortunately, stage bounding does not lead to decidability in the general case. We can indeed prove that SCPS with two pushdown systems and one 1-counter system are able to encode the computation of any Turing machine.

**Theorem 7.** The 3-stage reachability problem for SCPS consisting of two pushdown systems and one counter system is undecidable.

**Proof.** We will reduce the halting problem for Turing machines to the stage-bounded reachability problem in a SCPS with two pushdown systems and one counter. We refer to the two pushdowns as the *generator* and the *replayer*. If somehow a writer and a reader could follow a protocol that ensures that every letter that is written is read exactly once then the undecidability would follow quite easily without the counter. However, doing this using shared memory in a stage bounded manner is tricky and details are as follows. In what follows we assume that stuttering errors are eliminated using a suitable delimiter (see Remark 1).

The simulation of a (potential) accepting run of the TM is carried out in 4 steps which use 3 stages in all. We fix a suitable encoding of the configurations as a word over some alphabet $\Gamma$ and assume that this alphabet does not contain the symbol #. In the first step,
the generator writes down a (initial) configuration \( C_1 \) of the TM in its stack followed by the # symbol. While doing so, it uses the shared memory to send a value, say \( \$ \), to the counter for each letter in \( C_1 \). The counter counts the number of such values. Since stuttering has been eliminated, the value of the counter \( c_1 \) is \( \leq |C_1| \) at the end of this step.

In step 2, the generator guesses a sequence of configurations \( C_2, C_3, \ldots, C_n \) ending in an accepting configuration, writes them down, separated by \#s, in its stack. It also writes the same sequence to the memory, as it is generated, which in turn is read by the replayer and copied on to its stack. At the end of step 2, the contents of the generator's stack is \( C_n^R \# C_{n-1}^R \# \ldots C_1^R \) while that of the replayer is \( y = D_m^R \# D_{m-1}^R \# \ldots D_1^R \), \( m \leq n-1 \) and \( y \) is a subword of \( C_n^R \# C_{n-1}^R \# \ldots C_1^R \). It indicates the end of this stage by writing some suitable value to the memory which signals the end of this stage to the replayer and the counter. In all we have used one stage so far.

In step 3, the counter sends its value \( c_1 \) to the generator using the shared memory by writing \( c_1 \) copies of some fixed value ending with some special value to indicate the completion of this sequence. The generator removes one non-# symbol from his stack for each such value. At the end of this sequence of operations if the top of stack is not a # the generator will reject this run. Thus, a successful completion of this step will mean that \( |C_n| \leq c_1 \) and \( |C_n| \leq |C_1| \). At the end of this step, the contents of the generator’s stack is \( C_{n-1}^R \# C_{n-2}^R \# \ldots C_1^R \) and the counter is empty. This constitutes the second stage.

In the last step, the replayer removes the contents of its stack one element at a time and writes the removed value to the shared memory for the generator to read. It writes a special end marker at the end of the sequence and enters an accepting state. The sequence read by the generator would therefore be of the form \( z = E_p^R \# E_{p-1}^R \# \ldots E_1^R \) (followed by the end marker) where \( p \leq m \leq n-1 \). Clearly \( z \) is a subword of \( y \). The generator, as it reads \( E_p^R \) removes symbols from its stack verifying that \( C_{n-1} \) may be reached in one step from the configuration \( E_p \) (we write \( E_p \Rightarrow C_{n-1} \) to indicate this), entering a reject state if either this is false or if they are not of the same length. It then repeats this procedure for \( E_{p-1} \) and \( C_{n-2} \) and so on. It enters an accepting state only if it empties its stack at the end of the entire sequence.

Observe that if the generator reaches its accepting state then \( p \) has to be \( n-1 \), \( |E_{n-1}| = |C_{n-1}|, \ldots, |E_1| = |C_1| \) and \( E_{n-1} \Rightarrow C_{n-1}, \ldots, E_1 \Rightarrow C_1 \). Further, since \( z \) is a subword of \( y \), \( y \) is a subword of \( C_n^R \# C_{n-1}^R \# \ldots C_2^R \) and \( p = n-1 \), we have \( E_i \preceq D_i \preceq C_{i+1} \) for all \( 1 \leq i \leq n-1 \). Thus,

\[
|C_1| = |E_1| \leq |C_2| = |E_2| \leq \ldots \leq |C_{n-1}| = E_{n-1} \leq |C_n|.
\]

But \( |C_n| \leq |C_1| \) and thus,

\[
|C_1| = |E_1| = |C_2| = |E_2| \ldots = |C_{n-1}| = |E_{n-1}| = |C_n|.
\]

Therefore \( E_1 = C_2, E_2 = C_3, \ldots, E_{n-1} = C_n \) and the result follows.

6 Decidability for single pushdown plus counters

We present in this section our main result:

\[\textbf{Theorem 8.} \text{ The stage bounded reachability problem for SCPS with at most one pushdown system is in NEXPTIME.}\]
Basically, we show that each counter system can be simulated by an exponential sized bounded-reversal counter system thus reducing the problem to reachability in a pushdown automaton\(^1\) (PDA) with reversal bounded counters (which is known to be in NP).

The proof proceeds in three steps. The first step is applicable to any SCPS. In this step, we eliminate the shared memory, decouple the different pushdown systems as a collection of pushdown automata (PDA) and reduce the reachability problem for the SCPS to the emptiness of the intersection of these PDAs. (This problem, in general, is undecidable, but we will be able to restrict ourselves to the case where the PDAs are of a restricted variety.)

In a shared memory system, the sequence of values written by the writer in a stage is not transmitted with precision to the reader as the reader may miss some values while reading others multiple times and this is what permits the decoupling.

We fix an SCPS \(S = (\mathcal{I}, \mathcal{P}, m_0)\) over the set of memory values \(M\) where \(\mathcal{P} = \{P_i \mid i \in \mathcal{I}\}\) is an indexed collection of pushdown systems \(P_i = (Q_i, \Gamma_i, Q_{i,M}, \delta_i, s_i)\), for the rest of this section. For the moment, consider one stage runs where \(p \in \mathcal{I}\) identifies the writer. Suppose we are interested in the existence of one stage runs starting at the configuration \(((s_i)_{i \in \mathcal{I}}, (p_i)_{i \in \mathcal{I}}, m)\) and ending at some configuration \(((q_i)_{i \in \mathcal{I}}, (\gamma_i)_{i \in \mathcal{I}}, m')\). Now, consider the languages \(L_i, i \in \mathcal{I}, i \neq p\), defined as

\[
L_i = \{m_1 m_2 \ldots m_n \mid \text{?}m_1?m_2\ldots?m_n \in L(P_i, (s_i, \rho_i), (q_i, \gamma_i))\}
\]

and \(L_p\) given by

\[
\{m.m_1 \ldots m_n.m' \mid \text{?}m'?m_1?m_2\ldots?m_n?m'_1?m'_2 \ldots ?m_n?m'_n?m'' \in L(P_p, (s_p, \rho_p), (q_p, \gamma_p))\}.
\]

Then, the existence of a one stage run from \(((s_i)_{i \in \mathcal{I}}, (p_i)_{i \in \mathcal{I}}, m)\) to \(((q_i)_{i \in \mathcal{I}}, (\gamma_i)_{i \in \mathcal{I}}, m')\) (with \(p\) as the writer) is equivalent to the non-emptiness of

\[
St(L_p) \downarrow \bigcap_{i \neq p} L_i \uparrow.
\]

Moreover, the languages \(St(L_p) \downarrow\) and \(L_i \uparrow\) are easily realized as the languages of PDAs \(A_p\) and \(A_i\) constructed from the PDSs \(P_p\) and \(P_i\) respectively. These automata maintain the stack and control state of the PDS they simulate as well. Observe that the language accepted by these PDAs are either upward or downward closed.

We are however interested in \(k\) stage runs where the identity of the writer (and hence the closures to be applied) changes with the stage. Further, across the stage boundaries, we have to preserve the control state and stacks of each component as well as the content of the shared memory.

It is useful to work with a fixed sequence \(\tau\) of length \(k\) over \(\mathcal{I}\) identifying the writers in the \(k\) stages. Let \(\tau := p_1, p_2, \ldots, p_k, p_i \in \mathcal{I}\) be such a sequence. Let \((s, \bot, m_0)\) and \((q, \gamma, m)\) be the initial and target configurations of the SCPS and we wish to determine if there is a \(k\) stage run consistent with \(\tau\) that goes from the initial to the target configuration. In this case, the pushdown automaton \(A_i^\tau\) plays the role played by the automaton \(A_i\) in the one stage setting. It simulates \(P_i\) and its runs break up into \(k\) parts, where in the \(j\)th part it applies either a stuttering downward closure or upward closure to the behaviour of \(P_i\) depending on whether \(j = \tau(j)\) or not. Notice that \(A_i^\tau\) maintains the control state and stack of \(P_i\). \(A_i^\tau\) also makes explicit the boundary points between stage \(i\) and stage \(i + 1\) by using a letter of

\(^1\) We plan to use "automata" instead of systems when they are used as language generators and to avoid ambiguity with the components of the SCPS.
the form \((m, i)\) (instead of just \(m\)). These marker letters allow us to synchronize the stage boundaries of the different \(A^*_i\)’s. Further, these markers are also used to ensure that the contents are of the memory are correctly transferred across stages. We formalize these ideas below.

We use \(M_i\) (resp. \(M_f\)) to denote \(M^* \cdot (M \times \{i\})\) for all \(i \in [1..k]\) (resp. \(\bigcup_{i \in [1..k]} M_i \cup M\)).

- **Lemma 9.** For every \(p \in \mathcal{I}\), we can construct, in polynomial time in \(|S|\), a PDA \(A^*_p\) over the stack alphabet \(\Gamma\), with a target configuration \(c_p\) such that
  - if \(w \in L(A^*_p, c_p)\) then \(w \in M_1 \cdot M_2 \cdot \cdots \cdot M_k\). (unambiguous breakup)
  - if \(w \in L(A^*_p, c_p)\) and \(w = w_1 w_2 \cdots w_k\) with \(w_i \in M_i\) for all \(1 \leq i \leq k\) then \(w'_1, w'_2, \ldots, w'_k \in L(A^*_p, c_p)\) for all \(w'_1\), \ldots, \(w'_k\) such that, for all \(i\), \(w'_i \in M_i\) and either \(p = \tau(i)\) and \(w'_i \in St(w_i)\) or \(p \neq \tau(i)\) and \(w'_i \in (w_i \uparrow \cap M_i)\). (closure)

  There is a \(k\) stage run from \((s, \perp, m_0)\) to \((q, \gamma, m)\) with \(\gamma\) the writer in the \(i\)th stage iff \(\bigcap_{p \in \mathcal{I}} L(A^*_p, c_p) \neq \emptyset\). (decoupling)

In the second step we exploit the fact that the language of each \(A^*_p\) is a finite unambiguous concatenation of languages that are upward or downward closed. Towards this we first state two propositions which explain the importance of closures.

- **Proposition 10** (Downward closure of CFLs [5]). Given a pushdown automaton \(P\) and two configurations \(c_i, c_f\), we can construct, in time and space at most exponential in size of \(P, c_i\), and \(c_f\), a FSA \(A\) with two configurations \(c'_i\) and \(c'_f\) such that \(L(A, c'_i, c'_f) = L(P, c_i, c_f)\downarrow\).

- **Proposition 11** (Upward closure of CFLs). Given a pushdown automaton \(P\) and two configurations \(c_i, c_f\), we can construct, in time and space at most exponential in size of \(P, c_i\), and \(c_f\), a FSA \(A\) with two configurations \(c'_i\) and \(c'_f\) such that \(L(A, c'_i, c'_f) = L(P, c_i, c_f)\uparrow\).

This means that, if we are dealing with a single stage then we may replace the PDA \(A_i\), \(i \in \mathcal{I}\), described earlier, by exponential sized finite automata \(B_i\), \(i \in \mathcal{I}\) (for all \(i\), including the writer \(p\)). Thus we have reduced the problem to the emptiness of the intersection for FAs. However the \(k\) stage case is somewhat more complex. This is because, as \(A^*_i\) switches from one stage to the next, it has to preserve the configuration of \(P\) (i.e. the contents of the stack) as well as the contents of the memory. While this is trivial when \(A^*_p\) is a pushdown, it is not possible to do this using finite number of states. However, all is not lost as we may convert \(A^*_p\) into a 2k-turn PDA \(B^*_p\). A run of pushdown automaton is said to be 1-turn if the stack height of the sequence of configurations is either uniformly non-increasing (does not involve a push move) or non-decreasing (does not involve a pop move). A \(k\)-turn run is concatenation of \(k\) sequences of 1-turn runs. A \(k\)-turn PDA is one which only allows at most \(k\)-turn runs (see [9]).

We explain the ideas behind the construction of \(B^*_p\) now. Let us fix a pushdown automaton \(A\). For any \(\gamma \in \Gamma^* \perp\) we say that a run \(\chi\) from \((q, \rho)\) to \((q', \rho')\) is a \(\gamma\)-run if \(\gamma\) is the longest suffix of \(\rho\) that appears as a suffix of the contents of the stack in every configuration along the run \(\chi\). Observe that, this implies that \(\gamma\) must be a suffix of \(\rho\) and \(\rho'\) and further there is a configuration in \(\chi\) whose stack content is exactly \(\gamma\). (Observe that every run from \((q, \rho)\) to \((q', \rho')\) is a \(\gamma\)-run for some (unique) suffix \(\gamma\) of \(\rho\)). We write \(L_\gamma(c, c')\) to refer to the set of words accepted on \(\gamma\)-runs from \(c\) to \(c'\). Let \(c = (q, \rho)\) to \(c' = (q', \rho')\). Then, \(L(c, c')\), the set of words accepted on runs from \(c\) to \(c'\) is

\[\{x.y \mid x \in L_\gamma(c, (q'', \gamma)), y \in L_\gamma((q'', \gamma), c'), \gamma \text{ a suffix of } \rho, q'' \in Q\}\].

We write \(Cl(L)\) to refer to the upward or downward closure of \(L\) when the identity of the closure does not matter. Thus \(Cl(L(c, c'))\) is

\[\{x.y \mid x \in Cl(L_\gamma(c, (q'', \gamma))), y \in Cl(L_\gamma((q'', \gamma), c')), \gamma \text{ a suffix of } \rho, q'' \in Q\}\].
For each $\alpha \in \Gamma$ and $q_1, q_2 \in Q$, we have:

\[ L^-_\alpha(q_1, q_2) = \{ w \mid (q_1, \alpha \perp) \xrightarrow{w} (q_2, \perp) \text{ without using emptiness tests} \} \]

\[ L^+_\alpha(q_1, q_2) = \{ w \mid (q_1, \perp) \xrightarrow{w} (q_2, \alpha \perp) \text{ without using emptiness tests} \} \]

\[ L^\perp(q_1, q_2) = \{ w \mid (q_1, \perp) \xrightarrow{w} (q_2, \perp) \} \]

We can see that the language $L_\gamma(c, (q'', \gamma))$ (resp. $L_\gamma((q', \gamma), c')$) can be rewritten as a concatenation of the following languages:

\[ L^-_{\alpha_1}(q_1, q_2) \cdot L^-_{\alpha_2}(q_1, q_2) \cdots L^-_{\alpha_k}(q_{e-1}, q'') \cdot L \]

with $\rho = \alpha_1 \alpha_2 \cdots \alpha_k \gamma$ (resp. $L \cdot L^+_{\alpha_1}(q'', q_1) \cdot L^+_{\alpha_2}(q_1, q_2) \cdots L^+_{\alpha_k}(q_{e-1}, q')$) with $\rho' = \alpha_1 \alpha_2 \cdots \alpha_k \gamma$ and $L = \{ \epsilon \}$ if $\gamma \neq \perp$ and $L = L^+(q'', q''')$ otherwise.

Hence, any word $w \in Cl(L(c, c'))$ can be rewritten as the concatenation of three words (i.e., $w = w_1 w_2 w_3$). The first word $w_1$ is in $Cl(L^-_{\alpha_1}(q_1, q_2)) \cdot Cl(L^-_{\alpha_2}(q_1, q_2)) \cdots Cl(L^-_{\alpha_k}(q_{e-1}, q''))$ for some letters $\alpha_1 \alpha_2 \cdots \alpha_k$ and stack content $\gamma$ such that $\rho = \alpha_1 \alpha_2 \cdots \alpha_k \gamma$. The second word $w_2$ is in $Cl(L^+(q'', q'''))$ if $\gamma = \perp$, and in $\{ \epsilon \}$ otherwise. The last word $w_3$ is in $Cl(L^+_{\alpha_1}(q'', q_1')) \cdot Cl(L^+_{\alpha_2}(q_1', q_2')) \cdots Cl(L^+_{\alpha_m}(q'_{m-1}, q'))$ for some letters $\alpha_1' \alpha_2' \cdots \alpha_m'$ such that $\rho' = \alpha_1' \alpha_2' \cdots \alpha_m' \gamma$.

Furthermore, the languages $L^-_{\alpha_1}(q_1, q_2)$, $L^+_{\alpha_1}(q_1, q_2)$ and $L^\perp(q_1, q_2)$ are context-free and their upward and downward closures are effectively regular (see Propositions above) and so let $B^-_{\alpha_1}(q_1, q_2)$, $B^+_{\alpha_1}(q_1, q_2)$ and $B^\perp(q_1, q_2)$ be finite automata recognizing $Cl(L^-_{\alpha_1}(q_1, q_2))$, $Cl(L^+_{\alpha_1}(q_1, q_2))$ and $Cl(L^\perp(q_1, q_2))$ respectively.

Now, we describe the PDA $B$: It uses the same stack alphabet as $A$ and maintains the current state of $A$ as part of its local state. Its run consists of 3 phases. The first phase consists in generating the first word $w_1$ by repeating the following a number of times: it guesses a triple $(q_1, \alpha, q_2)$, verifies that $q_1$ is the current state of $A$, pops the top of stack and verifies that it is indeed $\alpha$, simulates a run of $B^-_{\alpha}(q_1, q_2)$ and then changes the current state of $A$ to $q_2$. In the optional second phase, it will generate the second word $w_2$ by verifying that the stack is empty, guessing a pair $(q_1, q_2)$, checking that $q_1$ is the current state of $A$, simulating a run of $B^+(q_1, q_2)$ and then changing the current state of $A$ to $q_2$. The third stage consists of generating the word $w_3$ by repeating the following a number of times: it guesses triples of the form $(q_1, \alpha, q_2)$, verifies that $q_1$ is the current state of $A$, pushes $\alpha$ on to the stack, simulates a run of $B^+_{\alpha}(q_1, q_2)$ and then changes current state of $A$ to $q_2$. Observe that these runs involve only two turns one during the pop phase and one during the push phase. The language of $B$ while starting at the stack configuration $\gamma$ with $q$ as the current state of $P$ and ending with stack configuration $\gamma'$ and $q'$ as the current state of $P$ is the language $Cl(L(c, c'))$. But, if $L(c, c')$ is already closed then $Cl(L(c,c')) = L(c,c')$. Thus, in this case $B$ simulates a (arbitrary) run of $A$ from $c$ to $c'$ using a single turn run and further maintains the configuration reached by $A$ at the end of this run.

Since the language of $A^p_\alpha$ in each stage is either upward or downward closed, by concatenating $k$ appropriately chosen copies of the automata $B$ (with correct closures in each stage depending on the sequence $\tau$) we construct a 2k-turn PDA $B^p_\tau$ that has the same language as $A^p_\tau$ as stated by the following Lemma

**Lemma 12.** For every $p \in \Gamma$, it is possible to construct, in exponential time in the size of $A^p_\tau$, a 2k turn PDA $B^p_\tau$ and a configuration $c'_p$, such that $L(B^p_\tau, c'_p) = L(A^p_\tau, c_p)$.

Unfortunately, the emptiness of the intersection of even two 2-turn PDAs is undecidable, as can be seen from an easy reduction from the Post’s correspondence problem (PCP). The situation is quite different when the PDAs are counters. In fact, we can show:
Lemma 13. Let \( k \) be a natural number. Let \( A_1 \) be a \( 2k \) turn PDA and \( A_2, \ldots, A_n \) a sequence of \( 2k \)-turn counter automata. Let \( c_i \) be a configurations of \( A_i \) for all \( i : 1 \leq i \leq n \). Then, the problem of checking whether \( L(A_1, c_1) \cap \cdots \cap L(A_n, c_n) \) is not empty can be decided in nondeterministic time that is polynomial in the size of \( A_i \) and \( k \), and exponential in \( n \).

The proof of Lemma 13 is done by a reduction to the state reachability problem for pushdown systems with reversal-bounded counters where each counter is allowed a bounded number of alternation between modes. (The latter problem is known to be NP-complete [10].) A counter mode is a run of the system where the performed sequence of transitions on this counter consists, apart from internal transitions, only of increment transitions or only of decrement transitions or only of zero test transitions. A pushdown system with \( k \) reversal-bounded counters is pushdown system augmented with counters where any run decomposes into at most \( k \) modes for each counter. Then, the reduction consists simply in constructing a pushdown system \( S \) augmented with counters that simulates the synchronous product of \( A_1, \ldots, A_n \) while observing that any run of a \( 2k \)-turn counter automaton performs at most \( 3k \) modes in \( S \) (Note that zero tests are counted as a reversal (mode) but are not counted as a turn). These arguments can be formalized to obtain a complete proof.

Thus we have reduced the \( k \) stage bounded reachability problem of an SCPS consisting of one PDS and \((n - 1)\) counter systems to exponentially\(^2\) many instances of the emptiness problem for the intersection of a polynomial sized \( 2k \)-turn PDA and \((n - 1)\) \( 2k \)-turn counter automata of exponential size (Lemma 9 and Lemma 12). We have also shown that each instance of the latter problem can be decided in \textsc{NExptime} (Lemma 13). Combining these results yields to a \textsc{NExptime} upper-bound and a proof of Theorem 8.

7 Lower Bounds for the Stage-bounded Reachability Problem

We have so far shown that the stage bounded reachability problem for systems with at least two pushdowns and one counter is undecidable while it can be decided in \textsc{NExptime} for systems containing at most one pushdown. This problem remains open for SCPS with exactly two pushdowns. In the following, we show that even if it is decidable its complexity cannot be primitive recursive.

The regular post embedding problem is the following: Let \( \Sigma \) and \( \Gamma \) be two alphabets. Given two functions \( f: \Sigma \to \Gamma^+ \) and \( g: \Sigma \to \Gamma^+ \), extended homomorphically to \( \Sigma^+ \), and a regular language \( R \subseteq \Sigma^+ \), does there exist a \( w \in R \) such that \( f(w) \preceq g(w) \) ? As shown in [4], this problem is decidable but cannot be solved by any algorithm with primitive recursive complexity. We reduce the regular post embedding problem to the stage-bounded reachability problem for SCPS with two pushdowns to obtain the following theorem

\[ \textbf{Theorem 14.} \text{ The 2-stage bounded reachability problem for SCPS with two pushdowns cannot be solved by any algorithm whose complexity is primitive recursive.} \]

The emptiness problem for the intersection of a collection of \( n \) finite automata is known to be \textsc{PSPACE} complete and we reduce this problem to the \( n \)-stage bounded reachability problem for SCPS with \( n \) counters to obtain the following theorem

\[ \textbf{Theorem 15.} \text{ The stage-bounded reachability problem for SCPS consisting only of counter systems is \textsc{Pspace-Hard}.} \]

\(^2\) The exponential blow-up comes from the guess of the sequence of writers.
Conclusion

We have introduced a new concept for bounding the analysis of shared memory concurrent systems. This concept is based on bounding the number of switches between writes by different processes to the shared memory, without restricting the way reads can be performed by any of the processes in the system.

Stage-bounding allows to improve significantly the behaviors coverage w.r.t. context-bounding. We have shown that for networks of finite-state systems, the complexity of stage-bounded analysis is NP-complete, as for context-bounding. In practice, this implies that this analysis can be implemented using a complete bounded model-checking with a polynomial bound. In the case of networks of infinite-state systems, we have mainly shown that the state reachability problem in networks of counter systems with a shared store is decidable under stage-bounding, and that the same still holds for networks with one additional pushdown.

Several questions remain open. One of them is closing the gap between the known upper and lower bounds on the complexity. Also, the case two pushdown systems is open, although we know that even if it is decidable, it would be with a high complexity. Finally, an interesting open question is whether it is possible to generalize our decidability result to dynamic or parametrized networks of counter systems, by considering that each component in the network is allowed to be the single writer in a bounded number of stages.
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Abstract

We study the language-theoretical aspects of parameterized communicating automata (PCAs), in which processes communicate via rendez-vous. A given PCA can be run on any topology of bounded degree such as pipelines, rings, ranked trees, and grids. We show that, under a context bound, which restricts the local behavior of each process, PCAs are effectively complementable. Complementability is considered a key aspect of robust automata models and can, in particular, be exploited for verification. In this paper, we use it to obtain a characterization of context-bounded PCAs in terms of monadic second-order (MSO) logic. As the emptiness problem for context-bounded PCAs is decidable for the classes of pipelines, rings, and trees, their model-checking problem wrt. MSO properties also becomes decidable. While previous work on model checking parameterized systems typically uses temporal logics without next operator, our MSO logic allows one to express several natural next modalities.
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1 Introduction

The “regularity” of an automata model is intrinsically tied to characterizations in algebraic or logical formalisms, and to related properties such as closure under complementation and decidability of the emptiness problem. Most notably, the robustness of finite automata is witnessed by the Büchi-Elgot-Trakhtenbrot theorem, stating their expressive equivalence to monadic second-order (MSO) logic. In the past few years, this fundamental result has been extended to models of concurrent systems such as communicating finite-state machines (see [10] for an overview) and multi-pushdown automata (e.g., [11, 12]). Hereby, the system topology, which provides a set of processes and links between them, is usually supposed to be static and fixed in advance. However, in areas such as mobile computing or ad-hoc networks, it is more appropriate to design a program, and guarantee its correctness, independently of the underlying topology, so that the latter becomes a parameter of the system.

There has been a large body of literature on parameterized concurrent systems [9, 8, 6, 2, 1], with a focus on verification: Does the given system satisfy a specification independently of...
the number of processes? A variety of different models have been introduced, covering a wide range of communication paradigms such as broadcasting, rendez-vous, token-passing, etc. So far, however, it is fair to say that there is no such thing as a canonical or “robust” model of parameterized concurrent systems.

This paper tries to take a step forward towards such a model. It is in line with a study of a language theory of parameterized concurrent systems that has been initiated in [3, 4]. We resume the model of parameterized communicating automata (PCAs), a conservative extension of classical communicating finite-state machines [5]. While the latter run a fixed set of processes, a PCA can be run on any topology of bounded degree, such as pipelines, rings, ranked trees, or grids. A topology is a graph, whose nodes represent processes that are connected via interfaces. Every process will run a local automaton executing send and receive actions, which allows it to communicate with an adjacent process in a rendez-vous fashion. As we are interested in language-theoretical properties, we associate, with a given PCA, the set of all possible executions. An execution includes the underlying topology, the events that each process executes, and the causal dependencies that exist between events. This language-theoretic view is different from most previous approaches to parameterized concurrent systems, which rather consider the transition system of reachable configurations. Yet, it will finally allow us to study such important concepts like complementation and MSO logic. Note that logical characterizations of PCAs have been obtained in [3]. However, those logics use negation in a restricted way, since PCAs are in general not complementable. This asks for restrictions of PCAs that give rise to a robust automata model. In this paper, we will therefore impose a bound on the number of contexts that each process traverses. We explain this notion below.

The efficiency of distributed algorithms and protocols is usually measured in terms of two parameters: the number $n$ of processes, and the number $k$ of contexts. Here, a context, sometimes referred to as round, restricts communication of a process to patterns such as “send a message to each neighbor and receive a message from each neighbor”. In this paper, we consider more relaxed definitions where, in every context, a process may perform an unbounded number of actions. In an interface-context, a process can send and receive an arbitrary number of messages to/from a fixed neighbor. A second context-type definition allows for arbitrarily many sends to all neighbors, or receptions from a fixed neighbor.

In general, basic questions such as reachability are undecidable for PCAs, even when we restrict to simple classes of topologies such as pipelines. To get decidability, it is therefore natural to bound one of the aforementioned parameters, $n$ or $k$. Bounding the number $n$ of processes is known as cut-off. However, the trade-off between $n$ and $k$ is often in favor of an up to exponentially smaller $k$. Moreover, many distributed protocols actually restrict to a bounded number of contexts, such as P2P protocols and certain leader-election protocols. Therefore, bounding the parameter $k$ seems to be an appropriate way to overcome the theoretical limitations of formally verifying parameterized concurrent systems.

The most basic verification question of context-bounded PCAs has been considered in [4]: Is there a topology that allows for an accepting run of the given PCA? In the present paper, we go beyond such nonemptiness/reachability issues and consider PCAs as language acceptors. We will show that, under suitable context bounds, PCAs form a robust automata model that is closed under complementation. Complementability relies on a disambiguation construction, which is the key technical contribution of the paper.

Our complementation result has wider applications and implications. In particular, we obtain a characterization of context-bounded PCAs in terms of MSO logic. Together with the results from [4], this implies that context-bounded model checking of PCAs against MSO
logic is decidable for the classes of pipelines, rings, and trees. Note that MSO logic is quite powerful and, unlike in [7, 2], we are not constrained to drop any (next) modality. Actually, a variety of natural next modalities can be expressed in MSO logic, such as process successor, message successor, next event on a neighboring process, etc.

Context-bounds were originally introduced for (sequential) multi-pushdown automata as models of multi-threaded recursive programs [15]. Interestingly, determinization procedures have been used to obtain complementability and MSO characterizations for context-bounded multi-pushdown automata [11, 12]. A pattern that we share with these approaches is that of computing summaries in a deterministic way. Overall, however, we have to use quite different techniques, which is due to the fact that, in our model, processes evolve asynchronously.

In Section 2, we settle some basic notions such as topologies and message sequence charts, which describe the behavior of a system. PCAs and their restrictions are introduced in Section 3. Section 4 presents our main technical contribution: We show that context-bounded PCAs are complementable. This result is exploited in Section 5 to obtain a logical characterization of PCAs and decidability of the model-checking problem wrt. MSO logic. Omitted proofs can be found in the full version of the paper, which is available at: http://hal.archives-ouvertes.fr/hal-01030765/.

2 Preliminaries

For \( n \in \mathbb{N} \), we set \([n] := \{1, \ldots, n\}\). Let \( A \) be an alphabet and \( I \) be an index set. Given a tuple \( \vec{a} = (a_i)_{i \in I} \in A^I \) and \( i \in I \), we write \( \vec{a}_i \) to denote \( a_i \).

Topologies. We will model concurrent systems without any assumption on the number of processes. However, we will have in mind that processes are arranged in a certain way, for example as pipelines or rings. Once such a class and the number of processes are fixed, we obtain a topology. Formally, a topology is a graph. Its nodes represent processes, which are connected via interfaces. Let \( \mathcal{N} = \{a, b, c, \ldots\} \) be a fixed nonempty finite set of interface names (or, simply, interfaces). When we consider pipelines or rings, then \( \mathcal{N} = \{a, b\} \) where \( a \) refers to the right neighbor and \( b \) to the left neighbor of a process, respectively. For grids, we will need two more names, which refer to adjacent processes above and below. Ranked trees require an interface for each of the (boundedly many) children of a process, as well as a pointer to the father process. As \( \mathcal{N} \) is fixed, topologies are structures of bounded degree.

Definition 1. A topology over \( \mathcal{N} \) is a pair \( T = (P, \rightarrow) \) where \( P \) is the nonempty finite set of processes and \( \rightarrow \subseteq P \times \mathcal{N} \times \mathcal{N} \times P \) is the edge relation. We write \( p \overset{a}{\rightarrow} b q \) for \( (p, a, b, q) \in \rightarrow \), which signifies that the \( a \)-interface of \( p \) points to \( q \), and the \( b \)-interface of \( q \) points to \( p \). We require that, whenever \( p \overset{a}{\rightarrow} b q \), the following hold:

(a) \( p \neq q \) (there are no self loops),
(b) \( q \overset{b}{\rightarrow} a p \) (adjacent processes are mutually connected), and
(c) for all \( a', b' \in \mathcal{N} \) and \( q' \in P \) such that \( p \overset{a'}{\rightarrow} b' q' \), we have \( a = a' \) iff \( q = q' \) (an interface points to at most one process, and two distinct interfaces point to distinct processes).

We do not distinguish isomorphic topologies.

Example 2. Example topologies are depicted in Figures 1 and 2. In Figure 2, five processes are arranged as a ring. Formally, a ring is a topology over \( \mathcal{N} = \{a, b\} \) of the form \((\{1, \ldots, n\}, \rightarrow) \) where \( n \geq 3 \) and \( \rightarrow = \{(i, a, b, (i \mod n) + 1) \mid i \in [n]\} \cup \{(i \mod n) + 1, b, a, i \mid i \in [n]\} \). A ring is uniquely given by its number of processes. Moreover, as we do not distinguish isomorphic topologies, it does not have an “initial” process. A pipeline is of
the form \(\{\{1, \ldots, n\}, \ni\} \) where \(n \geq 2\) and \(\ni = \{(i, a, b, i+1) \mid i \in [n-1]\} \cup \{(i+1, b, a, i) \mid i \in [n-1]\}\). Similarly, one can define ranked trees and grids [3].

**MSO Logic over Topologies.** The acceptance condition of a parameterized communicating automaton (PCA, as introduced in the next section) will be given in terms of a formula from monadic second-order (MSO) logic, which scans the final configuration reached by a PCA: the underlying topology together with the local final states in which the processes terminate. If \(S\) is the finite set of such local states, the formula thus defines a set of \(S\)-labeled topologies, i.e., structures \((P, \ni, \lambda)\) where \((P, \ni)\) is a topology and \(\lambda : P \rightarrow S\). The logic \(\text{MSO}_t(S)\) is given by the grammar:

\[
\mathcal{F} ::= u \xrightarrow{a} b \mid u = v \mid \lambda(u) = s \mid u \in U \mid \exists u. \mathcal{F} \mid \exists U. \mathcal{F} \mid \neg \mathcal{F} \mid \mathcal{F} \lor \mathcal{F}
\]

where \(a, b \in \mathcal{N}^*, s \in S, u \in U\), and \(v\) are first-order variables (interpreted as processes), and \(U\) is a second-order variable (ranging over sets of processes). Note that we assume an infinite supply of variables. Given a sentence \(\mathcal{F} \in \text{MSO}_t(S)\) (i.e., a formula without free variables), we write \(L(\mathcal{F})\) for the set of \(S\)-labeled topologies \((P, \ni, \lambda)\) that satisfy \(\mathcal{F}\). Hereby, satisfaction is defined in the expected manner (cf. also Section 5, presenting an extended logic).

**Message Sequence Charts.** Recall that our primary concern is a language-theoretic view of parameterized concurrent systems. To this aim, we associate with a system its language, i.e., the set of those behaviors that are generated by an accepting run. One single behavior is given by a message sequence chart (MSC). An MSC consists of a topology (over the given set of interfaces) and a set of events, which represent the communication actions executed by a system. Events are located on the processes and connected by process and message edges, which reflect causal dependencies (as we consider rendez-vous communication, a message edge has to be interpreted as “simultaneously”).

**Definition 3.** A message sequence chart (MSC) over \(\mathcal{N}\) is a tuple \(M = (P, \ni, E, \prec, \pi)\) where \((P, \ni)\) is a topology over \(\mathcal{N}\), \(E\) is the nonempty finite set of events, \(\prec \subseteq E \times E\) is the acyclic edge relation, which is partitioned into \(\prec_{\text{proc}}\) and \(\prec_{\text{msg}}\), and \(\pi : E \rightarrow P\) determines the location of an event in the topology; for \(p \in P\), we let \(E_p := \{e \in E \mid \pi(e) = p\}\). We require that the following hold:

- \(\prec_{\text{proc}}\) is a union \(\bigcup_{p \in P} \prec_p\) where each \(\prec_p \subseteq E_p \times E_p\) is the direct-successor relation of some total order on \(E_p\),
- there is a partition \(E = E_\uparrow \uplus E_\uparrow\) such that \(\prec_{\text{msg}} \subseteq E_\uparrow \times E_\uparrow\) defines a bijection from \(E_\uparrow\) to \(E_\uparrow\),
- for all \((e, f) \in \prec_{\text{msg}}\), we have \(\pi(e) \xrightarrow{a} b \pi(f)\) for some \(a, b \in \mathcal{N}\), and
- in the graph \((E, \prec \cup \lessdot \lessdot_{\text{msg}})\), there is no cycle that uses at least one \(\prec_{\text{proc}}\)-edge (this ensures rendez-vous communication).
Let $\Sigma = \{a! \mid a \in \mathcal{N}\} \cup \{a? \mid a \in \mathcal{N}\}$. We define a mapping $\ell_M : E \rightarrow \Sigma$ that associates with each event the type of action that it executes: For $(e, f) \in \prec_{\text{msg}}$ and $a, b \in \mathcal{N}$ such that $\pi(e), \pi(f) \in \Sigma$, we set $\ell_M(e) = a!$ and $\ell_M(f) = b?$. The set of MSCs (over the fixed set $\mathcal{N}$) is denoted by $\text{MSC}$. Like for topologies, we do not distinguish isomorphic MSCs.

Example 4. Two example MSCs are depicted in Figure 3, both having the ring with five processes as underlying topology (for the moment, we ignore the state labels $s_i$ of processes). The events are the endpoints of message arrows, which represent $\prec_{\text{msg}}$. Process edges are implicitly given; they connect successive events located on the same (top-down) process line. Finally, the mapping $\ell_M$ is illustrated on a few events.

3 Parameterized Communicating Automata

In this section, we introduce our model of a communicating system that can be run on arbitrary topologies of bounded degree.

The idea is that each process of a given topology runs one and the same automaton, whose transitions are labeled with an action of the form $(a!, m)$, which emits a message $m$ through interface $a$, or $(a?, m)$, which receives $m$ from interface $a$.

Definition 5. A parameterized communicating automaton (PCA) over $\mathcal{N}$ is a tuple $\mathcal{A} = (S, \iota, \text{Msg}, \Delta, \mathcal{F})$ where $S$ is the finite set of states, $\iota \in S$ is the initial state, $\text{Msg}$ is a nonempty finite set of messages, $\Delta \subseteq S \times (\Sigma \times \text{Msg}) \times S$ is the transition relation, and $\mathcal{F} \in \text{MSO}_t(S)$ is a sentence, representing the acceptance condition.

Let $M = (P, \prec_{\text{proc}}, E, \prec_{\text{msg}}, \pi)$ be an MSC. A run of $\mathcal{A}$ on $M$ will be a mapping $\rho : E \rightarrow S$ satisfying some requirements. Intuitively, $\rho(e)$ is the local state of $\pi(e)$ after executing $e$. To determine when $\rho$ is a run, we define another mapping, $\rho^- : E \rightarrow S$, denoting the source states of a transition: whenever $(e,f) \in \prec_{\text{msg}}$, we let $\rho^-(e) = \rho(f)$; moreover, if $e$ is $\prec_{\text{proc}}$-minimal, we let $\rho^-(e) = \iota$. With this, we say that $\rho$ is a run of $\mathcal{A}$ on $M$ if, for all $(e, f) \in \prec_{\text{msg}}$, there are $a, b \in \mathcal{N}$ and a message $m \in \text{Msg}$ such that $\pi(e), \pi(f), (\rho^-(e), (a!, m), \rho(e)) \in \Delta$, and $\rho^-(f), (b?, m), \rho(f)) \in \Delta$. To determine when $\rho$ is accepting, we collect the last states of all processes and define a mapping $\lambda : P \rightarrow S$ as follows. Let $p \in P$. If $E_p = \emptyset$, then $\lambda(p) = \iota$; otherwise, $\lambda(p)$ is set to $\rho(e)$ where $e$ is the unique $\prec_{\text{proc}}$-maximal event of $p$. Now, run $\rho$ is accepting if $(P, \prec_{\text{proc}}, \lambda) \in L(\mathcal{F})$. The set of MSCs that allow for an accepting run is denoted by $L(\mathcal{F})$.

While a run of a PCA is purely operational, it is actually natural to define the acceptance condition in terms of $\text{MSO}_t(S)$, which allows for a global, declarative view of the final configuration. Note that, when we restrict to pipelines, rings, or ranked trees, the acceptance condition could be defined as a finite (tree, respectively) automaton over the alphabet $\mathcal{S}$.

![Figure 3](image-url) Two MSCs over a ring topology; local states labeling the topology in a PCA run.
Example 6. The PCA from Figure 4 describes a simplified version of the IEEE 802.5 token-ring protocol. For illustration, we consider two different acceptance conditions, \( F \) and \( F' \), giving rise to PCAs \( A_{\text{token}} \) and \( A'_{\text{token}} \), respectively. In both cases, a single binary token, which can carry a value from \( m \in \{0, 1\} \), circulates in a ring. Recall that, in a ring topology, every process has an \( a \)-neighbor and a \( b \)-neighbor (cf. Figure 2). Initially, the token has value 1. A process that has the token may emit a message and pass it along with the token to its \( a \)-neighbor. We will abstract the concrete message away and only consider the token value. Whenever a process receives the token from its \( b \)-neighbor, it will forward it to its \( a \)-neighbor, while (i) leaving the token value unchanged (the process then ends in state \( s_2 \) or \( s_3 \)), or (ii) changing the token value from 1 to 0, to signal that the message has been received (the process then ends in \( s_4 \)). Once the process that initially launched the token receives the token with value 0, it goes to state \( s_1 \).

Note that the acceptance condition \( F \) of \( A_{\text{token}} \) permits those configurations where all processes terminate in one of the states \( s_1, \ldots, s_5 \). MSC \( M_1 \) from Figure 3 depicts an execution of the protocol described above, and we have \( M_1 \in L(A_{\text{token}}) \). The state labelings of processes indicate the final local states that are reached in an accepting run. However, one easily verifies that we also have \( M_2 \in L(A_{\text{token}}) \), though \( M_2 \) should not be considered as an execution of a token-ring protocol: there are two processes that, independently of each other, emit a message/token and end up in \( s_1 \). To model the protocol faithfully and rule out such pathological executions, we change the acceptance condition to \( F' \), which adds the requirement that exactly one process terminates in \( s_1 \). We actually have \( M_1 \in L(A'_{\text{token}}) \) and \( M_2 \notin L(A'_{\text{token}}) \).

Note that [3, 4] used weaker acceptance conditions, which cannot access the topology. However, Example 6 shows that an acceptance condition given as an MSO-t-formula offers some flexibility in modeling parameterized systems. For example, it can be used to simulate several process types [4], the idea being that each process runs a local automaton according to its type. All our results go through in this extended setting. Also note that messages (such as the token value in Example 6) could be made apparent in the MSCs. However, we will always need some “hidden” messages, which are common in communicating automata with fixed topology [10] and significantly extend their expressive power.

Context-Bounded PCAs. Our main results will rely on a restricted version of PCAs, where every process is constrained to execute a bounded number of contexts. As discussed in the introduction, contexts come very naturally when modeling distributed protocols. Actually,
the behavior of a single process is often divided into a small, or even bounded, number of rounds, each describing some restricted communication pattern. Usually, one considers that a round consists of sending a message to each neighbor followed by receiving a message from each neighbor [13]. In this paper, we consider contexts, which are somewhat more general than rounds: in a context, one may potentially execute an unbounded number of actions. Moreover, a round can be simulated by a bounded number of contexts. Actually, there exist several natural definitions. A word $w \in \Sigma^*$ is called an

- $(s \oplus r)$-context if $w \in \{a! \mid a \in \mathcal{N}\}^*$ or $w \in \{a? \mid a \in \mathcal{N}\}^*$,
- $(s1+r1)$-context if $w \in \{a!\,|\,a \in \mathcal{N}\}^*$ for some $a,b \in \mathcal{N}$,
- $(s \oplus r1)$-context if $w \in \{a! \mid a \in \mathcal{N}\}^*$ or $w \in \{b?\}^*$ for some $b \in \mathcal{N}$,
- intf-context if $w \in \{a!,a?\}^*$ for some $a \in \mathcal{N}$.

The context type $s1 \oplus r$ ($w \in \{a!\}^*$ for some $a \in \mathcal{N}$ or $w \in \{b? \mid b \in \mathcal{N}\}^*$) is dual to $s \oplus r1$, and we only consider the latter case. All results for $s \oplus r1$ in this paper easily transfer to $s1 \oplus r$.

Let $k \geq 1$ be a natural number and $ct \in \{s \oplus r, s1 + r1, s \oplus r1, \text{intf}\}$ be a context type. We say that $w \in \Sigma^*$ is $(k, ct)$-bounded if there are $w_1, \ldots, w_k \in \Sigma^*$ such that $w = w_1 \cdots w_k$ and $w_i$ is a $ct$-context, for all $i \in [k]$. To lift this definition to MSCs $M = (P, \rightarrow, E, \prec, \pi)$, we define the projection $M|_p \in \Sigma^*$ of $M$ to a process $p \in P$. Let $e_1 \prec_{\text{proc}} e_2 \prec_{\text{proc}} \cdots \prec_{\text{proc}} e_n$ be the unique process-order preserving enumeration of all events of $\mathcal{E}_p$. We let $M|_p = \ell_M(e_1) \ell_M(e_2) \cdots \ell_M(e_n)$. In particular, $\mathcal{E}_p = \emptyset$ implies $M|_p = \varepsilon$. Now, we say that $M$ is $(k, ct)$-bounded if $M|_p$ is $(k, ct)$-bounded, for all $p \in P$. Let $\mathcal{MSC}_{(k, ct)}$ denote the set of all $(k, ct)$-bounded MSCs. Given two sets $L$ and $L'$ of MSCs, we write $L \equiv (k,ct) L'$ if $L \cap \mathcal{MSC}_{(k, ct)} = L' \cap \mathcal{MSC}_{(k, ct)}$.

**Example 7.** Consider the PCAs $A_{\text{token}}$ and $A'_{\text{token}}$ from Figure 4. Every process executes at most two events so that we have $L(A'_{\text{token}}) \subseteq L(A_{\text{token}}) \subseteq \mathcal{MSC}_{(2, ct)}$ for all context types $ct \in \{s \oplus r, s1 + r1, s \oplus r1, \text{intf}\}$. In particular, the MSCs $M_1$ and $M_2$ from Figure 3 are $(2, ct)$-bounded.

## 4 Context-Bounded PCAs are Complementable

Let $ct \in \{s \oplus r, s1 + r1, s \oplus r1, \text{intf}\}$. We say that PCAs are $ct$-complementable if, for every PCA $A$ and $k \geq 1$, we can effectively construct a PCA $A'$ such that $L(A') \equiv (k,ct) L(A)$. In general, PCAs are not complementable, and this even holds under certain context bounds.

**Theorem 8.** Suppose $\mathcal{N} = \{a,b\}$. For all context types $ct \in \{s \oplus r, s1 + r1\}$, PCAs are not $ct$-complementable.

The proof uses results from [16, 14]. However, the situation changes when we move to context types $s \oplus r1$ and intf. We now present the main result of our paper:

**Theorem 9.** For all $ct \in \{s \oplus r1, \text{intf}\}$, PCAs are $ct$-complementable.

The theorem follows directly from a disambiguation construction, which we present as Theorem 10. We call a PCA $A$ unambiguous if, for every MSC $M$, there is exactly one run (accepting or not) of $A$ on $M$. An unambiguous PCA can be easily complemented by negating the acceptance condition.

**Theorem 10.** Given a PCA $A$, a natural number $k \geq 1$, and $ct \in \{s \oplus r1, \text{intf}\}$, we can effectively construct an unambiguous PCA $A'$ such that $L(A) \equiv (k,ct) L(A')$. 
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The PCA from Figure 4 is not unambiguous, since there are runs of $\mathcal{A}_{\text{token}}$ (or $\mathcal{A}'_{\text{token}}$) on the MSC $M_1$ from Figure 3 ending, for example, in configurations $s_1s_2s_3s_3$ or $s_1s_2s_3s_3$. Unfortunately, a simple power-set construction is not applicable to PCAs, due to the hidden message contents. Note that, in the fixed-topology setting, there is a commonly accepted notion of deterministic communicating automata [10], which is different from unambiguous. We do not know if Theorem 10 holds for deterministic PCAs.

Proof of Theorem 10

In the remainder of this section, we prove Theorem 10. The proof outline is as follows: We first define an intermediate model of complete deterministic asynchronous automata (CDAA$\text{s}$). We will then show that any context-bounded PCA can be converted into a CDAA (Lemma 13) which, in turn, can be converted into an unambiguous PCA (Lemma 12).

- **Definition 11.** A complete deterministic asynchronous automaton (CDAA) over the set $\mathcal{N}$ is a tuple $B = (S, \iota, (\delta(a,b))(a,b) \in \mathcal{N} \times \mathcal{N}, F)$ where $S$, $\iota$, and $F$ are like in PCAs and, for each $(a, b) \in \mathcal{N} \times \mathcal{N}$, we have a (total) function $\delta(a,b): (S \times S) \rightarrow (S \times S)$.

The main motivation behind introducing CDAA$\text{s}$ is that, for a given process $p$, the functions $(\delta(a,b))(a,b) \in \mathcal{N} \times \mathcal{N}$ can effectively encode the transitions at each of the neighbors of $p$. Similarly to PCAs, a run of $B$ on an MSC $M = (P, \longrightarrow, E, <, \pi)$ is a mapping $\rho: E \rightarrow S$ such that, for all $(e, f) \in <_{\text{msg}}$, there are $a, b \in \mathcal{N}$ satisfying $\pi(e) \xrightarrow{a} b \pi(f)$ and $\delta(a,b)(\rho(e), \rho(f)) = (\rho(e), \rho(f))$. Whether a run is accepting or not depends on $F$ and is defined exactly like in PCAs. The set of MSCs that are accepted by $B$ is denoted by $L(B)$.

- **Lemma 12.** For every CDAA $B$, there is an unambiguous PCA $A$ such that $L(B) = L(A)$.

**Proof.** The idea is that the messages of a PCA “guess” the current state of the receiving process. A message can only be received if the guess is correct, so that the resulting PCA is unambiguous. Let $B = (S, \iota, (\delta(a,b))(a,b) \in \mathcal{N} \times \mathcal{N}, F)$ be the given CDAA. We let $A = (S, \iota, Msg, \Delta, F)$ where $Msg = \mathcal{N} \times \mathcal{N} \times S \times S$ and $\Delta$ contains, for every transition $\delta(a,b)(s_1, s_2) = (s_1', s_2')$, the tuples $(s_1, a!(a, b, s_1, s_2), s_1')$ and $(s_2, b!(a, b, s_1, s_2), s_2')$. Note that $A$ is indeed unambiguous. Let $M = (P, \longrightarrow, E, <, \pi)$ be an MSC and $\rho: E \rightarrow S$. From the run definitions, we obtain that $\rho$ is an (accepting) run of $B$ on $M$ iff it is an (accepting, respectively) run of $A$ on $M$. It follows that $L(B) = L(A)$.

Next, we will describe how an arbitrary context-bounded PCA can be transformed into an equivalent CDAA. This construction is our key technical contribution.

- **Lemma 13.** Let $ct \in \{s\oplus r1, \inf\}$. For every PCA $A$ and $k \geq 1$, we can effectively construct a CDAA $B$ such that $L(A) \equiv_{(k,ct)} L(B)$.

The remainder of this section is dedicated to the proof of Lemma 13. We do the proof for the more involved case $ct = s\oplus r1$. Let $A = (S, \iota, Msg, \Delta, F)$ be a PCA and $k \geq 1$. In the following, we will construct the required CDAA $B = (S', \iota', (\delta(a,b))(a,b) \in \mathcal{N} \times \mathcal{N}, F')$.

The idea behind our construction is that the current sending process simulates the behavior of all its neighboring receiving processes, storing all possible combinations of global source and target states. In Figure 5, in the beginning, $p_2$ starts sending to $p_3$ and $p_1$. Hence, $p_2$ keeps track of the local states at $p_1$ and $p_3$ as well. This computation spans over what we call a *zone* (the gray-shaded areas in Figure 5). Whenever a sending (receiving) process changes into a receiving (sending, respectively) process, the role of keeping track of the behavior of neighboring processes gets passed on to the new sending process, which results
in a zone switch. We will see that a bounded number of such changes suffice (Lemma 14). Finally, the acceptance condition $F' \in \text{MSO}_t(S')$ checks whether the information stored at each of the processes can be coalesced to get a global run of the given PCA $A$.

Zones. Let $M = (P, \rightarrow, E, \ll, \pi)$ be an MSC. An interval of $M$ is a (possibly empty) subset of $E$ of the form $\{e_1, e_2, \ldots, e_n\}$ such that $e_1 \prec_{\text{proc}} e_2 \prec_{\text{proc}} \cdots \prec_{\text{proc}} e_n$. A send context of $M$ is an interval that consists only of send events. A receive context of $M$ is an interval $I \subseteq E$ such that there is $a \in N$ satisfying $\ell_M(e) = a$? for all $e \in I$.

A set $Z \subseteq E$ is called a zone of $M$ if there is a nonempty send context $I$ such that the corresponding receive contexts $I_a = \{f \in E \mid e \prec_{\text{mag}} f\}$ for some $e \in I$ such that $\ell_M(e) = a!$ are intervals for all $a \in N$, and $Z = I \cup \bigcup_{a \in N} I_a$.

Zones help us to maintain the summary of a possibly unbounded number of messages in a finite space. By Lemma 14 below, since there is a bound on the number of different zones for each process, the behavior of a PCA can be described succinctly by describing its action on each of the zones.

Lemma 14. [cf. [4]] Let $M = (P, \rightarrow, E, \ll, \pi)$ be a $(k, s, r_1)$-bounded MSC. There is a partitioning of the events of $M$ into zones such that, for each process $p \in P$, the events of $E_p$ belong to at most $K := k \cdot (|N|^2 + 2|N| + 1)$ different zones.

A CDAA that Computes Zones. We now construct a CDAA that, when running on a $(k, s, r_1)$-bounded MSC, computes a “greedy” zone partitioning, for which the bound $K$ from Lemma 14 applies. We explain the intuition by means of Figure 5, which depicts an MSC along with a partitioning of events into different zones. The crucial point for processes is to recognize when to switch to a new zone. Towards this end, a summary of the zone is maintained. Each process stores its zone number together with the zone number of its neighboring receiving processes. A sending (receiving) process enters a new zone if the stored zone number of a neighbor does not match the actual zone number of the corresponding neighboring receiving process. A sending (receiving) process enters a new zone if the stored zone number of a neighbor does not match the actual zone number of the corresponding neighboring receiving process.

In Figure 5, the zone number of $p_3$ in $p_2$’s first zone is 1. However, at the time of sending the second message from $p_2$ to $p_3$, the zone number of $p_3$ is 2 which does not match the information stored with $p_2$. This prompts $p_2$ to define a new zone and update the zone number of $p_3$.  

![Figure 5 Computing zones in a CDAA $B$.](image1)

![Figure 6 Illustration of $F' \in \text{MSO}_t(S')$.](image2)
A sending process enters a new zone when (a) it was a receiving process earlier, or (b) the zone number of a receiving process does not match. Similarly, a receiving process enters a new zone when (a) it was a sending process earlier, or (b) it was receiving previously from a different process, or (c) the zone number of the sending process does not match. This is formally defined in Equations (1) and (2) below.

We now formally describe the CDA. A zone state is a tuple \((i, \tau, \kappa, R)\) where
\[
i \in \{0, \ldots, K\}\] is the current zone number, which indicates that a process traverses its \(i\)-th zone (or, equivalently, has switched to a new zone \(i - 1\) times),
\[
\tau \in 2^N \cup N\] denotes the role of a process in the current zone (if \(\tau \subseteq N\), it has been sending through the interfaces in \(\tau\); if \(\tau \in N\), it is receiving from \(\tau\)),
\[
\kappa : N \to \{0, \ldots, K\}\] denotes the knowledge about each neighbor, and
\[
R \subseteq (S^N \cup \{self\})^2\] is the set of possible global steps that the zone may induce; each step involves a source and target state for the current process as well as its neighbors. As the sending process simulates the receivers’ steps, we let \(R = \emptyset\) whenever \(\tau \in N\).

Let \(Z\) be the set of zone states. For \((a, b) \in N \times N\), we define a partial “update” function \(\delta_{zone}^{(a, b)} : (Z \times Z) \to (Z \times Z)\) by
\[
\delta_{zone}^{(a, b)}((i_1, \tau_1, \kappa_1, R_1), (i_2, \tau_2, \kappa_2, R_2)) = ((i'_1, \tau'_1, \kappa_1[a \mapsto i'_2], R'_1), (i'_2, b, \kappa_2[b \mapsto i'_1], \emptyset))
\]
where
\[
i'_1 = \begin{cases}
i_1 + 1 & \text{if } i_1 = 0 \text{ or } \tau_1 \in N \text{ or } (a \in \tau_1 \text{ and } \kappa_1(a) \neq i_2) \\
i_1 & \text{otherwise}
\end{cases}
\]
\[
i'_2 = \begin{cases}
i_2 + 1 & \text{if } \tau_2 \neq b \text{ or } \kappa_2(b) \neq i_1 \\
i_2 & \text{otherwise}
\end{cases}
\]
\[
\tau'_1 = \begin{cases}
\{a\} & \text{if } i'_1 = i_1 + 1 \\
\tau_1 \cup \{a\} & \text{otherwise}
\end{cases}
\]
\[
R'_1 = \begin{cases}
R & \text{if } i'_1 = i_1 + 1 \\
R_1 \circ R & \text{otherwise}
\end{cases}
\]
with \(R\) being the set of pairs \((s, s') \in (S^N \cup \{self\})^2\) such that there is \(m \in Msg\) with \((s_{self}, (a, m), s'_{self}) \in \Delta, (s_0, (b, m), s'_0) \in \Delta, \) and \(s_a = s'_c\) for all \(c \in N \setminus \{a\}\). The function \(\delta_{zone}^{(a, b)}\) is illustrated in Figure 5 (omitting the \(R\)-component) for the three different cases that can occur: (i) both processes increase their zone number; (ii) only the receiver increases its zone number; (iii) none of the processes increases its zone number.

A state of \(B\) is a sequence of zone states, so that a process can keep track of the zones that it traverses. Formally, let \(S'\) be the set of words over \(Z\) of the form \((0, 0, \kappa_0, 0)\) \((i_1, \tau_1, \kappa_1, R_1) \ldots (n, \tau_n, \kappa_n, R_n)\) where \(n \in \{0, \ldots, K\}\) and \(\kappa_0(a) = 0\) for all \(a \in N\). The initial state is \(\emptyset = (0, 0, \kappa_0, 0)\). Actually, \(S'\) will also contain a distinguished sink state, as explained below. Note that the size of \(S'\) is exponential in \(K\) (and, therefore, in \(k\)).

We are now ready to define the transition function \(\delta_{(a, b)} : (S' \times S') \to (S' \times S')\). Essentially, we take \(\delta_{zone}^{(a, b)}\), but we append a new zone state when the zone number is increased. Let \(z_1 = (i_1, \tau_1, \kappa_1, R_1) \in Z\) and \(z_2 = (i_2, \tau_2, \kappa_2, R_2) \in Z\). Moreover, suppose \(\delta_{zone}^{(a, b)}(z_1, z_2) = (z'_1, z'_2)\) where \(z'_1 = (i'_1, \tau'_1, \kappa'_1, R'_1)\) and \(z'_2 = (i'_2, \tau'_2, \kappa'_2, R'_2)\). Then, we let
\[
\delta_{(a, b)}(w_1 z_1, w_2 z_2) = \begin{cases}
(w_1 z'_1, w_2 z'_2) & \text{if } i'_1 = i_1 \text{ and } i'_2 = i_2 \\
(w_1 z'_1, w_2 z'_2) & \text{if } i'_1 = i_1 \text{ and } i'_2 = i_2 + 1 \\
(w_1 z'_1, w_2 z'_2) & \text{if } i'_1 = i_1 + 1 \text{ and } i'_2 = i_2 + 1
\end{cases}
\]
Note that the case \(i'_1 = i_1 + 1 \land i'_2 = i_2\) can actually never happen. Nonetheless, \(\delta_{(a, b)}\) is still a partial function. However, adding a sink state, we easily obtain a function that is complete.
The Acceptance Condition. It remains to determine the acceptance condition of \( \mathcal{B} \). The formula \( \mathcal{F}' \in \text{MSO}_I(S') \) will check whether there is a concrete choice of local states that is consistent with the zone abstraction and, in particular, with the relations \( R \) collected during that run in the zone states. Let \( T \) be the set of sequences of the form \( ts_1 \ldots ts_n \) where \( n \in \{0, \ldots, K\} \) and \( s_i \in S \) for all \( i \). The idea is that \( s_i \) is the local state that a process reaches after traversing its \( i \)-th zone. The formula will now guess such a sequence for every process and check if this choice matches the abstract run. To verify if the local states correspond to the relation \( R \) stored in some constituent sending process \( p \), it is sufficient to look at the adjacent neighbors of \( p \).

This is illustrated in Figure 6 for the zone abstraction from Figure 5. Process \( p_2 \), for example, stores both the relations \( R_1^2 \) and \( R_2^2 \), and we have to check if this corresponds to the sequences from \( T \) that the formula had guessed for every process (the white circles). To do so, it is indeed enough to look at the neighborhood of \( p_2 \), which is highlighted in gray. The guess is accepted only if the state at the beginning of a zone matches the state at the end of the previous zone. For example, in Figure 6, the formula collects the pair of tuples \( ((t, t, t), (s_1^3, s_2^3, s_3^1)) \) and verifies if it is contained in \( R_1^2 \). Also, it collects the pair \( ((s_1^3, s_2^3, s_3^1), (s_2^3, s_2^3, s_3^1)) \) and checks if it is contained in \( R_2^2 \). Similarly, looking at the neighborhood of \( p_3 \), it verifies whether \( ((s_1^3, s_1^3, t), (s_1^3, s_2^3, s_3^1)) \in R_3^2 \).

Let us be more precise. Suppose the final configuration reached by \( \mathcal{B} \) is \( (P, \longrightarrow, \lambda') \) with \( \lambda' : P \rightarrow S' \). By means of second-order variables \( U_i \), with \( t \) ranging over \( T \), the formula \( \mathcal{F'} \) guesses an assignment \( \sigma : P \rightarrow T \). It will then check that, for all \( p \in P \) with, say, \( \lambda'(p) = t'(1, \tau_1, \kappa_1, R_1) \ldots (n_p, \tau_{n_p}, \kappa_{n_p}, R_{n_p}) \in S' \), the following hold:

- the sequence \( \sigma(p) \) is of the form \( s_0 s_1 \ldots s_{n_p} \) (in the following, we let \( \sigma(p)_i \) refer to \( s_i \)),
- for all \( i \in [n_p] \) with \( \tau_i \subseteq \mathcal{N} \), there is \( (\bar{s}, \bar{s}') \in R_i \) such that (i) \( \bar{s}_{\text{eff}} = s_{i-1} \) and \( \bar{s}'_{\text{eff}} = s_i \), and (ii) for all \( p \xrightarrow{a,b} q \) such that \( a \in \tau_i \), we have \( \bar{s}_a = \sigma(q)_{\kappa_i(a)-1} \) and \( \bar{s}'_a = \sigma(q)_{\kappa_i(a)} \).

These requirements can be expressed in \( \text{MSO}_I(S') \). Finally, to incorporate the acceptance condition \( \mathcal{F} \in \text{MSO}_I(S) \), we simply replace an atomic formula \( \lambda(u) = s \), where \( s \in S \), by the disjunction of all formulas \( u \in U_i \) such that \( t \in T \) ends in \( s \). This concludes the construction of the CDAA \( \mathcal{B} \).

5 Monadic Second-Order Logic

MSO logic over MSCs is two-sorted, as it shall reason about processes and events. By \( u, v, w, \ldots \) and \( U, V, W, \ldots \), we denote first-order and second-order variables, which range over processes and sets of processes, respectively. Moreover, by \( x, y, z, \ldots \) and \( X, Y, Z, \ldots \), we denote variables ranging over (sets of, respectively) events. The logic \( \text{MSO}_m \) is given by the grammar

\[
\varphi ::= u \overset{a,b}{\rightarrow} v \mid u = v \mid u \in U \mid \exists u. \varphi \mid \exists U. \varphi \mid \neg \varphi \mid \varphi \lor \varphi \mid x \overset{\text{proc}}{\triangleleft} y \mid x \overset{\text{mag}}{\triangleleft} y \mid x = y \mid x @ u \mid x \in X \mid \exists x. \varphi \mid \exists X. \varphi \quad \text{where } a, b \in \mathcal{N}.
\]

\( \text{MSO}_m \) formulas are interpreted over MSCs \( M = (P, \longrightarrow, E, \triangleleft, \pi) \). Hereby, free variables \( u \) and \( x \) are interpreted by a function \( \mathcal{I} \) as a process \( \mathcal{I}(u) \in P \) and an event \( \mathcal{I}(x) \in E \), respectively. Similarly, \( U \) and \( X \) are interpreted as sets. We write \( M, \mathcal{I} \models u \overset{a,b}{\rightarrow} v \) if \( \mathcal{I}(u) \overset{a,b}{\rightarrow} \mathcal{I}(v) \) and \( M, \mathcal{I} \models x @ u \) if \( \pi(\mathcal{I}(x)) = \mathcal{I}(u) \). Thus, \( x @ u \) says that “\( x \) is located at \( u \).” The semantics of other formulas is as expected. When \( \varphi \) is a sentence, i.e., a formula without free variables, then its truth value is independent of an interpretation function so that we can simply write \( M \models \varphi \) instead of \( M, \mathcal{I} \models \varphi \). The set of MSCs \( M \) such that \( M \models \varphi \) is denoted by \( L(\varphi) \).

Example 15. Let us resume the token-ring protocol from Example 6. We would like to express that there is a process that emits a message and gets an acknowledgment that...
results from a sequence of forwards through interface $a$. We first let $\text{fwd}(x,y) \equiv x \xrightarrow{a,b} y \land \exists z (x \prec_{\text{proc}} z \prec_{\text{msg}} y)$ where $x \xrightarrow{a,b} y$ is a shorthand for $\exists u \exists v (x@u \land y@v \land u \xrightarrow{a,b} v)$. It is well known that the transitive closure of the relation induced by $\text{fwd}(x,y)$ is definable in $\text{MSO}_m$-logic, too. Let $\text{fwd}^+(x,y)$ be the corresponding formula. It expresses that there is a sequence of events leading from $x$ to $y$ that alternatingly takes process and message edges, hereby following the causal order. With this, the desired formula is $\varphi \equiv \exists x,y,z.(x \prec_{\text{proc}} y \land x \prec_{\text{msg}} z \land x \xrightarrow{a,b} z \land \text{fwd}^+(z,y)) \in \text{MSO}_m$. Consider Figures 3 and 4. We have $M_1 \models \varphi$ and $M_2 \not\models \varphi$, as well as $L(A_{\text{token}}) \subseteq L(\varphi)$. ▶

**Theorem 16.** Let $ct \in \{s@r1,\text{intf}\}$, $k \geq 1$, and $L \subseteq \text{MSC}$. There is a PCA $A$ such that $L(A) \equiv_{(k,ct)} L$ if and there is a sentence $\varphi \in \text{MSO}_m$ such that $L(\varphi) \equiv_{(k,ct)} L$.

The direction “$\Rightarrow$” follows a standard pattern and is actually independent of a context bound. For the direction “$\Leftarrow$”, we proceed by induction, crucially relying on Theorem 9. Note that there are some subtleties in the translation, which arise from the fact that $\text{MSO}_m$ mixes event and process variables.

By the results from [4], we obtain decidability of $\text{MSO}_m$ model checking as a corollary.

**Theorem 17.** Let $\mathcal{T}$ be one of the following: the class of rings, the class of pipelines, or the class of ranked trees. The following problem is decidable, for all $ct \in \{s@r1,\text{intf}\}$:

**Input:** A PCA $A$, a sentence $\varphi \in \text{MSO}_m$, and $k \geq 1$.

**Question:** Do we have $M \models \varphi$ for all MSCs $M = (P, \rightarrow, E, \prec, \pi) \in L(A) \cap \mathcal{MSC}_{(k,ct)}$ such that $(P, \rightarrow, E, \prec, \pi) \in \mathcal{T}$?

Note that $\text{MSO}_m$ is a powerful logic and it may actually be used for the verification of extended models that involve registers to store process identities (pids). $\text{MSO}$ logic is able to trace back the origin of a pid so that an additional equality predicate on pids can be reduced to an $\text{MSO}$ formula over a finite alphabet. This would allow us to model and verify leader-election protocols. It will be worthwhile to explore this in future work.

---
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Abstract

The distributed synthesis problem is about constructing correct distributed systems, i.e., systems that satisfy a given specification. We consider a slightly more general problem of distributed control, where the goal is to restrict the behavior of a given distributed system in order to satisfy the specification. Our systems are finite state machines that communicate via rendez-vous (Zielonka automata). We show decidability of the synthesis problem for all \(\omega\)-regular local specifications, under the restriction that the communication graph of the system is acyclic. This result extends a previous decidability result for a restricted form of local reachability specifications.
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1 Introduction

Synthesizing distributed systems from specifications is an attractive objective, since distributed systems are notoriously difficult to get right. Unfortunately, there are very few known decidable frameworks for distributed synthesis. We study a framework for synthesis of open systems that is based on rendez-vous communication and causal memory. In particular, causal memory implies that although the specification can say when a communication takes place, it cannot limit the information that is transmitted during communication. This choice is both realistic and avoids some pathological reasons for undecidability. We show a decidability result for acyclic communication graphs and local \(\omega\)-regular specifications.

Instead of synthesis we actually work in the more general framework of distributed control. Our setting is a direct adaptation of the supervisory control framework of Ramadge and Wonham [17]. In this framework we are given a plant (a finite automaton) where some of the actions are uncontrollable, and a specification. The goal is to construct a controller (another finite automaton) such that its product with the plant satisfies the specification. The controller is not allowed to block uncontrollable actions, in other words, in every state there is a transition on every uncontrollable action. The controlled plant has less behaviours, resulting from restricting controllable actions of the plant. In our case the formulation is exactly the same, but we consider Zielonka automata instead of finite automata, as plants and controllers. Considering parallel devices, such as Zielonka automata, in the standard definition of control gives an elegant formulation of the distributed control problem.

Zielonka automata [19, 14] are by now a well-established model of distributed computation. Such a device is an asynchronous product of finite-state processes synchronizing on shared actions. Asynchronicity means that processes can progress at different speed. The synchronization on shared actions allows the synchronizing processes to exchange information, in particular the controllers can transfer control information with each synchronization. This
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model can encode some common synchronization primitives available in modern multi-core processors for implementing concurrent data structures, like compare-and-swap.

We show decidability of the control problem for Zielonka automata where the communication graph is acyclic: a process can communicate (synchronize) with its parent and its children. Our specifications are conjunctions of $\omega$-regular specifications, one for each of the component processes. We allow uncontrollable communication actions – the only restriction is that all communication actions must be binary. Uncontrollable communications add expressive power to the setting, for instance it is possible to model asymmetric situations where communication can be refused by one partner, but not by the other one.

Our result extends [7] that showed decidability for a restricted form of local reachability objectives (blocking final states). We still get the same complexity as in [7]: non-elementary in general, and EXPTIME for architectures of depth 1. The extension to all $\omega$-regular objectives allows to express fairness constraints but at the same time introduces important technical obstacles. Indeed, for our construction to work it is essential that we enrich the framework by uncontrollable synchronization actions. This makes a separation into controllable and uncontrollable states impossible. In consequence, we are led to abandon the game metaphor, to invent new arguments, and to design a new proof structure.

Most research on distributed synthesis and control has been done in the setting proposed by Pnueli and Rosner [16]. This setting is also based on shared-variable communication, however the controllers there are not free to pass additional information between processes. So the latter model leads to partial information games, and decidability of synthesis holds only for variants of pipelines [10, 11, 4]. While specifications leading to undecidability are very artificial, no elegant solution to eliminate them exists at present. The synthesis setting is investigated in [11] for local specifications, meaning that each process has its own, linear-time specification. More relaxed variants of synthesis have been proposed, where the specification does not fully describe the communication of the synthesized system. One approach consists in adding communication in order to combine local knowledge, as proposed for example in [8]. Another approach is to use specifications only for describing external communication, as done in [6] on strongly connected architectures where processes communicate via signals.

Apart from [7], three related decidability results for synthesis with causal memory are known. The first one [5] restricts the alphabet of actions: control with reachability condition is decidable for co-graph alphabets. This restriction excludes client-server architectures, which are captured by our setting. The second result [12] shows decidability by restricting the plant: roughly speaking, the restriction says that every process can have only bounded missing knowledge about the other processes, unless they diverge (see also [15] that shows a doubly exponential upper bound). The proof of [12] goes beyond the controller synthesis problem, by coding it into monadic second-order theory of event structures and showing that this theory is decidable when the criterion on the plant holds. Unfortunately, very simple plants have a decidable control problem and at the same time an undecidable MSO-theory. Safety games on Petri nets are considered in [3], where decidability in EXPTIME is shown in the case when there is a single environment player. Note that the same complexity is achieved in our model with client-server architectures and no restriction on the environment. Game semantics and asynchronous games played on event structures are introduced in [13]. Such games are investigated in [9] from a game-theoretical viewpoint, showing a Borel determinacy result under some restrictions.

Overview. In Section 2 we state and motivate our control problem. In Section 3 we give the main lines of the proof. A complete version of the paper is available at hal-00946554.
2 Control for Zielonka automata

In this section we introduce our control problem for Zielonka automata, adapting the definition of supervisory control [17] to our model.

A Zielonka automaton [19, 14] is a simple distributed finite-state device. Such an automaton is a parallel composition of several finite automata, called processes, synchronizing on shared actions. There is no global clock, so between two synchronizations, two processes can do a different number of actions. Because of this, Zielonka automata are also called asynchronous automata.

A distributed action alphabet on a finite set \( P \) of processes is a pair \((\Sigma, \text{dom})\), where \( \Sigma \) is a finite set of actions and \( \text{dom} : \Sigma \rightarrow (2^P \setminus \emptyset) \) is a location function. The location \( \text{dom}(a) \) of action \( a \in \Sigma \) comprises all processes that need to synchronize in order to perform this action. Actions from \( \Sigma_p = \{ a \in \Sigma \mid p \in \text{dom}(a) \} \) are called \( p \)-actions. We write \( \Sigma^{\text{loc}}_p = \{ a \mid \text{dom}(a) = \{ p \} \} \) for the set of local actions of \( p \).

A (deterministic) Zielonka automaton \( \mathcal{A} = (\{ S_p \}_{p \in \mathcal{P}}, s_m, \{ \delta_a \}_{a \in \Sigma}) \) is given by:
- for every process \( p \) a finite set \( S_p \) of (local) states,
- the initial state \( s_m \in \prod_{p \in \mathcal{P}} S_p \),
- for every action \( a \in \Sigma \) a partial transition function \( \delta_a : \prod_{p \in \text{dom}(a)} S_p \rightarrow \prod_{p \in \text{dom}(a)} S_p \) on tuples of states of processes in \( \text{dom}(a) \).

Example 1. Boolean multi-threaded programs with shared variables can be modelled as Zielonka automata. As an example we describe the translation for the \texttt{compare-and-swap} (CAS) instruction. This instruction has 3 parameters: \texttt{CAS}(\texttt{variable}; \texttt{old}; \texttt{new}; \texttt{int}). Its effect is to return the value of \( x \) and at the same time set the value of \( x \) to \( \text{new} \), but only if the previous value of \( x \) was equal to \( \text{old} \). The compare-and-swap operation is a widely used primitive in implementations of concurrent data structures, and has hardware support in most contemporary multiprocessor architectures.

Suppose that we have a thread \( t \), and a shared variable \( x \) that is accessed by a CAS operation in \( t \) via \( y := \text{CAS}_x(i, k) \). So \( y \) is a local variable of \( t \). In the Zielonka automaton we will have one process modelling thread \( t \), and one process for variable \( x \). The states of \( t \) will be valuations of local variables. The states of \( x \) will be the values \( x \) can take. The CAS instruction above becomes a synchronization action. We have the following two types of transitions on this action:

\[
\begin{array}{c}
\text{old} \downarrow x \quad \text{new} \downarrow x' \quad \text{old} \downarrow y \\
\end{array}
\]

Notice that in state \( s' \), we have \( y = i \), whereas in \( s'' \), we have \( y = j \).

For convenience, we abbreviate a tuple \((s_p)_{p \in \mathcal{P}}\) of local states by \( s_{\mathcal{P}} \), where \( \mathcal{P} \subseteq \mathcal{P} \). We also talk about \( S_p \) as the set of local states.

A Zielonka automaton can be seen as a sequential automaton with the state set \( S = \prod_{p \in \mathcal{P}} S_p \) and transitions \( s \xrightarrow{a} s' \) if \((s_{\text{dom}(a)}, s'_{\text{dom}(a)}) \in \delta_a \) and \( s_{\mathcal{P}\setminus\text{dom}(a)} = s'_{\mathcal{P}\setminus\text{dom}(a)} \) . So the states of this automaton are the tuples of states of the processes of the Zielonka automaton.

For a process \( p \) we will talk about the \( p \)-component of the state. A run of \( \mathcal{A} \) is a finite or infinite sequence of transitions starting in \( s_m \). Since the automaton is deterministic, a run is determined by the sequence of labels of the transitions. We will write \( \text{run}(u) \) for the run determined by the sequence \( u \in \Sigma^\infty \). Observe that \( \text{run}(u) \) may be undefined since the transition function of \( \mathcal{A} \) is partial. We will also talk about the projection of the run on component \( p \), denoted \( \text{run}_p(u) \), that is the projection on component \( p \) of the subsequence of
the run containing the transitions involving \( p \). We will assume that every local state of \( A \) occurs in some run. By \( \text{dom}(u) \) we denote the union of \( \text{dom}(a) \), for all \( a \in \Sigma \) occurring in \( u \).

We will be interested in maximal runs of Zielonka automata. For parallel devices the notion of a maximal run is not that evident, as one may want to impose some fairness conditions. We settle here for a minimal sensible fairness requirement. It says that a run is maximal if processes who have only finitely many actions in the run cannot perform any additional action.

\[ \text{Definition 2 (Maximal run).} \] For a word \( w \in \Sigma^\infty \) such that \( \text{run}(w) \) is defined, we say that \( \text{run}(w) \) is maximal if there is no decomposition \( w = uv \), and no action \( a \in \Sigma \) such that \( \text{dom}(v) \cap \text{dom}(a) = \emptyset \) and \( \text{run}(uav) \) is defined.

Automata can be equipped with a correctness condition. We prefer to talk about correctness condition rather than acceptance condition since we will be interested in the set of runs of an automaton rather than in the set of words it accepts. We will consider local regular correctness conditions: every process has its own correctness condition \( \text{Corr}_p \). A run of \( A \) is correct if for every process \( p \), the projection of the run on the transitions of \( A_p \) is in \( \text{Corr}_p \). Condition \( \text{Corr}_p \) is specified by a set \( T_p \subseteq S_p \) of terminal states and an \( \omega \)-regular set \( \Omega_p \subseteq (S_p \times \Sigma_p \times S_p)^\omega \). A sequence \((s_p^0, a_0, s_p^1)(s_p^1, a_1, s_p^2)\ldots \) satisfies \( \text{Corr}_p \) if either: (i) it is finite and ends with a state from \( T_p \), or (ii) it is infinite and belongs to \( \Omega_p \). At this stage the set of terminal states \( T_p \) may look unnecessary, but it will simplify our constructions later.

Finally, we will need the notion of synchronized product \( A \times C \) of two Zielonka automata. For \( A = (\{S_p\}_{p \in P}, s_{in}, \{\delta^A_p\}_{a \in \Sigma}) \) and \( C = (\{C_p\}_{p \in P}, c_{in}, \{\delta^C_p\}_{a \in \Sigma}) \) let \( A \times C = (\{S_p \times C_p\}_{p \in P}, (s_{in}, c_{in}), \{\delta^A_p, \delta^C_p\}_{a \in \Sigma}) \) where there is a transition from \((s_{\text{dom}(a)}, c_{\text{dom}(a)})\) to \((s'_{\text{dom}(a)}, c'_{\text{dom}(a)})\) in \( \delta^A_p \) iff \((s'_{\text{dom}(a)}, s_{\text{dom}(a)})\in \delta^A_p \) and \((c_{\text{dom}(a)}, c'_{\text{dom}(a)})\in \delta^C_p \).

To define the control problem for Zielonka automata we fix a distributed alphabet \( \Sigma = (P, \text{dom}: \Sigma \rightarrow (2^P \setminus \emptyset)) \). We partition \( \Sigma \) into the set of system actions \( \Sigma^{sys} \) and environment actions \( \Sigma^{env} \). Below we will introduce the notion of controller, and require that it does not block environment actions. For this reason we speak about controllable/uncontrollable actions when referring to system/environment actions. We impose three simplifying assumptions: (1) All actions are at most binary (\(|\text{dom}(a)| \leq 2 \) for every \( a \in \Sigma \)); (2) every process has some controllable action; (3) all controllable actions are local. Among the three conditions only the first one is indeed a restriction of our setting. The other two are not true limitations, in particular controllable shared actions can be simulated by a local controllable choice, followed by non-controllable local or shared actions (see full version of the paper)

\[ \text{Definition 3 (Controller, Correct Controller).} \] A controller is a Zielonka automaton that cannot block environment (uncontrollable) actions. In other words, from every state every environment action is possible: for every \( b \in \Sigma^{env} \), \( \delta_b \) is a total function. We say that a controller \( C \) is correct for a plant \( A \) if all maximal runs of \( A \times C \) satisfy the correctness condition of \( A \).

Recall that an action is possible in \( A \times C \) iff it is possible in both \( A \) and \( C \). By the above definition, environment actions are always possible in \( C \). The major difference between the controlled system \( A \times C \) and and \( A \) is that the states of \( A \times C \) carry the additional information computed by \( C \), and that \( A \times C \) may have less behaviors, resulting from disallowing controllable actions by \( C \).

The correctness of \( C \) means that all the runs of \( A \) that are allowed by \( C \) are correct. In particular, \( C \) does not have a correctness condition by itself. Considering only maximal runs of \( A \times C \) imposes some minimal fairness conditions: for example it implies that if a process can do a local action almost always, then it will eventually do some action.
**Definition 4 (Control problem).** Given a distributed alphabet \( \langle P, \text{dom} : \Sigma \to (2^P \setminus \emptyset) \rangle \) together with a partition of actions \( (\Sigma^{sys}, \Sigma^{env}) \), and given a Zielonka automaton \( A \) over this alphabet, find a controller \( C \) over the same alphabet such that \( C \) is correct for \( A \).

The important point in our definition is that the controller has the same distributed alphabet as the automaton it controls, in other words the controller is not allowed to introduce additional synchronizations between processes.

**Example 5.** We give an example showing how causal memory works and helps to construct controllers. Consider an automaton \( A \) with 3 processes: \( p, q, r \). We would like to control it so that the only two possible runs of \( A \) are the following:

\[
\begin{align*}
p_0 & \xrightarrow{a} p_1 \xrightarrow{c} p_2 \xrightarrow{\alpha} p_3 \\
q_0 & \xrightarrow{a} q_1 \xrightarrow{\alpha} q_2 \\
r_0 & \xrightarrow{b} r_1
\end{align*}
\]

So \( p \) and \( q \) should synchronize on \( \alpha \) when action \( a \) happened before \( b \), otherwise \( q \) and \( r \) should synchronize on \( \beta \). Communication actions are uncontrollable, but the transitions of \( A \) are such that there are local controllable actions \( c \) and \( d \) that enable communication on \( \alpha \) and \( \beta \) respectively. So the controller should block either \( c \) or \( d \) depending on the order between \( a \) and \( b \). The transitions of \( A \) are as follows:

\[
\begin{align*}
\delta_a(p_0, q_0) &= (p_1, q_1) & \delta_a(p_0, q_1) &= (p_1, q_2) & \delta_b(q_0, r_0) &= (q_1, r_1) & \delta_b(q_1, r_0) &= (q_2, r_1) \\
\delta_a(p_1) &= p_2 & \delta_b(p_2, q_3) &= (p_3, q_3) & \delta_d(r_1) &= r_2 & \delta_b(q_2, r_2) &= (q_3, r_3)
\end{align*}
\]

These transitions allow the two behaviors depicted above but also two unwanted ones, as say, when \( a \) happens before \( b \) and then we see \( \beta \). Note that the specification of desired behaviors is a local condition on \( q \). So by encoding some information in states of \( q \) this condition can be expressed by a set of terminal states \( T_q \). We will not do this for readability.

The controller \( C \) for \( A \) will mimic the structure of \( A \): for every state of \( A \) there will be in \( C \) a state with over-line. So, for example, the states of \( q \) in \( C \) will be \( \overline{q}_0, \ldots, \overline{q}_3 \). Moreover \( C \) will have two new states \( p_1 \) and \( r_1 \). The transitions will be

\[
\begin{align*}
\delta_a(\overline{p}_0, \overline{q}_0) &= (\overline{p}_1, \overline{q}_1) & \delta_a(\overline{p}_0, \overline{q}_1) &= (\overline{p}_1, \overline{q}_2) & \delta_b(\overline{q}_0, \overline{r}_0) &= (\overline{q}_1, \overline{r}_1) & \delta_b(\overline{q}_1, \overline{r}_0) &= (\overline{q}_2, \overline{r}_1) \\
\delta_a(\overline{p}_1) &= \overline{p}_2 & \delta_b(\overline{p}_1) &= \perp & \delta_d(\overline{r}_1) &= \overline{r}_2 & \delta_b(\overline{q}_2, \overline{r}_2) &= (\overline{q}_3, \overline{r}_3)
\end{align*}
\]

Observe that \( c \) is blocked in \( p_1 \), and so is \( d \) from \( r_1 \). It is easy to verify that the runs of \( A \times C \) are as required, so \( C \) is a correct controller for \( A \). (Actually the definition of a controller forces us to make transitions of \( C \) total on uncontrollable actions. We can do it in arbitrary way as this will not add new behaviors to \( A \times C \).)

This example shows several phenomena. The states of \( C \) are the states of \( A \) coupled with some additional information. We formalize this later under a notion of covering controller. We could also see above a case where a communication is decided by one of the parties. Process \( p \), thanks to a local action, can decide if it wants to communicate via \( \alpha \), but process \( q \) has to accept \( \alpha \) always. This shows the flexibility given by uncontrollable communication actions. Finally, we could see information passing during communication. In \( C \) process \( q \) passes to \( p \) and \( r \) information about its local state (cf. transitions on \( a \) and \( b \)).
3 Decidability for acyclic architectures

In this section we present the main result of the paper. We show the decidability of the control problem for Zielonka automata with acyclic architecture. A communication architecture of a distributed alphabet is a graph where nodes are processes and edges link processes that have common actions. An acyclic architecture is one whose communication graph is acyclic. For example, the communication graph of the alphabet from the example on page 643 is a tree with root $q$ and two successors, $p$ and $r$.

▶ Theorem 6. The control problem for Zielonka automata over distributed alphabets with acyclic architecture is decidable. If a controller exists, then it can be effectively constructed.

The remaining of this section is devoted to the outline of the proof of Theorem 6. This proof works by induction on the number $|P|$ of processes in the automaton. A Zielonka automaton over a single process is just a finite automaton, and the control problem is then just the standard control problem as considered by Ramadge and Wonham but extended to all $\omega$-regular conditions [1]. If there are several processes that do not communicate, then we can solve the problem for each process separately.

Otherwise we choose a leaf process $r$ and its parent $q$ and construct a new plant $A^\triangleleft$ over $P\setminus\{r\}$. We will show that the control problem for $A$ has a solution iff the one for $A^\triangleleft$ does. Moreover, for every solution for $A^\triangleleft$ we will be able to construct a solution for $A$.

For the rest of this section let us fix the distributed alphabet $(P, \text{dom} : \Sigma \rightarrow (2^P \setminus \emptyset))$, the leaf process $r$ and its parent $q$, and a Zielonka automaton with a correctness condition $A = (\{S_p\}_{p \in P}, s_{in}, \{\delta_a\}_{a \in \Sigma}, \{\text{Corr}_p\}_{p \in P})$.

The first step in proving Theorem 6 is to simplify the problem. First, we can restrict to controllers of a special form called covering controllers. Next, we show that the component of $A$ to be eliminated, that is $A_r$, can be assumed to have a particular property ($r$-short). After these preparatory results we will be able to present the reduction of $A$ to $A^\triangleleft$ (Theorem 13).

3.1 Covering controllers and $r$-short automata

In this subsection we introduce the notions of covering controllers and $r$-short automata. We show that in the control problem we can restrict to covering controllers (Lemma 8), and that we can always transform a plant to an $r$-short one without affecting controllability (Theorem 10).

The notion of a covering controller will simplify the presentation because it will allow us to focus on the runs of the controller instead of a product of the plant and the controller. We have seen already a covering controller in Example 5.

▶ Definition 7 (Covering controller). Let $C$ be a Zielonka automaton over the same alphabet as $A$; let $C_p$ be the set of states of process $p$ in $C$. Automaton $C$ is a covering controller for $A$ if there is a function $\pi : \{C_p\}_{p \in P} \rightarrow \{S_p\}_{p \in P}$, mapping each $C_p$ to $S_p$ and satisfying
two conditions: (i) if \( c_{\text{dom}}(b) \xrightarrow{b} c'_{\text{dom}}(b) \) then \( \pi(c_{\text{dom}}(b)) \xrightarrow{b} \pi(c'_{\text{dom}}(b)) \); (ii) for every uncontrollable action \( a \): if \( a \) is enabled from \( \pi(c_{\text{dom}}(a)) \) then it is also enabled from \( c_{\text{dom}}(a) \).

\[ \text{Remark.} \] Strictly speaking, a covering controller \( C \) may not be a controller since we do not require that every uncontrollable action is enabled in every state, but only those actions that are enabled in \( A \). From \( C \) one can get a controller \( \hat{C} \) by adding self-loops for all missing uncontrollable transitions.

Notice that thanks to the projection \( \pi \), a covering controller can inherit the correctness condition of \( A \). Therefore it is enough to look at the runs of \( C \) instead of \( A \times C \):

\[ \text{Lemma 8.} \] There is a correct controller for \( A \) if and only if there is a covering controller \( C \) for \( A \) such that all the maximal runs of \( C \) satisfy the inherited correctness condition.

We will refer to a covering controller with the property that all its maximal runs satisfy the inherited correctness condition, as correct covering controller.

Now we will focus on making the automaton \( r \)-short.

\[ \text{Definition 9 (r-short).} \] An automaton \( A \) is \( r \)-short if there is a bound on the number of actions that \( r \) can perform without doing a communication with \( q \).

\[ \text{Theorem 10.} \] For every automaton \( A \), we can construct an \( r \)-short automaton \( A^\circ \) such that there is a correct controller for \( A \) iff there is one for \( A^\circ \).

In the rest of this subsection we sketch the proof of this theorem (details are provided in the appendix). This theorem bears some resemblance with the fact that every parity game can be transformed into a finite game: when a loop is closed the winner is decided looking at the ranks on the loop. In order to use a similar construction we must ensure that there is always a controller that is in some sense memoryless on the component \( r \) (Lemma 12).

Observe that we can make two simplifying assumptions. First, we assume that the correctness condition on \( r \) is a parity condition. That is, it is given by a rank function \( \Omega_r : S_r \rightarrow \mathbb{N} \) and the set of terminal states \( T_r \). We can assume this since every regular language of infinite sequences can be recognized by a deterministic parity automaton. The second simplification is to assume that the automaton \( A \) is \( r \)-aware with respect to the parity condition on \( r \). This means that from the state of \( r \) one can read the biggest rank that process \( r \) has seen the last communication of \( r \) with \( q \). It is easy to transform an automaton to an \( r \)-aware one.

Given \( A \) we define an \( r \)-short automaton \( A^\circ \). All its components will be the same but for the component \( r \). The states \( S^\circ_r \) of \( r \) will be sequences \( w \in S^\ast_r \) of states of \( A_r \) without repetitions, plus two new states \( \top, \bot \). For a local transition \( s'_r \xrightarrow{b} s''_r \) in \( A_r \) we have in \( A^\circ_r \) transitions:

\[
\begin{align*}
ws'_r b & \rightarrow ws'_r s''_r & \text{if } ws'_r s''_r \text{ a sequence without repetitions} \\
ws'_r & \rightarrow \top & \text{if } s''_r \text{ appears in } w \text{ and the resulting loop is even} \\
ws'_r & \rightarrow \bot & \text{if } s''_r \text{ appears in } w \text{ and the resulting loop is odd}
\end{align*}
\]

To the right we have displayed communication transitions between \( q \) and \( r \). Notice that \( w \) disappears in communication transitions. The parity condition for \( A^\circ \) is also rather straightforward: it is the same for the components other than \( r \), and for \( A_r \) we have \( \Omega^\circ_r(ws_r) = \Omega(s_r) \), and \( T^\circ_r = \{ \top \} \cup \{ ws_r \mid s_r \in T_r \} \).

It is clear that the length of every sequence of local actions of process \( r \) in \( A^\circ \) is bounded by the number of states of \( A_r \).
For the correctness of the reduction we first show how to construct a correct controller $C$ for $A$ from a correct controller controller $C^\circ$ for $A^\circ$. The idea is that $C$ simulates $C^\circ$ but when the execution of the latter gets to $\top$, then the execution detects a loop, so $C$ can restart $C^\circ$ from the prefix of the sequence obtained by removing the loop (cf. the definition of $C^\circ$).

For the other direction, given a correct covering controller $C$ for $A$ we show that $C$ is also a correct controller for $A^\circ$ provided that $C$ is $r$-memoryless as defined below. Then we can conclude by Lemma 12 below, allowing us to assume that $C$ is memoryless.

Recall that if $C$ is a covering controller for $A$ (cf. Definition 7) then there is a function $\pi : \{C_p\}_{p \in P} \rightarrow \{S_p\}_{p \in P}$, mapping each $C_p$ to $S_p$ and respecting the transition relation: if $c_{dom(b)} \xrightarrow{b} c'_{dom(b)}$ then $\pi(c_{dom(b)}) \xrightarrow{b} \pi(c'_{dom(b)})$.

**Definition 11** (*r-memoryless controller*). A covering controller $C$ for $A$ is $r$-memoryless when for every pair of states $c_r \neq c'_r$ of $C_r$: if there is a path on local $r$-actions from $c_r$ to $c'_r$ then $\pi(c_r) \neq \pi(c'_r)$.

Intuitively, a controller can be seen as a strategy, and $r$-memoryless means that it does not allow the controlled automaton to go twice through the same $r$-state between two consecutive communication actions of $r$ and $q$.

**Lemma 12.** Fix an $r$-aware automaton $A$ with a parity correctness condition for process $r$. If there is a correct controller for $A$ then there is also one that is covering and $r$-memoryless.

The proof of Lemma 12 uses the notion of signatures [18, 2], that is classical in 2-player parity games, for defining a $r$-memoryless controller $C^m$ from $C$. The idea is to use representative states of $C_r$, defined in each strongly connected component according to a given signature and covering function $\pi$.

### 3.2 The reduced automaton $A^\gamma$

Equipped with the notions of covering controller and $r$-short strategy we can now present the construction of the reduced automaton $A^\gamma$. We suppose that $A = \langle \{S_p\}_{p \in P}, s_{in}, \{\delta_a\}_{a \in \Sigma} \rangle$ is $r$-short and we define the reduced automaton $A^\gamma$ that results by eliminating process $r$ (cf. Figure 1). Let $P^\gamma = P \setminus \{r\}$. We construct $A^\gamma = \langle \{S^\gamma_p\}_{p \in P^\gamma}, s^\gamma_{in}, \{\delta^\gamma_a\}_{a \in \Sigma^\gamma} \rangle$ where the components are defined below.

All the processes $p \neq q$ of $A^\gamma$ will be the same as in $A$. This means: $S^\gamma_p = S_p$, and $\Sigma^\gamma_p = \Sigma_p$. Moreover, all transitions $\delta_a$ with $dom(a) \cap \{q, r\} = \emptyset$ are as in $A$. Finally, in $A^\gamma$ the correctness condition of $p \neq q$ is the same as in $A$.

Before defining process $q$ in $A^\gamma$ let us introduce the notion of $r$-local strategy. An $r$-local strategy from a state $s_r \in S_r$ is a partial function $f : (\Sigma^\gamma_r)^* \rightarrow \Sigma^\gamma_r$ mapping sequences from $\Sigma^\gamma_r$ to actions from $\Sigma^\gamma_r$, such that if $f(v) = a$ then $s_r \xrightarrow{a} s'_r$ in $A_r$. Observe that since the automaton $A$ is $r$-short, the domain of $f$ is finite.

Given an $r$-local strategy $f$ from $s_r$, a local action $a \in \Sigma^\gamma_r$ is allowed by $f$ if $f(\epsilon) = a$, or $a$ is uncontrollable. For $a$ allowed by $f$ we denote by $f_{/a}$ the $r$-local strategy defined by $f_{/a}(v) = f(\epsilon)$; this is a strategy from $s'_r$, where $s_r \xrightarrow{a} s'_r$.

The states of process $q$ in $A^\gamma$ are of one of the following types:

$\langle s_q, s_r, f \rangle$, $\langle s_q, a, s_r, f \rangle$,

where $s_q \in S_q$, $s_r \in S_r$, $f$ is a $r$-local strategy from $s_r$, and $a \in \Sigma^\gamma_r$. The new initial state for $q$ is $\langle (s_{in}^q, s_r) \rangle$. Recall that that since $A$ is $r$-short, any $r$-local strategy in $A_r$ is necessarily finite, so $S^\gamma_q$ is a finite set. Recall also that controllable actions are local.
The transitions of $\mathcal{A}^q$ are presented in Figure 2. Transition $\circled{1}$ chooses an $r$-local strategy $f$. Transition $\circled{2}$ declares a controllable action $a \in \Sigma_{\text{sys}}$ enabled from $s_q$. Transition $\circled{3}$ executes the chosen action $a$; we require $s_q \xrightarrow{a} s'_q$ in $\mathcal{A}^q$. Transition $\circled{4}$ executes an uncontrollable local action $b_4 \in \Sigma_{\text{env}}$; provided $s_q \xrightarrow{b_4} s''_q$ in $\mathcal{A}^q$. Transition $\circled{5}$ executes a local action $b_5 \in \Sigma_{\text{loc}}$, provided that $b_5$ is allowed by $f$ and $s_r \xrightarrow{b_5} s'_r$. Transition $\circled{6}$ simulates a synchronization on $b_6$ between $q$ and $r$; provided $(s_q, s_r) \xrightarrow{b_6} (s'_q, s'_r)$ in $\mathcal{A}$. Finally, transition $\circled{7}$ simulates a synchronization between $q$ and $p \neq r$. An example of a simulation of $\mathcal{A}_q$ and $\mathcal{A}_r$ by $\mathcal{A}^q$ is presented in Figure 3. The numbers below transitions refer to the corresponding cases from the definition.

To summarize, in $\Sigma^q_\circ$ we have all actions of $\Sigma_r$ and $\Sigma_q$, but they become uncontrollable.

All the new actions of process $q$ in plant $\mathcal{A}^q$ are controllable:

- action $ch(f) \in \Sigma_{\text{sys}}$, for every local $r$-strategy $f$,
- action $ch(a)$, for every $a \in \Sigma_{\text{sys}}$.

The correctness condition for process $q$ in $\mathcal{A}^q$ is:

1. The correct infinite runs of $q$ in $\mathcal{A}^q$ are those that have the projection on transitions of $\mathcal{A}_q$ correct with respect to $\text{Corr}_{\text{q}}$, and either: (i) the projection on transitions of $\mathcal{A}_r$ is infinite and correct with respect to $\text{Corr}_{\text{r}}$; or (ii) the projection on transitions of $\mathcal{A}_r$ is finite and for $f, s_r$ appearing in almost all states of $q$ of the run we have that from $s_r$ all sequences respecting strategy $f$ end in a state from $T_r$.

2. $T_q^r$ contains states $(s_q, s_r, f)$ such that $s_q \in T_q$, and $s_r \in T_r$.
would need to cope with the situation where we have an infinite execution of \( A_q \), and at the same time an infinite execution of \( A_r \) that do not communicate with each other. In this case \( A_q^V \) would need to fairly simulate both executions in some way.

The reduction is rather delicate since in concurrent systems there are many different interactions that can happen. For example, we need to schedule actions of process \( q \), using \( ch(a) \) actions, before the actions of process \( r \). The reason is the following. First, we need to make all \( r \)-actions uncontrollable, so that the environment could choose any play respecting the chosen \( r \)-local strategy. Now, if we allowed controllable \( q \)-actions to be eligible at the same time as \( r \)-actions, then the control strategy for automaton \( A^V \) would be to propose nothing and force the environment to play the \( r \)-actions. This would allow the controller of \( A^V \) to force the advancement of the simulation of \( r \) and get information that is impossible to obtain by the controller of \( A \).

Together with Theorem 10, the theorem below implies our main Theorem 6.

\[ \text{Theorem 13.} \quad \text{For every} \ r\text{-short Zielonka automaton} \ A \ \text{and every local,} \ \omega\text{-regular correctness condition: there is a correct covering controller for} \ A \ \text{iff there is a correct covering controller for} \ A^V. \ \text{The size of} \ A_q^V \ \text{is polynomial in the size of} \ A_q \ \text{and exponential in the size of} \ A_r. \]

3.3 Proof of Theorem 13

Given the space limit we can only give a sketch of one direction of the proof of Theorem 13. We consider the right-to-left direction. Given a correct controller \( D^V \) for \( A^V \), we show how to construct a correct controller \( D \) for \( A \). By Lemma 8 we can assume that \( D^V \) is covering.

The components \( D_p \) for \( p \neq q, r \) are the same as in \( D^V \). So it remains to define \( D_q \) and \( D_r \). The states of \( D_q \) and \( D_r \) are obtained from states of \( D_q^V \). We need only certain states of \( D_q^V \), namely those \( d_q \) whose projection \( \pi^V(d_q) \) in \( A_q^V \) has four components, we call them true states of \( D_q^V \):

\[ ts(D_q^V) = \{ d_q \in D_q^V \mid \pi^V(d_q) \text{ is of the form} \ (s_q, a, s_r, f) \}. \]

Figure 4 presents an execution of \( A^V \) controlled by \( D^V \). We can see that \( d_2 \) is a true state, and \( d_3 \) is not.

The set of states of \( D_q \) is just \( ts(D_q^V) \), while the states of \( D_r \) are pairs \( (d_q, x) \) where \( d_q \) is a state from \( ts(D_q^V) \) and \( x \in (\Sigma_{r}^{loc})^* \) is a sequence of local \( r \)-actions that is possible from \( d_q \) in \( D^V \), in symbols \( d_q \xrightarrow{x} D_r \). We will argue later that such sequences are uniformly bounded. The initial state of \( D_q \) is the state \( d_q^0 \) reached from the initial state of \( D_q^V \) by the (unique) transitions of the form \( ch(f_0), ch(a_0) \). The initial state of \( D_r \) is \( (d_q^0, x) \). The local transitions for \( D_r \) are \( (d_q, x) \xrightarrow{b} (d_q, xb) \), for every \( b \in \Sigma_{r}^{loc} \) and \( d_q \xrightarrow{xb} \).

Before defining the transitions of \( D_q \) let us observe that if \( d_q \in D_q^V \) is not in \( ts(D_q^V) \) then only one controllable transition is possible from it. Indeed, as \( D^V \) is a covering controller, if \( \pi^V(d_q) \) is of the form \((s_q, s_r)\) then there can be only an outgoing transition on a letter of the form \( ch(f) \). Similarly, if \( \pi^V(d_q) \) is of the form \((s_q, s_r, f)\) then only a \( ch(a) \) transition is possible. Since both \( ch(f) \) and \( ch(a) \) are controllable, we can assume that in \( D_q^V \) there is no state with two outgoing transitions on a letter of this form. For a state \( d_q \in D_q^V \) not in \( ts(D_q^V) \) we will denote by \( ts(d_q) \) the unique state of \( ts(D_q^V) \) reachable from \( d_q \) by one or two transitions of the kind \( \xrightarrow{ch(f)} \) or \( \xrightarrow{ch(a)} \), depending on the cases discussed above. For example, going back to Figure 4, we have \( ts(d_3) = d_4 \).

We now describe the \( q \)-actions possible in \( D \).
Lemma 14.

As $D$ is covering, to prove that $D$ is correct we need to show that all its maximal runs satisfy the correctness condition. For this we will construct for every run of $D$ a corresponding run of $D^c$. The following definition and lemma tells us that it is enough to look at the runs of $D$ of a special form.

Definition 15 (slow). We define slow$(D)$ as the set of all sequences labeling runs of $D$ of the form $y_0x_0a_1 \cdots a_ky_kx_{k+1} \cdots$ or $y_0x_0a_1 \cdots y_{k-1}x_{k-1}a_kx_ky_w$, where $a_i \in \Sigma_q \cap \Sigma_r$, $x_k \in (\Sigma^{loc}_q)^*$, $y_k \in (\Sigma \setminus \Sigma_r)^*$, and $y_w \in (\Sigma \setminus \Sigma_r)^w$.

Lemma 16. A covering controller $D$ is correct for $A$ iff for all $w \in$ slow$(D)$, run$(w)$ satisfies the correctness condition inherited from $A$.

For every sequence $w \in$ slow$(D)$ as in Definition 15 we define the sequence $\chi(w) \in (\Sigma^c)^\omega$, and show that it is a run of $D^c$. The definition is by induction on the length of $w$. Let $\chi(c) = ch(f_0)ch(a_0)$, where $f_0$ and $a_0$ are determined by the initial $q$-state of $D^c$.

For $w \in \Sigma^*$, $b \in \Sigma$ let

$$\chi(wb) = \begin{cases} 
\chi(w)b & \text{if } b \notin \Sigma_q \\
\chi(w)bch(a) & \text{if } b \in \Sigma_q \setminus \Sigma_r \\
\chi(w)bch(f)ch(a) & \text{if } b \in \Sigma_q \cap \Sigma_r.
\end{cases}$$

where $a$ and $f$ are determined by the state reached by $D^c$ on $\chi(w)b$. The next lemma implies the correctness of the construction, and at the same time confirms that the above definition makes sense, that is, the needed runs of $D^c$ are defined.
Lemma 17. For every sequence \( w \in \text{slow}_r(D) \) we have that \( D^\triangledown \) has a run on \( \chi(w) \). This run is maximal in \( D^\triangledown \) if \( \text{run}(w) \) is maximal in \( D \). In consequence, if \( D^\triangledown \) is a correct covering controller for \( A^\triangledown \), then \( D \) is a correct covering controller for \( A \).

4 Conclusion

We have considered a model obtained by instantiating Zielonka automata into the supervisory control framework of Ramadge and Wonham [17]. The result is a distributed synthesis framework that is both expressive and decidable in interesting cases. To substantiate we have sketched how to encode threaded boolean programs with compare-and-swap instructions into our model. Our main decidability result shows that the synthesis problem is decidable for hierarchical architectures and for all local omega-regular specifications. Recall that in the Pnueli and Rosner setting essentially only pipeline architectures are decidable, with an additional restriction that only the first and the last process in the pipeline can handle environment inputs. In our case all processes can interact with the environment.

The synthesis procedure presented here is in \( k-\text{EXPTIME} \) for architectures of depth \( k \), in particular it is \( \text{EXPTIME} \) for the case of a one server communicating with clients who do not communicate between each other. From [7] we know that these bounds are tight.

This paper essentially closes the case of tree architectures introduced in [7]. The long standing open question is the decidability of the synthesis problem for all architectures [5].
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Abstract
We consider the verification problem for Dynamic Register Automata (DRA). DRA extend classical register automata by process creation. In this setting, each process is equipped with a finite set of registers in which the process IDs of other processes can be stored. A process can communicate with processes whose IDs are stored in its registers and can send them the content of its registers. The state reachability problem asks whether a DRA reaches a configuration where at least one process is in an error state. We first show that this problem is in general undecidable. This result holds even when we restrict the analysis to configurations where the maximal length of the simple paths in their underlying (un)directed communication graphs are bounded by some constant. Then we introduce the model of degenerative DRA which allows non-deterministic reset of the registers. We prove that for every given DRA, its corresponding degenerative one has the same set of reachable states. While the state reachability of a degenerative DRA remains undecidable, we show that the problem becomes decidable with nonprimitive recursive complexity when we restrict the analysis to strongly bounded configurations, i.e. configurations whose underlying undirected graphs have bounded simple paths. Finally, we consider the class of strongly safe DRA, where all the reachable configurations are assumed to be strongly bounded. We show that for strongly safe DRA, the state reachability problem becomes decidable.
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1 Introduction

Register automata are a well-known computational model for languages over infinite alphabets (e.g. [20, 23, 24]). A register automaton is a finite state automaton equipped with a finite set of registers which can store data for later comparison. The expressive power and algorithmic properties of this model are well-studied (see e.g., [6, 23, 24, 28]). In addition, several works consider the relationship between different classes of register automata and logics for data words and trees (see e.g., [14, 15, 21, 19]).

Recently, register automata have been extended with dynamic creation of processes [8, 7]. In this setting, the behaviour of each process is described by a register automaton. Each process has a unique identifier (ID). The registers of each process are used to store the IDs of other process. The IDs stored in the registers of a process \( p \) correspond to the processes
known by \( p \). Each process can perform two types of actions: (i) creating a new process and (ii) exchanging messages and IDs with other processes. The class of extended register automata can be used as: (1) a model of programs with process creation where the network topology and the number of involved processes are not known in advance but change dynamically [8], and (2) an implementation model for Dynamic Message Sequence Charts [8, 7].

In this paper, we consider the verification problem for Dynamic Register Automata (DRA), where the communication between processes is synchronous (i.e., rendezvous based)\(^1\). The synchronous communication involves two processes: \textit{sender} and \textit{receiver}. Besides creating new processes, each process can send a message from a finite alphabet or an ID from one of its registers (or its own ID). The receiver process can synchronize over the sent message or store the incoming ID in its own registers. Thus, the system may create an unbounded number of processes, and the communication topology can change dynamically.

As argued in [10, 11], the \textit{state reachability problem} or the \textit{coverability problem} are adequate for capturing several interesting properties that arise in communicating systems (e.g., Ad-Hoc networks). The problem consists in checking whether the system can start from a given initial configuration and evolve to reach a configuration in which at least one of the processes is in a given error state. To the best of our knowledge, this is the first work addressing the control state reachability problem for a class of dynamic register automata.

In this paper, we first show that the state reachability problem is undecidable even in the case where each process is equipped with only one register. Then, an important task is to identify subclasses of DRA for which algorithmic verification is possible. Inspired by some recent works on the verification of Ad-Hoc networks [10, 1], we consider a restricted version of the verification problem where we restrict the analysis to only \textit{bounded} configurations, in which the maximum length of directed simple paths in the induced communication graph is bounded by a given natural number \( k \). The communication graph represents the connectivity of the network induced by a DRA. In this graph each process is represented by a node and there is an edge from a node \( u \) to a node \( v \) if the process corresponding to \( u \) knows the process corresponding to \( v \). It turns out that the verification problem remains undecidable for bounded DRA with at least two registers. Moreover, this undecidability holds even if we restrict the analysis to \textit{strongly bounded} configurations, in which we require that the maximum length of simple paths in the \textit{undirected} communication graph (i.e., regardless of the direction of the edges) is bounded (unlike the case of Ad-hoc networks [10, 11, 13, 1]).

Then, we introduce the model of \textit{degenerative} DRA, a DRA in which any register can be reset in non-deterministic way. Degenerative DRA can be used to model unexpected loss of communication links in mobile Ad-hoc networks. Given a DRA, we associate a degenerative counterpart by allowing reset transitions at every state and for every register of the DRA. We show that the degenerative counterpart of a DRA represents an over-approximation of the original DRA in terms of reachable states. We prove that the approximation is exact by showing that the degenerative DRA does not expose more states than its non-degenerative counterpart. This implies that the reachability problem for degenerative DRA is also undecidable. Therefore, we consider the subclass of strongly bounded degenerative DRA. We show that degenerative DRA is a (strict) over-approximation of its non-degenerative counterpart (in terms of reachable states) when both are restricted to strongly bounded communication graphs. We also show that the state reachability problem for the class of strongly bounded degenerative DRA is decidable. The decidability proof is carried out by defining a symbolic backward reachability analysis based on a non-trivial instantiation of the

\(^1\) Observe that in [7, 8], processes of DRA communicate asynchronously via (bounded) FIFO channels.
framework of well structured transition systems [2, 16]. Furthermore, we show that state reachability for the class of strongly bounded degenerative Dra is nonprimitive recursive by a reduction from reachability for lossy counter machines [25]. Hence, the class of strongly bounded degenerative Dra represents a good candidate for a decidable subclass of Dra.

We point out that bounded Dra with only one register is in fact strongly bounded. Thus, the state reachability problem for bounded degenerative 1-register-Dra is also decidable.

Finally, we introduce (strongly) safe Dra where we assume that all the reachable configurations are (strongly) bounded. We show that the state reachability problem for strongly safe Dra becomes decidable while the undecidability still holds for safe Dra.

Related work. Communicating finite state machines [9] are a well-known computational model for distributed systems where processes communicate through unbounded channels. They serve, for instance, as an implementation model for Message Sequence Charts with finitely many processes [5, 4, 18]. Several works address the verification problem, in particular the state reachability problem, of different classes of this model [3, 22, 17]. However, in contrary to our model, in most of these settings a fixed number of processes is considered which restricts their applicability for dynamic systems.

Communicating finite state machines are also used as a formal model for wireless Ad-Hoc networks [26, 27, 10, 11, 13, 1]. Every process in an Ad-Hoc network can perform local, (selective) broadcast and receive actions. While processes in a Dra perform 1-to-1 communications, broadcast actions in Ad-Hoc networks involve multiple processes. By performing a broadcast action a process sends a message to all its neighbour processes (whose number is not bounded a priori). An important question in the realm of Ad-Hoc networks is the state reachability problem, parametrized by the number of involved processes and by the network topology: is there a number of processes and a network topology such that after a finite number of transitions one process reaches a special state? Even though [26] and [10] consider models where the topology of the network can change, the processes cannot perform process creation, thus, the number of interacting processes is (arbitrary but) fixed.

Broadcast networks of register automata are introduced in [12]. The model is similar to Dra in the sense that the automata are equipped with a finite set of registers which can store some data. Besides this fact, the model of [12] does not support process creation and exchanging process ID does not affect the network topology.

2 Preliminaries

Let $\mathbb{N}$ denote the set of natural numbers. Let $A$ and $B$ be two sets. We use $|A|$ to denote the cardinality of $A$ ($|A| = \omega$ if $A$ is infinite). For a partial function $g : A \to B$ and $a \in A$, we write $g(a) = \bot$ if $g$ is undefined on $a$. We use $\bot_A$ to denote the partial function which is undefined on all elements of $A$, i.e. $\bot_A(a) = \bot$ for every $a \in A$. Given a (partial) function $f : A \to B$, $a \in A$ and $b \in B$, we denote by $f[a \leftarrow b]$ the function $f'$ defined by $f'(a) = b$ and $f'(a') = f(a')$ for all $a' \in A$ with $a' \neq a$.

A transition system $\mathcal{T}$ is a triple $(C, C_{init}, \longrightarrow)$, where $C$ is a set of configurations, $C_{init} \subseteq C$ is an initial set of configurations, and $\longrightarrow \subseteq C \times C$ is a transition relation. We write $c_1 \longrightarrow c_2$ when $(c_1, c_2) \in \longrightarrow$ and $\longrightarrow^* \text{ to denote the reflexive transitive closure of } \longrightarrow$. For every $i \in \mathbb{N}$, we use $\longrightarrow^i$ to denote the $i$-times composition of $\longrightarrow$. A configuration $c \in C$ is said reachable in $\mathcal{T}$ if there is $c_{init} \in C_{init}$ such that $c_{init} \longrightarrow^* c$.

A directed labeled graph (or simply graph) $G$ is a tuple $(V, \Sigma_v, \Sigma_e, \lambda, E)$ where $V$ is a finite set of vertices, $\Sigma_v$ is a set of vertex labels, $\Sigma_e$ is a set of edge labels, $\lambda : V \to \Sigma_v$ is the vertex
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labeling function, and \( E \subseteq V \times \Sigma_e \times V \) is the set of edges. A path in \( G \) is a finite sequence of vertices \( \pi = v_1v_2 \ldots v_k, k \geq 1 \), where, for every \( i : 1 \leq i < k \), there is an \( a \in \Sigma_e \) such that \( \langle v_i, a, v_{i+1} \rangle \in E \). We say that \( \pi \) is simple if all vertices in \( \pi \) are different, i.e., \( v_i \neq v_j \) for all \( i, j : 1 \leq i < j \leq k \), and we define length \(( \pi ) := k - 1 \). We define the diameter of \( G \), denoted by \( \Theta(G) \), to be the largest \( k \) such that there is a simple path \( \pi \) in \( G \) with length \(( \pi ) = k \).

3 Dynamic Register Automata

A Dynamic Register Automaton \( \text{Dra} \) consists of a set of processes that exchange messages and create new processes. Each process is modeled as a finite state automaton equipped with a finite set of registers. A register may contain the identifier (ID) of another process. A process can perform a local action that changes its current state. It can also create (or spawn) a new process, allowing the number of processes to increase over time. Communication is allowed between two processes given that the sender has the ID of the receiver in one of its registers. A process can send a message from a finite alphabet, its own ID as well as the content of one of its registers. Below, we describe the syntax of \( \text{Dra} \) and introduce the subclass of degenerative \( \text{Dra} \) where any register can be reset in a non-deterministic way. Then, we define the operational semantics of a \( \text{Dra} \), and its state reachability problem.

**Definition.** A \( \text{Dra} \) \( D \) is a tuple \( \langle Q, q_0, M, X, \delta \rangle \) where \( Q \) is a finite set of control states, \( q_0 \in Q \) is the initial state, \( M \) is a finite set of messages, \( X = \{x_1, \ldots, x_n\} \) is a finite set of registers, and \( \delta \) is a set of transitions, each of the form \( \langle q_1, \text{action}, q_2 \rangle \) where \( q_1, q_2 \in Q \) are control states and action is of one of the following forms: (i) \( \tau \) (local action), (ii) \( x \mapsto \text{create}(q,y) \) where \( x, y \in X \) and \( q \in Q \), creates a new process with a fresh ID in state \( q \), stores the ID of the new process in register \( x \) of the creating process, and stores the ID of the creating process in register \( y \) of the new process, (iii) \( x! \langle m \rangle \) where \( x \in X, m \in M \), sends message \( m \) to the process whose ID is stored in register \( x \), (iv) \( x! \langle y \rangle \) where \( x \in X, y \in X \cup \{\text{self}\} \), sends either the ID contained in register \( y \) or the ID of the process itself (self) to the process whose ID is stored in \( x \), (v) \( x?' \langle m \rangle \) where \( x \in X, m \in M \) (selective message reception), receives message \( m \) from the process whose ID is stored in register \( x \), (vi) \( x? \langle m \rangle \) where \( m \in M \) (nonselective message reception), receives message \( m \) from some other process, (vii) \( x? \langle y \rangle \) where \( x \in X, y \in X \) (selective ID reception), receives an ID to be stored in register \( y \) from a process whose ID is stored in \( x \), (viii) \( x? \langle q \rangle \) where \( y \in X \) (nonselective ID reception), receives an ID to be stored in register \( y \) from some other process, and (ix) \( \text{reset} \langle x \rangle \) where \( x \in X \), resets register \( x \) so that it becomes undefined.

The \( \text{Dra} \) \( D \) is degenerative if for every state \( q \in Q \) and register \( x \in X \), \( \langle q, \text{reset}(x), q \rangle \in \delta \). Given a \( \text{Dra} \) \( D = \langle Q, q_0, M, X, \delta \rangle \), we define its degenerative counterpart \( \text{Dra Deg}(D) \) by the tuple \( \langle Q, q_0, M, X, \delta' \rangle \) with \( \delta' = \delta \cup \{ \langle q, \text{reset}(x), q \rangle \mid q \in Q, x \in X \} \).

**Configuration.** We use \( \mathcal{P} \) to denote the domain of all possible process IDs. Let \( D = \langle Q, q_0, M, X, \delta \rangle \) be a \( \text{Dra} \). We define a configuration \( c \) as the tuple \( \langle \text{procs}, \text{s}, \text{r} \rangle \), where \( \text{procs} \subseteq \mathcal{P} \) is a finite set of processes, \( \text{s} : \mathcal{P} \rightarrow Q \) maps each process \( p \in \text{procs} \) to its current state and \( \text{r} : \mathcal{P} \rightarrow \{ X \rightarrow \text{procs} \} \) is a partial function that maps every process \( p \in \text{procs} \) to its registers contents. For two processes \( p_1, p_2 \in \text{procs} \) and \( x \in X \), \( \text{r}(p_1)(x) = p_2 \) means that register \( x \) of \( p_1 \) contains the ID of \( p_2 \). If \( \text{r}(p_1)(x) \) is not defined then register \( x \) of \( p_1 \) is empty. We use \( q \in c \) to denote that there exists a process \( p \in \text{procs} \) such that \( \text{s}(p) = q \). The set of all possible configurations of \( D \) is denoted by \( C(D) \). A configuration \( c = \langle \text{procs}, \text{s}, \text{r} \rangle \in C(D) \) is said to be initial if it contains exactly one process (i.e., \( \text{procs} = \{ p \} \) for some \( p \in \mathcal{P} \)),
which is in the initial state \( s(p) = q_0 \) and whose registers are empty \( r(p) = \bot \). The set of initial configurations is denoted by \( C_{\text{init}}(D) \).

**Encoding of Configurations.** The encoding of a configuration \( c \) is a graph \( \text{enc}(c) \) that models its register mappings. Every process in the encoding is represented by a vertex labeled with the state of the process. Furthermore, there is an edge from vertex \( u \) to vertex \( v \) labeled with \( x \in X \) if the process corresponding to \( u \) has the ID of the process corresponding to \( v \) in its register \( x \). Formally, the encoding of a configuration \( c = \langle \text{procs}, s, r \rangle \) is defined as the graph \( \text{enc}(c) := \langle \text{procs}, Q, X, s, E \rangle = \{ (p, x, p') | r(p)(x) = p' \} \).

**Transition Relation.** We define a transition relation \( \rightarrow_D \) on the set \( C(D) \) of configurations of the DRA \( D \). Given two configurations \( c = \langle \text{procs}, s, r \rangle, c' = \langle \text{procs}', s', r' \rangle \in C(D) \), we have \( c \rightarrow_D c' \) if one of the following conditions holds:

- **Local** There is a transition \( \langle q_1, r, q_2 \rangle \in \delta \) and a process \( p \in \text{procs} \) such that (i) \( \text{procs}' = \text{procs} \) and \( r' = r \), i.e., the processes and registers are left unchanged, (ii) \( s(p) = q_1 \), and (iii) \( s' = s[p \leftarrow q_2] \). A local transition changes the state of (at most) one process.

- **Create** There is a transition \( \langle q_1, x \leftarrow \text{create} (q, y), q_2 \rangle \in \delta \) and a process \( p \in \text{procs} \) such that (i) \( s(p) = q_1 \), i.e., \( p \) is in state \( q_1 \), (ii) \( \text{procs}' = \text{procs} \cup \{ p' \} \) for some process \( p' \notin \text{procs} \), i.e., a new process \( p' \) is created, (iii) \( s' = s[p \leftarrow q_2][p'[\leftarrow q] \}, i.e., register \( p' \) is spawned in state \( q_2 \), while the new state of process \( p \) is \( q_2 \), and (iv) \( r' = r[p \leftarrow r(p)[x \leftarrow p']] r'[y \leftarrow p], i.e., register \( x \) of process \( p \) is assigned the ID of the new process \( p' \) and register \( y \) of process \( p' \) is assigned the ID of process \( p \).

- **Selective message sending** There are two different processes \( p, p' \in \text{procs} \) and two transitions \( \langle q_1, x! \langle m \rangle, q_2 \rangle, \langle q_3, y? \langle m \rangle, q_4 \rangle \in \delta \) such that (i) \( s(p) = q_1 \) and \( s(p') = q_3 \), i.e., \( p \) and \( p' \) are in states \( q_1 \) and \( q_3 \), respectively, (ii) \( r(p)(x) = p' \) and \( r(p')(y) = p \), i.e., the sender \( p \) has the ID of \( p' \) in its register \( x \) and the receiver \( p' \) has the ID of \( p \) in its register \( y \), (iii) \( s' = s[p \leftarrow q_1][p' \leftarrow q_4] \), i.e., the states of both processes \( p \) and \( p' \) are updated simultaneously, and (iv) \( r' = r, i.e., the registers are unchanged.

- **Selective ID sending** There are two different processes \( p, p' \in \text{procs} \) and two transitions \( \langle q_1, x! (z_1), q_2 \rangle, \langle q_3, y? (z_2), q_4 \rangle \in \delta \) such that (i) \( s(p) = q_1 \) and \( s(p') = q_3 \), (ii) \( r(p)(x) = p' \) and \( r(p')(y) = p \), (iii) \( s' = s[p \leftarrow q_2][p'[\leftarrow q_1] \}, (iv) \) either \( z_1 = \text{self} \) or there exist process \( p'' \in \text{procs} \) such that \( r(p)(z_1) = p'' \), i.e., the ID to be sent should be the ID of some process, and (v) \( r' = r[p' \leftarrow r(p')(z_2)]z_2 \}, if \( z_1 = \text{self} \) or \( r' = r[p' \leftarrow r(p')][z_2 \leftarrow p] \}, otherwise, i.e., register \( z_2 \) of \( p' \) is updated with what it receives from \( p \).

- **Register resetting** There is a transition \( \langle q_1, \text{reset} (x), q_2 \rangle \in \delta \) and a process \( p \in \text{procs} \) such that (i) \( s(p) = q_1 \) and \( s' = s[p \leftarrow q_2] \), and (ii) \( r' = r[p \leftarrow r(p)[x \leftarrow \bot] \}, i.e., register \( x \) of process \( p' \) is reset.

The only difference between **Nonselective message sending** and **Nonselective ID sending** and their selective counterparts is that the receiver does not need to know the sender, i.e., the ID of the sending process does not have to be in the registers of the receiver.

For a DRA \( D = (Q, Q_0, M, X, \delta) \), we use \( \text{reset}_D \subseteq C(D) \times C(D) \) to denote the set of transitions induced by the set of **Register resetting** transitions in \( \delta \) of the form \( \langle q, \text{reset}(x), q \rangle \) with \( q \in Q \) and \( x \in X \).

**State Reachability.** Let \( T(D) \) denote the transition system defined by the triple \( \langle C(D), C_{\text{init}}(D), \rightarrow_D \rangle \). Let \( \text{target} \in Q \) be a state of \( D \). The state \( \text{target} \) is said to be reachable if there exists a reachable configuration that has a process in state \( \text{target} \). The state
reachability problem consists in checking whether the state target is reachable or not. We use \texttt{StateReach}(D, target) to denote the state reachability problem for \( D \) and target.

It is obvious that any degenerative \texttt{Dra} is an over-approximation of its non-degenerative counterparts in terms of reachable states. Lemma 1 states that this approximation is exact.

\begin{lemma}
Let \( D \) be a \texttt{Dra}. Then, \( D \) and \texttt{Deg}(D) reach the same set of control states.
\end{lemma}

\section{State Reachability for (Degenerative) \texttt{Dra}}

In the following, we show that the state reachability for (degenerative) \texttt{Dra} with at least one register is undecidable.

\begin{theorem}
Given a (degenerative) \texttt{Dra} \( D = (Q,q_0,M,X,\delta) \) and a state \( q_f \in Q \), \texttt{StateReach}(D, q_f) is undecidable. This undecidability holds even in the case where \( |X| = 1 \).
\end{theorem}

The proof proceeds by reduction from the \texttt{Transd} problem defined below.

\begin{definition}
A transducer \( T \) is a tuple \( \langle Q,q_{init},\Sigma,\delta,F \rangle \) where \( Q \) is a finite set of states, \( q_{init} \) is the initial state, \( \Sigma \) is a finite alphabet, \( \delta \subseteq Q \times \Sigma \times \Sigma \times Q \) is the transducer transition relation, and \( F \) is the set of accepting states. Every transition \( t \in \delta \) gets as input some symbol \( a \in \Sigma \) and outputs another symbol \( b \in \Sigma \). The transducer transition relation \( \delta \) induces on \( \Sigma^* \) a binary relation \( \text{Rel} \), where \( w \text{Rel} w' \) if \( w' \) is the output of \( T \) when accepting \( w \). Given a word \( w \in \Sigma^* \), let \( T(w) := \{ v \in \Sigma^* \mid w \text{Rel} v \} \) denote the set of any possible transduction of \( w \) by \( T \). We extend the notion of transduction to a language \( L \subseteq \Sigma^* \) by defining \( T(L) := \bigcup_{w \in L} T(w) \). In an iterative way, we define for \( i \in \mathbb{N} \) the \( i \)th transduction of \( L \) as \( T^i(L) := L \) and \( T^{i+1}(L) := T(T^i(L)) \). Given a finite state automaton \( A \) over the alphabet \( \Sigma \), we denote by \( L(A) \) the regular language accepted by \( A \). An instance of the problem \texttt{Transd} consists of two finite state automata \( A \) and \( B \), and a transducer \( T \), all over the same alphabet \( \Sigma \). In \texttt{Transd} it is checked whether there is a natural number \( i \in \mathbb{N} \) such that \( T^i(L(A)) \cap L(B) \neq \emptyset \). The problem \texttt{Transd} is known to be undecidable [1].
\end{definition}

\begin{proof}[A Sketched proof of Thm. 2]
Given an instance of \texttt{Transd}, i.e. two automata \( A \) and \( B \) and a transducer \( T \) over the same alphabet, the encoding of \texttt{Transd} into the state reachability problem of \texttt{Dra} consists of constructing a \texttt{transduction chain}, where the first element of the chain is a process \( p_A \) encoding \( A \), the last one is a process \( p_B \) encoding \( B \) and all intermediate elements are processes \( p_T \) encoding \( T \) (Figure 1). The simulation of the transduction works as follows: The first process \( p_A \) sends a word \( w \in \Sigma^* \) symbol by symbol to its successor in the chain. If \( w \) is a word accepted by \( A \), \( p_A \) sends a special acceptance symbol to its successor. Meanwhile, each intermediate process simulating \( T \) sends for every incoming symbol from \( \Sigma \) a corresponding output symbol to its successor. If it gets the acceptance symbol it checks whether the so far received word is accepted by \( T \). If it is the case, it transmits the acceptance symbol to the next process. At the reception of the acceptance symbol, the last process \( p_B \) in the chain checks whether the received word is accepted by \( B \). If it is the case, it moves to the state \( q_f \), if not, it moves to an error (deadlock) state. Note that if there are no
\end{proof}
intermediate processes simulating $T$, process $p_A$ sends the symbols directly to $p_B$. It can be shown by induction that there exists an $i \geq 0$ with $T^i(L(A)) \cap L(B) \neq \emptyset$ if and only if a transduction chain of length $i+2$ which reaches $q_f$ can be constructed. Note that processes in the chain do not need more than one register and that a correct transduction chain can also be constructed by a degenerative $\text{Dra}$.

5 Bounded (Degenerative) $\text{Dra}$

The reduction from $\text{Transd}$ to the state reachability for (degenerative) $\text{Dra}$ relies on the fact that the transduction chain can be made as long as desired, allowing for $i \in \mathbb{N}$ in $T^i(L(A))$ to be as large as needed. One way to break the transducer chain proof would be to bound the diameter of the configuration encodings. In the following we show that this condition is still not sufficient. Let us first define a transition system where only configurations with bounded diameter are allowed. Let $k$ be a natural number, $D$ a $\text{Dra}$ and $\mathcal{T}(D) = \langle C(D), C_{\text{inst}}(D), \rightarrow_D \rangle$ its corresponding transition system. We say that a configuration $c \in C(D)$ is $k$-bounded if the diameter of its encoding is bounded by $k$, i.e. $\odot(\text{enc}(c)) \leq k$. Given a set $B \subseteq C(D)$ of configurations, we use $(B \square k)$ to denote the set of $k$-bounded configurations in $B$. The restriction of $\rightarrow_D$ to the set $C(D) \square k$ of $k$-bounded configurations is denoted by $\rightarrow_D^{\square k} := \rightarrow_D \cap ((C(D) \square k) \times (C(D) \square k))$. We use $\mathcal{T}^{\square k}(D)$ to denote the resulting transition system defined by $\langle \langle C(D) \square k \rangle, C_{\text{inst}}(D) \square k, \rightarrow_D^{\square k} \rangle$. Given a state $\text{target} \in Q$, the $k$-bounded state reachability problem consists in checking whether a configuration $c$ with $\text{target} \in c$ is reachable in $\mathcal{T}^{\square k}(D)$. We use $\text{BoundedStateReach}(D, \text{target}, k)$ to denote the $k$-bounded state reachability problem. We prove the following result:

Theorem 3. Given a natural number $k \in \mathbb{N}$, a (degenerative) $\text{Dra}$ $D = \langle Q, q_0, M, X, \delta \rangle$ and a state $q_f \in Q$, $\text{BoundedStateReach}(D, q_f, k)$ is undecidable. This undecidability still holds even if $k = 2$ and $|X| = 2$.

The proof can be done by a reduction from the $\text{Transd}$ problem. Observe that there is no straightforward reduction from Thm. 3 to Thm. 2 and vice-versa.

6 Strongly Bounded (Degenerative) $\text{Dra}$

As we have seen, bounding the diameter of the configuration encoding is insufficient to get decidability of the state reachability problem. Therefore, we consider a new constraint on the graph encoding of the configurations. The new constraint consists in restricting the set of configurations such that the diameter of their graph encodings is bounded by some natural number $k$, this time regardless of the direction of the edges in the graph. In order to formally specify the new constraint, let us introduce the class of label-free undirected graphs.

Label-free Undirected Graph. A label-free undirected graph $G$ is a graph whose edges have no labels and no direction, i.e. $G$ is a tuple $(V, \Sigma_v, \lambda, E)$ where $V$ is a finite set of vertices, $\Sigma_v$ is a finite set of vertex labels, $\lambda : V \rightarrow \Sigma_v$ is a vertex labeling function and $E \subseteq \{\{u, v\} | u, v \in V\}$ is a set of unlabeled and undirected edges. Notions of simple path and diameter of a graph are extended in the natural way to label-free undirected graphs. Given a (directed) graph $G = (V, \Sigma_v, \Sigma_e, \lambda, E)$, we use $\text{closure}(G) := \langle V, \Sigma_v, \lambda, F \rangle$ to denote the undirected graph obtained from $G$ by removing directions and labels from its edges, i.e. $F := \{\{u, v\} | (u, a, v) \in E\}$. 
Strongly Bounded Configurations. Let \( k \) be a natural number, \( D = \langle Q, q_0, M, X, \delta \rangle \) a DRA and \( \mathcal{T}(D) = \langle C(D), C_{\text{init}}(D), \rightarrow_D \rangle \) the transition system induced by \( D \). Let \( c \) be a configuration in \( C(D) \). We say that \( c \) is \( k \)-strongly bounded if \( \otimes (\text{closure}(\text{enc}(c))) \leq k \). Given \( B \subseteq C(D) \), we use \( (B \otimes k) \) to denote the set of \( k \)-strongly bounded configurations in \( B \), i.e. \( (B \otimes k) := \{ c \in B \mid \otimes (\text{closure}(\text{enc}(c))) \leq k \} \). We consider the transition relation \( \rightarrow_D^{\otimes k} \) defined on \( (C(D) \otimes k) \) by \( \rightarrow_D^{\otimes k} := \rightarrow_D \cap (\otimes (C(D) \otimes k) \times (C(D) \otimes k)) \). We define the transition system \( \mathcal{T}^{\otimes k}(D) := \langle (C(D) \otimes k), (C_{\text{init}}(D) \otimes k), \rightarrow_D^{\otimes k} \rangle \). Given a state \( \text{target} \in Q \), the \( k \)-strongly bounded state reachability problem consists in checking whether a configuration \( c \) with \( \text{target} \in c \) is reachable in \( \mathcal{T}^{\otimes k}(D) \). We use \( \text{StrongBoundStateReach}(D, \text{target}, k) \) to denote the \( k \)-strongly bounded state reachability problem.

\(^{\blacktriangleright} \text{Theorem 4.} \) Given \( k \in \mathbb{N} \), a DRA \( D = \langle Q, q_0, M, X, \delta \rangle \) and a state \( \text{target} \in Q \), \( \text{StrongBoundStateReach}(D, \text{target}, k) \) is undecidable. This undecidability still holds even if \( k = 4 \) and \( |X| = 2 \).

The proof of Thm. 4 can be established by a reduction from the reachability problem for Minsky’s 2-counter machines.

\(^{\blacktriangleright} \text{Theorem 5.} \) Given \( k \in \mathbb{N} \), a degenerative DRA \( D = \langle Q, q_0, M, X, \delta \rangle \) and a state \( \text{target} \in Q \), \( \text{StrongBoundStateReach}(D, \text{target}, k) \) is decidable and nonprimitive recursive.

The decidability of the strongly bounded state reachability problem for degenerative DRA is established by a non-trivial instantiation of the framework of well-quasi-ordered systems [2, 16] (See Section 8). The nonprimitive recursive lower bound is carried out through a reduction from the reachability problem for Lossy Counter Machines [25].

Furthermore, it is clear that the set of \( k \)-strongly bounded reachable states by a DRA \( D \) is (strict) subset of the set of \( k \)-strongly bounded reachable states by its degenerative DRA counterpart \( \text{Deg}(D) \). Moreover, the set of \( k \)-strongly bounded reachable states by the degenerative DRA \( \text{Deg}(D) \) is a subset of the set of reachable states by \( D \). Thus, the strongly bounded reachability problem for \( \text{Deg}(D) \) is a good under-approximation of the state reachability problem for \( D \). This relation\(^2\) between the strongly bounded reachability problems for a DRA \( D \) and its corresponding degenerative one \( \text{Deg}(D) \) is given by the following observation:

\(^{\blacktriangleright} \text{Observation 1.} \) Let \( k \in \mathbb{N} \) be a natural number, \( D \) a DRA, and \( \text{target} \) a state of \( D \). If \( \text{target} \) is reachable in \( \mathcal{T}^{\otimes k}(D) \) then it is reachable in \( \mathcal{T}^{\otimes k}(\text{Deg}(D)) \). Furthermore, if \( \text{target} \) is reachable in \( \mathcal{T}^{\otimes k}(\text{Deg}(D)) \) then there is \( k' \geq k \) such that \( \text{target} \) is reachable in \( \mathcal{T}^{\otimes k'}(D) \).

The decidability of bounded degenerative DRA with one register (see Corollary 7) can be inferred from Theorem 5 and the following lemma:

\(^{\blacktriangleright} \text{Lemma 6.} \) Any \( k \)-bounded configuration of a DRA with one register is \( 2k \)-strongly bounded.

\(^{\blacktriangleright} \text{Corollary 7.} \) Given a natural number \( k \in \mathbb{N} \), a degenerative DRA \( D = \langle Q, q_0, M, X, \delta \rangle \) with \( |X| = 1 \) and a state \( \text{target} \in Q \), \( \text{BoundStateReach}(D, \text{target}, k) \) is decidable.

7 (Strongly) Safe DRA

A \( k \)-strongly bounded DRA forbids transitions to configurations that are not \( k \)-strongly bounded. This allows to simulate zero tests of the Minsky’s 2-counter machine in the proof

\(^2\) Observe that this relation holds also for the (bounded) reachability problem.
of Thm. 4. Therefore, we introduce $k$-(strongly) safe $\text{Dra}$, with $k \in \mathbb{N}$, which is a $\text{Dra}$ where we assume that all reachable configurations are $k$-(strongly) bounded. Formally, let $D$ be a $\text{Dra}$ and $\mathcal{T}(D)$ its induced transition system. The $\text{Dra}$ $D$ is said to be $k$-(strongly) safe iff every reachable configuration in $\mathcal{T}(D)$ is $k$-(strongly) bounded. We can state:

- **Observation 2.** If $D$ is a $k$-strongly safe $\text{Dra}$ then $\text{Deg}(D)$ is a $k$-strongly bounded $\text{Dra}$.

As an immediate consequence of Lemma 1, Observation 2 and Theorem 5, we infer:

- **Corollary 8.** Given a $k$-strongly safe $\text{Dra}$ $D = (Q, q_0, M, X, \delta)$ and a state $q_f \in Q$, $\text{StateReach}(D, q_f)$ is decidable.

However, the state reachability problem is still undecidable for $k$-safe (degenerate) $\text{Dra}$.

- **Theorem 9.** Given a $k$-safe (degenerate) $\text{Dra}$ $D = (Q, q_0, M, X, \delta)$ and a state $q_f \in Q$, $\text{StateReach}(D, q_f)$ is undecidable.

### 8 Strongly Bounded Degenerative $\text{Dra}$: Proof of Theorem 5

This section is devoted to the decidability proof of Theorem 5 by making use of the framework of *Well-Structured Transition Systems* (WSTS) [2, 16].

We briefly recall the framework of WSTS. Let $C$ be a (possibly infinite) set and $\preceq$ be a well-quasi order on $C$. Recall that a well-quasi order on $C$ is a binary relation over $C$ that is reflexive and transitive and for every infinite sequence $(a_i)_{i \geq 0}$ of elements in $C$ there exist $i, j \in \mathbb{N}$ such that $i < j$ and $a_i \preceq a_j$. A set $U \subseteq C$ is called upward closed if for every $a \in U$ and $b \in C$ with $a \preceq b$ we have $b \in U$. The upward closure of some set $U \subseteq C$ is defined as $U^\uparrow := \{ b \in C | \exists a \in U \text{ with } a \preceq b \}$. It is known that every upward closed set $U$ can be characterised by a finite minor set $M \subseteq U$ such that (i) for every $a \in U$ there is $b \in M$ such that $b \preceq a$, and (ii) if $a, b \in M$ and $a \preceq b$ then $a = b$. We use $\min$ to denote the function which for a given upward closed set $U$ returns one minor set of $U$.

Let $\mathcal{T} = (C, C_{\text{init}}, \rightarrow)$ be a transition system and $\preceq$ be a well-quasi ordering on $C$. For a subset $U \subseteq C$ of configurations we define the set of predecessors of $U$ as $\text{Pre}(U) := \{ c \in C | \exists c_1 \in U, c \rightarrow c_1 \}$. For a configuration $c$ we denote the set $\min(\text{Pre}([c]^{\uparrow})) \cup \{ c \}^{\uparrow}$ as $\minpre(c)$. $\mathcal{T}$ is called well-structured if $\rightarrow$ is monotonic wrt. $\preceq$, i.e. given three configurations $c_1, c_2, c_3 \in C$, if $c_1 \rightarrow c_2$ and $c_1 \preceq c_3$ then there exists a fourth configuration $c_4 \in C$ such that $c_3 \rightarrow c_4$ and $c_2 \preceq c_4$.

Given a configuration $c_{\text{target}} \in C$, the *coverability problem* asks whether there is a configuration $c' \geq c_{\text{target}}$ reachable in $\mathcal{T}$. For the decidability of this problem the following conditions are sufficient: (i) For every two configurations $c_1$ and $c_2$ it is decidable whether $c_1 \preceq c_2$, (ii) for every $c \in C$, we can check whether $\{ c \}^{\uparrow} \cap C_{\text{init}} \neq \emptyset$, and (iii) for every $c \in C$, the set $\minpre(c)$ is finite and computable.

The solution for the coverability problem of WSTS suggested in [2, 16] is based on a backward analysis approach. It is shown that starting from $U_0 := \{ c_{\text{target}} \}$, the sequence $(U_i)_{i \geq 0}$ with $U_{i+1} := \min(\text{Pre}(U_i)^\uparrow \cup U_i)$, for $i \geq 0$ reaches a fix point and is computable.

In the following, we instantiate the framework of WSTS to show the decidability of the state reachability problem for strongly bounded degenerative $\text{Dra}$, but first we need to introduce some notations.

Let $k$ be a natural number, $D = (Q, q_0, M, X, \delta)$ a degenerative $\text{Dra}$ and $q_{\text{target}} \in Q$ a target state. Let $C_{\text{init}} = (C_{\text{init}}(D) \circ k)$ and $C = (C(D) \circ k)$. We use $\mathcal{T}^k(D) = (C, C_{\text{init}}, \rightarrow^k_D)$ to denote the corresponding $k$-strongly bounded transition system of $D$.

We introduce the *reset prefix* transition relation $\rightarrow^k_D := \text{reset} \ast_D \circ \rightarrow^k_D$. Note that the
reflexive transitive closures of \( \rightsquigarrow \) and \( \rightarrow^D \) are identical. Thus, the state reachability of \( \text{target} \) in \( (C, C_{\text{init}}, \rightarrow^D) \) is equivalent to its corresponding problem in \( (C, C_{\text{init}}, \rightsquigarrow) \).

Next, we will prove the decidability of the latter problem.

We will show that \( (C, C_{\text{init}}, \rightsquigarrow) \) is a well-structured transition system. Let \( c_{\text{target}} = (\{p\}, s, r) \) be a configuration composed of a single process in state \( \text{target} \) \( (s(p) = \text{target}) \) whose registers are empty \( (r(p) = \bot_X) \). We will define the well-quasi ordering on \( C \) in such a way that the upward closure of \( c_{\text{target}} \) consists of all configurations \( c \in C \) with \( \text{target} \in c \). Then, it is clear that the coverability of \( c_{\text{target}} \) in \( (C, C_{\text{init}}, \rightsquigarrow) \) is equivalent to the reachability of \( \text{target} \) in the same transition system.

In section 8.1, we define the well-quasi ordering \( \preceq \) (Lemma 11) on \( C \) such that for every \( c_1, c_2 \in C \) it is decidable whether \( c_1 \preceq c_2 \). The monotonicity of \( \rightsquigarrow \) with respect to \( \preceq \) is shown in section 8.2 (Lemma 12). The second sufficient condition for the decidability of the coverability problem, namely checking whether the upward closure of a configuration \( c \) contains an initial configuration, is trivial (we check whether \( c \) is an initial configuration). The last sufficient condition is shown by the following lemma:

\[ \text{Lemma 10. Given a configuration } c \in C, \text{ we can effectively compute } \min \text{pre}(c). \]

Lemma 10, Lemma 11 and Lemma 12 show that coverability of \( c_{\text{target}} \) is decidable. Hence, the state reachability problem for strongly bounded degenerative \( \text{Dra} \) is decidable.

### 8.1 A well-quasi order on configurations

In this section, we define a well-quasi ordering \( \preceq \) over the set \( C \) of configurations. Let us first introduce the notion of subgraph embedding. We use \( \sqsubseteq_{\text{sub}} \) to denote the subgraph relation defined on graphs as follows: \( \langle V_1, \Sigma_v, \Sigma_c, \lambda_1, E_1 \rangle \sqsubseteq_{\text{sub}} \langle V_2, \Sigma_v, \Sigma_c, \lambda_2, E_2 \rangle \) if there exists an injective mapping \( t : V_1 \rightarrow V_2 \) that is label and edge preserving, i.e. \( \forall v, u \in V \) and \( \forall a \in \Sigma_e \) we have \( \lambda_1(v) = \lambda_2(t(v)) \) and \( (v, a, u) \in E_1 \Rightarrow (t(v), a, t(u)) \in E_2 \). The subgraph relation over undirected (label-free) graphs are defined in a similar manner. We define the ordering \( \preceq \) over the set of configurations as follows: Given two configurations \( c_1 = \langle \text{procs}_1, s_1, r_1 \rangle \) and \( c_2 = \langle \text{procs}_2, s_2, r_2 \rangle \), \( c_1 \preceq c_2 \) holds if \( \text{enc}(c_1) \sqsubseteq_{\text{sub}} \text{enc}(c_2) \). Note that \( c_1 \preceq c_2 \) is equivalent to saying that there exists an injective mapping \( g : \text{procs}_1 \rightarrow \text{procs}_2 \), such that (i) for every \( p \in \text{procs} \), \( s_1(p) = s_2(g(p)) \) (ii) for every \( p_1, p_2 \in \text{procs} \), and every \( x \in X \), if \( r_1(p_1)(x) = p_2 \) then \( r_2(g(p_1))(x) = g(p_2) \). It is easy to see that for two configurations \( c_1, c_2 \), we can check whether \( c_1 \preceq c_2 \).

\[ \text{Lemma 11. The relation } \preceq \text{ is a well-quasi ordering on } C. \]

### 8.2 Monotonicity

Let \( c_1, c_2, c_3 \in C \) be three configurations such that \( c_1 \preceq c_3 \), i.e. the encoding of \( c_1 \) can be embedded in the encoding of \( c_3 \), and \( c_1 \rightsquigarrow c_2 \), i.e. there exist \( c'_1 \in C \) and \( r \in \mathbb{N} \) such that \( c_1 \rightarrow^r c'_1 \) and \( c'_1 \rightarrow^D c_2 \). In order to prove \( \rightsquigarrow \) monotonicity wrt. \( \preceq \), we need to prove that there exists a fourth configuration \( c_4 \in C \) such that \( c_3 \rightsquigarrow c_4 \) and \( c_2 \preceq c_4 \).

To that end, we proceed by isolating the sub configuration \( c_{\text{sub}} \) induced by the embedding of \( c_1 \) into \( c_3 \) (see Figure 2). After a certain number \( r' \) (3 in Figure 2) of reset transitions \( \text{reset}_r \), one can obtain from \( c_3 \) a configuration \( c''_3 \) composed of the disjoint union of the sub configuration \( c_{\text{sub}} \) and a set of isolated processes, i.e. processes whose registers are empty. As a consequence, diameters of \( c''_3 \) and \( c_1 \) are equal. Furthermore, since \( c_{\text{sub}} \) is an embedding of \( c_1 \) into \( c''_3 \), and since \( \odot(\text{closure}(\text{enc}(c''_3))) = \odot(\text{closure}(\text{enc}(c_1))) \), \( c''_3 \) can perform the
same transition as \( c_1 \) did in order to get to \( c_2 \) without violating the bound \( k \). Thus, after two consecutive transitions whose composition (\( \text{reset} \rightarrow D \subseteq \rightarrow D \subseteq \rightarrow D \subseteq \rightarrow \hat{D} \)) is a \( \preceq \)-transition, \( c_3 \) can reach a configuration where \( c_2 \) can be embedded.

\[ \text{Lemma 12.} \quad \text{The transition relation} \preceq \text{ is monotonic w.r.t.} \preceq. \]

9 Conclusion and Future Directions

We have presented the first work addressing the state reachability problem for \( \text{Dra} \). We have shown that this problem is undecidable and that this undecidability holds even if we restrict the analysis to the case where transitions are only allowed between (strongly) bounded configurations (i.e., simple paths of the underlying (undirected) graph are bounded by some constant), unlike the case of Ad-hoc networks [10, 11, 13, 1]. Our main goal was to identify subclasses of \( \text{Dra} \) for which the reachability problem is decidable. To that end, we have introduced degenerative \( \text{Dra} \) for which any register can be reset in a non-deterministic manner. We have shown that the sets of reachable states of a \( \text{Dra} \) and its degenerative counterpart are identical. Moreover, we have shown that the reachability problem for degenerative \( \text{Dra} \) becomes decidable but nonprimitive recursive when we restrict the analysis to strongly bounded configurations. Furthermore, we have considered (strongly) safe \( \text{Dra} \) where we assume that all reachable configurations are (strongly) bounded. We have shown that the state reachability problem is decidable for strongly safe \( \text{Dra} \).

To the best of our knowledge these are the first results concerning the verification of dynamic register automata. While the communication in \( \text{Dra} \) is rendezvous based, the automata models considered in [8] and [7] use asynchronous communication through unbounded channels. It is well-known that, even for finitely many processes communicating through unbounded perfect FIFO channels, most of the interesting verification questions are undecidable [9]. A possible direction of further research would be to investigate whether our decidability result carries over to the case of asynchronous communication through “well-structured” channels (e.g., bounded, lossy, unordered).
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