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Abstract

We articulate the need for managing (data) locality automatically rather than leaving it to the programmer, especially in parallel programming systems. To this end, we propose techniques for coupling tightly the computation (including the thread scheduler) and the memory manager so that data and computation can be positioned closely in hardware. Such tight coupling of computation and memory management is in sharp contrast with the prevailing practice of considering each in isolation. For example, memory-management techniques usually abstract the computation as an unknown “mutator”, which is treated as a “black box”.

As an example of the approach, in this paper we consider a specific class of parallel computations, nested-parallel computations. Such computations dynamically create a nesting of parallel tasks. We propose a method for organizing memory as a tree of heaps reflecting the structure of the nesting. More specifically, our approach creates a heap for a task if it is separately scheduled on a processor. This allows us to couple garbage collection with the structure of the computation and the way in which it is dynamically scheduled on the processors. This coupling enables taking advantage of locality in the program by mapping it to the locality of the hardware. For example for improved locality a heap can be garbage collected immediately after its task finishes when the heap contents is likely in cache.
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1 Introduction

A confluence of hardware and software factors have made the cost of memory accesses and thus management of data locality an important theoretical and practical challenge.

On the hardware side, we have witnessed, over the past two decades, an increasing performance gap between the speed of CPU’s and off-chip memory, a.k.a., the memory wall [59]. Starting with sequential architectures, the growing CPU-memory gap led to the development of deep memory hierarchies. With the move from sequential to parallel (multiand many-core) architectures, the CPU-memory gap has only grown larger due to parallel components competing for limited bandwidth, the larger latency caused by the increased scale, and the potential need for memory coherence [15]. To help close the increasing gap, modern parallel architectures rely on complex memory hierarchies with multiple levels of caches, some shared among cores, some not, with main memory banks associated with specific
processors leading to non-uniform memory access (NUMA) costs, and complicated coherence schemes that can cause various performance anomalies. To obtain good performance from such hardware, programmers can employ very low-level machine-specific optimizations that carefully control memory allocation and the mapping of parallel tasks to specific processors so as to minimize communication between a processor and remote memory objects. While such a low-level approach might work in specific instances, it is known that this approach leads to vast inefficiencies in programmer productivity, and leads to software that is error-prone, difficult to maintain, and non-portable. It may appear that given these facts of hardware, we are doomed to designing and coding low-level machine-specific algorithms.

Developments on the software side limit the effectiveness of even such heroic engineering and implementation efforts: with the broad acceptance of garbage-collection frameworks and managed runtime systems, it may not even be possible for the programmer to exert much control over memory allocation, confining the applicability of locality optimizations to low-level languages such as C. Even in low-level languages, the challenges of locality management are amplified in the context of parallel programs, where opportunities for parallelism are expressed by the programmer and utilized by the run-time system by creating parallel threads as needed and mapping the threads to processors by using a thread scheduler. Such thread schedulers often make non-deterministic decisions in response to changes in the work load, making it very difficult if not impossible for the programmer to determine where and when a piece of computation may be performed.

Based on these observations, we conclude that locality should be managed by the compiler and the run-time system of the programming languages. Given the importance of locality in improving efficiency and performance, automatic management of locality in parallel programs can have significant scientific and broad impacts. But, such automatic management may seem hard: after all, how can the compiler and the run-time system identify and exploit locality? Fortunately, it is well known that programs exhibit natural locality. According to Denning, the reason for this is the “human practice of divide and conquer – breaking a large problem into parts and working separately on each.” [24]. Research in the last decade shows that this natural locality of programs extends to nested parallelism as supported by languages such as Cilk [31], Fork/Join Java [41], NESL [14], parallel Haskell [39], parallel ML [29, 37, 30, 53], TPL [42], and X10 [16], Habanero Java [36]. This is because these languages take advantage of the same divide-and-conquer problem-solving methodology that leads to good locality. As a result, the compiler or runtime does not need to find the locality, just take advantage of it.

For example, consider the matrix multiply code in Figure 1. The eight recursive calls as well as the additions (recursively), can be performed in parallel, leading to abundant parallelism. Furthermore, the computation has abundant natural “temporal” locality: an \( m \times m \) matrix multiply deep in the recursion will do \( O(m^3) \) work but only need to load \( O(m^2) \) memory allowing for significant reuse. There is also high “spatial” locality because quadrants can be laid out in a spatially coherent array. While this simple example considers only a highly structured algorithm, more irregular parallel algorithms also exhibit similar locality properties.

Previous work on (thread) scheduling has already shown how such natural locality in parallel software can automatically be exploited, and has proved bounds on a variety of machine models, such as multiprocessors with private caches using work stealing [2, 32], with shared caches using DFS scheduling [12, 18], or with trees of caches using space bounded schedulers [20, 11, 23]. A limitation of the previous results, however, is that they make very restrictive assumptions about memory allocation. The work-stealing results, for example,
function MM(A, B) =
if A and B are small
    return SmallMM(A, B)
else
    \( R_{TL} = MM(A_{TL}, B_{TL}) + MM(A_{TR}, B_{BL}) \)
    \( R_{BL} = MM(A_{BL}, B_{TL}) + MM(A_{BR}, B_{BL}) \)
    \( R_{TR} = MM(A_{TL}, B_{TR}) + MM(A_{TR}, B_{BR}) \)
    \( R_{BR} = MM(A_{BL}, B_{TR}) + MM(A_{BR}, B_{BR}) \)
return compose(\( R_{TL}, R_{BL}, R_{TR}, R_{BR} \))

![Figure 1](Parallel Matrix Multiply; \( X_{YZ} \) refers to the four quadrants of the matrix \( X \) with \( Y \) and \( Z \) denoting the left/right and bottom/top parts. The + indicates matrix addition.)

assume all memory is allocated on the stack, and the space bounded schedulers assume all space is preallocated and passed in. The results therefore do not apply to systems with automatic memory management and remain low-level in how the user has to carefully lay out their memory, making fine-grained dynamically allocated data structures particularly difficult to implement efficiently.

We believe that it is possible (and desirable) to manage locality automatically within the run-time system – specifically the memory manager and the scheduler – of a high-level garbage-collected parallel language. Why? At a fundamental level, such automatic management of locality is feasible because of the natural locality of certain software, and because all the information needed to manage it, such as the structure of the machine memory, the position of individual objects in memory, is readily available to and possibly controlled by the runtime system. But how?

In this paper, we suggest and briefly explore the following two ideas that we believe are important for taking advantage of locality for parallel programs.

1. Memory management and scheduling should be integrated as part of the same runtime system, such that management decisions are tightly linked with scheduling decisions.
2. The runtime heap structure should match the structure of the computation itself making it possible to position data and computation closely in hardware.

We describe an application of these ideas by considering purely functional nested-parallel programs executed on shared memory architectures such as modern multicore machines. Nested parallel computations, represented by fork-join programs is the mainstay of many parallel languages such as Cilk [31], Fork/Join Java [41], Habanero Java [36], NESL [14], parallel Haskell [39], parallel ML [29, 37, 30, 53], TPL [42], and X10 [16]. In this paper, we further limit ourselves to purely functional programs. While purely functional programming may seem like a significant restrictions, it often comes at no or little cost. For example, at Carnegie Mellon University, we teach the introductory undergraduate algorithms class [1], which covers a whole range of algorithms and data structures, including algorithms on sequences (arrays), binary search trees, and graphs by using the purely functional, nested-parallelism paradigm. The work presented in this paper was partly motivated from a desire to develop a compiler that generates fast parallel executables for modern multicore architectures from nested parallel programs written in functional languages.

Our approach to managing locality is to structure memory in a way to reflect the structure of the computation, as shaped by the scheduling decisions, and to couple memory management and computation via memory, on which they both operate. A key observation
behind our approach is that many parallel programs, both purely functional and impure, observe a disentanglement property, where parallel threads avoid side-effecting memory objects that might be accessed by other threads. Disentanglement is often quite natural, because entanglement often leads to race conditions. Taking advantage of disentanglement, we structure the memory as a tree (hierarchy) of heaps, also by observing scheduling decisions, thus coupling the computation, scheduling, and the memory. Taking advantage of disentanglement, we also couple garbage collection with the computation, completing the circle.

While we assume purely functional code here, there are relaxations to purity that appear to remain compatible with the techniques proposed here. We discuss some possible directions for future research in Section 7.

2 Preliminaries

We consider shared-memory, nested parallel computations expressed in a language with managed parallelism, where the creation and balancing of parallelism is performed automatically by the run time system of the host language. We allow arbitrary dynamic nesting of fork-join (a.k.a., “par-synch” or “spawn-synch”) constructs (including parallel loops), but no other synchronizations. A nested-parallel computation can be represented as a Directed Acyclic Graph (DAG) of threads (a.k.a., “strands”), each of which represent a sequential computation uninterrupted by parallel fork and join operations. The vertices of the DAG represent threads and the edges represent control dependencies between them. The DAG can be thought of as a “trace” of the computation, in that all threads evaluated during a computation along with the dependences between them are represented in the DAG. We call a vertex a fork-vertex if it has out-degree two and a join-vertex if it has in-degree two. Much of the literature on parallel computing uses this characterization.

We exploit an important hierarchical structure of nested-parallel computations. To see this structure, note first that in a nested-parallel computation, each fork-vertex matches with a unique join-vertex where the subcomputations started by the fork come together (join). We refer to such a subcomputation that starts at the child of a fork-vertex and completes at the parent of the matching join-vertex as a task. We also consider the whole computation as a task. We say that two threads are concurrent if there is no path of dependencies (edges) between them. We say that two tasks are concurrent if all their threads are pairwise concurrent. Figure 2 illustrates the DAG of an example fork-join computation along with its threads and some tasks. Tasks $T_2$ and $T_3$ are concurrent, whereas $T_2$ and $T_4$ are not.

At any given time during the computation we have a task tree, in which each node corresponds to a task. We can also associate with each leaf of the tree the thread that is currently active within that task. All these threads are said to be ready and a computational step can be taken on any subset of them. As expected, a fork operation executed on a leaf tasks $T$ will create some number of new tasks that are children of $T$, and a join operation executed on a leaf task will remove the task from the tree. When the last child of a task $T$ is removed, $T$ becomes a leaf and hence has a ready thread. Note that although the DAG represents the trace of a computation when done, the task tree represents a snapshot in time.
Figure 3 An illustration of how a parallel computation can be mapped processors and levels in the memory hierarchy. The label next to each thread (vertex) illustrates the processors, numbered from 1 to 4, executing the thread. Boxes illustrate parallel tasks. Each task is mapped to the lowest (fastest) level in the hierarchy that is large enough to hold its live data set; M denotes a memory bank and L1, L2, and L3 denote the levels of the cache.

of the computation. Assuming the computation is deterministic, the DAG is deterministic and does not depend on the schedule, but the task tree very much depends on the schedule.

3 Observations

We start by making some observations, using the following (hypothetical) example to help motivate them. Consider a nested-parallel program written with fork-join constructs. Suppose now that we run the program on a 4-processor machine, where each processor has its own L1 and L2 cache and four processors share an L3 cache, by using a thread scheduler that performs load balancing so as to minimize completion time. Assume that when run, the program produces the computation DAG shown in Figure 3. Each thread is labeled with a letter, a through z (also with accents). We illustrate the schedule by labeling each thread with the number of the processor that executes it. For example, processor 1 executes thread a; processor 3 executes threads o, q, r and t. We illustrate a task by drawing a rectangular box around it. For the purposes of discussion, we assign each task a level in the memory hierarchy based on the size of the maximum memory needed by the live objects in that task, i.e., its memory footprint. For example, the task with root d is assigned to L2 because its live set does not fit into a level-1 cache but it does fit into a level-2 cache.

Disentanglement

Our approach to automatic locality management is based on a key property of nested-parallel computations, which we call (memory) disentanglement. In a nested-parallel computation, memory objects allocated by concurrent tasks are often disentangled: they don’t reference each other. In purely functional languages such as NESL and pure Parallel ML, because of the lack of side effects, all objects allocated by concurrent tasks are disentangled. For example, in Figure 3, the memory object allocated by tasks rooted at b and c would be disentangled (they
can point to objects allocated by their parent $a$, but not to objects allocated by each other). In the presence of side effects, disentanglement is also the common form because side effects naturally harm parallelism and therefore are rarely used in a way to cause entanglement. For example, in Cilk, where imperative programming is readily available, disentanglement is encouraged, is the common case, and can be checked with a race detector.

**Task Local Heaps**

A key property of generational collection with sequential garbage collection is that the generations can be sized so they take advantage of the various levels of the cache. If the newest/smallest generation fits within the L1 cache, for example, and is flushed or compacted whenever it fills, then most accesses to that space will be L1 cache hits. Short lived data will therefore rarely cause an L1 miss. Similarly if the second generation fits within L2, slightly longer lived data will rarely cause an L2 miss. Our goal is to take advantage of this property in the context of parallel computations in which caches might be local or might be shared among subsets of processors. In our example, all the tasks that have L1 around them are scheduled on a single processor so as long as we use a generation within each one, most accesses will be L1 hits even if the total memory allocated is much larger than L1 (recall that the size refers to the live data at any given time). More interestingly the task rooted at $b$ fits within L3 (which is shared). If we allocate a heap proportionally and share that heap among the subtasks, then their footprint will fit within L3. However this only works if we do not simultaneously schedule any of the tasks under the root $c$ since together they would not (necessarily) fit into L3. We therefore would want to link the scheduling decision to heap sizes.

**Independence**

With disentanglement it is always safe to garbage collect any task in the task graph by only synchronizing descendant tasks. This allows garbage collection to proceed independently without the complications of a concurrent collector at various levels of the hierarchy. This is true even for a moving (copying or compacting) collector. It is even possible to collect an ancestor task with a non-moving collector when a descendant task is still running as long as the root set is properly accounted for.

**GC Initiation**

Since scheduling is performed at task boundaries, pieces of computation move at those points. Thus, if we coordinate the garbage collector with the scheduler, we can initiate garbage collections at scheduling points. For example when finishing the task rooted at $o$ all the data that was accessed in that task (nodes $a, q, r$ and $t$) is presumably still in the L1 cache. It would now be a good time to run a GC on the L1 heap to compact it so a smaller footprint has to be flushed from the cache, and later reloaded into another cache when used.

### 4 Hierarchical Memory Management

Based on the aforementioned observations we now outline a particular set of techniques for managing memory for locality. This is meant to be a concrete example and there are surely many variants. As mentioned previously, the key components are integrating the memory management with scheduling, and using a hierarchy (tree) of heaps. Organizing the
memory as a hierarchy of heaps will enable two key outcomes: 1) it will enable performing scalable, parallel and concurrent garbage collection, and 2) it will make it possible to map the hierarchy of heaps onto the caches of a hierarchical memory system, and 3) it allows the memory manager to collaborate with the scheduler to make effective use of shared caches by associating heaps with shared caches in the hierarchy.

Hierarchical, task- and scheduler-mapped heaps

We take advantage of the invariant that parallel tasks are disentangled – they create memory graphs that are disjoint (don’t point to each other) – and partition memory into subheaps or heaps, which will be managed independently. Heaps can be of any size and can match the sizes in the cache hierarchy. For good locality, heaps are associated with separately scheduled tasks that start executing at a processor due to a scheduler task migration action, and heaps are merged to reflect the structure of the computation. Each heap contains all the live data allocated by its associated task, except for live data living in the heap of a migrated descendant task. The heaps are therefore properly nested, becoming smaller towards the leaves of the task tree. Each child heap is newer than the parent and therefore references only go up the heap hierarchy. A heap at the leaf corresponds to a computation that runs sequentially and thus can be garbage collected independently. We note that such a computation might have nested parallel tasks within it as long as the scheduler has not migrated them. When a task terminates its heap can be merged into its parent’s heap. This is a logical merge and might or might not involve actually moving data.

Knot sets

The heaps in the hierarchy are “tied together” with knots; a knot is a pointer that points from the heap of a separately scheduled task \( H_c \) into its parent heap \( H_p \). The knots can be used as a root set into \( H_p \) to allow for separate collection of \( H_p \). Initially the knot set from \( H_c \) consists of only the closure for the task that created \( H_c \). While the computation in the child runs this is a conservative estimate of what the child can reach. Whenever the child does a collection on its heap \( H_c \) the knot set to its parent can be updated, allowing more to be collected in the parent. Maintaining the knots therefore requires no read barriers (special code for every read), and allows garbage collection to proceed independently within each heap as long as internal heaps do not move their data. The only required synchronization is when accessing the knots, which is easy to implement with an atomic switch by the child.

An example

As an example, let’s consider a hypothetical task \( A \) that starts as shown in Figure 4. We assume the task is migrated by the scheduler (perhaps to start the computation) and has a heap \( H_A \) of a size that fits in the L2 cache. The roots of the task point to two trees that are stored in the heap. For illustrative convenience, we draw the task (\( A \)) within its heap. We draw memory objects as squares and references between them as edges. We draw unreachable objects that can be reclaimed in green (appears gray in grayscale). After it starts executing, \( A \) performs some computation and forks two new tasks \( B \) and \( C \) that take as argument subtrees from \( H_A \) (Figure 5). Supposing that these tasks are executed in parallel by a scheduling action, we will create two separate heaps \( H_B \) and \( H_C \) for them. The arguments to \( B \) and \( C \) create the initial knot-set of \( H_A \) (depicted as dark squares). When forking, \( A \) creates the suspended join thread \( D \) (continuation) for when \( B \) and \( C \) complete,
which can also refer to memory in $H_A$. As $B$ and $C$ run, if needed, the suspended heap $H_A$ can be collected by performing a non-moving garbage collection using the knot sets as roots. Figure 6 illustrates the reclaimed memory objects in green (light in grayscale).

The heaps $H_B$ and $H_C$ start out empty (trivially fitting into an $L_1$ cache) and grow as $B$ and $C$ allocate objects, triggering garbage collection. Since $B$ ($C$) is independent from all other tasks running in parallel and its knot-set is empty, its heap is completely independent from other heaps. It can therefore collect anytime using any algorithm it chooses. In particular it can use a copying or compacting collector to ensure the footprint of the remaining live data is minimized. A good time for garbage collection is when the heap size approaches $L_1$; this would help keep the working set in $L_1$. If significant live memory remains after a collection, the heap size might be promoted to the next cache size as illustrated in Figure 7, where the tasks have been promoted to fit into the level-2 cache. When $B$ and $C$ complete (not necessarily at the same time), they pass their results to the join thread $D$. At this point, the heap $H_B$ (or $H_C$) can be merged with its parent heap $H_A$ and its knot sets can be dropped. In the example, after thread $D$ starts running it creates a pair of the results returned to it by $B$ and $C$. As $D$ runs, its heap can be collected (Figure 8). Such a collection can reclaim many unreachable objects (essentially any object that does not contribute to the final result), possibly making the heap fit into $L_1$. 
5 Implementation and Evaluation

We are in the process of developing a compiler and run-time system for an extension of the Standard ML language that supports nested parallelism and the presented hierarchical memory management techniques (Section 4). The starting point for our implementation effort is the MLton compiler infrastructure [48, 58] and the shared-heap-multicore branch developed by Daniel Spoonhower as part of his dissertation work [55, 54]. MLton is an open-source, whole-program, optimizing compiler for Standard ML (SML) [47]. The current release of MLton includes a self-tuning garbage collector that uses copying, mark-compact, and generational collection algorithms, automatically switching between them at run time based on both the amount of live data and the amount of physical memory. MLton’s combination of garbage collection algorithms is inspired by Sansom’s dual-mode garbage collection [51]. The current release of MLton does not include support for using multiple processors or processor cores to improve the performance of SML programs.

Using our implementation, we plan to evaluate the quantitative effectiveness of our proposed techniques by developing a purely-functional nested-parallelism parallel benchmark suite modeled after the recently announced Problem Based Benchmark Suite (PBBS) [52], which include standard parallelism benchmarks as well as less traditional benchmarks using graph algorithms. We also plan to evaluate the approach more quantitatively by using it in our teaching.

6 Related Work

Scheduling for Locality

There have been thousands of papers that deal with the issue of locality in some way. In the following discussion we focus on techniques that (1) apply to parallel computations where tasks are created dynamically and mapped to processors by the runtime, (2) are useful for reasonably general purpose programs and data structures (e.g. not just dense arrays), (3) are suited for shared memory (or at least shared address space) cache-based architectures, and (4) for which at least something theoretical can be said about their properties. There has been plenty of work on models where the user maps their algorithms directly to processors (e.g. [56, 4, 57]), or for specific domains such as dense matrices (e.g. [17, 9, 7]).

There has been significant work over the past decade on trying to model and understand locality in a way that is independent of how a computation is mapped to processors, and then have a runtime scheduler somehow preserve this locality [2, 32, 21, 10, 22, 13, 20, 23, 50, 11]. By relying on specific scheduling policies, the results from this work can asymptotically bound cache misses on a concrete parallel machine model in terms of abstract costs derived from the program. For example, earlier work showed that for a nested parallel computation with depth (span, critical path length) $D$ and sequential cache complexity $Q_1$, a work-stealing scheduler on $P$ processors with private caches will incur at most $Q_1 + O(PDM/B)$ cache misses [2], where $M$ is the total size of each cache and $B$ is the block size. Similarly a PDF scheduler on the same computation with a shared cache of size $M + O(PDB)$ will incur at most $Q_1$ cache misses [12]. A key point of these results is that cost metrics for a program that have nothing to do with the particular machine, $Q_1$ and $D$, can be used to bound costs on those machines. In addition to theory the approaches have been shown to work well in practice [18].

More recent work has considered deeper hierarchies of caches, involving levels of private and shared caches, and has shown that a class of space-bounded schedulers [20, 11, 23]
are well suited for such hierarchies. These schedulers try to match the memory footprint of a subcomputation with the size of a cache/cluster in the hierarchy and then run the computation fully on that cluster. Under certain conditions these schedulers can guarantee cache miss bounds at every level of the cache hierarchy that are comparable to the sequential misses at the same level. However in this case the abstract cache complexity is not the sequential complexity, but a relatively natural model [11] that considers every access a miss for subcomputations that don’t fit in the cache and every access a hit for those that do. Cole and Ramachandran [23] describe a scheduler with strong asymptotic bounds on cache misses and runtime for highly balanced computations. Recent work [11] describes a scheduler that generalizes to unbalanced computations. Several heuristic techniques have also been suggested for improving locality with dynamic scheduling on such cache hierarchies [28, 40, 50].

Our work builds on ideas developed in this previous work, but as far as we know, none of this work has considered linking memory management with scheduling to improve locality, and the previous work assumes very limited memory allocation schemes.

**Memory Management**

There has also been significant work on incorporating locality into memory management schemes. Several explicit memory allocators, such as Hoard [8], TCMalloc [33], and SSmalloc [43], have been designed to be multithreading-friendly. These schemes create local pools of memory on each processor so that lock contention is reduced and so that freed memory is reused while still in the cache. All the approaches are heuristic; in our work, we have found that they do exactly the wrong thing in certain contexts. A recent blog discussion [46] shows just how subtle memory allocation and management can be for a multicore system. The PIs have independently experienced many of the same issues discussed in the blog as well as several others. The problem is that the schemes know nothing about the scheduler or even programming methodology in which they are being embedded. The only information they have is the allocation request sequence at each thread.

For implicit memory allocation with garbage collection, maintaining locality becomes even more complicated, although it does give the runtime more flexibility because of the ability to move data. There have been dozens of proposed techniques for parallel garbage collection ([38]), and many of these suggest the use of processor or thread local heaps [34, 35, 25, 19, 27, 49, 3, 5, 45, 60]. Some of this work uses the idea of creating a nursery for each thread that handles recent allocations, and then a global heap for shared data [25, 27, 3, 5, 45]. If the nursery is appropriately sized, this organization helps keep recently generated and accessed data in local cache. The problem is that once promoted to the global heap, locality is lost. Furthermore since the work uses no knowledge of the scheduler, when a new task is scheduled on a processor, what is left in the cache will likely be evicted while still fragmented and not collected. Finally, as far as we know, none of this work has looked at multi-level hierarchies with private and shared caches nor has it tried to show any theoretical bounds on cache misses.

Another property of almost all memory management systems is that they try to be independent of the computation that is running on them and are only accessed through a minimal interface. Most work on garbage collection has treated the mutator (the program) as a black box that runs on a fully general purpose GC, perhaps with some heuristics that work well with typical programs (e.g. generations, more reads than writes) [38]. Although this might be a benefit for porting a GC across different programming languages, in practice most GCs are designed for a specific language. We believe that by making them generic
is giving up significant benefit that might be achieved by tying them more directly to the
program or other aspects of the runtime such as the scheduler.

7 Discussions

In this paper, we only considered purely functional, nested parallel programs. While probably
not straightforward, it appears possible to extend these ideas to more relaxed models of
parallelism to include impure programs with side effects. This is because the primary
assumptions that we make, disentanglement, is guaranteed by purely functional programs but
it is, in general, a weaker condition. For example, side effects that remain local to a thread do
not violate disentanglement. More generally, it appears possible to extend the work presented
here to allow for arbitrary side effects by using techniques such as those used by two-level
garbage collectors employed in memory managers of functional languages [26, 6, 44, 53].
For example, all objects reachable by mutable memory locations can be kept in a separate
region of memory and treated specifically to ensure that memory management does not alter
program invariants.

8 Conclusion

In this paper, we propose techniques for automatic locality and memory management in
nested parallel programs. The basic idea behind these techniques is to take advantage of a
key invariant of much parallel computations – their independence from each other, which
then leads to disentangled memory regions – and structure memory hierarchically to reflect
the structure of the computation and hardware, both of which are also usually hierarchical.
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Abstract

Though there has been remarkable progress on formally verified compilers in recent years, most of these compilers suffer from a serious limitation: they are proved correct under the assumption that they will only be used to compile whole programs. This is an unrealistic assumption since most software systems today are comprised of components written in different languages – both typed and untyped – compiled by different compilers to a common target, as well as low-level libraries that may be handwritten in the target language.

We are pursuing a new methodology for building verified compilers for today’s world of multi-language software. The project has two central themes, both of which stem from a view of compiler correctness as a language interoperability problem. First, to specify correctness of component compilation, we require that if a source component \( s \) compiles to target component \( t \), then \( t \) linked with some arbitrary target code \( t' \) should behave the same as \( s \) interoperating with \( t' \). The latter demands a formal semantics of interoperability between the source and target languages. Second, to enable safe interoperability between components compiled from languages as different as ML, Rust, Python, and C, we plan to design a gradually type-safe target language based on LLVM that supports safe interoperability between more precisely typed, less precisely typed, and type-unsafe components. Our approach opens up a new avenue for exploring sensible language interoperability while also tackling compiler correctness.

1 Landscape of Verified Compilation

The field of compiler verification has witnessed considerable progress in the last decade following the pioneering work on CompCert [29, 30]. The latter uses the Coq proof assistant to both implement and verify a multi-pass optimizing compiler from C to assembly, proving that the compiler preserves semantics of source programs. Several other compiler verification efforts have successfully followed CompCert’s lead and basic methodology to verify increasingly sophisticated compilers for increasingly realistic languages, for instance, focusing on just-in-time compilation [37], multithreaded Java [31], C with relaxed memory concurrency [48], LLVM passes [62], and imperative functional languages [15, 28].

Unfortunately, all of the above projects prove correctness assuming that the compiler will only be used to compile whole programs. But this assumption contradicts the reality of how we use these compilers. The whole programs that we actually run are almost never the output of a single compiler: they are composed by linking code from various places, including

* This work is supported by the National Science Foundation and a Google Faculty Research Award.
the runtime system, libraries, and foreign functions, all potentially compiled using different
compilers and written in different languages (e.g., Java, Python, C, and even handcrafted
assembly). For today’s world of multi-language software, we need verified compilers that
guarantee correct compilation of components.

Formally verifying that components are compiled correctly – often referred to as compositional
compiler correctness – is a difficult problem. A key challenge is how to state the
compiler correctness theorem for this setting. CompCert’s compiler correctness theorem is
easy to state thanks to the whole program assumption: informally, it says that if a source
program \( P_S \) compiles to a target program \( P_T \), then running \( P_S \) and \( P_T \) results in the same
trace of observable events. The same sort of theorem does not make sense when we compile
a component \( e_S \) to a component \( e_T \): we cannot “run” a component since it is not a complete
program.

Part of the challenge is that any correct-component-compilation theorem should satisfy
two important properties: (1) it should allow compiled components to be linked with target
components of arbitrary provenance, including those compiled from other languages (dubbed
horizontal compositionality in the literature); and (2) it should support verification of multi-
pass compilers by composing proofs of correctness for individual passes (dubbed vertical
compositionality). These are nontrivial requirements. There have been several notable efforts
at compositional compiler verification in recent years but none offer a proof methodology
that fully addresses the dual challenges of horizontal and vertical compositionality. The
earliest work, by Benton and Hur [12, 13, 26], specifies compiler correctness in a way that
does not scale to multi-pass compilers. Both that work and the recent work on Pilsner [41]
only supports linking with separately compiled components from the same source language.
The recent work on Compositional CompCert [51] supports linking across the languages in
CompCert’s compilation pipeline, but all of these share the same memory model; it is not
clear how to extend the approach to support linking across languages with different memory
models. (We discuss related work in detail in §3.2.)

Let us look at why compiler correctness becomes challenging in the context of multi-
language software. The issue is that real software systems often link together components
from multiple languages with different expressive power and different guarantees. When
compiling source language \( S \), what does it mean for the compiler to “preserve the semantics
of source code” when a compiled component \( e_T \) may be linked with some \( e_T' \) from a language
\( S' \) that is more expressive or provides fewer guarantees as compared to \( S \)?

Suppose \( S \) does not support first-class continuations (call/cc) but \( S' \) does. For instance, \( e_T' \),
compiled from language \( S' \), might be a continuation-based web server that provides call/cc-
based primitives that a web programmer can use for creating client-server interaction
points [46, 27, 47, 42]. The programmer, meanwhile, might use language \( S \) to develop
her web application – making use of the afore-mentioned primitives which allow her to
write her program in a more direct style [46, 27] – and compile it to \( e_T \). When we link
these components and run, \( e_T' \) disrupts the control flow of \( e_T \) in a way that is useful
and desirable but does not mirror any whole-program behavior in the source language \( S \).
How, then, do we specify that the compiler “preserves semantics of source code”?

Suppose \( S \) supports strong static typing (e.g., ML) while \( S' \) is dynamically typed (e.g.,
Scheme) or weakly typed (e.g., C). Again, linking \( e_T' \) with \( e_T \) might result in code that
does not mirror any whole-program behavior in the source language \( S \). For instance, (1)
the C component may try to access memory it has already freed; (2) the C component
may write past the end of a C array, but in doing so overwrite a memory location owned
by an ML module; or (3) the Scheme component may apply an ML function that expects
an argument of type $\forall \alpha. \alpha \rightarrow \alpha$ to the boolean negation function, thus violating ML’s guarantee that a function of this type will behave parametrically with respect to its input. The first interaction (with C) seems entirely reasonable since the error is in C code and does not affect the behavior of the ML component. The second interaction (with C) is clearly unacceptable as it can violate ML’s type safety guarantee. The third interaction (with Scheme) may or may not be considered reasonable: it does not violate ML’s type safety guarantee, but it does violate ML’s parametricity guarantee. In what sense, then, can we say that the compiler “preserves semantics of source code”?

The above examples suggest that we need a novel way of understanding and specifying what we mean by compiler correctness in the context of multi-language software.

2 Our Approach and Research Goals

My research group at Northeastern is working on techniques for building realistic, multi-pass verified compositional compilers that guarantee correct compilation of components and formally support linking with arbitrary target code, no matter its source. We follow the tenet that **compositional compiler correctness is a language interoperability problem.**

We are in the early stages of a project that will require years of investigation and evaluation. Our long-term vision, depicted in Figure 1, is to have verified compositional compilers from languages as different as C, Python, ML, Rust, Coq’s Gallina, and Hoare Type Theory (HTT) [38, 40, 39] to a common low-level target language that supports safe interoperability between more precisely typed, less precisely typed, and type-unsafe components. Our current focus is on laying the groundwork for realizing this vision through two central contributions:

1. Development of a proof methodology for verifying compositional compilers. The defining feature of our approach is that the specification of compositional compiler correctness relies on a formal semantics of interoperability between source components and target code using multi-language semantics in the style of Matthews and Findler [33]. (We have already done extensive work on developing this methodology [45]; we give further details in §3.) To demonstrate the viability of this approach, we plan to verify compositional type-preserving compilers for subsets of ML and Rust.

2. Design of a gradually type-safe LLVM-like target language (dubbed GTVM, see Figure 1) that supports safe interoperability between components that are statically type-safe (e.g., produced by our type-preserving ML and Rust compilers), dynamically type-safe (e.g., compiled from Python or Scheme), or potentially unsafe (e.g., compiled from C). We plan to build on Vellvm (verified LLVM) [57, 61, 62] by first developing TTVM (tightly typed LLVM), a statically type-safe version of the LLVM IR formalized in Vellvm, and then design GTVM as a gradually typed extension of TTVM. GTVM will make use of casts (think: coercions or contracts) to ensure safe interoperability between the more precisely typed, less precisely typed, and type-unsafe parts of the language – the latter unsafe part is just standard LLVM IR which has types but is not type-safe. We will compile GTVM to the LLVM IR, inserting wrappers that perform dynamic checks to ensure safe coercion. Thus, compilers targeting our gradually type-safe LLVM can continue to leverage the optimizations provided by the LLVM compiler infrastructure [54] or the verified optimizations provided by Vellvm [57, 62].

Specifying compositional compiler correctness for a multi-language world. Informally, if a component $e_S$ compiles to a component $e_T$ then compiler correctness should require that
Figure 1 Research planned as part of this project and potential future work.

$e_S$ is “equivalent” to $e_T$. But how can we formalize this notion of “equivalence” between source and target components? Observe that to use a compiled component $e_T$, we will link it with some other target-level component $e'_T$ to obtain a whole program that can be run. Intuitively, therefore, compiler correctness should guarantee that the operational behavior of this resulting target program is the same as the operational behavior of $e_S$ linked with $e'_T$. Therefore, to formally state that “a component is compiled correctly,” we need to formalize the semantics of interoperability between source and target code. For a multi-pass compiler we propose to do this in a modular fashion. For instance, if the compiler consists of two passes, from source language $S$ to intermediate language $I$ to target language $T$, we define a combined language $SIT$ that embeds these three languages and formalizes the semantics of interoperability between each pair of adjacent languages using boundaries in the style of Matthews and Findler’s multi-language semantics [33]. We can stack these boundaries to allow interoperability between the source and target of the compiler, e.g., $(SI(T(e_T)))$, which we abbreviate to $SIT(e_T)$, allows a target component $e_T$ to be used from within an $S$-language expression. Compiler correctness can now be stated as observational equivalence in the combined language: if $e_S$ compiles to $e_T$, then $e_S$ is observationally equivalent to $SIT(e_T)$. Direct proofs of observational equivalence – also known as contextual equivalence – are known to be intractable. Therefore, we define a logical relation for the combined language that corresponds to contextual equivalence and use that to carry out the proof of compiler correctness. Note that we do not use the multi-language semantics for running actual multi-language programs; its purpose is to serve as a specification of the desired source-target relationship, allowing us to state and prove compiler correctness. This specification also enables reasoning about the whole-program behavior of $e_T$ linked with $e'_T$ in terms of the whole-program behavior of $e_S$ linked with $SIT(e'_T)$. Most importantly, note that we have not imposed any restrictions on the provenance of $e'_T$. We give further details in §3.

Why ML and Rust? All of the existing work on compositional compiler correctness has either (a) focused on unsafe C-like source languages [51, 59] or (b) assumed that code produced by a verified compiler from a type-safe language will only be linked with code produced by another verified compiler from the same source language [12, 13, 26, 41]. We instead focus on compiling the statically typed languages ML and Rust while allowing linking with code
of arbitrary provenance. This is a real-world scenario with interesting semantic challenges for interoperability – specifically, how to maximize interoperability with less precisely typed and type-unsafe components while ensuring that those interactions respect the ML or Rust type system. We believe that these interoperability challenges make compositional compiler correctness harder to establish for these languages. Languages that provide fewer guarantees (e.g., C) are less picky in terms of what they can interoperate with, which makes it less semantically challenging to ensure correct compositional compilation.

Rust is a systems programming language with type-system support for safe memory management. In essence, it supports affine types which indicate that a resource – in this case, memory cells – can be used at most once. Since ML does not support affine types, we will have to ensure that ML respects Rust’s affine typing guarantees.

GTVM: a gradually type-safe LLVM IR. As the above discussion suggests, to prove compiler correctness in the context of multi-language software, we must specify a formal semantics of interoperability (1) between source and target code, and (2) between more precisely typed, less precisely typed and type-unsafe code. For instance, for our ML compiler, we will have to specify how an ML source component $e_S$ interoperates with a target component $e_T'$ that may have been compiled from Scheme or C. We believe that safe interoperability between more and less typed and type-unsafe should be investigated at the level of the target language so that the benefits of this effort can be reaped by all compilers that target the language. That is the philosophy underlying our investigation of GTVM.

To understand the design of GTVM, it is useful to think of it in two layers: (1) a statically type-safe core, TTVM (tightly typed LLVM), and (2) a gradual typing extension, GTVM, that extends TTVM with dynamically type-safe code of type $\text{dyn}$ and unsafe, standard LLVM IR code of type $\text{un}$. Our goal is a gradual type system that ensures that the typing (and parametricity) guarantees provided by more precise types cannot be violated by the less precisely typed parts of the language.

The statically type-safe core language, TTVM, should provide a rich enough type system to adequately serve as a target for type-preserving compilers from different statically typed languages. Since we wish to compile ML and Rust, our TTVM will need to support at least type abstraction and affine types in addition to the standard LLVM types. Even within this TTVM core, we will need a system of casts (contracts) to mediate between more precise and less precise types to support interoperability between code compiled from different source languages. For instance, we wish to allow code compiled from ML and Rust to interoperate, which means we will need to design casts (probably along the lines of Tov and Pucella [55]) that protect an affinely typed resource (from Rust) from being used more than once, even if it is passed to a function (from ML) that knows nothing about affine types and might freely duplicate the resource.

GTVM will let compiler writers choose whether to target the statically type-safe, dynamically type-safe, or unsafe parts of the language (or some mix of the three) depending on the nature of their source language, and depending on how restrictive a form of interoperability they want. The lever that provides control over interoperability is the compiler’s type translation. For instance, when compiling ML, picking the most informative type translation (relative to source types) will guarantee that interoperability with other languages respects the source type system – including parametricity guarantees, as long as the compiler doesn’t monomorphize. At the other extreme, translating all ML code to the type $\text{un}$ says that interoperability with other code need not respect ML’s type system guarantees.

Our longer-term goal is to enrich the statically typed core of GTVM with dependent
Enabling secure compilation via target-level types. Compiler correctness is about preservation of dynamic semantics, but we are interested in an architecture that can also support the development of secure (or fully abstract) compilers. Informally, secure compilation guarantees that compiled components will remain as secure as their source-level counterparts when executed within target contexts of arbitrary origin. More formally, a fully abstract compiler guarantees that if two source components have the same observable behavior in all well-typed source contexts then their compiled versions must have the same observable behavior in all appropriately-typed target contexts. In prior work [4], we studied how compilers can be made fully abstract by changing the compiler’s type translation to ensure that compiled code is never linked with target contexts whose behavior does not match that of some source context. By equipping GTVM with an expressive type system, we wish to offer compiler writers the facility to pick different degrees of protection of compiled components from their target contexts – ranging from no protection at all (when compiled code has type un and the verified compiler only guarantees preservation of dynamic semantics), all the way through fully abstract compilation – via their choice of type translation.

The rest of this paper explains our approach to specifying compiler correctness (§3) and then outlines our research plans and anticipated challenges (§4).

3 Proof Methodology for Verified Compilation of Components

In recent work [45], we have demonstrated the viability of our multi-language-semantics approach, using it to prove correctness of a two-pass compiler that performs closure conversion and heap allocation, translating a polymorphic source language with recursive types to a target that also features dynamically allocated mutable memory. In particular, we support linking of compiled code with code that performs state effects that cannot be expressed in the source. This work was the first multi-pass, compositional compiler-correctness result. We believe that it is, to date, the only approach that supports linking with code that cannot be expressed in the verified compiler’s own source language. We plan to use this methodology to build verified compositional compilers for ML and Rust. Below, we explain our approach in more detail, compare it to related work, and illustrate our methodology using typed closure conversion [34, 36, 3] as a case study.

3.1 Specifying compiler correctness using multi-language semantics

The compiler correctness theorem should say that if a component $e_S$ compiles to $e_T$, then some desired relationship $e_S \simeq e_T$ holds between $e_S$ and $e_T$ – intuitively, they should “behave the same.” But how do we formally specify $e_S \simeq e_T$? To answer this question, consider how the compiled component is actually used: it needs to be linked with some $e'_T$, creating a whole program that can be run. This $e'_T$ may have been handwritten in the target language or produced by another compiler, possibly from a different source language. Of course, it doesn’t make sense to link with any $e'_T$: at the very least, $e'_T$ should adhere to the same calling conventions that $e_T$ does. Moreover, since our target language is typed – with types
Consider a two-pass compiler from a source language $S$ (in blue) to intermediate language $I$ (in red) to target language $T$ (in purple). The first pass translates $S$ components $e_S$ of type $\tau$ to $I$ components $e_I$ of type $\tau^I$, where $\tau^I$ denotes the type translation of $\tau$. As is usual with type-preserving compilation, the type $\tau^I$ provides a simple means of expressing any compiler invariants about representation and/or layout of the transformed term $e_I$ that are useful to keep track of as we compile. The second pass analogously translates $I$ components $e_I$ of type $\tau$ to $T$ components $e_T$ of type $\tau^T$, where $\tau^T$ is the type translation of $\tau$.

To define the semantics of interoperability between these languages, we embed them all into one language, $SIT$, and add syntactic boundary forms between each pair of adjacent languages in the style of Matthews and Findler [33] and our own prior work [4, 45]. For instance, the term $IS^T(e_S)$ allows an $S$ component $e_S$ of type $\tau$ to be used as an $I$ component of type $\tau^I$, while $\tau SI$ allows an $I$ component $e_I$ of translation type $\tau^T$ to be used as an $S$ component of type $\tau$. Similarly, we have boundary forms $TI$ and $IT$ for the next language pair. Non-adjacent languages can interact by stacking up boundaries: for example, $SIT(e_T)$ (abbreviated $SIT(e_T)$) allows a $T$ component $e_T$ to be embedded in an $S$ term.

**Design principles for multi-language system.** Our goal is for the $SIT$ interoperability semantics to give us a useful specification of when a component in one of the embedded languages should be considered equivalent to a component in another language. But how do we know if that specification is correct? There are three essential properties that the combined language must satisfy.

First, the operational semantics of $SIT$ must be designed so that the original languages are embedded into $SIT$ unchanged: running an $SIT$ program that’s written solely in one of the embedded languages is identical to running it in that language alone. For instance, execution of the $T$ program $e_T$ proceeds in exactly the same way whether we use the operational semantics of $T$ or the augmented semantics for $SIT$. Second, the typing rules must be similarly embedded: a component that contains syntax from only one underlying language should typecheck under that language’s individual type system if and only if it typechecks under $SIT$’s type system. The final property we need is boundary cancellation which says that wrapping two opposite language boundaries around a component yields the same behavior as the underlying component with no boundaries: for example, any $e_S : \tau$ must be contextually equivalent to $\tau SI(e_S)$, and any $e_I : \tau^I$ must be equivalent to $IS^T(\tau SI e_I)$. Note that two components $e_1$ and $e_2$ are considered contextually equivalent in language $SIT$ (written $e_1 \approx_{SIT}^c e_2$) if there is no well-typed $SIT$ program context that can tell them apart.

**Compiler correctness.** We state the correctness criterion for our compiler as a contextual equivalence: if $e_S : \tau$ compiles to $e_I$, then $e_S \approx_S e_I$, where $e_S \approx_S e_I \overset{\text{def}}{=} e_S \approx_{SIT}^c \tau SI(e_I) : \tau$ and similarly for the next pass:

If $e_I : \tau$ compiles to $e_T$, then $e_I \approx_S e_T$, where $e_I \approx_S e_T \overset{\text{def}}{=} e_I \approx_{SIT}^c \tau TT(e_T) : \tau$. 

---

dyn and un in additional to the more standard types – that means that $e_T$ can only be linked with components of a certain type because we want the resulting whole program to be well typed. Informally, then, the compiler correctness theorem should guarantee that if we link $e_T$ with an appropriately typed $e'_T$ then the resulting target-level program should correspond to the source component $e_S$ linked with $e'_S$. Formally speaking, what does it mean to “link a source component with a target component” and what are the rules for running the resulting source-target hybrid? We have argued that these questions demand a semantics of interoperability between the source and target languages. Next, we explain how to specify such semantics.
Since contextual equivalence is transitive, our framework achieves vertical compositionality immediately: it is easy to combine the two correctness proofs for the individual compiler passes, to get the correctness result for the entire compiler:

If \( e_S \) compiles to \( e_T \), then \( e_S \simeq_S \text{SIT}(e_T) : \tau \).

All of the above properties are stated as contextual equivalences but direct proofs of contextual equivalence are usually intractable. We use the standard technique of defining a logical relation for the combined language SIT that is sound and complete with respect to contextual equivalence. Defining the logical relation becomes more challenging as the demands of interoperability increase: e.g., when all the interoperating languages support type abstraction. (See the paper [45] for details.)

**Reasoning about linking.** Our approach enjoys a strong horizontal compositionality property: we can link with any target component \( e'_T \) that has an appropriate type, with no requirement that \( e'_T \) was produced by any particular means or from any particular source language. Specifically, if \( e_S : \tau' \rightarrow \tau \) expects to be linked with a component of type \( \tau' \) and compiles to \( e_T \), then \( e_T \) will expect to be linked with a component of type \( (\tau')^T \). If \( e'_T \) has this type, then using our compiler correctness theorem, we can conclude that:

\[
(e_S \Rightarrow \text{SIT}(e'_T)) \simeq_{\text{SIT}} \text{SIT}(e_T e'_T) : \tau.
\]

### 3.2 Comparison with related work

The literature on compiler verification spans almost five decades but is mostly limited to whole-program compilation. We refer the reader to the bibliography by Dave [16] for compilation of first-order languages, and to Chlipala [15] for compilation of higher-order functional languages. Here we discuss only recent work on compositional compiler correctness.

The approach advocated by Benton and Hur [12, 13] involves formalizing correct compilation of components using a logical relation that specifies when a source term \( e_S \) semantically approximates target code \( e_T \) and vice versa (written \( e_S \simeq e_T \)). Using this approach, they verified a compiler from STLC with recursion (and later from System F) to an SECD machine, proving that if source component \( e_S \) compiles to target code \( e_T \), then \( e_S \) and \( e_T \) are logically related. Later, Hur and Dreyer [26] used essentially the same strategy to verify a compiler from an idealized ML to assembly. However, this strategy of setting up a logical relation between source and target has two serious drawbacks. First, the approach does not scale to multi-pass compilers because the source-target logical relations defined for each pass do not compose. Second, if we compile an \( S \) component \( e_S \) to \( e_T \) and then wish to link \( e_T \) with some arbitrary \( e'_T \), the only way to check if it’s okay to link with \( e'_T \) (i.e., if the compiler correctness theorem allows it) is to come up with a source-level component \( e'_S \) and show that \( e'_S \simeq e'_T \). It may be possible to come up with \( e'_S \) when \( e'_T \) is a few lines long, but it would be infeasible when \( e'_T \) consists of hundreds of lines of assembly. Worse, the question of whether such an \( e'_S \) exists in language \( S \) is undecidable: for instance, there is no \( e'_S \) in the case of the continuation-based web server example discussed in §1. By comparison, our approach simply requires type-checking \( e'_T \) to ensure that it can be sensibly linked with \( t \).

Neis et al. [41] recently developed Pilsner, a verified separate compiler from a typed, higher-order imperative language to an untyped target. Pilsner also suffers from the second drawback discussed above for the Benton-Hur and Hur-Dreyer work – put another way, Pilsner assumes that compiled code will only be linked with code compiled by a (possibly different) verified compiler from the same source language. Instead of a logical relation between source and target code, Pilsner uses parametric inter-language simulations (PILS)
between the source and target of each compiler pass. Unlike Kripke logical relations, PILS do compose transitively and can be used to verify a multi-pass compiler.

Stewart et al. [51] recently reported on Compositional CompCert, a verified separate compiler for C. (This generalizes their prior work [14] which allowed shared-memory system calls from C, but could not accommodate mutually recursive inter-module dependencies.) Whereas we define a multi-language semantics for interoperability between source and target, Stewart et al. have devised an interaction semantics, a protocol-oriented operational semantics that accommodates interoperation between different languages. They have shown that CompCert’s intermediate languages – all of which share the same C-like memory model – can be “plugged into” this interaction semantics. It is not clear how to extend interaction semantics to support interoperability between C and high-level, strongly typed languages like ML, or more generally, to accommodate compilers whose source and target languages use different memory models.

3.3 Our proof methodology applied to closure conversion

As an example, we show how our methodology can be used to prove compositional correctness of typed closure conversion [34, 36] for the simply-typed lambda calculus (STLC). (We elide many details; see [45].)

**Step 0: Specify the source language.** The source language $S$ is call-by-value STLC with booleans. The syntax of the language is as follows:

$\begin{align*}
\text{Types} & \quad \sigma ::= \text{bool} | \sigma_1 \to \sigma_2 \\
\text{Values} & \quad v ::= x | \text{true} | \text{false} | \lambda x : \sigma. e \\
\text{Expressions} & \quad e ::= v | \text{if } e \text{ then } e_1 \text{ else } e_2 | e_1 e_2
\end{align*}$

**Step 1. Pick appropriate target language and define translation.** Closure conversion is a compiler transformation that collects a function’s free variables in a tuple called a closure environment that is passed as an additional argument to the function, thus turning the function into a closed term. The closed function is paired with its environment to create a closure. The basic idea of typed closure conversion goes back to Minamide et al. [34], whom we follow in using an existential type to abstract the type of the environment. This ensures that two functions with the same type, but different free variables still have the same type after closure conversion: the abstract type hides the fact that the closures’ environments have different types. Thus our target language for closure conversion must support existential types as well as tuples. It also supports multi-argument functions. We define the target language $T$ as follows:

$\begin{align*}
\text{Types} & \quad \tau ::= \text{bool} | (\tau_1 \to \tau_2) | \{\tau_1, \ldots, \tau_n\} | \alpha | \exists \alpha. \tau \\
\text{Values} & \quad v ::= x | \text{true} | \text{false} | \lambda(x : \tau). e | \langle v_1, \ldots, v_n \rangle | \text{pack}(\tau, v) \text{ as } \exists \alpha. \tau' \\
\text{Expressions} & \quad e ::= v | \text{if } e \text{ then } e_1 \text{ else } e_2 | \langle e_1, \ldots, e_n \rangle | \pi : e \\
& \quad \text{pack}(\tau, e) \text{ as } \exists \alpha. \tau' | \text{unpack}(\alpha, x) = e_1 \text{ in } e_2
\end{align*}$

The typing rules are standard (with judgments $\Delta; \Gamma \vdash e : \tau$), with one exception: since language $T$ is the target of closure conversion, we ensure via the function typing rule that functions contain no free term variables. Thus, the typing rule for functions is as follows:

$$
\frac{}{\Delta; \Gamma \vdash \text{pack}(\tau , e) : \exists \alpha . \tau' \quad \text{unpack}(\alpha , x) = e_1 \text{ in } e_2}
$$
We then define a type-directed term translation \( ST \) that translates a term \( e \) of type \( \sigma \) into a target term \( e' \). For instance, \( x : \sigma \) translates to \( x : \sigma^+ \) and \( \lambda x : \sigma_1. \, e \) translates to \( \lambda x : \sigma_1^+. \, e' \), where \( e' \) is the term produced by \( ST \) for the expression \( \lambda x : \sigma_1. \, e \).

We then define a type-directed term translation \( ST \) that translates a term \( e \) of type \( \sigma \) into a target term \( e' \). For instance, \( x : \sigma \) translates to \( x : \sigma^+ \) and \( \lambda x : \sigma_1. \, e \) translates to \( \lambda x : \sigma_1^+. \, e' \), where \( e' \) is the term produced by \( ST \) for the expression \( \lambda x : \sigma_1. \, e \).

\[ ST \text{ bool} \text{ true} \mapsto \text{ true} \]
\[ ST \text{ bool} \text{ false} \mapsto \text{ false} \]
\[ \sigma_1 \rightarrow \sigma_2 \text{ ST} \text{ v} \mapsto \lambda x : \sigma_1. \, \sigma_2 \text{ ST} \text{ (unpack(}\alpha, y \text{)} = \text{ v in } \pi_1 y \text{ (}\pi_2 y, \text{ TS}\, \sigma_1 \text{ x) )} \]

\[ \text{TS} \text{ bool} \text{ true} \mapsto \text{ true} \]
\[ \text{TS} \text{ bool} \text{ false} \mapsto \text{ false} \]
\[ \text{TS} \, \sigma_1 \rightarrow \sigma_2 \text{ v} \mapsto \text{ pack(}\langle\rangle, \langle\rangle \text{) as } \exists \alpha. \langle\langle \alpha, \sigma_1^+ \rangle \rightarrow \sigma_2^+, \alpha \rangle \text{ where } \text{ v } = \lambda z : \langle\rangle. \, x : \sigma_1^+. \, \text{TS}\, \sigma_2^+ \text{ (} \sigma_1 \text{ ST} \, \text{ x) } \]

Closure conversion maps source terms of type \( \sigma \) to target terms of type \( \sigma^+ \). The definition of the type translation (\( \sigma^+ \)) and environment translation (\( \Gamma^+ \)) is as follows:

\[
(\text{bool}^+) = \text{bool} \\
(\sigma_1 \rightarrow \sigma_2)^+ = \exists \alpha. \,(\langle \alpha, \sigma_1^+ \rangle \rightarrow \sigma_2^+, \alpha) \\
(\text{ )}^+ \text{ = } . \text{ } \\
(\Gamma, x : \sigma)^+ = \Gamma^+, x : \sigma^+
\]

We then define a type-directed term translation \( \Gamma \vdash e : \sigma \Rightarrow e \) that translates a term \( e \) such that \( \Gamma \vdash e : \sigma \) into a target term \( e' \) such that \( \Gamma^+ \vdash e : \sigma^+ \). For instance, \( x \) translates to \( x \) and below we show how functions are translated into closures. (We elide the rest of the translation as it is standard, e.g., see [34, 36, 45].)

\[
y_1, \ldots, y_m = \text{ free-vars}(\lambda x : \sigma. \, e) \\
\Gamma \vdash y_1 : \sigma_1 \ldots \Gamma \vdash y_m : \sigma_m \\
\tau_{\text{env}} = \langle \sigma_1^+, \ldots, \sigma_m^+ \rangle \\
\Gamma, x : \sigma \vdash e : \sigma' \Rightarrow e \text{ as } \lambda x : \sigma. \text{ (TS env, v, y)} \text{ (} y_1, \ldots, y_m \text{) as } \exists \alpha. \langle\langle \alpha, \sigma^+ \rangle \rightarrow \sigma^+, \alpha \rangle
\]

**Step 2: Define interoperability semantics.** The language \( ST \) embeds the languages \( S \) and \( T \) so that both languages have natural access to foreign values (i.e., values from the other language). They receive foreign boolean values as native values, and can call foreign functions as native functions. We extend the original core languages with boundary terms \( \sigma \text{ ST } e \) and \( TS \, \sigma \text{ e } \) which mediate between the types \( \sigma \) on the source side and \( \sigma^+ \) on the target side. Figure 2 presents the new syntax, typing rules and reduction rules. Typing judgments for \( ST \) have the form \( \Delta; \Gamma \vdash e : \varphi \) where the environment \( \Gamma \) now tracks both source variables of type \( \sigma \) and target variables of type \( \tau \). The typing rules include all the \( S \) typing rules, but augmented with the additional environment \( \Delta \); all the \( T \) typing rules, unchanged; and rules for the two boundary constructs, shown in Figure 2.

We evaluate under a boundary until we have a value. The reduction rules for boundaries annotated \text{bool} convert boolean values from one language to the other. To convert functions across languages, we use native proxy functions. We represent a target function \( v \) in the source at type \( \sigma_1 \rightarrow \sigma_2 \) by a new function that takes an argument of type \( \sigma_1 \) and first
translates this argument from source to target, then unpacks the closure \( v \) and applies the code to its environment and the translated argument, and finally translates the result back to source at type \( \sigma_2 \). Notice that the direction of the conversion (and the boundary used) reverses for function arguments.

Converting source functions to target functions is a bit more subtle. To represent a source function \( v \) in the target at type \( (\sigma_1 \rightarrow \sigma_2)^+ \) we have to construct a closure. Since these are reduction rules, and since we only run closed programs, we know that \( v \) is closed. Hence, we simply use an empty tuple type \( \langle \rangle \) for the closure environment. The underlying function \( v \) for this closure takes an environment of type \( \langle \rangle \) and an argument of type \( \sigma_1^+ \), translates the argument to source, applies \( v \) to the translated argument, and finally translates the result back to target. The use of an empty environment in this reduction rule illustrates the difference between the translation done by boundaries in the multi-language and that done by the compiler itself.

**Step 3: Define logical relation for combined language \( (\approx_{ST}^{\log}) \) and prove \( \approx_{ST}^{\log} \equiv \approx_{ST}^{ctx} \).**

Next, we define a logical relation for the combined language \( ST \) and prove it sound and complete with respect to contextual equivalence \( (\approx_{ST}^{ctx}) \). In the process, we must prove the boundary cancellation property described in §3.1 – that is, this is the stage at which we are required to prove that the combined language can sensibly serve as an interoperability semantics.

**Step 4: Prove translation is semantics preserving.**

If \( \Gamma \vdash e : \sigma \rightsquigarrow e \) then \( \Gamma \vdash e \approx_{ST}^{\log} a ST e' : \sigma \), where \( e' \) is \( e \) with all \( x \) that are translations of \( x : \sigma' \in \Gamma \) replaced with \( TS \sigma' x \). Since \( \approx_{ST}^{\log} \) exactly captures \( \approx_{ST}^{ctx} \), this lemma immediately yields the compiler correctness theorem we want.

### 4 Research Plan and Central Challenges

We plan to carry out this work in three stages, with the target language GTVM growing in features and functionality across the three stages. Below we discuss the main tasks and the challenges we anticipate, and describe some of the work done to date.

**Verified compiler: ML to TTVM.** In the first phase, we plan to develop a verified compiler from an idealized ML to a statically type-safe LLVM IR. The LLVM IR is a platform-independent, static single assignment (SSA) language [54]. An LLVM compiler normally translates a high-level language into LLVM IR. This can then be optimized using a series of IR to IR transformations. LLVM provides a collection of such transformations which perform optimizations and static analyses. The resulting LLVM IR can then be translated to a target architecture using LLVM’s code generator or JIT-compiler.

LLVM programs consist of modules, which in turn contain function definitions and declarations. A function consists of a sequence of basic blocks, which as usual are a sequence of commands ending with a branch or return (\texttt{ret}) instruction. Commands include \texttt{load}, \texttt{store}, \texttt{malloc}, and \texttt{free} instructions; \texttt{alloca} for stack allocation; and a function \texttt{call} instruction. To be well formed, an LLVM program must be in valid SSA form. All components in the language are annotated with types, but the LLVM IR is not a type-safe language – like C, it allows arbitrary casts, invalid memory access, and so on.

Vellvm [57] provides a mechanized formal semantics of LLVM’s IR, its static semantics, and SSA form, all formalized in Coq, as well as a proof of static safety (modulo reaching
known stuck states) via preservation and progress theorems. It says that if the program takes a step then it continues to be well formed SSA; and if the program is well formed then either it can take a step or it is in one of the defined set of stuck states. Vellvm also provides a set of tools to extract LLVM IR from Coq so it can be processed by the standard LLVM tools. Vellvm provides us with a useful starting point; without the Vellvm formalization our research plans would not be feasible.

We will first identify a statically type-safe subset of the LLVM IR (TTVM) and modify Vellvm’s static safety theorems so that the progress lemma holds without the possibility of a well formed program configuration being stuck. This will require eliminating arbitrary casts, memory deallocation (\texttt{free}), and anything that leads to undefined behavior (\texttt{undef}) from the language. We will then extend the type system with polymorphism, existential types, and any other extensions needed to do type-preserving compilation from our idealized ML (language \textit{M}) to TTVM (language \textit{T}).

Tentatively, the compiler will consist of four languages and three passes: a closure conversion pass from \textit{M} to \textit{C}, an explicit allocation pass (where the data representation strategy is made explicit) from \textit{C} to \textit{A}, and code generation pass from \textit{A} to \textit{T}. To state compiler correctness, we will embed all four of the compiler’s languages into a combined language \textit{MCAT} by defining interoperability between the adjacent languages in the compilation pipeline. The design of the interoperability semantics between \textit{M} and \textit{C} (for the closure conversion pass) and between \textit{C} and \textit{A} (for the explicit allocation pass) is already well understood and we can adapt the multi-language and logical relation from our recent work [45] which covers closure conversion and explicit allocation for System F with recursive types. Moreover, in recent work with Phillip Mates and James Perconti, we have already proved compositional correctness of closure conversion in the presence of ML-style mutable references. The presence of mutable references required a novel extension to our logical relation for the multi-language system, which we plan to report on in the near future.

We anticipate that the design of an interoperability semantics between language \textit{A} and TTVM (i.e., for the code generation pass) will be the most challenging. In the language \textit{A}, code still has a compositional structure even though tuples and closures are allocated on the heap – that is, a \textit{component} is a simply a term \(e_A\). However, at the TTVM level, that compositional structure is lost. To define interoperability between \textit{A} components and \textit{T} (TTVM) components, we first have to identify what exactly constitutes a TTVM \textit{component} – that is, since there are no “terms” in TTVM, what is the shape of an \(e_T\) that we can put under a boundary \(ATe_T\)?

Fortunately, in preliminary work with Perconti, we have already answered this question in the context of an idealized typed assembly language (TAL), which is even lower level than TTVM. For the purpose of the multi-language semantics, a TAL (or TTVM) \textit{component} is comprised of a number of basic blocks. Thus, \(e_T\) denotes a pair \((b_0, \overline{b})\) of the currently executing basic block \(b_0\) and the rest of the blocks \(\overline{b}\) that comprise that component (which corresponds now to a TTVM function body). The next question is how do we run the term \(ATe_T\)? As in §3, we want to run \(e_T\) until we have a value \(v_T\) and then convert that value to the language \textit{A}. But running the \(e_T\) in TTVM will ultimately end with a return instruction. How do we distinguish between a normal \textit{return} within TTVM from a \textit{return to language} \textit{A}? The solution is to introduce a special \texttt{ret-to-A} pseudo-instruction as part of the extensions we make when defining the multi-language semantics. When \(ATe_T\) has reduced to \(AT(\texttt{ret-to-A} v_T)\), we simply convert \(v_T\) to an \textit{A} value in the usual type-directed manner. We are reasonably confident that we will be able to use ideas from our TAL work to design interoperability between \textit{A} and TTVM. We do not yet know if LLVM’s SSA form will complicate matters.
GTVM: a gradually type-safe LLVM IR. In the second phase, we aim to extend TTVM with support for dynamically type-safe code, assigned type `dyn`, and type-unsafe code, assigned type `un`. There is a significant body of work on contracts and gradual typing for high-level languages [19, 49, 50, 32, 6, 17, 23, 53, 44, 20, 25, 58, 24, 43, 11] that we can leverage when designing GTVM. The recent work on TS∗, a gradual type system for JavaScript [52], deserves special mention as it also mixes static, dynamic, and unsafe types (though their dynamic type is called any).

As is usual in gradual type systems, interactions between type safe code and unsafe code must be protected by wrappers (dynamically checked contracts). However, note that unsafe code is just standard LLVM IR that may, for instance, be the output of a C program. To prevent raw LLVM IR (or raw C) from breaking internal invariants of statically type safe code (say from ML or Scheme), we need to ensure that C code cannot trample memory cells that belong to the type-safe parts of the language. This is one of the most significant challenges we face, but there are ideas that we can draw upon from the literature. One option is to use some sort of software-based fault isolation (as in Google’s Native Client, NaCl [60]) to ensure that the unsafe code adheres to a strict sandbox policy, though we expect this to be too coarse-grained. Another option is to investigate whether we can devise wrappers for GTVM similar to those used by TS∗ (adopted from Fournet et al. [22]), which enforce a strict heap separation between unsafe and type-safe code. A third option is to devise contracts based on separation logic predicates similar to the approach of Agten et al. [1], who use these contracts to protect verified C modules from unverified C code, though this approach comes with considerable performance overhead.

As mentioned earlier, we plan to develop a compiler from GTVM to LLVM IR that inserts wrappers or safe coercions to ensure safe interoperability is preserved after the translation to LLVM IR. TS∗ similarly provides a compiler to JavaScript. To prove that the translation from TS∗ to JavaScript preserves properties such as memory isolation, the authors leverage a dependently typed version of JavaScript (called JS∗) in which memory layout invariants can be specified. We conjecture that we should be able to carry out such a proof using our logical relation for GTVM which will be based on much recent progress in scaling up logical relations to so that they can be used to tractably prove sophisticated equivalences in the presence of state [2, 5, 18, 56].

Verified compiler: Rust to GTVM. In the third phase, we plan to extend the GTVM/TTVM type system so that it can support type-preserving compilation from Rust, in particular, adding features capable of expressing Rust’s region and ownership discipline. For the design of the TTVM type system and logical relation, we can leverage ideas from our prior work on linear and affine type systems for memory management [10, 9, 35, 7, 21, 8]. However, instead of trying to shoehorn an appropriate notion of affine types or capabilities into TTVM, it may be better to extend the TTVM type system with dependent types in the style of HTT [38, 40]. This is a more challenging task, but a type system based on HTT might be a better choice as it can be designed independent of Rust considerations and yet should be expressive enough to serve as a target of typed compilation from Rust.

5 Conclusion

Practically every software system, from safety-critical software to web browsers, uses components written in multiple programming languages and stands to benefit from verified compositional compilers. We have proposed a proof architecture for verifying compositional
compilers based on source-target interoperability and are working on demonstrating the viability of this approach. We also propose to extend LLVM – increasingly the backend of choice for modern compilers – to support compositional compilation from type-safe source languages and principled linking with less precisely typed languages. This ambitious research program consists of numerous technical challenges and we look forward to collaborating with other groups in the community on various facets of this project.
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Abstract
The Liquid Metal project at IBM Research aimed to design and implement a new programming language called Lime to address some of the challenges posed by heterogeneous systems. Lime is a Java-compatible programming language with features designed to facilitate high level synthesis to hardware (FPGAs). This article reviews the language design from the outset, and highlights some of the earliest design decisions. We also describe how these decisions were revised recently to accommodate important requirements that arise in networking and cryptography.
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1 Introduction
Over the coming decade, the mix of computational elements that comprise a “computer” will grow increasingly heterogeneous. Already many systems exploit both general CPUs and graphics processors (GPUs) for general purpose computing. The ubiquity of GPUs, and their efficiency for certain computational problems, make them attractive hardware accelerators. Other forms of hardware accelerators include field programmable gate arrays (FPGAs) and fixed-function accelerators for cryptography, XML parsing, regular expression matching, and physics engines.

Although programming technologies exist for CPUs, GPUs, FPGAs, and various accelerators in isolation, current programming methods suffer from at least three major deficiencies. First, disparate architectures must be programmed with disparate languages or dialects, thus challenging a single programmer or programming team to work equally well on all aspects of a project. Second, current solutions provide relatively little attention to co-execution, the problem of orchestrating distinct computations on different architectures that must work seamlessly together. Third, current systems force an early static decision as to what will execute where, a decision that is costly to revisit as a project evolves. This is exacerbated by the fact that some of the accelerators, especially FPGAs, are notoriously difficult to program well and place a heavy engineering burden on programmers.

2 One Language, or Three
We designed Lime as a programming language for systems which connect a host general purpose processor (CPU) to a specialized device such as a GPU or FPGA. In general, the system may encompass more than one CPU, GPU or FPGA.
Consider a program as a collection of components, some of which run on the CPU, and some which run on the device. Clearly we need to describe the host program, the device program, and how to coordinate these two components and their communication. Lime allows a developer to program all three aspects using a single language and semantic rules which are neither host or device specific. This is convenient for the developer, provided the language implementation can deliver reasonable performance compared to using a plurality of languages.

Central to the Lime programming language lies the notion of dataflow graphs, where nodes encapsulate computation and edges describe data communication between nodes. Lime provides features for constructing planar and irreducible dataflow graphs which we call task graphs.

A task graph may execute entirely on the host or entirely on the device. Alternatively, the graph may be partitioned into subgraphs, some of which run on the host and some on the device. Thus the nodes in the graph can run on the parts of the system they are best suited for. Moreover, it may be desirable to migrate nodes between processors, in response to run time characteristics.

Lime empowers a skilled programmer to develop an application, whose parts are intended to run on different processors in the system, using a single language and semantic domain. Instead of writing code in multiple languages and using different tools to compile and assemble the source for each processor in the system, Lime makes it possible to program using a single language, a single compilation toolchain, and a single virtual runtime to execute the application on the heterogeneous system (Figure 1).

We did not always think of Lime as consisting of three languages – the host and device languages, and the task graph language – but this has proven increasingly helpful as we think about applying the salient features of Lime to other languages.

3 Salient Features

We highlight some of the Lime language features using the example code in Figure 2. The Figure shows a valid Lime program that is also a valid Java program. The class HelloWorld defines a method getChar to read a character from standard input, and a method toLowerCase to convert a character to its lowercase counterpart. The main method
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```java
1 public class HelloWorld {
2   public static void main(String[] args) {
3       while (true) {
4           System.out.print(
5               toLowerCase(
6                   getChar()));
7       }
8   }
9   static char getChar() {
10      try {
11          return (char) System.in.read();
12      } catch (Exception e) {
13          return '^\0';
14      }
15   }
16   static char toLowerCase(char c) {
17       return ('A' <= c && c <= 'Z') ?
18           (char) (c + 'a' - 'A') : c;
19   }
20 }
```

Figure 2 Lime example.

```java
1 public static void main(String[] args) {
2   var tg = task getChar
3      => task toLowerCase
4      => task System.out.print(char);
5   var te = tg.create();
6   te.start();
7   te.finish();
8 }
```

Figure 3 Task graph example.

composes `getChar`, `toLowerCase` and `System.out.print` to display the lowercased input characters to standard output.

The function composition on lines 4–6 describes a pipeline. Pipelining provides opportunities for parallelizing, where different stages of the pipeline may overlap in time to increase throughput. When composing functions in imperative or functional languages, the first stage of the pipeline is most deeply nested and appears last in an expression. Similarly, the last stage of the pipeline appears first. In contrast, task graph construction in Lime allows a more natural description of pipelines: left to right, and top to bottom.

The snippet in Figure 3 shows a Lime task graph that is equivalent to the function composition in Figure 2. Here we use the `task` and `=>` (connect) operators, and also demonstrate the use of local type inference using the `var` keyword. The task operator is applied to the same methods used in the previous example to create the tasks that make up the task graph. This is akin to lifting in functional reactive programming [8]. In contrast to the main method in Figure 2, the pipeline is now more readily apparent. The design of the task graph language was initially influenced by the StreamIt programming language [13], although unlike StreamIt, task graph construction in Lime may describe richer graph topologies, including non-planar graphs.

A task consumes data from an input channel (if any), applies the method, and writes its results to an output channel (if any). The connect operator abstracts communication between

---

1 A modifier is needed on the declaration of `toLowerCase` in order to apply the `task` operator. This is described later.
nodes in the task graph. If the entire graph runs on the host (device), then all communication is through the host (device) memory. However if say `getChar` and `System.out.print` run on the host, but `toLowerCase` runs on the device, the connect operator implies communication between the host and device memories.

The programmer communicates their intent for host and device partitioning using *relocation brackets* around individual tasks as in `([ task toLowerCase ])`, or task graphs in general [2]. We introduced this feature into the language because partitioning task graphs automatically between host and device presents too many practical and technical challenges. To understand why, note that Lime separates the graph construction (lines 2-4) from instantiation and execution (lines 5-7). This separation allows us to statically elaborate task graphs during compilation which is necessary for synthesis of hardware circuits. The hardware synthesis tools are time consuming to run, that even for this simple example it may take several minutes before a bitfile is produced for an FPGA. The bitfile is used to program the FPGA and realize the desired circuit. It is common to spend tens of minutes or hours in hardware synthesis for substantial programs.

In order to statically elaborate task graphs for hardware synthesis, while also using the expressive power of an imperative and object-oriented language for constructing task graphs (see [2] for examples), the Lime compiler statically checks the task graph construction for repeatable shape which guarantees it can extract the static structure needed for hardware synthesis. By repeatable, we mean compile-time constant but not limited to primitives [3].

The relocation brackets allow a program to constrain repeatable checks to only relevant parts of the program. Further, they facilitate gentle migration between host and device code since the programmer can move the brackets around in their code during development and testing. The feature is also useful for writing libraries because relocation brackets may be nested and composed.

The methods shown in the example may be used either in an imperative context or in a task graph context. In the former, the method is invoked explicitly by the programmer. In the latter, the task graph runtime invokes the methods repeatedly until one of a number of termination conditions is met. The two ways of using methods is convenient because the programmer can reuse existing code where necessary, and perform unit testing without invoking the task graph machinery. The dual-uses also informs the compiler of important characteristics that may be used in optimizing the implementation of a task graph. Specifically, the compiler will know the size of the input arguments and return values, and can infer an I/O rate. As an example, `toLowerCase` consumes one character and produces one character per invocation. Hence the compiler can use this information much in the same way that rate information is used to optimize synchronous dataflow programs [9].

More recently, we generalized the task programming model in Lime to permit the expression of tasks that directly manipulate input and output channels. In doing so, we increased the power of the language so that it is more natural to write tasks that consume or produce a variable number of values per invocation, such as those that arise in compression and networking applications. One may rewrite the `toLowerCase` method using an explicit `In` channel, an `Out` channel, or both as shown in Figure 4.

Note the use of the `local` keyword. This method modifier prohibits access to mutable global state, and hence limits side-effects of a method to those reachable through its input arguments. The local modifier is required on methods that have both input arguments and return values if they are to be lifted to task nodes. This is motivated by the desire to limit and confine side-effects for internal nodes in a task graph because they are usually migrated from the host to the device.
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// local modifier prohibits access to mutable global data
static local char toLowerCase(char c) {
    return ('A' <= c && c <= 'Z') ? (char) (c + 'a' - 'A') : c;
}

// using an In channel to read input characters
static local char toLowerCase(In<char> in) {
    var c = in.get();
    return toLowerCase(c);
}

// using an Out channel to return results
static local void toLowerCase(char c, Out<char> out) {
    out.put(toLowerCase(c));
}

// using both In and Out channels to read input characters and return results
static local void toLowerCase(In<char> in, Out<char> out) {
    var c = in.get();
    out.put(toLowerCase(c));
}

Figure 4 Task example using explicit channels.

In combination with value typed arguments, which are immutable types, the compiler can determine if a static method is pure in the functional programming sense. Primitive types in Lime are examples of values types. The language also provides a value keyword to modify class definitions and impart value semantics on a type declaration. The local modifier may apply to class constructors. This in turn permits the application of the task operator to instance methods of objects (rather than static methods), thereby creating tasks that may retain state across invocations.

All four versions of toLowerCase in Figure 4 are semantically identical when the task operator is applied. They vary only in the amount of rate of information they communicate to the compiler. In general, tasks that use explicit channel operations offer weaker compile-time guarantees about deadlock freedom because this style of programming inherits well-known problems attributed to Kahn Process Networks (KPN).

We further generalized the Lime task model to include non-determinism. This was motivated by functional requirements in networking applications where one may need to implement a timely merge operation. In our pursuit of a relaxed task model, we considered various relaxations of KPN to include non-determinism (e.g., [5]) as well as more general process models such as CSP [7] and Actors [1]. Most of these are broader than our needs for FPGA programming purposes. A summary of relevant literature by Lee and Parks [10] lists five ways of relaxing KPN to include non-determinism. One of these is to add the ability to test input channels for readiness. The analysis shows that this single relaxation is expressively equivalent to several others. Since any one relaxation is sufficient, we preferred the input testing relaxation because we found it to be the simplest to incorporate into our programming language.

The relaxation of the task model from its initial inception implied we could elide some of the specialized tasks in Lime in favor of library implementations. There is a trade-off however in that library functions in general may not have intrinsic guarantees and place a greater burden on the compiler to analyze their behavior for the sake of optimization.

There are many more features of the language that are not described here. We refer the interested reader to the Lime language manual [12]. The features described here highlight some of the earliest and latest design choices of the language.
Language Interoperability

Lime is an extension of the Java programming language and aimed for interoperability with Java from the outset, so that we may reuse existing ecosystems and libraries. Inter-language interoperability also made it possible to apply a gentle migration strategy to port existing Java code to Lime. In our own work, we quite often applied this strategy by starting with working Java source programs, and introducing Lime features to realize the promise of hardware synthesis.

Java was a logical choice because it is supported by mature development environments and programming tools, it executes in a managed runtime, is often optimized with a just-in-time (JIT) compiler. We thought we would get to the point of “JITing the hardware” – that is, the Lime virtual machine and JIT can exploit runtime information to further specialize the generated hardware designs, or to dynamically migrate code through a heterogeneous system in order to run code where it is best suited at a particular time.

Interoperability between Lime and Java presented a number advantages, but also some challenges particularly in the context of generics and arrays.

- The Lime generic type system does not elide all types by erasure because doing so implies the hardware backend cannot specialize the control and data paths where appropriate. In hardware design, better performance is achieved through specificity rather than genericity. Lime generic types do not attempt to be fully compatible with existing Java generics. Rather, the Lime programmer must mark particular generic types as Java-compatible where desired.

- Arrays are an important data structure in Lime, as in many programming languages. Lime revises array semantics compared to Java with two goals in mind. First, it is possible to declare arrays that are immutable (as in int[][] is a read only array of integers). Second, one may establish static bounds on the sizes of arrays (as in int[5] or int[[5]] for mutable and immutable integer arrays with five elements). Array bounds guarantee that array indexing exceptions will not happen. This in turn permits simpler and more efficient hardware design. It is not feasible to achieve the expanded semantics of Lime arrays while using the identical representation to that used in Java, hence arrays (like generic types) are an area of tension between the expressivity requirements of Lime and its Java compatibility goals. This requires the programmer to make a type distinction between Java arrays and Lime arrays using designated syntax.

In retrospect, we might have used a different base language to build upon, or in an even greater departure, we could have aimed for Java interoperability but designed a minimalist language from a clean-slate. Chisel [4] for example supports hardware design as an embedded language in Scala [11]. There are of course many endeavors to raise the level of abstraction used to program hardware and commercial synthesis tools are increasingly offering viable C, C++ and OpenCL programming options for FPGAs.

Auto-tuning shapes

The task graph construction in Lime may use the full power of the language. That is, graph construction may use generic types and methods, recursive or iterative constructs, etc. An example is shown in Figure 5. This example introduces a few more Lime features so we will define these first. The task keyword appears in the method declaration to indicate this is a method that creates a task graph. This enforces a number of checks by the type system that ensure graph shapes are repeatable. Among these is a requirement that the resultant graph
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```java
static task <N extends int, V extends Value> IsoTask repeat(IsoTask<V,V>[[N]] filters) {
    return task split V[[N]] => task [ filters ] => task join V[[D]];
}
```

**Figure 5** Example of a generic graph constructor.

is isolated – that is constructed from local methods. The type of such tasks is `IsoTask<?, ?>`. We did not explicitly state this before but the type of `task toLowerCase`, for all versions of `toLowerCase` shown in Figure 4 is `IsoTask<char, char>`. The first type argument is the type of the input channel, and the second type argument is the type of the output channel.

The type parameters to `repeat` in Figure 5 are `N` which is an ordinal type (an integer), and `V` which is any value type. The former is used as a bound on the array `filters`, and also to parameterize Lime system tasks for distributing and merging values with the `split` and `join` tasks. The syntax `task [ filters ]` denotes a set of tasks that are parallel. The composition of the splitter, parallel tasks, and joiner forms a split-join which describes task parallelism akin to fork-join parallelism.

In many examples which use split-joins to parallelize computation within a task graph, it is desirable to tune the width of the split-join. In other words, one may want to experiment with different values of `N`. The Lime language design lends itself well to automating such experimentation. This is desirable because FPGAs are resource-constrained and the synthesis tools are not entirely predictable, requiring a time-consuming exploration to determine suitable split-join widths.

## 6 An FPGA example

Applications with a high compute-to-communication ratio generally offer opportunities for accelerators as the cost of data serialization and transfer between the host and the device can be amortized against a large, and hopefully granular, computation. One such example is homomorphic encryption [6] which allows arbitrary but bounded computation on encrypted data without leaking information about the input, output, or intermediate results. Both plaintext and ciphertext are in the form of large polynomials where the degree is in the thousands and the coefficients are hundreds of bits. At the heart of the computation are costly polynomial multiplications which dominate execution time. One acceleration strategy is to offload only those operations to an FPGA while leaving the rest of the computation and higher-level application logic on the CPU.

We implemented the polynomial multiplication using a quadratic algorithm in Lime and leveraged the support of objects to express “bigint” and polynomials as datatypes with various operations. Generics allowed the reuse of lower-level implementation types. The table below shows some results from using Lime to generate the FPGA design for a Nallatech 287 FPGA card. We report the end-to-end performance (op time), the clock frequency for the circuit in the FPGA (freq), and the resource utilization for three primary ingredients – logic cells (LUT), memory (BRAM), and DSP units which are specialized floating-point units available in FPGAs – as a percentage of total resources available in the FPGA.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Lime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Op Time</td>
<td>83.3 ms</td>
</tr>
<tr>
<td>Freq</td>
<td>100 Mhz</td>
</tr>
<tr>
<td>LUT</td>
<td>11.8%</td>
</tr>
<tr>
<td>BRAM</td>
<td>23%</td>
</tr>
<tr>
<td>DSP</td>
<td>1.2%</td>
</tr>
</tbody>
</table>
We also implemented the algorithm in C and used a commercial high-level synthesis (HLS) tool to generate a comparable FPGA design. The performance of the Lime generated design lags approximately $2 \times$ behind that of the C generated design.

However, Lime allowed us to avoid programming against a lower level of abstraction in which object inlining was performed manually. We believe that the performance gap is due to the relative immaturity of the low-level code generation in our compiler where poor scheduling led to a relatively low frequency. LUT consumption is similar in both designs although the Lime design used far more BRAM and far fewer DSPs.

BRAM usage stems from a design with many pipelining stages and the lack of aggressive FIFO sizing optimization between tasks. In addition, the Lime design contains monitoring and features for reliability, availability and serviceability that we omitted in the C-based design.

Interestingly, despite the numerical nature of the application, the Lime design used very few DSP units, suggesting that if the BRAM issues can be ameliorated, we can horizontally scale the Lime design for greater performance. However, deeper investigation into what fraction of LUTs were used to generate mathematical units are needed to confirm.

### 7 Status and Concluding Remarks

The Lime development environment is available as an Eclipse plug-in [12]. We integrated support for FPGA simulation and synthesis so that the entire programming experience is accessible to software developers who have little experience with hardware design and FPGA synthesis tools. A Lime program can run on any Java Virtual Machine, so the programmer can develop and debug on a standard workstation with no specialized hardware. The compiler can translate all Lime code to JVM bytecode, and can additionally compile a subset of the language to Verilog for execution on an FPGA or simulator. The subset of the language that is compiled for the FPGA (or GPU) is considered the device language although there is no formal distinction between the host and device languages in Lime. The Lime compiler endeavors to make clear through diagnostics when a task that is within a repeatable graph is excluded from synthesis.

Lime encourages an incremental development path starting from Java:

1. Prototype the program in Java,
2. Add Lime constructs to express types and invariants which allow the compiler to generate Verilog for selected components,
3. Deploy the program with a JVM and a Verilog simulator for performance tuning, and
4. Synthesize a bitfile and deploy on an FPGA.

We have written more than 200K lines of Lime code to date, and developed several substantial applications drawn from many domains that include low-latency messaging, financial algorithmics, encryption, compression, codecs, and game engines. For some of these, we have benchmarked the compiler against hand-tuned FPGA implementations. One of the challenges in doing this systematically is the lack of an adequate benchmark suite with tuned software and hardware implementations to use as a baseline. Such a benchmark suite would allow us to bound performance in two ways: “from below” to measure FPGA performance compared to software implementations, and “from above” to measure generated hardware designs against manually crafted designs.
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Abstract
Programming tools based on probabilistic models of massive codebases (aka “Big Code”) promise to solve important programming tasks that were difficult or practically infeasible to address before. However, building such tools requires solving a number of hard problems at the intersection of programming languages, program analysis and machine learning.

In this paper we summarize some of our experiences and insights obtained by developing several such probabilistic systems over the last few years (some of these systems are regularly used by thousands of developers worldwide). We hope these observations can provide a guideline for others attempting to create such systems.

We also present a prediction approach we find suitable as a starting point for building probabilistic tools, and discuss a practical framework implementing this approach, called Nice2Predict. We release the Nice2Predict framework publicly – the framework can be immediately used as a basis for developing new probabilistic tools. Finally, we present programming applications that we believe will benefit from probabilistic models and should be investigated further.
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1 Introduction

The rapid rise of open source code repositories such as GitHub [9], BitBucket [4], CodePlex [8] and others enables unprecedented access to a large corpus of high quality code. This corpus of code can be a valuable resource: much programmer effort and time has gone into developing, testing, debugging, annotating and fixing bugs in these programs.

A natural question then is: can we leverage and learn from this resource in order to create new kinds of programming tools that help developers accomplish tasks that were previously difficult or practically infeasible?

To address this challenge, a direction we have been exploring in the last couple of years is that of building probabilistic models of massive codebases, and then using these models as a basis for new kinds of probabilistic programming tools. For example, we developed statistical tools that are able to successfully and automatically complete API sequences [20], translate between programming languages [12], and de-obfuscate JavaScript programs [21].

Challenges. Ensuring that these tools work precisely on arbitrary general purpose programs (e.g. Android or JavaScript programs) requires solving several challenges, including selecting the right probabilistic model for the particular application at hand, finding the right program representation to be “compiled” into that model (and learned over the large corpus), as
well as the appropriate learning and inference algorithms. However, it is often the case that simply taking existing algorithms is not enough as they do not scale to the large available corpus that we can learn from, taking days or even weeks to finish. Therefore, when designing learning and inference algorithms an interesting trade-off arises where one needs to trade-off precision for scalability such that realistic codebases can be handled.

This work. This paper has four objectives:

- To present the observations and insights obtained from building a variety of probabilistic programming tools,
- To describe an approach based on structured prediction that can serve as a basis for creating a variety of new probabilistic programming tools,
- To present a practical framework based on this approach, called Nice2Predict, that can be used as a foundation of new probabilistic programming tools, and
- To discuss programming applications that can benefit from probabilistic models and should be investigated further.

2 Observations and Insights

We start by describing our observations and insights accumulated from developing several probabilistic programming tools: code completion [20], language translation [12], and code de-obfuscation [21]. We hope that these insights will be useful to others who attempt to create new tools.

2.1 Probabilistic Models vs. Clustering

A useful distinction to make when discussing techniques for learning from massive codebases is that of using probability distributions (models) vs. clustering-and-retrieval methods. Clustering is a natural and popular approach: we first group “similar” programs together (based on some criteria for similarity) and then given a developer query, look into the “nearest” cluster (or some other cluster) to see if we can retrieve a solution that already solves the problem. Examples of clustering approaches are [24, 5, 23, 16]. These tools enable the developer to phrase queries and discover if other code has already solved the problem. In our experience, a key issue with the cluster-and-retrieve approach is that it is usually unable to produce new code, that is, to predict programs not seen in the training data, yet are likely. This approach also makes it difficult to provide a meaningful probability assignment to a proposed solution.

On the other side, with probabilistic models, we typically first abstract (represent) the program by breaking it down into smaller pieces (e.g. extract features from the program) over which we then learn a probabilistic model. These features (program representation) are usually quite specific to the type of programming task being solved. The advantage of probabilistic models is that they can usually provide predictions/solutions that are not found in the training data and can also associate probabilities with the proposed solution.

A key attribute of using probabilistic models is the presence of regularization or backoff. Regularization bounds the weights of the features to avoid creating a too complex model that only captures the properties of the training data – a problem also known as over-fitting. A key step in achieving the precision of the JSNice code de-obfuscation [21] was to use cross-validation and pick an efficient regularization. Similarly, in our code completion system [20], we rely on a backoff technique [25] that was developed for n-gram statistical language models.
Backoff avoids over-fitting by considering only features with sufficient support in the training data and falling back to a simpler model for features with not enough support.

2.2 Probabilistic Models and Program Representations

Perhaps the most fundamental question when trying to build probabilistic models of code is deciding on the right program representation (features). What representation should be used when trying to learn a model over multiple programs? Representations that are too fine-grained and program specific or too coarse-grained and unable to differentiate between programs will not result in interesting commonalities being learned across many programs.

The program representation used is also connected with the particular model. For example, if one uses statistical language models (e.g. n-gram) [20], it may be natural to use a representation which consists of sequences of API sequences, however, it may be difficult to specify other features that are not sequence related (e.g. that the same variable is passed to multiple API invocations). Of course, it can also be the case that there are multiple probabilistic models which work with the same representation. For example, [20] uses both n-gram models and recurrent neural networks (RNNs).

Fundamentally, we believe that down the line, an important research item is finding the right probabilistic models and representations for programs. For instance, in the context of graphical models, popular models frequently used in computer vision are the Potts and the Ising models – images are usually converted to this representation and a subsequent prediction is then performed on that representation. Such models have very well studied theoretical properties and are equipped with suitable inference algorithms with provable guarantees. Can we find the corresponding fundamental representation for programs?

2.3 The Need for Clients

Developing probabilistic models of code is only part of the challenge. Even if one successfully builds such a model, it is not at all clear that this model will perform well for solving a particular programming challenge and will be able to handle realistic programs accurately. It is therefore critical to evaluate the model in the context of a particular client (e.g. code completion, etc.). In our experience, it is often the case that using a model by a particular client usually results in need to augment and fine-tune the model (e.g. by adding more features, etc.). For instance, in [12] we found out that the traditional score for measuring the quality of the learned model (the BLEU score) was not at all indicative of how well the model performs when translating new programs.

An interesting challenge here arises when one has to fine-tune the model. For instance, in the n-gram model, one needs to decide whether to use the 2-gram, the 3-gram, the particular smoothing method, etc. In natural language processing, there are key works which study these parameters and suggest “good” values [6] for certain models (e.g. the n-gram model).

Natural questions include: can we automatically come up with the model parameters based on the particular client? Are there appropriate metrics for the quality of the probabilistic model of code where the client is unknown, or do we always need to know what the client is?

2.4 The Need for Semantics

In our experience, it is important to leverage programming languages techniques (e.g. semantic program analysis) in order to extract quality information from programs upon which we learn the probabilistic model. That is, it is not advisable to learn directly over the program
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syntax as done in various prior works [11, 2]. We believe that it is very difficult to design useful programming tools without any semantic code analysis.

In particular, unlike the domain of images (e.g. image recognition, etc.), programs are not data (e.g. a collection of pixels), but data transformers: they generate new data and program analysis techniques enable us to get access to this data.

For example, in the case of API code completion, if instead of API sequences, one generates any syntactic sequence, then the sequence will contain a lot of “noise” leading to much sparsity in the probabilistic model and relating tokens that are unrelated to the API prediction. However, statically extracting API sequences precisely is a challenging program analysis problem requiring alias and typestate analysis. Our experience is that accurate static analysis is important for extracting quality semantic information. Note that the extracted information does not need to be an over-approximation to be useful: it is possible that the extracted information is both and under-and an over-approximation (i.e. as in symbolic execution).

Similar situation arises in statistical programming language translation in [12] where we had to incorporate knowledge about the language grammar in the translation process in order to avoid the statistical translation generating grammatically incorrect programs. Here too, more semantic information would have been useful in preserving semantic equivalence between the source and the translated program.

3 Prediction Approach

In this section we provide an overview of the proposed approach for building probabilistic tools. The main benefit of this approach is that it supports structured prediction which, instead of predicting labels in isolation, uses the provided context into account to make a joint prediction across all labels. Binary or multi-class predictors (that predict features in isolation) are a special case of this model.

In particular, we use Conditional Random Fields (CRFs) which is a discriminative log-linear classifier for structured prediction. The CRFs is a relatively new model introduced by [15] and since have been used in various domains such as natural language processing, information retrieval, computer vision and gene prediction [18, 17, 3, 10, 15]. We believe that future research will leverage and extend these ideas from CRFs and apply them in the context of programs.

3.1 Conditional Random Fields (CRFs)

For each program (i.e. a prediction instance), we consider two vectors of properties $x$ and $y$ (we can think of properties broadly as program elements: types, code, method names, etc.). The vector $x$ includes known properties (e.g. properties which can be computed from the input with existing program analysis techniques). The vector $y$ captures inferred properties for the given (potentially partial) program. Each known property has value ranges in $X$ while unknown properties range over $Y$, thus $x \in X^*$ and $y \in Y^*$. A CRF model has the following form:

$$P(y \mid x, \lambda) = \frac{1}{Z(x)} \exp(score(y, x, \lambda))$$

where $Z(x)$ is an instance-specific partition function (also referred to as a normalization function), $\lambda$ are weights learned in the training phase, and $score(y, x, \lambda)$ is a function that calculates a real valued score for given assignment $y$ and $x$. The partition function ensures
that \( P(y \mid x, \lambda) \) is a valid probability distribution (i.e., sums to one) over the range of unknown properties \( Y \) and is defined as follows:

\[
Z(x) = \sum_{y \in Y^*} \exp(score(y, x))
\]

The scoring function \( score(y, x, \lambda) \) assigns higher score to more likely assignments of \( x \) and \( y \) and is defined as follows:

\[
\text{score}(y, x, \lambda) = \sum_{i=1}^{k} \lambda_i f_i(y, x) = \lambda^T f(y, x)
\]

where \( f_i \) is \( i \)-th feature function \( f : X^* \times Y^* \rightarrow \mathbb{R} \) with associated weight \( \lambda_i \). For convenience we use vector notation \( f(x, y) = [f(x, y)_1 \ldots f(x, y)_k] \) for feature vector of \( k \) feature functions and \( \lambda = [\lambda_1 \ldots \lambda_k] \) for learned weights. The weights \( \lambda \) are learned from the training data.

**Challenges.** Conditional random fields define a probability distribution that is linear with respect to the learned weights \( \lambda \), but computing the actual probability with the formula \( P(y \mid x, \lambda) = \frac{1}{Z(x)} \exp(\lambda^T f(y, x)) \) requires evaluating an expensive \( Z(x) \) function that computes a sum over all possible assignments of labels (program properties \( y \in Y^* \)). To avoid this limitation, we focus on applications where we do not need to report the actual probability of the prediction, but only the ability to compare probabilities of different assignments of the properties \( y \in Y^* \).

**MAP Inference Query.** The most important query in this context is that of MAP Inference (also known as Maximum APriori Inference):

\[
y = \arg\max_{y' \in \mathcal{P}(Y)} P(y' \mid x)
\]

To answer this query, we do not need to evaluate the partition function since it is constant with respect to \( y' \) and thus \( y = \arg\max_{y' \in \mathcal{P}(Y)} \lambda^T f(y', x) \). This MAP inference query requires solving an optimization problem – finding the labels that score the best. Typically, solving this problem requires leveraging properties of the feature functions \( f \).

Unfortunately, selecting an appropriate interference algorithm is challenging as: i) the exact inference problem is generally NP-hard and too expensive to be used in practice, and ii) even common approximate inference algorithms such as (loopy) belief propagation have shown to be at least an order of magnitude slower than greedy algorithms. Given the large-scale nature of the applications, we provide a greedy inference algorithm specifically designed to efficiently handle a massive range of the domain \( Y \), implementation details of which can be found in [21].

**Alternatives.** The most important alternative discussed in literature avoids MAP inference altogether and replaces it with marginal inference. In marginal inference, we simply select for each property an assignment which maximizes its marginal probability. Such assignment however ignores dependencies between properties as it maximizes only the local probability of assignment to a single property. In contrast, optimizing the joint probability of the assignments to all the properties can lead to significant increase in accuracy as illustrated in the 9.3% improvement in the name prediction task [21].
Programming with “Big Code”: Lessons, Techniques and Applications

```javascript
var a = s in _MAP;
```

(a) Minified JavaScript

![Dependency network](image)

(b) Dependency network

<table>
<thead>
<tr>
<th></th>
<th>L in R</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>_MAP</td>
<td>0.7</td>
</tr>
<tr>
<td>has</td>
<td>_MAP</td>
<td>0.4</td>
</tr>
<tr>
<td>check</td>
<td>_MAP</td>
<td>0.2</td>
</tr>
</tbody>
</table>

(c) Result of MAP inference

Figure 1 a) Code snippet of minified JavaScript, b) Dependency network build using properties and features extracted from a). The known properties are shown in blue (global variable _MAP) and unknown properties in white (variables a and s). c) An overview of the name inference procedure.

Naturally, there is an opportunity that an alternate algorithm will provide a meaningful approximation of the exact MAP inference. For example, one could first optimize all the labels in isolation and only then optimize by taking structural features into account. However, this should be done by taking the constraints of the problem into account.

Constraints. An important extension of the greedy MAP inference is to support hard constraints on the range of possible values \(y\). For example, in a name prediction task, one constraint is that only non-duplicate names in scope are allowed. Such constraints cannot be neglected as they guarantee that the resulting MAP assignment is a feasible program. It is worth noting that common approximate inference algorithms do not support constraints over the range of possible assignments and therefore can produce non-feasible solutions. Integrating constraints into existing algorithms is an open problem which will need to be addressed as soon as the need for more accurate inference algorithms arises.

Example. To illustrate MAP inference, we predict variable names of the code snippet in Fig. 1a) using JSNice [21] – a system for predicting variable names and types. We start by identifying two unknown properties corresponding to variables a and b together with one known property corresponding to global variable _MAP. Next, the program analysis extracts three feature functions which relate the properties pairwise. An example of feature function is \(L \in R\) between properties a and _MAP, which captures the fact that they are used together as a left-hand and right-hand side of binary operator in. The properties and feature functions are succinctly represented as a dependency network Fig. 1b), which is used as a graphical representation of CRF.

Given the dependency network, we are interested in performing the MAP inference. That is, we want to find an assignment to unknown properties such that it maximizes the scoring functions learned from the data. An illustration of MAP inference is shown in Fig. 1c). The particular assignment of properties in this case demonstrates that the MAP inference computes a global maximum of the scoring functions, which does not necessarily correspond to the best local per property assignments (i.e., for properties a and _MAP only a second best scoring assignment was selected).

Extensions. The choice of features enable fast approximate MAP inference algorithm, but it has an important implication on the system capabilities. In particular, our current implementation of the system has the following limitations:
4 Nice2Predict: A Prediction Framework

We believe an important part of the research on probabilistic programming tools is having an effective system that works in practice and is shown to be effective when trained on real problems and code. Towards this, we discuss an implementation of the approach discussed above in scalable, efficient, and extensible to new applications implementation available at:

https://github.com/eth-srl/Nice2Predict

In particular, the implementation is decoupled from the particular programming language (and from particular clients such as JSnice).

The architecture of Nice2Predict is shown in Fig. 2. The core library contains an efficient C++ implementation of both greedy MAP inference and state-of-the-art max-margin CRF training [21] which are both subject to future extensions. The CRF training currently supports two modes: parallel stochastic gradient descent (SGD) [26] and Hogwild [22] training. Further, the training is highly customizable by providing control over several important parameters such as learning rate, SVM margin and regularization. Additionally, we provide automatic cross-validation procedure which finds the best values for all parameters.

The server provides interoperation between the C++ core implementation and clients using different programming languages. Our communication format is JSON which most languages can easily write to and we provide a binding with a remote procedure call (RPC) over the HTTP server.

We chose to implement the inference engine as an external service to cover a range of clients. The clients provide the remaining steps: i) defining known and unknown properties, ii) defining features that relate properties, and iii) obtaining training data. That is, the client is mainly responsible for transforming an input program into a suitable representation which is then encoded to a JSON and sent as a query to the server.
Example client: predicting JavaScript names

We now briefly describe a client of our framework – a JavaScript deminifier implementation called UnuglifyJS which extracts properties and features as described in [21]. This client can be used as a starting point to help researchers and developers interested in using the Nice2Predict framework. The open-source implementation is available at:

https://github.com/eth-srl/UnuglifyJS

As discussed above, the client is responsible for three items: i) defining known and unknown properties, ii) defining features, and iii) obtaining training data. We start by describing the known and unknown properties. The known properties are program constants, objects properties, methods and global variables – that is, program parts which cannot be (soundly) renamed (e.g. the DOM APIs). The unknown properties are all local variables.

To define features, we first represent the properties in a graph where the nodes are properties, and each edge represents a relationship between them. We associate a label with each node - the value in the corresponding component from the vectors $x$ and $y$. Then, we define the feature functions to be indicator function for all possible labels connected by an edge. In the case of names, we introduce a feature function for all possible triples: $(z_1, z_2, \text{type})$ where $z_1$ and $z_2$ are labels $(z_1, z_2 \in X \cup Y)$ and $\text{type}$ describes the type of the relation encoded in the graph edge. Finally, specifically for JavaScript names, we create a simple filter that detects minified code and performs training on non-minified code with meaningful variable names. Based on these names, the system learns the feature functions used for code deminification.

Further, for this prediction application, we provide an interactive walk-through available at http://nice2predict.org/. Once the user provides JavaScript, the resulting CRF graph is visualized and a Nice2Predict server performs MAP inference.

5 Applications

We next discuss several applications that we believe would benefit from and are worth investigating in the context of probabilistic models.

- **Statistical program synthesis**: in the last few years, we have seen renewed interest in various forms of program synthesis. Usually, these techniques are applied on a per-program basis (e.g. synthesize the program from a partial specification such as assertions, input-output examples, etc.). A natural direction is to consider program synthesis based on probabilistic models. We already made first steps in prior work [20] (in the context of code completion), but much more investigation is needed to understand the limits of statistical code synthesis.

- **Statistical invariant prediction**: an interesting direction is whether we can predict properties of programs by learning models of these properties over other programs already annotated with their properties. First steps in that direction were made in [21], where we predict simple types for JavaScript (checked by the Google Closure Compiler [7]) – can this approach be applied to infer useful contracts or ownership annotations in the style of Kremenek et al. [14]? Such a system could potentially complement existing static analysis tools and make it easier to annotate programs.

- **Statistical code beautification and refactoring**: a promising direction is leveraging probabilistic models for learning natural coding and naming conventions [21, 1]. Suggesting better names and code refactorings based on probabilistic models is useful in various
settings include software engineering (better code readability) and de-obfuscation as in JSNite\footnote{http://jsnice.org}.

- **Statistical error prediction**: a useful direction we have been exploring recently is discovering pieces of program code that are unlikely and suggesting alternative code that is more likely. This has applications in regular programming but also in the context of massive open online courses (MOOCs). In the context of concurrency, can we use statistical models to predict likely thread interference and suggest likely synchronization repairs?

- **Statistical language translation**: recently, we explored the direction of using statistical models to translate programming languages \cite{Allamanis2013}. An interesting observation here is that statistical translation is sometimes able to learn how to translate entire patterns of code (i.e. how to map one set of APIs to another). One challenge here is obtaining a parallel corpus of translated programs – a possible direction is using Amazon Turk for obtaining such corpus.

- **Statistical code exploration**: an interesting application of statistical models is to guide the program exploration or test case generations to exercise specific parts (e.g. suspicious) of the codebase first. Such approach is particularly interesting for large scale projects which ensure their security via a fuzzing infrastructure – an automated the test case generation and crash detection.

**Thinking of applications: from Computer vision to Programs.** A useful place to think about applications is to consider the analogous problems in computer vision. For example, code deobfuscation can be seen as image denoisification, where noisy pixels correspond to obfuscated program parts. Code completion corresponds to image completion and code documentation is akin to words describing an image. This view is important not only for inspiring new applications, but by formalizing these problems in similar terms as in vision, we can transfer advances such as efficient feature learning \cite{NIPS2012_4824} and a rich arsenal of inference techniques \cite{Hensman:2013:TPR:2908812.2908955} to programming language problems.

6 Conclusion

In this paper, we presented four items: insights for building probabilistic programming tools, a prediction approach that can serve as a starting point for developing such tools, a practical framework based on this approach, and a set of applications worth exploring further.

---
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Abstract

This paper describes a new approach to program optimization that allows general purpose code to benefit from the optimization power of domain-specific compilers. The key to this approach is a synthesis-based technique to raise the level of abstraction of general-purpose code to enable aggressive domain-specific optimizations.

We have been implementing this approach in an extensible system called Herd. The system is designed around a collection of parameterized kernel translators. Each kernel translator is associated with a domain-specific compiler, and the role of each kernel translator is to scan the input code in search of code fragments that can be optimized by the domain-specific compiler embedded within each kernel translator. By leveraging general synthesis technology, it is possible to have a generic kernel translator that can be specialized by compiler developers for each domain-specific compiler, making it easy to build new domain knowledge into the overall system.

We illustrate this new approach to build optimizing compilers in two different domains, and highlight research challenges that need to be addressed in order to achieve the ultimate vision.
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1 Introduction

Despite significant advances in compiler optimization over the last thirty years, the promise of actual optimality in generated code remains elusive; even today, clean and high-level code cannot compete with heavily optimized hand-tuned, low-level code, even if the former is compiled with the best optimizing compilers. Part of the problem is that the kind of aggressive, high-level, global optimization that a performance engineer can perform by hand often requires domain knowledge about the implementation strategies that are best for particular classes of programs. For a general-purpose compiler, it is often difficult to tell that a piece of code comes from a particular domain, and it is also difficult to incorporate the requisite domain knowledge in a traditional compiler architecture.

Domain-specific languages (DSLs) have emerged as a solution to the challenge of obtaining high performance from high-level code. Compilers for domain-specific languages leverage specialized internal representations and domain-specific transformations to encode the domain knowledge necessary to optimize a given class of programs. In a number of different domains [32, 24, 29, 23, 4], it has been shown that domain-specific compilers can outperform traditional compilers – and in some cases can even surpass hand-tuned code created by performance experts – because they can combine the domain knowledge embedded in them with exhaustive exploration to produce truly optimal implementations.
While DSLs ease the job of the compiler developer in generating efficient programs, they often come at a cost for application developers. First, given the proliferation of DSLs even within a given domain, the developers must understand the pros and cons of each DSL in order to choose the best one for their applications. Once chosen, developers might need to rewrite their existing applications into the DSL. Worse yet, developers might only want to express fragments of their computation in the DSL. As a result, the program might become a collage of code fragments written in various DSLs – database backed applications, where for years it has been customary to combine a general-purpose language like Java with query languages like SQL, provide a cautionary tale of the software engineering challenges inherent in this approach [19, 5].

In this paper, we present a system called **Herd** that we are building for bridging the gap between general-purpose compilers and DSLs. Given a program written in a general-purpose language, our system relies on a new technology called **Synthesis Enabled Translation** (**Set**) which systematically identifies code fragments that can be translated into DSLs. **Set** derives provably correct translations for each identified code fragment, and the translations are then given to domain-specific compilers for aggressive optimizations. We have demonstrated **Set** on two domains for which efficient domain-specific notations exist: stencil computations and database queries, but the generality of the **Set** approach should make it possible to extend the system to other domains for which high-performance DSLs are available.

With **Set**, compiler developers can add support for a new DSL by describing the semantics of the target language, together with high-level filtering rules to help guide the compiler towards more promising code fragments. The compiler can then leverage recent advances in program synthesis and software verification techniques [6, 13] to dynamically search for code fragments that can be rewritten into the target DSL. Using the provided specification of the target DSL, the compiler will automatically weave the generated DSL code back into the original program in order to complete the optimization process.

Overall, our approach has the following advantages over both general-purpose compilers and direct use of DSLs:

- Compared to direct use of DSLs, our approach does not require programmers to learn new formalisms, or even to know about the existence of DSLs for particular domains.
- The translations to DSLs performed by our system are provably correct, so there is less risk of introducing bugs in the program through the translation process.
- The compiler can automatically search through transformations across multiple DSLs simultaneously given an input program, and rewrite appropriate fragments into the optimal DSL according to a cost metric. This eliminates the application developers’ need to rewrite their code into multiple DSLs and maintain each implementation.

In the rest of this paper, we first briefly describe constraint-based synthesis in Sec. 2 and outline the proposed architecture of **Herd** in Sec. 3. Then, in Sec. 4 and Sec. 5 we describe instances where we have applied **Set** in constructing compilers for two very different application domains, namely, applications that interact with databases for persistent storage and stencil computations. The **Herd** architecture is designed after our experience from the two application domains. After that, we discuss related work in Sec. 6 and conclude in Sec. 7.

## 2 Constraint-Based Synthesis

In this section we describe the synthesis technology that forms the basis of **Set**. **Set** uses constraint-based program synthesis [28, 1], which provides mechanisms to efficiently search a space of candidate implementations for one that satisfies a given functional specification.
Specifically, the synthesis problem is formulated as solving the Doubly Quantified Boolean Formula problem (2QBF):

$$\exists c. \forall x. Q(f_c, x)$$

Here $f_c$ represents the unknown function parameterized by a set of control values $c$. Given $c$, the predicate $Q$ checks to see whether $f_c$ satisfies all the constraints under all possible inputs $x$. The job of the synthesizer is to find such $c$. Since the number of possible inputs is infinite, in practice, synthesizers perform bounded verification where the size of $x$ is limited. For instance, if the inputs are lists, then one way to perform bounded verification is to limit the maximum number of elements in each list, or the size of the elements in each list. If the inputs are integers, then bounded verification can be done by checking constraint satisfaction for all integers up to a certain value.

In Set, we use synthesis to discover the DSL program and any program invariants that are necessary to prove equivalence to the original program. Thus, the constraints in $Q$ consist of clauses that ensure equivalence to the semantic meaning of the original snippet.

Unlike typical compiler analysis techniques, which use semantics-preserving rewrites to transform the input code to the target language in a deductive way, the synthesis technology in Set uses inductive reasoning: it works by searching for solutions that satisfy the specification in concrete scenarios (i.e., pairs of program inputs and outputs), and then checks whether the solution generalizes for all possible program inputs. This approach is formalized in an algorithm called CEGIS [28]. CEGIS avoids the universal quantifier from the 2QBF problem shown above when searching for $c$ by instead solving a simpler problem: given a small set of representative inputs $X_i$, it attempts to find $c_i$ such that

$$\forall in \in X_i. Q(f_{c_i}, in)$$

CEGIS constructs the set of inputs $X_i$ in an iterative manner. First, $X_0$ is constructed from a single random input, and CEGIS uses a constraint solver to solve the problem to obtain $c_0$ (and the resulting $f_{c_0}^i$). These control values are then passed to a checking procedure that checks whether the resulting program is correct for all inputs. If so, then we have found $c$. Otherwise, the checking procedure generates a counterexample input $in_0$. $in_0$ is then added to $X_0$ to construct $X_1$, and the process is repeated until a $c$ is found that generalizes to all possible inputs. To speed up the search process, the search for $c_i$ during each iteration is done in a symbolic manner: rather than enumerating and checking each $c$ one by one, CEGIS encodes the parameterized program $Q$ and as a constraint system, with $f_c$ as the solution. Hence during each iteration solving the constraint system will identify the next $f_{c_i}$ to use.

## 3 Herd Architecture

We now describe the overall architecture of Herd based on Set methodology, as shown in Fig. 1. After parsing the input code, Herd passes the AST to a series of static program analyzers to annotate the program with type, aliasing, and other structural information about the input. The language broker then takes the AST, along with analysis results, and sends them to the kernel translators registered with Herd. Each kernel translator represents a target DSL. The goal of each translator is to identify and translate code fragments from the input AST into the target DSL, and return the translated code fragment to the fragment reassembler. After receiving the translated code fragments from each of the kernel translators, the reassembler combines them to produce the final executable, potentially using a cost model to evaluate among different options in case the same code fragment has been translated by...
multiple translators. In the rest of this section, we describe the details of kernel translators and how compiler maintainers can use HERD to generate them for new target DSLs.

3.1 Kernel Translators

Kernel translators take in general-purpose ASTs and attempt to transform portions of the input into the given DSL. The translation consists of the steps described below.

3.1.1 Label potential code fragments

The first step in DSL translation is to identify candidate code fragments from the input AST that might be amenable to translation. To aid in fragment identification, the compiler maintainer provides HERD with filtering conditions. For instance, to compile for a DSL that targets parallel computation, the developer might specify all loop nests with array writes as candidates. Examples of such hints are discussed in Sec. 4 and Sec. 5. Using such conditions, the HERD code identifier automatically labels a number of candidate code fragments from the input program during compilation, and passes them to the next component in the kernel translator.

3.1.2 Search for rewrites

For each candidate code fragment that the code identifier found, the kernel translator then tries to express it in the target DSL. The search for semantically-equivalent constructs in the target DSL is framed as a synthesis problem, with the goal to find DSL expressions that can be proved to be semantically equivalent to the original code using Hoare-style program verification. This is done in two steps. First, compiler maintainers provide HERD with a high-level language that abstracts and formalizes the target DSL. The postcondition
synthesizer then takes the formalized DSL and tries to find postcondition expressions written using that language. The search space for each postcondition expression is limited to only non-trivial expressions (i.e., no expression such as “x = x”). In addition to the postcondition, the synthesizer also searches for invariants that are needed to verify loop constructs in the candidate code fragment. However, unlike prior work in inferring loop invariants, we only need to find loop invariants that are strong enough to establish the validity of the postcondition.

3.1.3 Verify and convert

To reduce the time needed to synthesize postconditions, the kernel translator uses a bounded synthesis procedure as described in Sec. 2, where it checks validity of the found postcondition up to a fixed heap size, and only expressions up to a fixed length are considered. Other search techniques can be used as well. Due to bounded reasoning, any candidate postcondition that is discovered by the synthesizer needs to be formally verified. If the candidate fails formal verification, the kernel translator will ask the synthesizer to generate another postcondition candidate (by increasing the space of expressions considered, for instance). Otherwise, the DSL rewriter translates the postcondition into the target DSL using the syntax specification provided by the compiler maintainer.

3.1.4 Generate connector code

The translated DSL code is then compiled using the DSL compiler provided by the maintainer. At the same time, the connector code generator produces any wrapper code that is necessary to invoke the compiled DSL code fragment, for instance passing parameters and return values between the general-purpose and DSL runtimes. The DSL compiler maintainer provides an API specification of the DSL runtime to the system to facilitate the generation of wrapper code.

The final output of the kernel translator consists of the compiled DSL code along with any wrapper code, both of which are returned to the fragment reassembler. As mentioned earlier, the fragment reassembler replaces the original source code AST with translated DSL code fragments. In some cases, multiple kernel translators can find rewrites for a given code fragment. For instance, a code fragment that can be converted into SQL may also be expressible in Hadoop for parallel processing. In such cases, the reassembler chooses the translation that is most optimal. To estimate the cost of each translation, HERD executes each translation using input test cases, generating random test data if necessary. The reassembler then chooses the translation with the lowest cost (e.g., with the lowest expected execution time) and replaces the input source code with most optimal translation. HERD can use other mechanisms to estimate cost and choose the optimal translation as well (e.g., using auto-tuning [2]), and a runtime component can also be added to adaptively choose the optimal translation based on program input, and we leave that as future work.

In the next sections, we highlight two application domains where we have used the SET methodology to build DSL compilers. We constructed kernel translators for each domain to convert fragments of general-purpose code into different DSLs, and the converted code fragments achieve up to multiple orders of magnitude performance speedup compared to the original general-purpose code by utilizing domain-specific optimizations. Without translating to DSL, it would be very difficult for the original program to utilize the optimizations provided by the DSL runtime.
4 Transforming Java Code Fragments to SQL

In this section we describe our experience in building a kernel translator to enable general-purpose code to utilize specialized data retrieval functionality provided by database engines in the context of QBS (Query By Synthesis) [9]. QBS takes in Java code fragments that compute on persistently-stored data, and automatically converts them into database queries (SQL in this case).

4.1 Background

Many applications make use of database systems for data persistence. Database systems typically provide an API for applications to issue queries written in a query language such as SQL, while application frameworks [12, 26, 15, 21] encourage developers to modularize data persistence operations into libraries. This results in an intermixing of database queries and application code, making code maintenance more difficult. Moreover, as implementors of persistent data libraries cannot anticipate all possible ways that persistent data will be used in the application, this leads to application developers writing custom data manipulation code in the application rather than making use of the highly-optimized implementations provided by database engines, potentially resulting in substantial application slowdown. The goal of QBS is to address such issues by converting general-purpose application code that computes on persistent data into semantically-equivalent queries in SQL.

4.2 Kernel Translator

QBS was built as a kernel translator registered with HERD. In this section we describe the different inputs used to construct the kernel translator.

Fragment filtering. QBS considers all code fragments that can potentially use persistent data as candidate fragments for translation. To identify such code fragments, QBS first finds all statements that retrieve data from persistent storage (by identifying standard API calls [17]) and have no side-effects (since those have no semantic equivalence in standard SQL). An interprocedural taint analysis is then used to identify all statements that might take in persistent data as input, and a greedy algorithm is used to group together such statements to form candidate code fragments.

Domain-specific Logic. QBS defines its formalized DSL as shown in Fig. 2(a). The language is an imperative one that includes a number of operators derived from relational algebra (e.g., selection, projection, etc), except that they operate on ordered collections rather than relations, since the Java data persistence API (like many other popular ones) is based on ordered collections. The semantics are defined using axioms based on the theory of lists, a sample of which are shown in Fig. 2(b). Given this DSL, QBS makes use of the components included in the kernel translator to search for possible rewrites for each candidate code fragment, as described in Sec. 3.1.

Output DSL Syntax. The formalized DSL used by QBS was designed to enable easy translation to the target domain language (SQL). As such, QBS defines syntax-driven rules to transform postcondition expressions into appropriate SQL queries, the details of which are discussed in [9].
We now turn to describe our experience in building a kernel translator for converting fragments of serial Fortran that express stencil computations into a DSL called Halide [24]. The resulting system, Stnc, generates Halide programs from general-purpose Fortran code. The translated Halide programs compile into vectorized, parallel code that outperforms code produced by general-purpose compilers.

**Connector API Spec.** The Java data persistence API defines a number of methods for Java applications to issue SQL queries to the database. QBS makes use of this API to pass the inferred queries to the database. Optionally, the inferred queries can be pre-compiled by the database as stored procedures for efficient execution. In both cases, the kernel translator returns the compiled queries and rewritten code fragments back to the HERD toolchain.

### 4.3 Results

We used two large-scale open source web applications to evaluate QBS, with the goal of quantifying its ability to convert Java code fragments into SQL. A selection of the results are shown in Fig. 3(a), which shows that QBS can convert a majority of the candidate code fragments. The cases that failed were mostly due to lack of expressivity in the formalized DSL (e.g., the application code uses custom aggregate functions). The maximum amount of time spent in synthesis for any code fragment was 5 minutes, with the largest code fragment consisting of about 200 lines of code.

Fig. 3(b) shows a representative result comparing the execution time containing a converted code fragment. In this code fragment, the original code loops through two lists of persistent data in a nested loop and returns a subset of the objects. QBS converted this code fragment into a SQL join query. By doing so, the converted code can take advantage of the specialized join query implementations in the database system (in this case a hash join based on the object’s ID was used), and that resulted in a significant performance gain.

### 5 Converting Stencil Codes

We now turn to describe our experience in building a kernel translator for converting fragments of serial Fortran that express stencil computations into a DSL called Halide [24]. The resulting system, Stnc, generates Halide programs from general-purpose Fortran code. The translated Halide programs compile into vectorized, parallel code that outperforms code produced by general-purpose compilers.

\[ c \in \text{lit} ::= \text{True} \mid \text{False} \mid \text{number literal} \mid \text{string literal} \]

\[ e \in \text{exp} ::= c \mid \text{program var} \mid \{f_1 = e_1\} \mid e_1 \text{ op } e_2 \mid \neg e \mid \text{Query(…)} \mid \text{size}(e) \mid \text{get}(e_1, e_2) \mid \top(e, e_1) \mid \pi(e, f_r) \mid \sigma(e, f_r) \mid \cdot\cdot\cdot(e_1, e_2) \mid \text{append}(e_1, e_2) \mid \text{sort}(e, [e, f]) \mid \text{unique}(e) \mid \text{sum}(e) \mid \text{max}(e) \mid \text{min}(e) \]

\[ f_s(e) ::= \{e,f\} \]

\[ f_x(e_0) ::= \land e.f \mid \text{op c} \mid e.f \mid \text{op e.f} \]

\[ f_{\text{op}}(e_1, e_2) ::= \land e_1.f \mid \text{op e}_2.f \]

\[ \text{op} \in \text{bop} ::= \land \mid \lor \mid \neg \mid = \]

- **Axioms for top operator**
  - \( \text{top}([], i) = [] \)
  - \( i = 0 \rightarrow \text{top}(r, i) = [] \)
  - \( i > 0 \rightarrow \text{top}(h : t, i) = h : \text{top}(t, i - 1) \)

- **Axioms for projection (\( \pi \))**
  - \( \pi([], f) = [ ] \)
  - \( \pi(h : t, f) = h : \pi(t, f) \)

- **Axioms for selection (\( \sigma \))**
  - \( \sigma([], f) = [ ] \)
  - \( f(h) = \text{True} \rightarrow \sigma(h : t, f) = h : \sigma(t, f) \)
  - \( f(h) = \text{False} \rightarrow \sigma(h : t, f) = \sigma(t, f) \)
5.1 Background

Stencil computations describe an important computational pattern used in many areas of computing, including image processing, linear algebra solvers, and scientific simulations. A stencil computation consists of updating each point in a multidimensional grid with a function of a subset of its neighbors. Such computations are difficult to optimize using libraries, because the optimizations depend heavily on the sequence of stencils and the particular function being applied. General compiler loop transformations based on the polyhedral method [16] can optimize some stencils, but do not usually obtain peak performance due to their limited scope – they only optimize traversals in an existing loop nest, and they cannot optimize across loop nests due to a lack of high-level knowledge about the overall computation.

A number of domain-specific languages and compilers [29, 18, 10] have been built for stencils, with excellent performance, matching or beating hand-tuned code. We choose to convert stencils to code written in the Halide [24] language, which supports empirical auto-tuning to find best-performing computation schedules for the overall stencil computation.

5.2 Kernel Translator

Fragment Filtering. We search for code fragments that could be stencil computations by examining all loop nests and finding ones that write to arrays, where the indices of the writes are dependent on loop iteration variables. In this process, we also filter out computations and structures that cannot be handled by our domain-specific logic, for instance loop nests that contain side-effect computations.

Domain-Specific Logic. STNG’s formalized DSL uses a stylized representation of the space of stencil computations, using the theory of arrays. This representation includes the common constructs found in stencils, including neighbor access, and operations using neighboring points. The major difficulty in synthesis is the complexity of the verification conditions; they include universal quantifiers over arrays, resulting in very large synthesis problems. Our implementation aggressively optimizes the synthesis problem, eliminating symmetries and using domain-specific information where possible to make the problem easier to solve.

Output DSL Syntax. We translate from the formalized DSL to Halide’s high-level computation language, which is embedded in C++. In addition, we output a default computation schedule which parallelizes the stencil along the outermost dimension and vectorizes the innermost. We also output utility code that can be used for auto-tuning the schedule.
### Connector API Spec.
Connector code is needed to replace the original stencil computation with one using Halide, including creating Halide buffers for each input and output grid. While buffer creation is tedious to write by hand, the automation is fairly straightforward, as it includes converting from Fortran array declarations to Halide buffers that wrap the arrays, and determining the array bounds for each Halide buffer.

#### 5.3 Results

We evaluated STNG on two applications and a set of microbenchmarks for stencil computations, and compare against the state-of-the-art fully automated optimization method using PolyOpt/Fortran [22], a polyhedral compiler for Fortran. Selected results are shown in Fig. 4. As shown in the figure, STNG was able to translate most of the candidate code fragments, and the resulting code outperforms the version that is manually-parallelized or compiled using the polyhedral method.

The STNG prototype has some limitations that we are actively working to address; none of these are due to fundamental issues with the methodology. Currently, we do not support a number of Fortran constructs, including syntax for exponentiation, and do not support conditionals within stencil kernels. These limitations result in only a subset of kernels being translated, as shown in Fig. 4. We are extending the prototype to support these constructs and increase the effectiveness of translation.

### 6 Related Work

HERD builds on the successes of DSLs in improving application performance across different specialized domains. In this section we discuss other approaches in translating general-purpose to domain-specific code and structuring optimizing compilers.

The usual approach for compiler transformations is deductive: analysis and transformation rules determine which transformations are valid based on deducing characteristics of the original program text. Such approaches are fragile and tiny changes in the program can result in transformation failure [20]. In contrast, SET uses inductive techniques, by searching over combinations of possible constructs to find one with equivalent semantics to the original.
6.1 From General-Purpose to Domain-Specific Code

When converting from general-purpose code to domain-specific code, automated systems derive programmer intent in one of three ways. Pragmas or other annotations (such as those used in OpenMP [11]) require programmers to explicitly denote portions of the code to transform. Alternatively, there has been work on using language features such as types or specific classes [7, 8, 25, 31] for programmers to convey domain-specific information and intent. To our knowledge, Set is the first to use synthesis and verification technology to automatically determine domain-specific intent.

6.2 Code Generation as Search

Traditional optimizing compilers are constructed as a pipeline of code transformations, with each stage making structural changes to the code to improve its performance. Unfortunately, deciding the optimal order to execute each stage is a difficult problem [30]. Recent work has instead focused on using search techniques to find optimized code sequences. For instance, STOKE [27] uses stochastic search to solve the superoptimization problem. Like superoptimization, Herd casts the optimization problem as a search over all possible programs that can be constructed from a number of base operators (constructs in the target DSL in this case). Unlike Herd, however, STOKE performs search over low-level instructions rather than high-level logic expressions.

Meanwhile, inductive synthesis techniques have been used to search for optimal code sequences in data-parallel programs [3] and bitvector manipulation codes [14], although the search was not over multiple potential target languages, as in the case of Herd.

7 Conclusion

In this paper, we describe the Set methodology for building compilers that can automatically convert general-purpose code fragments into DSLs. Furthermore, we constructed Herd to allow DSL designers to use this methodology for building compilers by building kernel translators. We describe our experience applying Herd to build compilers to translate general-purpose code fragments into DSLs (SQL and Halide). A number of challenges remain, such as the limitations of synthesis technologies in finding postcondition expressions, and studying the relative ease of developing kernel translators in comparison to traditional syntax-driven compilers. Future work will extend Herd with new kernel translators, applying the methodology to other application domains.
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Abstract

With huge progress on data processing frameworks, human programmers are frequently the bottleneck when analyzing large repositories of data. We introduce Yedalog, a declarative programming language that allows programmers to mix data-parallel pipelines and computation seamlessly in a single language. By contrast, most existing tools for data-parallel computation embed a sub-language of data-parallel pipelines in a general-purpose language, or vice versa. Yedalog extends Datalog, incorporating not only computational features from logic programming, but also features for working with data structured as nested records. Yedalog programs can run both on a single machine, and distributed across a cluster in batch and interactive modes, allowing programmers to mix different modes of execution easily.
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1 Introduction

Organizations such as Google are busy assembling and exploiting vast and diverse repositories of “digital knowledge”, such as corpora of natural language documents [18], the Knowledge Graph [17], and search engine query logs. Working with these repositories is largely semi-automatic: programmers assemble, curate, and learn from these data sets by repeatedly deploying simple algorithms over vast amounts of data.

With huge progress on data processing frameworks, such as MapReduce [11] or Spark [41], the main bottleneck is the human programmer. The speed at which we can conduct experiments on our data, iterate upon those experiments, and scale our code up to larger data sets, are all fundamental factors limiting progress.

As an example of a data problem, suppose we want to find influential jazz musicians. One way we might do so is to look for sentences similar to “X was influenced by Y” in a large corpus of crawled web documents. We assume standard NLP techniques have already been applied to our corpus; for example, the text has been parsed using a dependency parser (e.g., [25]) and nouns that name entities have been resolved to unique identifiers (e.g., to Freebase MIDs [4, 22, 18]). Figure 1 shows a typical parsed, annotated sentence from our corpus.

Given a corpus containing billions of such sentences, we might find influential musicians by computing statistics, such as the frequency with which a particular musician is a dependent
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of the verb “influenced”. This example is typical of the kind of experiment that programmers
commonly want to conduct when working with such data sets. Each experiment may or may
not work out, so we want to run many experiments casually and quickly.

Solving this task has both computational aspects, namely navigating parse trees, and data-
parallel aspects, namely distributing the work of processing a corpus across a cluster. Most
existing tools for data-parallel computation embed a sublanguage of data-parallel pipelines
in a general purpose language (e.g., LINQ [27], DryadLINQ [40], Flume [6], Spark [41]), or
vice-versa (e.g., Pig [31], Dremel [28], and SQL-based approaches [16, 13]). There are few
languages where both computation and data-parallelism are first class (a notable exception
is Jaql [3]).

In practice, programmers use an assortment of tools, each with different strengths. A
programmer might use a batch pipeline system, like Flume [6] or Pig [31], to iterate over the
corpus of documents, and use Java or C++ to navigate the parse trees. If the output is large,
then a programmer will make a sequence of ad hoc queries to understand the result using
a distributed SQL-like system, such as Dremel [28] or Spark [41], or even scripts running
locally on a workstation.

Switching among languages and tools has both cognitive and practical costs. For our
easy and succinct (Section 3). Data
example, the programmer must mix many different kinds of code (e.g., Flume pipelines, Java,
SQL, and SQL UDFs), leading to complex code that is difficult to write, extend, or debug.
Because each task is in a different language, it is difficult to try out a task on small data on a
local machine, or to re-deploy a batch job on a high fan-in topology if the intermediate data
turns out to be small enough. The programmer must duplicate code, and write boilerplate
deal with mismatches between the data models of each language and the on-disk data.

In this paper we describe Yedalog (Knowledge Logic), a declarative programming language
based on Datalog. Yedalog has two primary goals:

- Make computations over semi-structured data easy and succinct (Section 3). Data
problems require lots of experimentation, and smaller code allows faster iteration. A
declarative language enables programmers to solve problems quickly by focusing on the
high-level logic of a task instead of low-level details. Working with semi-structured
data is often laborious and error prone. Yedalog’s data model is based around protocol
buffers [19], which combined with unification, makes it easy to read, write, match, and
transform semi-structured data. Yedalog is based on Dyna-style [14] weighted deduction,
not only making it easy to compute and work with statistics, but also forming a pleasing hybrid between functional and logic languages.

Combine data-parallel pipelines and computation in a single language (Section 4). Both are necessary for working with large corpora of rich data, such as parse trees, and combining both in a single language leads to simpler code. Yedalog can run data-parallel pipelines on three different execution platforms, each useful for different tasks: (a) on a single machine over small data, (b) on an high fan-in distributed system for interactive queries that yield small answers from big data (like Dremel [28]), and (c) as pipelines of map-reduce jobs for batch tasks (using Flume [6]). Yedalog complements purely declarative programming by allowing the programmer to override Yedalog’s automatic choices using physical annotations. Physical annotations help programmers scale up declarative code without having to rewrite it in a lower-level language.

We have built a prototype implementation, in use by a handful of teams at Google (Section 5). Yedalog is an ongoing research project – this paper describes our progress to date and motivates future research (Section 6).

2 A Running Example

We introduce Yedalog using a running example. Subsequent sections explore specific features in more depth: Section 3 describes a number of language features that have proved especially valuable, and Section 4 discusses data-parallelism.

Yedalog builds on a long history of related work, notably Datalog, Dyna [14] and Jaql [3]. Our goal is not to give a formal description, but instead to survey the key features and to motivate future research.

As a running example, we use the code in Figures 2 and 3 that finds influential jazz
Influential = Load(path: "influential-entities");
Freebase = Load(path: "freebase-snapshot");

# Computes IDs of jazz artists
@small(JazzArtist); # physical annotation
JazzArtist{mid} :=
  Freebase{sub: mid, pred: "/music/artist/genre", obj: "/m/03_d0", ..};

# A jazz artist's influence, summed across documents from Wikipedia
JazzInfluence{mid} += count :=
  Influential{hostname: "en.wikipedia.org", mid} == count,
  JazzArtist{mid};

# Prints the ID and count of each jazz artist.
? JazzInfluence{mid} == count;

Figure 3 A high fan-in job: find influential jazz musicians using the output of Figure 2.

musicians using a corpus of parsed web documents. We briefly walk through the example. Figure 2 loads a corpus of parse trees represented as a collection of protocol buffers (Documents), iterates over the corpus counting entities that are dependents of the verb "influenced" (Influential), and stores the result as a protocol buffer collection. Figure 3 takes as input the Influential data saved by the first part, joins it with a snapshot of Freebase [4] on mid to find jazz artists, and prints their mids and counts.

A Yedalog program, like Datalog, consists of rules and queries. Rules bind a value or a predicate to a variable name. For example, in Figure 2, line 17 defines a predicate named Influential.

Semantically, as in Datalog, a predicate is a collection of records. There are three key differences from Datalog:
- records have named fields. Since predicates are just bags of records, both predicate definitions and calls have named arguments, written {f:x}. There is a simple correspondence between Yedalog records and protocol buffer messages (Section 3.1).
- records can have values. Inspired by Dyna [14], Yedalog extends Datalog with values (Section 3.2). All predicates and expressions may have values, representing, say, statistics, weights, or probabilities.
- by default predicates are bags (multisets) of records, not sets.

There are two shorthands that we use frequently. The common case {f:f} where the argument and the variable have the same name can be written using the shorthand {f}.

Core operators include unification (==), conjunction (.), disjunction (|), negation (!), if-then-else (if x then y else z), together with the usual arithmetic operators. The += operator in the head of line 17 is an aggregator (Section 3.2). Operator x[y] is the list indexing operator, which looks up or scans over the elements of a list by index.
Predicates are first-class in Yedalog; the result of the \texttt{Load} predicate in Line 1 is a predicate that opens an on-disk collection of protocol buffers, binding \texttt{Documents} to a predicate that reads the data as a value. Evaluation in Yedalog is lazy, so the data will be read on-demand.

In Figure 2 line 4, \texttt{PerDocument} is a module constructor – a predicate whose value is a record representing an instance of that module. Here, the module primarily saves us from repeating the \texttt{tokens} argument. Definitions in a module’s body become fields of the record; for example, the value of \texttt{PerDocument(tokens).Influence} is a closure of \texttt{Influence} with a specific value for \texttt{tokens}.

For each document in \texttt{Documents}, predicate \texttt{Influential} instantiates the \texttt{PerDocument} module with the list of token records from that document, where the token’s \texttt{parent} fields link them into parse trees. Predicate \texttt{Descendants} finds nodes that descend from the text "influenced" in those parse trees. \texttt{Influence} counts how many such tokens refer to any particular entity. \texttt{Influential} counts tokens for each entity (\texttt{mid}) per \texttt{hostname}.

In Figure 3, Predicate \texttt{JazzArtist} computes the mids of jazz artists in Freebase. Finally, for each influential entity that is also a jazz artist, \texttt{JazzInfluence} sums influence counts across Wikipedia documents. The query at the end starts the evaluation and displays the results.

3 Working with semi-structured data

Yedalog makes many extensions to Datalog. We focus on two that are particularly useful for working with semi-structured data. Firstly, Yedalog’s data model is based on Protocol Buffers (Section 3.1); when combined with unification this gives us a convenient facility for pattern matching on structured data. Secondly, Yedalog incorporates Dyna-style weights, which is key to working with statistics over data (Section 3.2).

3.1 Data Model: Protocol Buffers and Unification

When working with data on disk or over the network, programmers write large amounts of code to convert data to and from its serialized representation. Yedalog’s data model is based on Protocol Buffers [19], which Google uses as a common representation of data. The direct correspondence between the two allows us to work directly with external data in protocol buffer form, removing the need for tedious serialization code.

Yedalog \texttt{records} correspond directly with protocol buffer messages, which consist of name-value pairs. Yedalog’s primitive data types correspond with the primitive protocol buffer types: \texttt{null} (representing absence), booleans, integers, floating-point numbers, and strings. Repeated fields in protocol buffers correspond to \texttt{lists} (e.g., \{1, 7\}), and protocol buffer enumerations correspond to \texttt{symbols} (e.g., ’\texttt{PREP}). Records and lists may be nested (giving up the decidability of Datalog).

In Figure 2, each web document is represented as a nested protocol buffer, as shown in Figure 1. The \texttt{Documents} rule (line 1) loads a table of such data from disk as a predicate. We can work with the result like any other predicate.

3.1.1 Record Unification

A key operation when working with semi-structured data is \textit{pattern matching}, that is, selecting records that match particular criteria and extracting data from them. Yedalog adapts the term unification of logic programming to nested records of named fields, giving a convenient way to match and build protocol buffers. Unification over records of key-value pairs dates
back to Kay’s work on feature structure unification [23]; we argue that it is time that the idea was revived.

A **record pattern** is a record containing free variables that unifies with a subset of records at run time. (Yedalog does not allow non-ground terms, so record patterns are a strictly syntactic construct.) Since predicates are just bags of records, both the head of a predicate’s definition and the arguments to a call to a predicate are record patterns. We can use record patterns to select records matching particular values, or to extract fields:

```
? Documents{accessed:1418500000, size, .._};
# size: 200

? Documents{hostname, url:, tokens:, ..rest};
```

A record pattern consists of fields `{f:e}`, and an optional rest `{..e}`. Fields match the value of a field `f` against an expression `e`. A rest is a wildcard that matches all fields not explicitly named. As with argument records, we abbreviate field patterns `{p: p}` as `{p}`. Underbar `_` means “don’t-care”.

Record patterns may be nested:

```
Menus{cafe: "Cafe A", dish: {name: "Bread", allergens: ["wheat"]}};
```

# Find dishes that don’t contain peanuts.

```
? Menus{cafe, dish: {name, allergens, .._}, .._}, !(allergens[_] == "peanut");
# cafe: "Cafe A", name: "Bread", allergens: ["wheat"]
```

Since unification is reversible, we can also use record patterns to build records. For example, the following `Token` predicate extracts the `tokens` list from each document, extracts each token record from the list (tokens[i] is the list indexing operator), and builds a relation consisting of the contents of token records and their indices.

```
Token{index, ..t} :- Documents{tokens, .._}, tokens[index] == t;
? Token{index:0, text, parent, .._};
# text: "Ellis", parent: 2
```

### 3.2 Weights, Values, and Aggregation

Yedalog attaches *values*, such as weights, probabilities, or counts, to facts and to expressions. For example, the `Child` predicate (Figure 2, line 6) has a *value*, attached using the `=` operator, in addition to its named parameter `{p}`. Facts in `Child` are pairs, where “p” is the parent and the value is the child.

Yedalog’s aggregation syntax, which follows Dyna [14], groups the records of predicates by a key, and combines the values using an *aggregator*. Common aggregators include `+=` (sum), `*=` (product), `Min=` (minimum), `Max=` (maximum), and `Avg=` (mean). Users can define their own aggregators.

For example, the `JazzInfluence` predicate has a value defined by the aggregator “`+=`”, rather than “`=`”. Instead of returning all the separate `{mid} = count` pairs as facts, aggregation groups records by the fields in the head (in this case `mid`), and combines multiple values using the `+` operator. Here, the rule sums the counts for each `mid`.
Aggregation and recursion can be combined for computations over \textit{semirings}, giving a succinct way of solving many dynamic programming problems. For example, given an \textit{Edge} predicate associating graph edges with weights, the \textit{Dist} predicate below computes the shortest path between pairs of nodes.

\begin{verbatim}
Edge{s: "a", t: "b"} = 0.3;
Dist{s, t} Min= Edge{s, t};
Dist{s, t} Min= Edge{s, t:u} + Dist{s:u, t};
\end{verbatim}

The \texttt{Min=} aggregation and the \texttt{+} operator form a semiring. The semiring structure allows Yedalog to compute shortest paths efficiently and incrementally using a variant of Datalog’s semi-naive evaluation over semirings [14].

### 3.3 Expressions and Relational Composition

Yedalog does not just attach values to facts: expressions also have values, allowing us to program in a “functional” style. However, in the absence of an aggregator, expressions may have multiple values and need not be functions.

For example, the expression \texttt{Child{p}} may succeed many times; the successive values are the children of parent \texttt{p}. Nested expressions correspond to relational composition. The grandchildren of \texttt{x} can simply be written as \texttt{Child{p: Child{p: x}}}. We have found this easy composition of relations to be very convenient [20]; any expression can act as a generator.

An example of a multi-valued operator, is the element-of operator, written \texttt{x[y]}. The element-of operator may be used in two directions; either to look up an element of a list with a specific index, or to iterate over all elements of a list, reminiscent of XPath [8]:

\begin{verbatim}
? Documents{..d}, t == d.tokens[0].text;
# t: "Ellis"

? Documents{..d}, t = d.tokens[idx].text;
# idx: 0, t: "Ellis"
# idx: 1, t: "was"
# ...
\end{verbatim}

Like all parameters to a predicate, values can also be inputs. This is convenient for pattern matching: for example, we can find documents whose URLs start with \texttt{"http://"}:

\begin{verbatim}
HasSchema(s) = url :- String.StartsWith(url, s);
? Documents{url: HasSchema("http://"), size, .._};
\end{verbatim}

### 4 Combining Data-Parallelism and Computation

Working with large corpora requires a mixture of distributed and local computations. The goal of Yedalog is to combine both in one language, allowing us to move seamlessly from local computation, to ad-hoc interactive analysis of data sets too large to fit on a single machine, to large-scale batch jobs.

Most existing tools for data-parallel computation embed a sublanguage of data-parallel pipelines in a general purpose language (e.g., LINQ [27], DryadLINQ [40], Flume [6], Spark [41]), or vice-versa (Pig [31], Dremel [28], and SQL-based approaches [16, 13]). Inspired by Jaql [3], Yedalog represents both computation and data-parallel pipelines in the same language.
Using a single language allows a planner visibility into both the data-parallel and computational parts of a pipeline, allowing more opportunities for optimization. On a purely pragmatic level, unifying both data-parallelism and computation means there is no syntactic overhead to combining the two, leading to shorter, more readable code.

In addition to running code on a single machine, Yedalog has two distributed execution platforms: a batch platform (Section 4.1) built on top of Flume [6], and an interactive service (Section 4.2) inspired by Dremel [28]. Each serves a different purpose, but code written for one can run on the others with minimal modification, subject to the constraints of the platform.

To run code locally, or within a distributed worker, Yedalog transforms predicates in the surface language into pipelines of pull-based generators that communicate via shared storage. Local evaluation is relatively standard, and we do not describe it in detail here, although Section 4.3 describes some of the more important aspects of the compilation process.

Our focus has been on programmer productivity and scalability over speed. The current Yedalog implementation is an interpreter, and its single-threaded performance is an order of magnitude slower than a compiled language such as C++. For many applications, programmer productivity and scalability are more important than speed. There are many standard optimizations that we could apply, such as JIT compilation, should it prove necessary.

4.1 Batch Backend

Yedalog can run programs in batch mode by converting them into Flume [6] pipelines, that in turn execute as sequences of map-reduce jobs. The batch backend is best suited for long-running jobs that produce large outputs or intermediate results.

For example, the Influential predicate (Figure 2, line 17) takes a corpus of parsed documents (Documents), and uses the Influence predicate in the PerDocument module to count entity mids that appear as dependents of the verb “influenced”. The predicate sums the resulting count, grouping the results by the {mid, hostname} fields. If the corpus of documents is sufficiently small, we can simply run this rule locally. However, for a large enough corpus, or if we were doing more substantial work than simply navigating within a tree, we might want to distribute the per-document work across a cluster.

There is a natural mapping from Yedalog rules to map-reduce jobs: rules correspond to map jobs, whereas aggregators correspond to reduce tasks. For example, for the Influential predicate, the body of a rule corresponds to a map task – for each document, do some per-document computation, yielding key-value pairs of the form ({mid, hostname}, count). The aggregator (+=) corresponds to a reduce task; we are to sum the counts for each key.

We leverage this insight to compile Yedalog programs into Flume pipelines. Compilation to Flume partitions relations and operators into two coarse cardinality classes: big, which represent data of arbitrary size, and small, which are small enough to fit in a single machine’s memory. Operations on big relations are compiled into Flume pipeline operators, whereas small operations are run using the single-machine execution platform, either on the head node, or by a phase of the distributed pipeline.

For example, when compiling Figure 2 to Flume, the Documents predicate would be inferred to be big, either automatically or using a programmer-specified annotation (Section 4.3). The planner compiles the Influential rule by partitioning it into two parts – a big part, whose operators are translated into distributed Flume operators, and a small per-document part, which is executed using the single-machine backend:
In this particular case, InfluentialBig becomes a single map-reduce job, whose mapper executes the code of InfluentialSmall code using the single machine backend.

### 4.2 Interactive Backend

Although the batch backend can scale to massive datasets, we frequently want to ask sequences of short analytical queries. For example, we might want to know the average size of a document, or the frequency of a particular construction. The batch backend is not suitable because of overheads such as high start up time.

Yedalog can compile to a high fan-in distributed service, which executes programs on a tree of shared workers, modeled after Dremel [28]. Compilation to the interactive service is very similar to compiling to the batch map-reduce backend; the interactive service is limited to queries that produce small outputs and intermediate results.

For example, the JazzInfluence predicate in Figure 3 takes the set of Influential entities produced by Figure 2, and counts entities that both come from Wikipedia and are jazz artists. When executed using on the interactive backend, each leaf worker scans over a shard of the Influential table, accumulating a table mapping mids to counts. Non-leaf workers sum the counts for each mid from each of their children, and the root worker returns the grand totals to the client in seconds.

### 4.3 Declarative Code, Planning, and Physical Hints

Yedalog aims to let programmers focus on the logic of their program without laboring over the mechanics of how it is to be run. Given a Yedalog program, the key challenge is planning, that is, choosing a feasible and efficient operational strategy for running the program. For example, the planner must choose how information flows through rules (moding), whether code should run locally or distributed, whether to materialize a predicate as a table (materialization) and if so, which indexes to create (indexing), and which algorithms to use for joins and in which order (join planning).

It is not realistic to expect that any planner will always make optimal decisions about how to run every program. Many commercial relational database management systems include a hint language to guide the query optimizer to make better choices [32, 29]. Motivated by physical transparency [3], rather than hiding execution details and attempting fully-automatic optimization, we use a simple, best-effort planner to handle most cases adequately, and rely on monitoring and programmer-supplied physical annotations for the rest.

Users are offered a monitor tool that shows their (logical) Yedalog program overlaid with color-coded execution statistics (e.g., time spent in each predicate) and physical annotations encoding the choices made by the planner. The user can use the execution statistics to spot bottlenecks, and add manual physical annotations if necessary (e.g., force a different join order, or request an additional index).

For example, the @small annotation in Figure 3 line 5 marks the JazzArtist predicate as small (Section 4), implying that it fits in memory. There are only a few thousand jazz artists in Freebase, but the planner cannot know that without either an annotation or a good statistical model of Freebase.
As another example, there are two possible ways we might compute the \texttt{JazzArtist} predicate. One option is that we can scan over \texttt{Freebase}, finding all triples with the right predicate and object. However if \texttt{Freebase} had a suitable index, then we could instead take \texttt{mid} as an input, and look up a particular \texttt{mid} to determine whether it corresponds to a jazz artist. We can use an \texttt{@mode} annotation on the call to \texttt{Freebase} to select which of the two physical strategies we intend. If we do not specify, the planner will choose one automatically.

5 Experience

The Yedalog implementation is still at an early stage, but is used by a handful of teams at Google, for tasks ranging from ad hoc analysis of linguistic data, to production pipelines that use Yedalog to identify malware. For example:

- Teams working with natural language are using Yedalog to solve a range of different tasks, along the lines of the running example in this paper.
- Several teams are using Yedalog in pipelines that find and classify malware. The Yedalog program takes as input protocol buffers containing signals that describe, for example, a web page. Yedalog rules are used to match combinations of input signals and compute a numerical score for each candidate. Yedalog is used online in production to classify new candidates as they arrive. Yedalog is also used offline to test the efficacy of new rules by applying them to a corpus of historical data, using Yedalog’s interactive and batch distributed backends. (Other authors have explored domain-specific languages and libraries for similar tasks [5, 26].)
- A team is using Yedalog to write data integration pipelines. Data about the same entities is currently spread across several different data sets. The team is using batch Yedalog pipelines to merge and transform data about an entity into a single data set. Yedalog is a good fit for batch pipelines that transform data in protocol buffer form.

5.1 Case Study

We conducted an informal Yedalog case study using a research task that classifies instances of certain linguistic constructions in a corpus of text. An existing implementation used a combination of C++, MapReduce and domain-specific libraries to find examples of the construction in the corpus, and used Dremel interactively to compute statistics about the relative frequency of particular examples.

An expert Yedalog programmer with limited domain knowledge reimplemented the task in Yedalog in a few days. The Yedalog programmer primarily worked from a specification, but consulted the C++ code to verify several details. The new implementation used 70% fewer lines of code than the original. The two implementations had similar scaling properties since both compiled to similar pipelines of MapReduce jobs. The Yedalog interpreter’s single-threaded performance, while an order of magnitude lower than the C++ implementation, was acceptable for the task because of parallelism.

Initially, there were some puzzling discrepancies in the outputs of the two implementations, which turned out to have a number of different causes:

- part of the specification was miscommunicated to the Yedalog programmer,
- there were small logic bugs in the original C++ implementation; for example, the C++ implementation incorrectly handled matches that were supersets of other matches, and
- the original C++ implementation contained extra heuristics to work around a memory limitation in a piece of infrastructure that weren’t present in the specification.
The random jump probability.
Alpha = 0.15;

Number of outlinks for every node.
Outlinks(j) += 1.0 :- Edge(j, _i);

The (non-normalized) PageRank algorithm.
PageRank(i) += Alpha :- Node(i);
PageRank(i) += PageRank(j) * (1.0 - Alpha) / Outlinks(j) :- Edge(j, i);

Figure 4 PageRank in Yedalog. Assumes the existence of Node and Edge predicates that describe a directed graph.

Since the Yedalog code was much shorter, it was easier to check for correctness. After identifying and fixing these issues, the two systems produced identical output.

6 Research Challenges

6.1 Dynamic programming, Semirings, Recursion

Eisner et al.’s Dyna proposal [14] was one of the papers that inspired us to start working on Yedalog. Dyna demonstrates that a Datalog over weighted semirings can express a wide range of AI tasks elegantly, ranging from natural language parsing to constraint satisfaction. For example, Figure 4 expresses the classic PageRank algorithm [33] in just a few lines of Yedalog code.

Declaratively, this states the set of simultaneous equations whose solution is the rank of the web’s pages. Operationally, this also expresses how to compute the exact answer recursively, by propagating updates along the graph until the values reach numeric convergence. Many other algorithms, such as CKY parsing and machine translation decoding can be expressed in equally elegant fashion.

However, computing the exact PageRank of the web would be both expensive and pointless. Practical approaches require significant operational control. Often we don’t want precise solutions, but heuristic approximations that can be computed cheaply.

- We might stop early, well before actual convergence.
- We might opportunistically drop some updates – by unsynchronized writes to shared memory [35] or by ignoring stragglers [28] – in order to process other updates faster.
- We often need precise control over how search is done. For example, in a natural language parser, or in a machine translation decoder, we frequently use a beam search to find an approximate solution quickly, instead of an exact dynamic programming search.

Although we have expressed beam search “declaratively” in Yedalog, we found we had sacrificed the brevity and clarity benefits promised by declarative programming. A challenge for future research is to preserve the clear declarative statement of the result to be approximated, while separately stating the means of approximating it and how much distortion is implied [36].

Neither of our distributed backends are optimized for “big” recursive queries over “big” data sets. The approaches explained by [1, 37] are particularly promising.
ToFrench(english) = french :-
RPC.Call{
  host: "... elided ...", service: "TranslationService", method: "Translate",
  input: {text: english, src_lang: 'ENGLISH', tgt_lang: 'FRENCH'},
  output: {translated_text: french, ...}};

EnglishCorpus("Shall I compare thee to a summer's day?");
EnglishCorpus("Thou art more lovely and more temperate:");

FrenchCorpus(french) :- Corpus(english), french == ToFrench(english);

? FrenchCorpus(french);
# french: "Dois-je te comparer à un jour d'été?"
# french: "Tu es plus belle et plus tempéré."

Figure 5 Interacting with services from Yedalog.

6.2 Interacting with Services

We often want to interact not just with tables of data on disk, but also with services running
within a datacenter. Datacenter services are often provided using a remote procedure call (RPC) abstraction, via frameworks such as Thrift [15] or gRPC [12].

Since predicates are the common abstraction of both data and computation in a logic
language, we represent query-only service APIs in Yedalog as predicates. Google's gRPC
library [12] is based around protocol buffers; in Yedalog a remote procedure call is modeled as
a predicate that inputs and outputs Yedalog records. Figure 5 shows an example of Yedalog
code that uses Google Translate to translate a corpus of documents.

While it is convenient to represent services as predicates in Yedalog, it also poses a
number of challenges. When interacting with remote services, it is important to hide latency
via parallelism or batching. For example, if each translation call is synchronous and has, say,
10ms of network latency overhead, translating a corpus of a thousand sentences will take at
least 10 seconds. If we made all the requests simultaneously, the latency overhead would be
only 10ms.

It should be the obligation of the programming language to hide latency automatically.
Yedalog has preliminary support for hiding RPC latency via batching, and we intend to
explore this further in future work.

6.3 Incremental and Streaming Computation

A natural extension of our work would be to use Yedalog to maintain views of data incremen-
tally and efficiently. For example, in the example of Section 2, we should be able to maintain
the output statistics efficiently in the presence of additions or removals of documents from
the input corpus.

There has been an immense body of work on maintaining incremental views in the
database community (e.g., [21], [41], [30], [37], and many others). We believe that Datalog
variants with weights over ring and semiring structures are well suited to the automatic and
efficient computations of incremental views.
7 Related Work

Yedalog builds upon and incorporates many ideas from the research literature.

7.1 Datalog

Dyna’s pioneering work on the elegant expression of natural language processing and machine learning algorithms [14] helped inspire our project. Yedalog uses a number of ideas from Dyna, including attaching values to facts, the syntax for aggregators, the use of aggregators for weighted deduction from noisy data, and first-class modules (Dynabases).

Yedalog builds on a long history of work on Datalog and deductive databases. Like Coral [34], Yedalog mixes top-down and bottom-up evaluation strategies. Yedalog’s system of modes and compilation approach is inspired by Mercury [39]. A number of authors have also used Datalog as a language for data parallel computations. Shaw et al. [38] explored compiling Datalog programs into map-reduce jobs, focusing more on efficient recursive map-reduce computations. Socialite [37] is a distributed Datalog for recursive queries over social graphs.

7.2 Languages for Data-Parallelism

Existing tools for data-parallel computations, e.g., Flume itself [6], Pig [31], Spark [41], Dremel [28], LINQ [27], DryadLINQ [40], T-LINQ [7] and approaches that integrate MapReduce into SQL (e.g., [16, 13]) either embed a computation language into a language of data-parallel pipelines, or vice-versa. For example, in Flume, the user builds data-parallel pipelines using a library of pipeline operators, and expresses local computation by subclassing function objects. In Dremel, the large-scale structure of a query is expressed using a SQL dialect; if the user desires complex computation, they must write foreign functions in a distinct language. Jaql [3] and Yedalog represent both computation and data-parallelism in one language.

7.3 Database and Persistent Programming Languages

Object database systems seek to blur the boundary between set-oriented (readily parallelizable) database operations and general computation, along with persistence. The GemStone system [10], an early influential object-database system, extends Smalltalk’s object and computational model smoothly to include shared, persistent, query-able data. Likewise, O2 [2] and ObjectStore [24], are object-database systems with a bridge to typed C++ objects. Yedalog, like most deductive database systems, naturally only expresses query-only computation, mostly sidestepping issues of persistence and consistency.

7.4 Semi-structured Data

There is a large body of work on working with semi-structured data, in particular data in XML and JSON formats. The canonical tools for working with XML data are XPath [8] and XQuery [9], which can be viewed as an adaptation of SQL-style queries to semi-structured data. Yedalog can be viewed as an adaptation of the Datalog family of database query languages to querying data in protocol buffer form. Jaql [3] is one of the more notable tools for querying large collections of JSON data and shares many goals with our work, although the two languages have many differences.
8 Conclusion

We have presented Yedalog, a declarative language for analyzing and transforming semi-structured data. Yedalog allows programmers to write both computation and data-parallel pipelines in the same formalism; both are first-class. Yedalog programs can run locally, and on interactive and batch distributed platforms. Yedalog hides operational details while allowing programmers to override the tools’ choices. Despite being a young language, Yedalog’s unique combination of features mean that it is already being used in production applications.
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Abstract
Applications are often written using a combination of high-level and low-level languages since it allows performance critical parts to be carefully optimized, while other parts can be written more productively. This approach is used in web development, game programming, and in build systems for applications themselves. However, most languages were not designed with interoperability in mind, resulting in glue code and duplicated features that add complexity. We propose a two-language system where both languages were designed to interoperate. Lua is used for our high-level language since it was originally designed with interoperability in mind. We create a new low-level language, Terra, that we designed to interoperate with Lua. It is embedded in Lua, and meta-programmed from it, but has a low level of abstraction suited for writing high-performance code. We discuss important design decisions – compartmentalized runtimes, glue-free interoperation, and meta-programming features – that enable Lua and Terra to be more powerful than the sum of their parts.
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1 Introduction
A common approach for developing large applications is to use multiple languages that are each suited to particular tasks. This approach is used across many areas of development. In web development, high-speed servers (e.g., Apache) used for mostly static web pages are frequently written at a low-level in C/C++ for high throughput. Other parts of the web application might be written in a scripting language such as Javascript (Node.js) or Ruby (Ruby on Rails) for fast prototyping. A similar approach is used in scientific computing where Python, MATLAB, or R may be used for high-level prototyping. Since these languages are often an order-of-magnitude slower than good code in a low-level language, performance critical parts of the application are then re-written in a lower-level language (e.g., NumPy) and accessed using a foreign function interface (FFI). Video games share a similar design with most of the game engine written in a low-level language, and an embedded scripting language (commonly Lua) for describing game events.

Including both a high-level and low-level language is useful because it allows programmers to choose the level of abstraction for each task. Performance critical parts can be coded with an abstraction that is close to the machine which includes features such as manual layout and management of memory as well as access to low-level vector instructions. Other parts can be written more productively in higher-level languages (whether statically-typed like Haskell or dynamically-typed like Lua) that include features such as automatic memory management and higher-level data types which abstract the details of the machine. This
design also allows people with different skills to work on the same project. A game designer might only need to understand Lua to be productive.

The approach of using multiple languages is also widely used in software development itself. A scripting language such as a shell script or Makefile control the compilation and deployment of software written in another language. This usage differs from the others because the use of multiple languages occurs during compilation and is used to organize or generate code. Nevertheless, multiple languages are still involved and must interact.

Most programming languages being used this way, however, were not designed with multi-language interoperability in mind. In applications that use multiple languages, this often manifests in two ways: as extra work in “gluing” the two languages together, and extra complexity in each language in the form of duplicated features.

Glue code can appear for many reasons. Symbols in one language need to be bound in the other. Data passed from one language to the other might need to be manually transformed. If values allocated in the runtime of one language can be seen from the other, then glue may be needed to ensure correct object lifetimes. For instance, C extensions to Python use `Py_INCREF` and `Py_DECREF` to maintain handles to Python objects and ensure they are not garbage collected.

Complexity also arises because multiple languages are often solving the same problems. Each might have its own solution for namespaces, package management, and compilation. This can produce a system that contains the worst aspects of each language. For instance, an application written in a scripting language does not require a separate compilation step, making iterative coding easier at the cost of static checking. But when a compiled language is added, the application now requires a compilation step and does not do any static checking on the scripting language.

We investigate an improvement to two-language programs that uses languages that were designed with this kind of interoperability in mind. For our high-level language, we use Lua since it was designed to interoperate with low-level C code [9]. C was not designed with interoperability in mind so instead we replace it with a new low-level language, Terra, that we designed from the beginning to interoperate with Lua. Terra’s textual representation is embedded in Lua code. It is meta-programmed from Lua, and it relies on Lua to describe its static types. But Terra itself exposes a low-level of abstraction suited to writing high-performance code.

The approach of using two languages designed to interoperate allows each language to remain simple relative to single-language solutions, but the interaction between both languages allows for behavior that is more powerful than the sum of their parts. We can eliminate the glue code that couples two languages together and ensure that the languages do not contain redundant solutions for common problems.

In this paper we discuss important decisions we made when designing Terra to enable two-language interaction while keeping each language simple:

1. We compartmentalize the runtimes of Lua and Terra, allowing each language to focus only on features that they are good at. Terra code can execute independently from the Lua runtime, ensuring a low-level control of performance. It can also run where Lua cannot, such as on GPUs.

2. Interoperability does not require glue code since Terra type and function declarations are first-class Lua statements, providing bindings between the two languages automatically.

3. Lua is used as the meta-programming language for Terra. We provide facilities for generating code and types dynamically, removing the need for a separate offline compiler. We simplify Terra by offloading typical features of a compiled low-level language such
as class systems to the Lua meta-program. It also enables powerful behavior such as runtime generation of low-level code. We start with background on programming in Lua and Terra, examine these design decisions in more detail, and briefly discuss our experiences using the language.

2 Lua and Terra by Example

Terra code itself is syntactically embedded in a Lua program. The keyword `terra` introduces a Terra function (`function` is used for Lua). Here is an example that declares both a Lua function and a Terra function:

```lua
function addLua(a,b) -- Lua function
    return a + b
end

terra addTerra(a : int, b : int) : int -- Terra function
    return a + b
end

print(addTerra(1,1)) -- 2
```

Both share a similar syntax, but have different semantics. Lua is a dynamically-typed language with semantics that are similar to Javascript, including automatic memory management and high-level data types based on associative tables. In contrast, Terra is a low-level language with semantics that are analogous to C. It has pointer arithmetic, manual memory management, and low-level data types like C’s. Terra functions include type annotations and are statically typed in the sense that types are checked at compile time. Compilation of Terra itself occurs dynamically as the Lua program executes.

Lua code can call Terra functions directly, as illustrated on line 7. This call causes the Terra function to be compiled to machine code. The arguments are converted from Lua values to Terra values, and the result is converted back to a Lua value (Section 3.2 has more details about this process).

Terra types are also declared using statements in Lua:

```lua
struct FloatArray {
    data : &float
    N : int
}

-- method declaration:
terra FloatArray:get(i : int) : float
    return self.data[i]
end
```

Terra entities (e.g., types, functions, expressions, symbols) are all first class values in Lua. They can be held in Lua variables and passed through Lua functions. For instance, we can get a result similar to C++ templating by simply nesting our type and function definitions inside a Lua function that takes a type as its argument:

```lua
function Array(ElemType)
    local struct ArrayType {
        data : &ElemType
        N : int
    }

    terra ArrayType:get(i : int) : ElemType
        return self.data[i]
    end

    return ArrayType
end
```
Both code (the method `get`) and types (the definition of `ArrayType`) can be defined dynamically in this way. When defined they capture the values in the local environment that they reference such as `ElemType`. We also allow the generation of arbitrary code using an approach based on multi-stage programming [3], and the generation of arbitrary types using a customizable API that runs during typechecking based on meta-object protocols [4]. We describe this functionality in more detail in Section 3.3.

### 3 Design Decisions

Our goal when designing Terra was to make a low-level language that complements the design of Lua and supports two-language programming as used in practice. Other approaches to two-language interoperability have focused on retrofitting existing languages [14, 5, 7, 18], and while these approaches can reduce glue code, the combination of both languages ends up more complicated than if the languages themselves were originally designed with interoperability in mind. Lua’s design values simplicity as its most important aspect [8], so it is important that Terra is simple as well. Our design decisions focus on providing the benefits of multi-language programming while minimizing the complexity added to either language to support it.

#### 3.1 Compartmentalized Runtimes

Though Terra programs are embedded inside Lua, we compartmentalize the runtimes of Lua and Terra. Each can run independently from the other, and only interact through fixed channels that we describe in the next section. This is one reason we refer to Terra as a separate language from Lua rather than an extension to it. This design decision allows both Lua and Terra to thrive for the tasks they are suited towards. We limit interaction to functionality that does not impose additional complexity on either runtime.

Each language has its own separate approach to code execution and memory management. For Lua, we use LuaJIT [14], a just-in-time trace-based compiler for Lua code. It handles the dynamic features of the Lua language well. Lua has its own heap where its objects are managed using garbage collection. In contrast, Terra code goes through a different pathway. It is compiled directly to machine code and optimized using LLVM [13]. This approach is less suited to dynamic features and takes longer than JIT compilation, but produces high quality low-level code. To further control the performance of Terra, memory is manually managed with `malloc` and `free`.

Alternative designs that combine high- and low-level programming attempt to augment higher-level languages with constructs that express lower-level ideas. For instance, in certain dialects of LISP, annotations allow the compiler to elide dynamic type safety checks to get higher numeric performance [20, 25]. Other dynamically-typed languages allow the optional annotation of types [1, 2, 5, 19, 27]. For instance, Cython [1] allows the programmer to optionally tag certain types in a Python program with C types, replacing them with a higher-performance implementation. Other types, however, go through the normal Python API. Type annotation can help eliminate boxing of certain values which often helps improve performance in local areas.

However, there is a difference between improving performance of a high-level program and obtaining near optimal performance that is possible when programming at a low level. Near optimal performance is often a composition of global factors including the specific memory layout of objects, careful instruction selection for inner loops, and use of advanced features such as vector instructions.
Intermixing high-level features with low-level features makes this careful composition harder to control. For instance, a missed annotation on a higher-level type may cause insertion of guards that will ruin the performance of an inner loop. The complexity of this approach makes the result harder to debug compared to a language like C where an expert programmer can disassemble the code and work out what is going on. In our experience building high-performance domain-specific languages [3, 6], the last order-of-magnitude of performance comes from this process of understanding the assembly and tweaking the low-level code that produces it. Furthermore, when high-performance facilities are only optionally offered, there is a tendency for libraries to be written without them, forcing anyone looking for whole-program performance to reimplement the library at a low level.

Maintaining compartmentalized runtimes has additional advantages for low-level programming. Since the runtimes are not intertwined, it is possible to run Terra code in places where the high-level Lua runtime does not exist. We can run Terra code in another thread (we use pthreads directly) without worrying about interaction with Lua’s runtime or garbage collector. We can save Terra code generated in one process for offline use (we provide a built-in Lua function terralib.saveobj to do this). This allows us to use Terra as a traditional ahead-of-time compiler while still getting the benefits of meta-programming from Lua. We can also use Terra code where Lua cannot run, such as on NVIDIA GPUs. A built-in function terralib.cudacompile takes Terra code and produces CUDA kernels.

Finally, compartmentalizing the runtimes means that the semantics of each runtime is very similar to existing languages (Lua and C), each of which have benefitted from a large amount of engineering effort and optimization. Since we do not modify the semantics of these runtimes drastically, we can reuse this effort. In our case, this means using LuaJIT and LLVM as libraries for Lua and Terra, respectively. Terra itself is only around 15k lines of code (compared to Lua’s 20k) and substantially shorter than languages whose semantics do not closely match C/LLVM such as Rust (> 110k lines). Furthermore, Terra’s similarity in types and semantics to C makes backwards compatibility possible. We include a library function terralib.includec that can parse C files and generate Terra bindings to C code.

3.2 Interoperability without Glue

Though the runtimes are compartmentalized, we still provide ways for Lua and Terra to interact. Terra code is embedded in Lua as a first-class value. We chose a Lua-like syntax for Terra as opposed to an alternative, such as using C’s syntax, because it made parsing the extension easier and gave the languages a consistent interface. This is in contrast to languages frameworks like Jeannie [7] or PyCUDA [12], which preserve the syntax of an original language.

Both languages also share the same lexical environment as well. A symbol $x$ in scope in Lua code is visible in Terra code and vice versa. We saw this feature in the example code where Terra code refers to ElemType, a Lua variable representing a Terra type (in fact, all types such as int or double are exposed in this way). When a Terra function references another function when making a function call, the reference is resolved through Lua’s native environment during typechecking.

Sharing a lexical environment might seem surprising given that the languages have compartmentalized runtimes, but one way to think of this design is that the Terra compiler is part of the Lua runtime. Terra code itself runs separately from its compiler, much like the design of other compiled languages. It turns out sharing this scope simplifies the process of defining Terra code. Languages like C require their own syntax for declarations and definitions whereas Terra simply tracks these features as values in the Lua state. As we
saw in Section 2, powerful features such as templating simply fall out of this decision. Additionally features like namespaces are accomplished by storing Terra functions in Lua tables and conditional compilation is done through Lua control flow. This design simplifies the implementation of Terra’s compiler as well, since its symbol tables are simply the already present Lua environment.

We also want to be able to use values from one language in the other. We take an approach similar to other interoperability frameworks such as those used for Scheme and C [18], or LuaJIT and C [14]. When necessary, such as across functions calls between languages, values from one language are transformed using a set of built-in rules to values in the other. Numeric types often translate one-to-one, while aggregate types have more sophisticated rules. For instance, a Lua table \{real = 4, imaginary = 5\} can be automatically converted to a Terra struct with definition `struct Complex { read : float, imaginary : float}`.

It is also useful to allow one language to directly view a value in the other, rather than perform a transformation which necessitates a copy. This interaction, however, can become complicated when the low-level language can view high-level data structures that are managed via garbage collection since it must alert the runtime that a reference remains to the object. It would also compromise the compartmentalization of the runtimes, since it encourages Terra code to use Lua objects directly, which involves making Lua runtime calls inside Terra code. We adopt Lua’s “eye-of-the-needle” approach [9] to this problem, which prevents Terra code from directly referencing Lua values. Instead Terra code can manually extract primitive data values from the Lua state using Lua API functions, or it can call back into Lua code directly.

The opposite behavior, viewing manually-allocated objects from a garbage collected language, has different constraints. These objects are already being managed by hand and performance considerations when accessing them from Lua are not as critical. For this direction, we adopt the approach of LuaJIT’s FFI, which allows Lua to introspect aggregate structures like Terra’s structs. A Terra struct $x$ of type `Complex` can be returned to Lua without conversion. Statements in Lua such as `x.real` will dynamically extract the appropriate field and apply the standard conversion rules. For simplicity, Terra objects referenced from Lua follow the same rules for memory management as if they were used in Terra directly. That is, the programmer is responsible for ensuring a Terra object referenced from Lua is not freed too early, and for freeing it appropriately. This behavior makes interaction between the two languages possible without adding major complexity to either language.

A difference between our approach and the other frameworks is that the descriptions of Terra types are already natively declared as Lua values so it is not necessary to provide separate descriptions of aggregate datatypes through a side-channel. Other approaches that integrate with C (for instance) either need to parse the header files to see the declarations, or have a separate way of manually declaring the low-level types. We reduce redundancy and the complexity of the language by making Terra type definitions a part of the Lua runtime.

### 3.3 Meta-programmed by Default

Finally, we use Lua as the meta-programming language for Terra. This is useful for several reasons. First, it reflects a common use of scripting languages where a shell script or Makefile is used to arrange the compilation of low-level code. Making this process more seamless enables more powerful transformations, including building auto-tuned libraries or entire domain-specific languages that compile to Terra. Secondly, relying on Lua for
meta-programming allows us to keep the core of Terra simple without limiting the flexibility of the language.

Terra provides facilities for both dynamically generating code, and for dynamically generating types. For code, we use a version of multi-stage programming [24] with explicit operators. A quotation operator (the backtick `) creates a fragment of Terra code, analogous to creating a string literal except that it creates a first-class value representing a Terra expression rather than a string. An escape (e.g., `[ lua_exp ]`) appears inside Terra code. When a Terra quote or function definition is encountered during the execution of the Lua program, the escaped expression `lua_exp` will be evaluated (normally to another quote) and spliced into the Terra code. It is analogous to string interpolation. For instance consider the following simple program:

```lua
function gen_square(x)
    return `x * x`
end

terra square_error(a : float, b : float)
    return [ gen_square(a) ] - [ gen_square(b) ]
end
```

When `square_error` is defined, the `gen_square` calls in the escapes will evaluate, generating quotes that square a number, resulting in a function whose body computes $a \cdot a - b \cdot b$.

Generation of Terra code, like that shown above, is similar to other meta-programming frameworks such as LISP macros, or traditional multi-stage programming [16, 24]. But Terra also includes the ability to generate types dynamically as well. Terra is statically typed in the sense that types are known at compilation time, but Terra functions are compiled during the execution of the Lua program, which gives us the ability to meta-program their behavior. This is a different design from statically-typed multi-stage programming where the behavior of all types (those in the first stage and later stages) are checked statically. While it gives up the advantage of type checking the program entirely ahead-of-time, it also adds a lot of flexibility. For instance, we allow objects to programmatically decide their layout and behavior.

As an example, we may want to write a program that reads a database schema and generates a type from that schema, such as this student type:

```lua
terra example()
    var s : Student
    s:setname("bob")
    s:setyear(4)
end
```

Rather than hard-code the type, we can construct its behavior programmatically:

```lua
Student = terralib.types.newstruct() -- create a new blank struct
Student.metamethods.__getentries = function()
    -- Read database schema and generate layout of Student.
    -- (e.g., { {field="name", type=rawstring},
    --          {field="year", type=int}})
    return generated_layout
end
```

When the typechecker sees a value of `Student`, it asks for its memory layout by calling the `__getentries` function defined for the type, which returns a data structure describing the layout. The layout is defined before compilation, allowing the generation of high-performance code, but the implementation of `__getentries` can adapt to runtime information. The
behavior of methods is also determined programmatically, allowing the generation of “setter” methods automatically:

```lua
Student.metamethods.__getmethod = function(self, methodname)
    local field = string.match(name, "set(.*)")
    if field then
        local T = Student:typeoffield(field)
        return terra(self : &Student, v : T)
        self.[field] = v
    end
    error("unknown method: ".name)
end
```

When the typechecker sees that `setname` is not explicitly defined, it will call the user-provided Lua function `__getmethod` to create it. We use string matching (line 2) to find the field name, and generate a body for the method (lines 5–7).

Terra’s type system is a form of meta-object protocol [11]. It is similar in some ways to F#’s type provider interface [23], but describes types at a low-level like C rather than in a runtime such as .NET’s common language runtime (CLR). It combines features of meta-object protocols from dynamic languages with the generation of low-level statically-typed code, and is described in more detail in [4]. Furthermore, this mechanism is the only form of user-defined type built-in to Terra, apart from some syntax sugar for common cases such as defining a statically-dispatched method.

Using a full scripting language to meta-program code and types allows us to omit many features of typical statically-typed language, keeping Terra simple. While this approach appears different from other statically-typed languages, it is possible to think of every statically-typed language as a meta-program containing multiple languages. One language, at the top level, instantiates entities like types, function definitions, classes, and methods. Another language in the body of functions defines the runtime behavior. The top-level language “evaluates” when the compiler for that language is run producing a second stage containing the actual program. But this language at the top level is normally not a full programming language. Some languages may have more built-in features (e.g. inheritance, traits, etc.) but these are very specific to the language. Having too few features in this top-level language, such as the initial lack of generics in Java, can prevent a language from being sufficiently expressive and provides little ability to grow the language [21], causing people to resort to ad-hoc solutions like preprocessors or source-to-source code generators to produce generic code.

Our approach in Terra replaces this limited top-level language entirely with Lua. Doing so removes the need for many language-specific features but provides a powerful mechanism to grow the language. In Terra features like class systems or inheritance are implemented as libraries that meta-program types. This behavior is familiar in dynamically-typed languages such as LISP’s CLOS [11], but we extend it to work with a low-level compiled language.

4 Alternatives

Terra and Lua represent one possible design for a two-language system. It is also worth considering alternatives. We chose Lua as our high-level language due to its simplicity and its support for embedding in other languages, but most of the design decisions could be easily adapted to other dynamically-typed languages as well as Python, Ruby, or Javascript. Another possibility is to use a statically-typed language such as Haskell or Scala as the high-level language. Systems such as lightweight modular staging in Scala [17] or
MetaHaskell [15] are examples of multi-language systems that take this approach. Their primary advantage is the increased safety of the high-level language. For example, some systems such as MetaHaskell or traditional multi-stage programming in MetaML [24] can statically guarantee that any code that can be generated in the target language will be well typed. Other systems such as the C++ library for generating LLVM [13] do not statically guarantee the type correctness of generated code, but still benefit from being able to give static types to the target language's core concepts including its functions, types, and expressions.

However, using a statically-typed high-level language in a two-language system can introduce added complexity. It adds an additional set of typing rules to the high-level language that is different from the low-level type system, as well as an additional phase of type checking. Some meta-programming systems such as MetaML avoid this complexity by making the staging language and target language the same, but this design is not possible when we explicitly want to use different languages.

Furthermore, the addition of static types can introduce complexity in other areas of the design, such as cross language interoperability. Static type systems often include some way of modeling abstract data types and behavior associated with them such as type classes or object-oriented class systems. Support for interoperability becomes more complex if it needs to support these built-in class systems. This complexity is evident in runtimes such as .NET’s CLR. Calling from CLR managed code to unmanaged C/C++ code requires the generation of wrappers by the runtime so that CLR objects can be viewed from unmanaged code and vice-versa. It has several pathways to support different use cases (P/Invoke, COM wrappers, C++ wrappers) [10]. The added features to support class system behavior in such a model make it harder to compartmentalize the two runtimes and more difficult to understand their interaction.

Our goal creating Terra was to enable interaction between two languages while keeping the entire system as simple as possible. We chose to omit static typing in the higher-level language to decrease the complexity of the system as a whole. For example, since class systems are not built into Lua as they are in the CLR, the semantics for translating values from one language to another are simpler.

5 Experiences

We have used Terra to implement many applications in areas including linear algebra libraries, image processing, physical simulation, probabilistic computing, class system design, serialization, dynamic assembly, and automatic differentiation [3, 4, 6]. Our experiences using the system suggest it allows for simpler solutions by eliminating the glue code and management of separate build systems that occur in other approaches.

We found that many design patterns that occur in statically-typed languages can be expressed concisely in Terra, with performance that is similar to other low-level code. We implemented class systems similar to Java’s (250 lines) or Google’s Go language (80 lines) [3]. We were also able to implement concise generic proxy classes, such as an Array(T) type that forwards methods to its elements in only a few lines of code [4]. It performs as well as proxies written by hand in C. Patterns requiring introspection on types, such as object serialization were particularly well suited to Terra’s design. For instance, we created a simple but generic serialization library in about 200 lines that could serialize scene graphs at 7.0GB/s [4] (compared to 430MB/s for Java’s Kryo [22] library). The integrated solution to meta-programming allowed us to consider more aggressive optimizations that would normally
only be done in separate preprocessors. A dynamic assembler we created [4] automatically generated method implementations to assemble instructions using a simple pattern language. It could also fuse patterns together into templates, resulting in speeds 3–20 times faster than the assembler used in Google Chrome.

For software programs that rely heavily on scripting to build libraries, such as autotuners, we were able to provide much simpler solutions. Our autotuner of matrix multiply can create code that runs within 20% of the ATLAS [26] autotuner and requires only 200 lines of code (compared to thousands in ATLAS) [3]. This simplicity arises from eliminating a lot of duplicate technologies. ATLAS uses Makefiles, preprocessors, offline compilers, and shell scripting. Combining this functionality into a single two-language system removes most of the complexity of the build systems, allowing the programmer to focus on code optimization.

Finally, the generic meta-programming features in a low-level language make it useful in developing high-performance domain-specific languages. We have used it to implement languages for probabilistic programming [3], and image processing [6] that are competitive with solutions written using traditional software tools but are easier to architect and distribute. Currently the use of domain-specific languages is not widespread. One reason for this is that current build tools do not make it easy to generate low-level code generically. We think that using this integrated two-language design as the basis for more software systems will make it easier to design, develop, and integrate high-level domain-specific languages in practice, allowing the use of higher-level abstractions without sacrificing overall performance.
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Abstract
Fault-tolerant distributed algorithms play an important role in many critical/high-availability applications. These algorithms are notoriously difficult to implement correctly, due to asynchronous communication and the occurrence of faults, such as the network dropping messages or computers crashing. Nonetheless there is surprisingly little language and verification support to build distributed systems based on fault-tolerant algorithms. In this paper, we present some of the challenges that a designer has to overcome to implement a fault-tolerant distributed system. Then we review different models that have been proposed to reason about distributed algorithms and sketch how such a model can form the basis for a domain-specific programming language. Adopting a high-level programming model can simplify the programmer’s life and make the code amenable to automated verification, while still compiling to efficiently executable code. We conclude by summarizing the current status of an ongoing language design and implementation project that is based on this idea.
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1 Introduction

Replication of data across multiple data centers allows applications to be available even in the case of failures, guaranteeing clients access to the data. For instance, state machine replication achieves fault-tolerance by cloning the application on several replicas, and ensuring that the same sequence of commands is executed on each replica using message passing. Building fault-tolerant software is challenging because designers have to face (1) asynchronous concurrency and (2) faults. Asynchrony means that replicas can interleave their actions in arbitrary ways and they communicate via message passing in a network that can delay...
messages for an unbounded amount of time. Hardware faults can be transient, e.g., network partition, or permanent, e.g., crashes.

In a distributed system processes only have a limited view of the global state. However, one has to enforce some global property, e.g., ensuring consistency \(^1\) between replicas by making sure that they execute a similar sequence of commands. Ensuring such a property typically requires solving a consensus problem: roughly, each process has an initial value, and all non-faulty processes have to agree on a unique decision value picked from the initial ones, even in the presence of faults and uncertainty in the timing of events. Strong consistency can be implemented by using consensus iteratively. Noteworthy examples from industry are Google Megastore, which uses Paxos \([37]\) to replicate primary user data across data centers on every write, the Chubby lock service \([11]\), Apache Zookeeper \([33]\), which embeds a consensus protocol called Zookeeper Atomic Broadcast \([35]\), or Microsoft Autopilot \([34]\) that manages a data center.

State machine replication has received a lot of attention in both academia and industry. A fundamental result on distributed algorithms \([29]\) shows that it is impossible to reach consensus in asynchronous systems where at least one process might crash. Consequently, a large number of algorithms have been developed \([24, 21, 13, 37, 57, 42, 35, 46, 48]\), each of them solving consensus under different assumptions on the type of faults, and the "degree of synchrony" of the system. Moreover, weaker versions of consensus that solvable under fewer network assumptions \([18, 26]\) have been proposed.

Consensus algorithms are difficult both from a theoretical and practical perspective. Because of the impossibility of solving consensus in asynchronous networks in the presence of faults, the existing consensus algorithms not only make various assumptions on the network for which they are designed but have also a complex flow of data. For example, the widely use Paxos algorithm \([37]\) was considered hard to understand. A few years after its first publication Lamport wrote "Paxos Made Simple" \([50]\) to re-explain the algorithm in simpler terms. However, the challenge of understanding it still remained. As an example, 2014 saw the publication of the raft algorithm \([48]\), which purpose is to be simpler to understand than Paxos.

From a practical perspective implementing fault-tolerant distributed algorithms is challenging because the programmer has to use clocks, timing constrains, and complex network programming using low-level constructs, e.g., sockets, event-handlers. High-level programming languages like Erlang, or in general library based approaches, offer limited the possibility to reason about faults. Moreover, these algorithms are rarely implemented as theoretically defined, but modified to fit the constraints of the system in which they are incorporated. A group of engineers working at Google wrote "Paxos Made Live" \([12]\) to describe some of the problems encountered while building a system based on Paxos and possible solutions for them. They \([12, \text{Section 9}]\) emphasizes the following:

- "There are significant gaps between the description of the Paxos algorithm and the needs of a real-world system. In order to build a real-world system, an expert needs to use numerous ideas scattered in the literature and make several relatively small protocol extensions. The cumulative effort will be substantial and the final system will be based on an unproven protocol."
- "The fault-tolerance computing community has not developed the tools to make it easy to implement their algorithms.\(^2\)"

\(^1\) Both strong or weak consistency are global properties.
“The fault-tolerance computing community has not paid enough attention to testing, a key ingredient for building fault-tolerant systems.”

Despite the importance of fault-tolerant distributed algorithms, there are no automated verification techniques that can deal with the complexity of an implementation of an algorithm like Paxos. A few algorithms have been mechanically proved correct using interactive theorem provers, like Isabelle [47]. However these proofs required substantial effort and machine-checked proof of correctness for asynchronous implementations would demand even more expert time. For automated verification methods, the main difficulties are the unbounded number of replicas, the complex control structure using event-handlers, sockets, etc., and the complex data structures, e.g. unbounded buffers.

We think that the difficulty does not only come from the algorithms but from the way we think about distributed systems. Therefore, we are interested in finding an appropriate programming model for fault-tolerant distributed algorithms, that increases the confidence we have in applications based on state machine replication.

Our goal is to develop a domain-specific language for fault-tolerant distributed systems. The language must
1. be high-level to help the programmer focus on the algorithmic questions rather than spending time fiddling with low-level network and timer code;
2. compile into working, efficient systems that preserve the important properties of high-level algorithms;
3. use a programming model amenable to automated testing and verification.

Even though some of the difficulty of implementing fault-tolerant algorithms were addressed in the distributed algorithms community, there isn’t a widely accepted programming language for fault-tolerant algorithms. Therefore, we think that this class of systems is relevant also for the programming language community. If we look at the past few years of programming language design and implementation, as well as software verification, i.e., POPL, PLDI, OOPSLA, and CAV, we find that only a handful of papers deal with systems where faults can occur. We believe that one should explore the advances in formal methods to increase the confidence in fault-tolerant applications. The standard formal verification approach considers the asynchronous code implemented in general programming language like C or Java, which is known for being notoriously hard. Instead we propose use alternative view over replicated systems, leading to a new programming model that eases the programmers’ task and is amenable to automated verification.

In Section 2, we give an example of a fault-tolerant algorithm and explain some of the challenges in implementing and verifying it. In Section 3, we review existing work in the domain of programming languages for message-passing concurrency, models of computation for distributed systems, and the automated verification of distributed algorithms. In Section 4, we highlight several promising research directions that combine ideas across different fields to achieve the goals stated above. This section also summarizes the status of our ongoing project on this topic.

2 Example

Figure 1 shows a fault-tolerant algorithm [9] that solves the consensus. The algorithm is given in the formulation of [16], which is a round-based model: all processes execute the same code in lock-step manner. Each process knows initially a (potentially) different value for the variable $x$. The algorithm first establishes a majority of processes agreeing on the same value for $x$, then witnesses that majority, and finally decides that the value of $x$ is the one
the majority agreed on. This particular algorithm needs four replicas to tolerate one crash, i.e., $n > 3f$, where $n$ is the total number of replicas and $f$ is the number of faulty processes.

Distributed algorithms are typically published in pseudo-code, or, in the best case, a formal but not executable specification [38]. For the implementation, the programmer has to make many decisions that influence the final system in a way that is hard to predict a priori. The first decision is to fix the fault model. The algorithm in Figure 1 tolerates only benign faults, i.e., messages can be lost but not modified. Allowing a byzantine attacker, which corrupts messages, requires using a modified algorithm [6]. After deciding on a benign faults, one still needs to decide whether to consider crash-stop or crash-recovery. Crash-stop means that a fault causes a replica to stop taking any steps. On the other hand, in a crash-recovery model faults are transient and a replica can rejoin system after a crash. Implementing an algorithm in a crash-recovery fault model requires a stable memory, i.e., writing to a permanent storage every change of the local state, or using a dedicated recovery procedure to be executed by a replica before rejoining the system after a crash. Next there is the question if the communication is reliable or if the network can drop messages. This will influence how long the processes wait to receive messages and whether a missing message is interpreted as a crash. All these choices influence the implementation: what kind of failure-detector to implement, how much additional information has to be added to messages, etc. A failure-detector is an application which keeps track of the processes in the system to know whether they have failed. In its simplest incarnation, a failure detector periodically sends heartbeat messages to the others processes in the system. Then, for performance reasons, these messages can be piggybacked on top of the protocol’s messages to avoid the overhead of sending additional messages. Such small optimizations quickly add up, perturb the normal flow of the protocol, and lead to a complex, hard-to-maintain codebase. Finally, when the algorithm is implemented, there is the question of how to test or verify it. Asynchronous systems are notoriously known hard to test, debug, and prove correct.

When defining the semantics of a programming language, it is simple and natural to assume an asynchronous model, but most programmers and algorithm designers have a notion of time when they write code. The round structure of the algorithm in Fig. 1 can be seen as an abstract notion of time. From a more practical perspective, in the context of the programming language P [20], we had discussions about adding constructs to deal with time. P is a domain specific language for communication state machine which is used to program device drivers. A common coding pattern for drivers is to send a request, initialize a timer, and wait for either the response or the timer to fire. If the response comes first, then the timer needs to be canceled. This pattern introduces boilerplate that obscures the code. The proposal was to add a new type of transition, $\text{Timeout}(\text{duration})$, that would automatically initialize/cancel the timer. However, in the end we decided against adding timeouts to keep the number of primitives in the language small.
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3 Prior Work

Programming abstractions for message-passing systems. Formalisms such as the π-calculus [44, 45] and I/O-automata [41] have mostly been used to give a formal semantics to message-passing systems and to analyze them, but not as programming model. Some of these models have been extended with time, but they are all natively asynchronous. Furthermore, faults are not part of these models. To deal with faults one has to modeled them on top of the provided primitives, increasing dramatically the complexity of the final system.

The Actor model [31] is probably the most successful high-level abstraction for message-passing systems. CSP [32] has also seen some success with programming languages like Occam, Ada, etc., and CSP-style rendezvous concurrency is present in many other languages. Programming languages like Erlang [5] are based on the actor model and many programming languages have libraries implementing the actor model. Erlang also has dedicated library support to help the programmers write fault-tolerant applications. Finally, at the lowest level, we find the POSIX sockets. Disturbingly enough, they are probably still the most common programming abstraction for distributed systems.

In this paper, we focus on fault-tolerance through replication, considering algorithms that make uniform and non-uniform assumptions on the replicas. The programming models designed to implement replicated computation and storage [53,58], typically take a centralized approach, based on a trusted client that interacts with all replicas. For example, the Erlang/OTP framework [53] provides fault tolerance using supervision. An application is hierarchically structured in a tree where the leaf nodes are workers and the inner nodes are supervisors. The supervisors watch over workers and other supervisors. They are responsible for starting and shutting them down in the normal course of action and, in presence of failure, responding to a fault in their children, usually by restarting the process. However, there are implementations of Paxos in Erlang designed to integrate with the OTP library and systems like Zookeeper, that combine both approaches, a uniformly replicated core that manages a large collection of workers. We are mostly interested in replicated systems that do not rely on supervision, and make uniform assumptions on the replicas, or non-uniform assumptions that are weaker than supervision.

Models of computation for distributed algorithms. Distributed algorithms and systems are mature research fields. This is by no means a complete overview of these fields, but we highlight a few ideas that have not been adopted by the language and verification communities and that we believe are good candidates to form the basis of new programming abstractions. An important idea to simplify the formulation of distributed algorithms is scoping the communication. Communication-closed rounds [25] encapsulate all communication within rounds. Conceptually, processes operate in lock-step: in each round they send messages, receive messages, and update their local state depending on the local state at the beginning of the round and the received messages. Many distributed algorithms can be formulated naturally
Verifying distributed algorithms. From the verification perspective, distributed algorithms are a very challenging class of systems because of several sources of unboundedness: messages come from unbounded domains, the number of processes is a parameter, and channels may also be unbounded. Indeed, most of the verification problems are undecidable for parameterized systems [4]. As alternative, model checking is done by instantiating the algorithms using a finite, usually small, number of processes [38, 54, 55, 56]. This approach works for finding bugs, but cannot prove an algorithm correct. Furthermore, the reduction to finite-state systems cannot model faithfully all types of faults, even for a finite number of processes. For instance, if we consider byzantine systems, a faulty process can send arbitrary messages that may not even be defined in the protocol.

The channels also make the verification problem hard. Unbounded FIFO channels causes undecidability even for two processes [8]. Making the channels lossy and fixing the number of processes makes the problem decidable [2], with a non-primitive recursive complexity [52]. Weaker channel models are usually at least EXPSPACE-hard for verification. A pervasive pattern in fault-tolerant systems is counting messages up to a threshold that depends on the number of processes in the system, e.g., $2n/3$ in Figure 1. Unfortunately, this means that these systems do not fall in the class of well-structured transition systems [27], because they do not satisfy the required monotonicity conditions. Well-structured transition systems are arguably the most general class of infinite-state systems for which verification questions are decidable [28, 1].

As a result, full formal proofs of correctness of fault-tolerant algorithms are often based on interactive proof assistants [15, 19, 17]. However, they require a substantial effort. For instance, a proof of correctness of the Paxos algorithm is about 1500 lines long [17]. Recently, we have seen the use of interactive proof assistants to program real systems [51].

4 Project Outline

We started to look at fault-tolerant distributed systems with the goal of verifying them [23]. We quickly realized that the situation is very grim if we look at them through classical, asynchronous language and verification models. Using the round-based models from the distributed algorithms community we can achieve a much higher degree of automation in the verification. After all, these models were developed as simplifications for manually reasoning about asynchronous systems, e.g., for expressing the FLP [29] proof "on the back of a napkin". Structuring the computation in communication-closed rounds is an intuitive programming model as for each round, the programmer only has to give two methods, one
to send messages, and the other to update the local state upon reception of messages. To
cover asynchronous and faulty executions, one only needs to accept that not every message
gets delivered. From the verification perspective, this model (1) removes the problem of
interleavings, because computations look synchronous: all processes proceed in lock-step,
and (2) allows removing all channels from the state of the system by looking at the system’s
invariant at the boundary between rounds.

We believe that like the verification community, the programming language community has
neglected to address the question of faulty systems and has been unproductively conservative
in modeling them. The opportunity for the language community is to develop better
abstractions for programming and reasoning about faulty distributed systems. As in the
case of verification, a good place to get inspiration from are the models of the distributed
algorithms community and our goal is to adapt their ideas to the needs of programming
languages. However, this is not trivial: models such as [16] have been developed to be
theoretically well-behaved and to simplify reasoning about faulty systems, but little has been
done to compile and execute them. Also, if we adopt such a seemingly synchronous abstraction
to reason about asynchronous systems, we must tell the programmer which properties of
the synchronous abstraction transfer to the actual asynchronous system. Indeed, not every
property is preserved. Yet we postulate that a round-based programming abstraction is still
superior to the current state of affairs, where implementations need to handle faults in the
asynchronous model. In particular, control-state reachability, a classical safety property for
concurrent systems, is preserved by asynchrony due to its locality. Also most properties
that can be checked using well-structured transition systems are preserved. In fact, it seems
that most “reasonable” properties transfer from a synchronous abstraction to asynchronous
executions [19, 14], and that this can be formalized.

The heard-of model [16]. The base primitive of our language is communication-closed
rounds [25] and we use the heard-of (HO) formalization. Conceptually, processes operate in
lock-step, and a distributed algorithms consist of rules that determine the new state of a
process depending on the state at the beginning of the round and the messages received by the
process in the current round. During a round, between the send and reception of the message,
an adversarial environment can choose to drop messages. The impact of the environment is
captured by the heard-of sets: for a process \( p \) its heard-of set, denoted \( \text{HO}(p) \), contains the
processes from which \( p \) may receive messages from in a given round. To model different kinds
of network assumptions, the power of the environment is restricted by constraints on the
HO set, given in linear temporal logic [49]. For instance, in a synchronous system without
faults the environment respects \( \Box (\forall p, q, p \in \text{HO}(q)) \), which means \( q \) hears from every \( p \), i.e.,
that every message is delivered. On the other hand, an asynchronous system with arbitrary
faults does not have impose any restriction on the HO set. The environment can drop
an arbitrary number of messages. The HO model can express intermediate failure models
between these two extremes [16, Table 1]. For instance, a partially synchronous system with
eventual reliable links and at most \( f \) crashes is \( \Diamond (\exists S, |S| > n - f \land \forall p, |\text{HO}(p)| = S) \).

The language. We are currently working on building a complete infrastructure for im-
plementing fault-tolerant distributed systems. The front-end consists of a domain-specific
language and the corresponding specification logic. The DSL is based on the “heard-of
model” [16], in which algorithms are structured in communication-closed rounds and have
a synchronous semantics. The specification logic is an extension of [23] which is suitable
for expressing many agreement properties such as consensus. At the back-end, we have an
automated verifier and compiler+runtime. The verifier checks the algorithms against the
specification in the synchronous semantics and the compiler+runtime generates code for
asynchronous systems such that a process running the algorithms cannot distinguish between
the synchronous semantics and an asynchronous execution. In our system, the programmer
writes the core of the application, e.g., the fault-tolerant distributed algorithm, in the high-
level DSL. As the round abstraction is suitable for designing distributed algorithms, but not
necessarily for the rest of the system, the algorithm interfaces with other software components
like a service, e.g., a consensus service. For the verification, we require the programmer
to provide an inductive invariant that captures the correctness idea behind the algorithm.
The verifier generates Hoare-style verification conditions and tries to discharge them using
an SMT solver. Finally, the compiler+runtime fully automatically generate asynchronous
distributed code that is guaranteed to preserve the local fault-handling properties that were
established for the algorithm.

Limitations. Round models also have their downsides. First, they impose a regular control
flow. This complicates the encoding different computation paths, e.g., paths the try
to speculate a potentially reliable system to reach a decision faster, or recovery paths to be
taken after a crash. Protocols, with complex recovery paths should be encoded as two
different algorithms: one for the normal scenario, and one for the recovery. We have started
to investigating distributed systems build using only the synchronous parallel composition of
the participants. Richer forms of composition could support modular composition of different
algorithms, e.g., making a new algorithm by running many copies of another algorithm [22].
Finally, the runtime is dependent on the considered fault-model. A round model is a weak
form of clock synchronization which requires some environment assumptions. One can
guarantee the progress of an implementation of a round-based model with benign faults,
by assuming partial synchrony. However, implementing a round model in the byzantine
setting is roughly possible with at most $n/3$ byzantine processes, where $n$ is the number of
replicas. Therefore, using this model does not make sense to implement an algorithm whose
assumptions are weaker than those imposed by the implementation of the round model.

Prototype implementation. We are currently working on a prototype implementation of
DSL in the scala programming language. Figure 3 shows the algorithm from Figure 1 in
our DSL. The language is designed as a shallow embedding. The parts that require code
generation, e.g. resource and state encapsulation, are handled using macros [10] which
manipulate the scala syntax tree, and the serialization is made transparent using the
pickling library [43].

To write an algorithm in this language, a programmer needs to write the program in
a sequence of Round. Each round has a send and a update function. Intuitively, all the
processes in the system, when executing a given round execute send followed by update.
A runtime is responsible for delivering messages and detecting faults. Therefore, not every
message might be received. Furthermore, the runtime guarantees that messages are only
visible within the round in which they are sent, even if the system is asynchronous and
processes progress at different speed. Late messages are discarded and late processes will try
to catch up after receiving message for a “future” rounds.

To verify the algorithm, we assume that the user gives us and the specification and
inductive invariants that describe the global state of the system. For our running example,
the agreement property is

$$\forall i, j. \text{decided}(i) \land \text{decided}(j) \Rightarrow \text{decision}(i) = \text{decision}(j)$$
class OTR extends Algorithm[ConsensusIO] {
    val x = new LocalVariable[Int](0)
    val decision = new LocalVariable[Int](-1) // used by the verification
    val decided = new LocalVariable[Boolean](false) // used by the verification
    val callback = new LocalVariable[ConsensusIO](null)

    def process = new Process[ConsensusIO]{
        def init(io: ConsensusIO) {
            callback <~ io
            x <~ io.initialValue
            decided <~ false
        }

        val rounds = Array[Round](){
            new Round{
                type A = Int // guarantees that the types of send and receive match

                // minimal most often received value
                def mmor(mailbox: Set[(Int, ProcessID)]): Int = ...

                def send(): Set[(Int, ProcessID)] = broadcast(x)

                def update(mailbox: Set[(Int, ProcessID)]) {
                    if (mailbox.size > 2*n/3) {
                        x <~ mmor(mailbox)
                        if (mailbox.filter(msg => msg._1 == x).size > 2*n/3) {
                            callback.decide(x)
                            decided <~ true
                            decision <~ x
                            terminate
                        }
                    }
                }
            }
        }
    }
}

Figure 3 The on-third-rule algorithm implemented in our DSL

and this property is enforced by the following invariant:

\[ \forall i. \neg decided(i) \lor \exists v. \left[ |i. x(i) = v| > 2n/3 \land \forall i. decided(i) \Rightarrow decision(i) = v. \right] \]

The invariant states that either no value has been decided, or there exists a majority of replicas formed of more than 2n/3 replicas, that agree on the value of x. Notice that the invariant is still simple due to the fact that we use a state invariant that holds only at the boundary between rounds. Therefore, the invariant does not need to refer to messages or the state of communication channels. Communication-closed rounds are key in enabling us to apply automated verification on this class of algorithms. An additional benefit of this model is that it enables us to reason about liveness. Any computation terminates, if there are two rounds in which all processes receive the messages send by a majority \( P \) of cardinality greater than 2n/3. More precisely, in each of these two rounds the values of the HO-sets assigned by the environment satisfy the property

\[ \exists P, \forall p. HO(p) = P \land |P| > 2n/3, \]

where \( P \) is a set of processed and \( p \) denotes any process in the system.

The verification procedure [23] is roughly based on computing the Venn regions for the sets occurring in the formula, e.g., \( \{i. x(i) = v\}, HO(p), mailbox(p) \), reasoning about the
cardinality constraints, e.g., \(|\text{mailbox}(p)| > 2n/3\), and propagating the global conditions appearing in the definition of set comprehensions to constraints on the values of replica’s local variables, e.g., \(x(p) = v\) is inferred from the predicate defining the set comprehension in the invariant.

To summaries, the project aims to find a programming model that strikes a balance between program design and program analysis. More precisely, we are interested in a programming model based on high-level concepts that offer programmers freedom in reasoning about faults and asynchrony. Its formal semantics should enable the development of automated verification tools that establish the correctness of the implementations. We intend to start with one of the most studied classes of algorithms in the literature: consensus algorithms [16, 40] and their weaker forms, e.g., k-set agreement [18] or lattice agreement [26].

**Acknowledgements.** We thank Josef Widder for the fruitful discussions on this subject, Heather Miller and Philipp Haller for their help with the pickling library, and the anonymous reviewers for their comments.

## Conclusion

Building correct software in the absence of faults is already a challenging task. Now, doing so when faults are integral part of the system is an even greater challenge. Addressing this will requires adopting new programming models that natively include faults and/or give ways to detect and handle them. Ideally, we should aim for failure friendly programming abstractions where faults are naturally integrate without obscuring the program’s logic. More realistically, we can start by identifying the features that makes those system unnecessarily complex and find better alternatives. We briefly sketched how models developed in the distributed algorithms community also solves issues that, in the PL community, make those system hard to implement and severely limit the scope of automated verification for distributed systems.
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Abstract

We present a near-future research agenda for bringing a suite of modern programming-languages verification tools – specifically interactive theorem proving, solver-aided languages, and formally defined domain-specific languages – to the development of a specific safety-critical system, a radiotherapy medical device. We sketch how we believe recent programming-languages research advances can merge with existing best practices for safety-critical systems to increase system assurance and developer productivity. We motivate hypotheses central to our agenda: That we should start with a single specific system and that we need to integrate a variety of complementary verification and synthesis tools into system development.
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1 Introduction

Safety-critical systems – containing software in which errors can lead to death, injury, and wide-scale destruction – are nothing new. Experts have built them for decades at great expense and, despite well-known failures, our trust in software continues to grow as we increasingly depend on medical devices, transportation networks, financial exchanges, and other critical infrastructure where software plays a critical role.

In recent years, only a tiny fraction of mainstream programming-languages research has directed targeted safety-critical systems. This is surprising given the astonishing advances in automatic verification and synthesis that many of us surely believe could, with appropriate adaptations and focus, reduce costs and improve reliability for safety-critical systems. After all, we can now build substantial formally verified software infrastructure like the CompCert compiler [30], a reference monitor for a modern web-browser [24], a full operating

¹ Note that there are a handful significant exceptions, such as the ASTREE analyzer in avionics [3], Galois’ work on highly dependable Haskell platforms [12], and Praxis’ work on safety-critical systems built in Spark/Ada [1].
system kernel [27], and cryptographic protocols [2]. However, note that the majority of these systems are traditional, core computing infrastructure. It is not surprising that the community has focused on software systems closer to our deepest experience, much as there are disproportionately many plays about the theatre and novels about novelists.

But, as we discuss in this paper, there are important safety-critical systems that are architected, specified, developed, and maintained in fundamentally different ways. Successfully bringing cutting-edge programming-languages verification techniques into modern safety-critical systems will require a long-term research agenda and deep collaborations with domain experts. We are beginning such an agenda, and this paper lays out our initial plans and hypotheses. It is a call for others to pursue similar or complementary approaches. It is a preview against which we can judge progress in a few years.

We have several high-level hypotheses, each expanded upon in the rest of this paper:

- **Our methodology should proceed from the specific to the general**, working first on one particular safety-critical system, then a second and a third, and [only] then trying to abstract to general principles. We are focusing on helping develop the third-generation of the Clinical Neutron Therapy System (Section 2) at the University of Washington Medical Center, a sophisticated medical device used for about 30 years without incident on our campus.

- **The right model for building safety-critical systems is Jackson’s approach of dependability cases** (see Section 3), in which heterogeneous evidence of reliability is brought together in an explicit, layered way to connect system requirements to low-level implementation details. Our goal is not to replace the human element in this process, but to enrich it with formal and automatic verification of key pieces. To this end, we plan to develop a high-level dependability case language (DCL) for specifying, checking, and evolving dependability cases.

- **No one verification technique is right for the entire dependability case.** In particular, we hope to use an integrated workflow of complementary technologies (Section 3) that are rarely used together on the same project today, namely:

  - A formally verified domain-specific language (DSL) for writing the safety-critical software. Indeed, the strict requirements of such systems make DSLs (or highly restricted subsets of more general languages) the standard approach already.
  - Coq [5] for proving key semantic properties of the DSL implementation, and key correctness properties of shared libraries and components. Infrastructure bugs are contagious in the sense that a bug in the infrastructure may cause faults in any application code running on top of it. Furthermore, infrastructure code changes rarely. It therefore makes sense to apply heavyweight verification to language implementations, as evidenced [39, 29] by the reliability of verified language platforms such as CompCert [30] and Bedrock [4].
  - Solver-aided verification and synthesis for accelerating code reviews and revisions of DSL applications. Even safety-critical applications change frequently enough to make heavyweight verification (e.g., with Coq) prohibitive. At this level, the role of tools is to accelerate the standard development process. While static analysis is routinely used in this way [14], solver-aided tools are not, despite their successful application within many DSLs (see, e.g., [37, 38]). These tools can reason about complex program properties that are often needed to establish end-to-end dependability – and that are poorly supported by static analyzers.
  - Alloy [16] for describing and checking the system architecture and design. A design-level tool must enable fast iteration and prototyping. As such, the tool must be interactive
and capable of producing counterexamples. It must also support a rich logic for partial formalization of critical aspects of the system – not all parts of a design need to be subjected to formal analysis, and those that do not should be easy to abstract. Alloy makes it easy both to model and check designs, and it has a long history of discovering flaws in designs of safety- and correctness-critical systems (e.g., [10, 34, 25, 40]).

2 The Clinical Neutron Therapy System (CNTS)

The Clinical Neutron Therapy System (CNTS) at the University of Washington Medical Center (UWMC) is an advanced radiotherapy installation for treating tumors with neutron radiation. Neutron therapy is highly effective at treating inoperable tumors that are resistant to conventional electron- or photon-based radiation therapy. But the equipment for neutron therapy is also an order of magnitude more expensive than conventional radiation therapy. For this reason, CNTS is one of only three neutron therapy installations in the United States, and thus it depends extensively on custom software developed by the CNTS staff. Through deep expertise and great care, the CNTS staff has achieved a remarkable safety record, with no major incidents in over 30 years of service treating patients.

2.1 The CNTS Installation

The system consists of a cyclotron and a treatment room (Figure 1) with a computer-operated leaf collimator. The cyclotron generates a broad beam of neutrons that passes through the collimator on its way to the patient. The collimator consists of forty steel leaves and several filters, which control the shape and intensity of the beam, respectively. The collimator is mounted on a gantry that rotates 360 degrees so that the beam can enter the patient from any angle. The entry point is additionally controlled through the position of the couch (with five degrees of motion freedom) on which the patient lies during treatment.

A treatment beam prescription specifies the positions of all moving components (couch, leaves, and filters), the daily radiation dose, and the total radiation dose. Radiation therapy technologists manually ensure that all components are positioned correctly before beginning treatment. The therapy control system ensures that the neutron beam can turn on and remain on only when all moving components are set as prescribed, and when the daily and total dose are less than prescribed. This is the primary safety requirement for CNTS.

The therapy control system is carefully designed to enforce the CNTS safety requirement [19, 23, 20]. For example, a critical aspect of enforcing the requirement is to ensure that the system can always reach a safe state in which the beam is turned off. The design of the system therefore provides a non-software path from any state to a safe state. In particular, all basic therapy controls, such as turning the beam on and off, are implemented with hardware relays, programmable logic controllers (PLCs), or embedded microcomputers with programs...
in read-only memory. The software controller, which runs on general-purpose computers, is used only for advanced therapy control functions. As a result, CNTS can reach a safe state (by turning off the beam through a basic control) even if its software controller crashes.

While bugs in the software controller cannot prevent the beam from being turned off, they could still cause a violation of the CNTS safety requirement, with deadly consequences. For example, the software controller is responsible for loading prescriptions from the patient database into the low-level device controllers. If this is done incorrectly, a patient could receive too much radiation. The software controller is therefore considered to be a safety-critical part of the overall system, and its development has followed rigorous practices and standards [19, 23, 20].

### 2.2 The CNTS Software Controller

The CNTS software controller has undergone two complete rewrites since 1984. The vendor-provided controller was originally written in FORTRAN; in 1999 it was replaced with a custom C program [19, 23]. The latter is now being phased out in favor of a new controller [20] written in a subset of a general-purpose dataflow language from the Experimental Physics and Industrial Control System (EPICS) [11]. This subset, which we call EPICS\_0, forms a tiny embedded DSL that consists of just 19 EPICS constructs.

Figure 2 shows a simple program in EPICS\_0 that reads sensor input once per second, adds 10 to the most recently read value, and writes the resulting value to some output device. EPICS\_0 is like EPICS in that the programmer must explicitly specify both control transfers and data dependencies. For example, programmers need to specify both that after the “sensor” node finishes processing, it adds the “plus10” node to the processing queue (indicated by the dashed arrow starting from the “FLNK” field) and also that the “plus10” node will read the most recent value from the “sensor” node into its INPA field (indicated by the solid arrow starting from the “INPA” field). However, unlike EPICS, EPICS\_0 programs guarantee that these links are always well-formed (e.g., links never point to non-existent nodes and are loop free).

As EPICS is already a popular and time-tested framework for controlling scientific instruments, the advantage of transitioning to EPICS\_0 is that it provides numerous features that will enable a broader range of therapies at CNTS and thus increase the utility of the system. However, EPICS was not originally developed for clinical use, but rather for particle physics experiments. Adapting such research software to a safety critical presents several

---

**Figure 2** An example program in EPICS\_0. Dashed lines indicate control transfers while solid lines indicate data dependencies.
challenges. In particular, EPICS has a massive, complex code base, which is too large for the CNTS staff to fully audit. During adoption, EPICS has exhibited behavior that the CNTS staff were unable to explain, leading them to carefully avoid using certain features. In addition, the language has no formal semantics, making it difficult to reason about program’s behavior. Finally, it is unclear how to port existing system requirements to this infrastructure in a way that is maintainable for future CNTS staff.

3 A Dependability Case for CNTS: the Language and the Workflow

The CNTS has operated without incident for 30 years, due to the rigorous development [23, 21] and operational [22] standards practiced by the in-house engineering and hospital staff. This level of safety has not been easy to obtain, however, relying on careful manual reasoning, documentation, and extensive testing. Our goal is to aid the CNTS engineers in maintaining the system’s impressive safety record – with less effort and with higher confidence – as it transitions to the new EPICS0 software controller. To that end, we propose to construct an explicit dependability case [15] for CNTS, with the help of an integrated workflow consisting of a language for expressing dependability claims and tools for supporting them with evidence.

3.1 The Dependability Case Approach to Building Reliable Systems

Safety and mission-critical systems, like CNTS or the Mars rover [14], are architected, specified, developed, and maintained according to strict best practices, by highly skilled engineers. At the system level, these practices involve detailed requirements, documentation, hazard analysis, and formalization of key parts of the system design. At the code level, they include adherence to stringent coding conventions (see, e.g., [13]), manual code reviews, use of static analysis, and extensive testing. The CNTS engineers, for example, followed [19] these practices when developing the second generation of the CNTS therapy control software – just as the NASA engineers followed them when developing the software for the Mars rover [14]. But is adherence to best practices enough to ensure that the resulting systems are indeed dependable – i.e., that they always satisfy their safety goals and requirements?

Based on a comprehensive two-year study [6] of how dependable software might be built, Jackson [15] argues that best practices alone cannot guarantee dependability. After all, a correctly implemented system may fail catastrophically if its requirements are based on an invalid assumption about its environment.\textsuperscript{3} For this reason, Jackson proposes an approach for constructing dependable systems in which engineers produce both a system and an evidence-based argument, or a case, that the system satisfies its dependability goals.

In Jackson’s approach, a dependability case is a collection of explicitly articulated claims that the system (i.e., the software, the hardware, and, if applicable, the human operators) has desired critical properties. Each is supported by evidence that may take a variety of forms, such as formal proofs, tests suites, and operating procedures. The case as a whole must be auditable (by third parties), complete (including relevant assumptions about the environment or user behavior), and sound (free of false claims and unwarranted assumptions). In essence, it must present a socially consumable proof [9] of the system’s dependability.

We believe that the dependability case approach is the right model for developing safety-critical systems. In fact, it is the model that CNTS engineers intuitively followed when constructing the second generation of the therapy control system. As noted in Section 2, the

\textsuperscript{3} Such an assumption was responsible for loss of life in a 1993 landing accident at the Warsaw airport [15].
design of the system was explicitly based [23] on the end-to-end safety requirement that the beam may be active only when the machine’s settings match the patient’s prescription. The ensuing development effort then yielded a collection of artifacts that comprise a rudimentary dependability case: a 200-page document [19] detailing the system requirements, developed in consultation with physicists and clinicians; a 2,100 line Z specification [19] of the therapy control software; a 16,000 LOC implementation of the Z specification in C; a 240-page reference manual [21]; and a 43-page therapist guide [22]. Our plan is to create an explicit case for the latest generation of the therapy control system that is powered by the EPICS$_0$ software controller [20].

3.2 A Dependability Case Language

What form should a dependability case for CNTS– or any system – take? Jackson’s proposal does not mandate any specifics, noting only that the level of detail and formality for a case will vary between systems. We argue that a dependability case should be formal – that is, specified in a formal dependability case language (DCL) and subject to formal reasoning. Such a language would bring the same benefits to dependability cases that specification languages bring to software design – precision of expression and thought, automation to guard against syntactic and (some) semantic errors, and support for maintenance as the system evolves and the CNTS staff changes.

What then should a DCL look like? Existing DCLs are either logic-based languages (e.g., [17, 8]) for formalizing claims or structured notations (e.g., [26]) for relating claims to evidence. The former support mechanical analysis but have no notion of evidence. The latter include the notions of claims and evidence but, as semi-formal notations, they are not amenable to mechanical analysis. We plan to develop a new hybrid DCL that provides both mechanical reasoning and a (semi-)mechanical means of connecting claims with various forms of evidence – such as tests, Coq proofs, solver-aided reasoning, and manual reasoning by domain experts (for assumptions about the environment that cannot be otherwise discharged).

The details of our DCL are still being developed, but some necessary requirements have already become clear. First, it must be expressive enough to capture both system-level requirements and code-level specifications, since a dependability case spans all layers of design. Second, it must be analyzable – the consistency of the overall argument should be checkable in an automated fashion. Third, it must include a notion of evidence and be flexible enough to admit heterogeneous evidence of dependability. Finally, it must be accessible to domain experts who should be able to audit (but not necessarily construct) a case expressed in the language. If we succeed in striking a balance among these features, we expect the final design to be akin to SRI’s Evidential Tool Bus [7] – but with a richer semantics specialized to our target domain and to our workflow of tools for generating evidence.

3.3 A Dependability Case Workflow

While a DCL helps express dependability claims and check their consistency with evidence and each other, it does not, by itself, help with the production of evidence. For that, we propose an integrated workflow of complementary technologies: Coq for infrastructure verification; solver-aided tools for accelerating the development and inspection of application code; and Alloy for describing and checking the high-level requirements and design.

As a first step, we will formalize the EPICS$_0$ DSL [20] in Coq. Such a formalization is critical, since EPICS has no formal semantics. We will then make EPICS$_0$ solver-aided [36, 37] – that is, equipped with automatic verification and synthesis tools based on SAT
Figure 3 An example specification in Z (a) and Alloy (b). The therapy beam can only turn on or remain on when the actual setup of the machine matches a stored prescription that the operator has selected and approved.

Theorem interp_ok: forall db db' es,
interp db (inputs es) = (db', outputs es) -> star step db es db'.

Figure 4 An example correctness theorem in Coq.

and SMT solving. These tools are intended to accelerate the standard CNTS development workflow [20] by guiding code reviews (with lightweight verification) and revisions (with lightweight synthesis). Next, we will use Alloy to check the CNTS design for high-level dependability properties, leveraging the existing Z specification [19] for the system, which is yet to be subjected to fully automatic analysis. Finally, we will integrate all these sources of evidence – Coq proofs, automatic synthesis and verification guarantees, Alloy models, and tests – into a dependability argument in our DCL.

To illustrate the components of our workflow, consider the primary safety requirement of CNTS. Figure 3a shows a formal specification of this requirement in Z. The specification was written [19] and manually analyzed by the CNTS staff. In our workflow, the requirement would be expressed in Alloy, as shown in Figure 3b. Because Alloy was inspired by Z, the two formulations correspond closely to each other. An engineer who knows Z can switch to Alloy without much trouble and gain the benefits of its automated analysis.

In an end-to-end dependability case, the Alloy requirement would be decomposed further into assumptions about the environment and into specifications about the CNTS software controller. The former would be discharged manually by experts. The latter would be discharged (within finite bounds) by a solver-aided verifier for EPICS$_0$. Our verifier simply assumes that the EPICS$_0$ implementation is correct. Our dependability case, however, would treat this assumption as a correctness claim to be discharged with Coq.

Figure 4 shows an example theorem in Coq for the correctness of the EPICS$_0$ implementation. This theorem requires that the interpreter function interp behaves according to the EPICS semantics captured by the step relation. In particular, whenever interp executes an EPICS database db (which includes both application code and state) with the inputs of some event trace es, denoted by (inputs es), and produces the resulting database db'}
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with output events (outputs es), then the EPICS small step operational semantics allow exactly the same state transitions with the same observable input and output events. This theorem completes the dependability argument since the solver-aided verifier (which is part of our trusted code base) uses the semantics specified by the step relation.

Our workflow is chosen to balance the need for high assurance with the cost of obtaining it. At the infrastructure level, the high cost of verifying rich properties manually in Coq is appropriate, since an infrastructure bug can invalidate any guarantees established for applications and because, once verified, the infrastructure changes slowly relative to application code. At the application level, however, code is continuously evolving, especially in a long-lived system such as CNTS. At this level, full automation is invaluable – the main purpose of tools is to accelerate development rather than provide total guarantees [14]. Automation is also critical at the design level, where bugs have the most serious effects [15]. We have chosen Alloy for this purpose because of its Z-like relational logic, fully automated analysis, and history of successful applications to safety-critical designs (e.g., [10, 34, 25]).

4 Related Work

There has been much prior work on building dependable systems, most of it by the software engineering community. Thanks to this work, we have effective approaches to gathering and analyzing whole-system requirements (e.g., [18]); to specifying and analyzing software designs (e.g., [35, 28, 16]); and, to turning those designs into analysis-friendly low-defect code (e.g., [14, 13, 19, 20]). The recent work on dependability cases (e.g., [6, 15, 31]) also gives us a methodology for driving the system-building process in a goal-directed fashion, so that the output of the process is both the system itself and an end-to-end argument – a social proof – that the system satisfies its critical requirements.

We aim to build on this body of work, and to produce the first integrated workflow – from languages to tools – for the development, evolution, and maintenance of a high-value radiotherapy system. In particular, we plan to leverage and extend existing work on languages for describing dependability cases [17, 8, 26] and for integrating heterogeneous tools into a workflow [7]. Unlike these prior languages, our DCL will be specialized to a narrow target domain. As such, it will be more accessible to domain experts, and more tightly integrated with the tools in our workflow – Coq [5], Alloy [16], and solver-aided verification and synthesis [36, 37].

5 Conclusion

We have outlined a research agenda to bring modern ideas in programming-language verification to the next-generation development of a safety-critical medical tool. Our approach is unusual in aiming first at one specific system before succumbing to the obvious temptation of building general tools for a large class of similar systems. Indeed, the goal of building a safe system will need to take priority over the goal of finding novel programming-languages research questions, but we believe there will be no shortage of the latter. We are optimistic that we will learn lessons that can inform research in several areas, namely interactive theorem proving, solver-aided languages, finite-system modeling tools, and – tying them together – formal languages for expressing dependability cases for safety-critical systems.
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Abstract
The creation of a programming language calls for guiding principles that point the developers to goals. This article spells out the three basic principles behind the 20-year development of Racket. First, programming is about stating and solving problems, and this activity normally takes place in a context with its own language of discourse; good programmers ought to formulate this language as a programming language. Hence, Racket is a programming language for creating new programming languages. Second, by following this language-oriented approach to programming, systems become multi-lingual collections of interconnected components. Each language and component must be able to protect its specific invariants. In support, Racket offers protection mechanisms to implement a full language spectrum, from C-level bit manipulation to soundly typed extensions. Third, because Racket considers programming as problem solving in the correct language, Racket also turns extra-linguistic mechanisms into linguistic constructs, especially mechanisms for managing resources and projects. The paper explains these principles and how Racket lives up to them, presents the evaluation framework behind the design process, and concludes with a sketch of Racket’s imperfections and opportunities for future improvements.

1998 ACM Subject Classification D.3.3 Language Constructs and Features

Keywords and phrases design guidelines, language generation, full-spectrum language

Digital Object Identifier 10.4230/LIPIcs.SNAPL.2015.113

1 Racket, Historically Speaking

In 1995, we set out to create an outreach project for novice programmers. After observing students in labs over the course of a year, we understood that nobody could teach Scheme in an hour and then focus on the essence of computing and programming – contrary to an opinion widely held by instructors due to the numerous courses based on MIT’s Structure and Interpretation of Computer Programs [1]. What was needed, instead, was a teaching language suitable for instructing beginners. Furthermore, emacs, vi, and similar editors were overwhelming students who had never programmed before, despite their special modes for editing and interacting with Scheme. We therefore also wanted a pedagogical programming environment for our beginners, not just a re-appropriated power tool for professionals.

After we decided to implement our own teaching language and its environment, we still wanted to demonstrate that Scheme was an excellent implementation vehicle for these projects. We thought Scheme’s macro system would help us experiment with language

* Over 20 years, this work was partially supported by our host institutions: Rice University, University of Utah, Brown University, University of Chicago, Northeastern University, Northwestern University, Brigham Young University, and Indiana University as well as several funding agencies and foundations: AFOSR, CORD, Darpa, the Department of Education’s FIPSE program, the ExxonMobile Foundation, Microsoft, the Mozilla Foundation, NSF, the Texas Advanced Technology Program.
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designs. The language also appeared to be a perfect match for constructing a simple interactive development environment (IDE); after all, many Lisp courses taught how to create a read-eval-print loop, and a lot of emacs was written in Lisp.

Using Scheme as a starting point turned out to be an acceptable choice, but we soon found we needed a lot more. We discovered that more was needed than a hygienic and pattern-oriented variant of Lisp's old macros. In the same vein, the development of a large system exposed the difference between having safe abstractions and mimicking them via \texttt{lambda}. Finally, implementing an IDE also called for executing arbitrary programs under the control of our own program – and this goal clarified that Scheme did not come with the means for managing resources and for ensuring the security of the hosting program.

Over time, we adapted Scheme to serve our needs. We built a syntax extension system atop Scheme's macros, added mechanisms for creating safe abstractions, and turned features of the surrounding operating system into linguistic constructs so that we could program resource administrators and security containers. In time, our language became a full-fledged tool for the working software engineer. By 2010, our dialect of Scheme had evolved so much that we renamed it to Racket [19] to let the world know that we had something different.

## 2 The Principles of Racket

While we have reported on the pedagogic aspect of the project elsewhere [7], this paper presents the design principles behind Racket and illustrates with concrete examples how they affect the reality of its implementation. It groups these principles under three slogans:

1. **Racket is about creating new programming languages quickly.**

   Programming is a form of problem solving. A proper approach uses the language of the domain to state the problem and to articulate solution processes. In support of this mode of programming, Racket helps programmers create and quickly deploy new languages. In particular, the mechanisms for creating and deploying languages must be contained within the language itself. Once Racket is installed, there must be no need to step outside to use one of its new languages. This principle is in stark contrast to the numerous external tools and command-line pre-processors that are used to create (embedded) domain-specific languages.

2. **Racket provides building blocks for strong protection mechanisms.**

   If programming is about solving problems in the correct language, systems will necessarily consist of interconnected components in several different languages. Due to the connections, values flow from one linguistic context into another. Since languages are charged with providing and preserving invariants, the creators of languages must have the power to protect the languages’ invariants. By implication, Racket must come with mechanisms that enable programmers to protect individual components from their clients. For this reason, Racket comes with the proper building blocks to set up or construct protection mechanisms at any level, all the way from C to languages with sound, higher-order type systems, and any mixture in between.

3. **Racket turns extra-linguistic mechanisms into linguistic constructs.**

   When programmers must resort to extra-linguistic mechanisms to solve a problem, the chosen language has failed them. Even if the fix for such failures is not always obvious, programming language researchers ought to accept the general idea and work to find the proper linguistic mechanisms. For instance, Racket currently internalizes several resource-management mechanisms that are often found in an operating system. Similarly, this philosophy prohibits the idea of “projects,” as found in other IDEs, because this also externalizes resource management, linking, and other aspects of program creation.
Evaluating the use of such principles must take place in a feedback loop that encompasses more than the compiler for the language. In Racket’s case, the feedback loop’s evaluation stage contains a range of software systems, especially DrRacket [9], the Racket IDE.

Sections 3 through 5 explain the principles in depth: language-oriented programming, protection mechanisms for full-spectrum programming, and services-as-constructs. Section 6 introduces Racket’s feedback loop in some detail and how it helps us use the guidelines to turn principles into reality. Finally section 7 puts the principles in perspective, pointing out in particular where they remain goals and the research needed to reach those goals.

Listing 1 A Racket module

```
#lang racket

(provide

;; type Video = [Listof Image]
;; Natural -> Video
walk-simplex)

;; ------------------------------------------

(require "small.sim" 2htdp/image)

;; Natural -> Video
(define (walk-simplex timing)
  ... (maximizer #:x 2) ...)
```

3 Racket is a Programming-Language Programming Language

Racket is a programming language. Actually, at first glance it looks like a family of conventional languages, including a small untyped, mostly-functional by-value language (racket/base), a batteries-included extension (racket), and a typed variant (typed/racket).

Like all programming languages, plain Racket forces the programmer to formulate solutions to problems in terms of its built-in programming constructs. But, Racket is also a member of the Lisp family, which has always insisted on stating solutions in the most appropriate language, one suited to the problem domain. As Hudak [21] puts it, “domain-specific languages are the ultimate abstractions.”

Following this reasoning, each program component is articulated in the Racket-based programming language that is best suited for the problem it solves. If the language is not available, the Racket programmer creates it, possibly even for a single module. To support this kind of system building, Racket is a programming-language programming language.

Listings 1 and 2 illustrate the principle. *(The box in the top right of a listing specifies the filename. It is not a part of the code. The astute reader will notice that this violates the principle of keeping everything in the language.)* The first module in listing 1 uses the racket language, which is specified in the so-called #lang – pronounced “hash lang” – line. The module provides a single function; the comments inside the provide specification informally state a type definition and a function signature in terms of this type definition. To implement this function, the module uses (require "small.sim") to import functionality from the module in listing 2 and then defines its own functions.

The creator of the module in listing 2 prefers a domain-specific language, because the module’s purpose is to synthesize a function for a simplex, and the most natural way to specify the latter is to state a collection of linear inequalities. The comments below the #lang
line in listing 2 state that the module exports a single function, maximizer. Concretely, the #:variables specification and the following inequalities determine the maximizer function. When called as (maximizer #:x n), the function produces the maximal y value; conversely, (maximizer #:y m) delivers the maximal x value.

**Listing 2** A module for describing a simplex shape

```racket
#lang simplex
;; provides: synthesized function maximizer:
;; #:x Real -> Real
;; #:y Real -> Real
#:variables x y
3 * x + 5 * y <= 10
3 * x - 5 * y <= 20
```

In support of this kind of language-oriented programming, Racket provides a syntax extension system that borrows elements from Scheme’s macro system [4, 23, 24] but also improves on it in several different directions. First, the Racket syntax extension system is about defining languages [12, 25, 26], not just extending an existing language with new linguistic constructs. For example, Racket’s class system [16], its first-class components [14], and its language of (loop) comprehensions are just such sub-languages, though their constructs are indistinguishable from Racket’s core features. Naturally, a Racket-based language is just a module whose exports make up a new language. These exports must include certain features and may otherwise come with any syntactic constructs and run-time values deemed necessary. The module may define these exports or may import and re-export them from an existing language. Hence, a language module can easily add features to, or subtract them from, an existing language.

Second, the syntax extension system also allows a language module to redefine the meaning of existing constructs. Take function application, for example. Like Lisp, a Racket function application is just a pair of parentheses around the function and its arguments: (f a ...)

Racket’s syntax system elaborates surface syntax to kernel syntax:

```racket
(#%app f a ...)
```

The keyword #%app is Racket’s internal sign post for the function application syntax – and a language can re-define its meaning. Here is a simplistic re-definition:

```racket
#lang racket
(provide (rename-out [call #%app]) ...)

(define-syntax-rule
  (call f a ...)
  ;; rewrites to
  (if (check-in-defines f) (#%app f a ...) (signal-error f a ...)))
```

This module defines the syntactic abbreviation call. A use of call expands to an if expression that checks a property of f and, if it holds, uses the imported application syntax (underlined) to create a function application; otherwise it signals an error. On export, call is renamed to #%app, meaning when another module specifies this module as its language, the compiler uses the call syntax to elaborate the module’s function applications, e.g.,
(g b ...)
-- compiles to-->(#%app g b ...)
== equivalent == (call g b ...)
-- compiles to--> (if (check-in-defines g) (#%app g b ...) (signal-error g b ...))

That is, the final code uses plain Racket’s #%app construct to evaluate the function application – and that is regular call-by-value function application.

This example is inspired by the teaching languages [6]. In particular, the first-order functional teaching language uses it to check whether the function position is a name defined by the program or the language so that it can produce novice-friendly error messages when something else shows up. However, the pattern is used much more widely. For instance, the FrTime language uses this same mechanism to create a dataflow variant of call-by-value [2].

Third, Racket’s syntax extension system grants a language-defining module access to the entire syntax tree for a guest module, not just individual nodes in the syntax tree. This access allows the collaboration between the rewriting rule for #%app and define in the above example. Indeed, this kind of communication smoothly generalizes to complex context-sensitive analysis tasks and, in particular, allows for the implementation of a rather conventional type checker [42].

Fourth, Racket comes with a library that supports the programmatic creation of lexers and parsers [34]. It is thus possible for a language implementation to transform conventional syntax into regular S-expression syntax and to subject this result to the conventional syntax extension system and its rewriting rules. See listing 2 where the implementor of a domain-specific language prefers an ASCII-mathematics notation. Importantly, the separation of parsing from the syntax extension naturally creates an interface between unrelated parts of language design – notation and meaning – and thus enables language engineers to factor the work into two independent components: design of surface notation and meaning.

Finally, Racket insists on separating the various stages of language processing, particularly enforcing a strict separation of compile-time from run-time code. For example, the rewriting rules generate pure syntax and may not embed other language values inside this syntax. Similarly, since the world of Racket languages is actually an inverted pyramid of languages atop languages, each language-processing module may have side-effects – and these side-effects must be insulated from the rest of the language-processing pipeline.

In sum, Racket’s toolbox empowers programmers to create new languages quickly and thus enables language-oriented program design. The key to this achievement is to improve over Lisp and Scheme’s approaches: Racket carefully stages syntax elaboration [12], eliminating Lisp’s problematic eval-when-where approach; it enables the quick derivation of new languages from existing ones; and it enables the introduction of conventional syntax.

4 Racket Covers a Full Programming Language Spectrum

An abstraction enforces invariants. Languages are abstractions, and their creators must have the means to build the necessary enforcement mechanisms – especially when components in these languages end up in an interconnected, multi-lingual contexts. Since Racket is a language for building programming languages, it supplies the building blocks for the construction of enforcement mechanisms, too. Indeed, Racket’s building blocks allow the creation of a spectrum of languages, and Racket programmers may safely compose components written in various elements of this spectrum.

To get a sense of what these enforcement requirements may mean, consider the kinds of languages a Racket programmer may build. As the literature on domain-specific languages
suggestions [20], these constructions are often thin veneers over efficient C-level implementations. To support this kind of language, Racket comes with a foreign interface that allows parenthesized C-level programming. Programmers can refer to a C library, import functions and data structures, and wrap these imports in Racket values. Listing 3 shows an example of a module that imports functions from the coin-Clp simplex library and defines regular racket functions around them.

At the other end of the spectrum, a Racket programmer might wish to annotate an existing module with explicit types and expect type soundness. Doing just that is possible with typed/racket. Listing 4 illustrates how to transform the module from listing 1 into a typed one. Adding types moves knowledge out of comments into a statically checked sub-language, which proves the comments’ validity and thus “hardens” [43] the component, because the invariants of the typed language are properly protected as its values flow into untyped components of the world.

While Racket does not automatically protect such flows of values, it comes with the tools to build invariant-enforcement mechanisms. Technically, it provides Miller’s proxy mechanism [32] tailored to the needs of a Racket language builder. Racket’s proxies come in
two tiers: chaperones and impersonators [38]. Each monitors access to an underlying value to guarantee basic invariants. Programmers can create customized proxies that monitor access to functions, immutable values, mutable structures and objects – without ever getting in the way of other operations on the wrapped values and objects.

Listing 5 A Racket module with contracts

```racket
#lang racket
demo-contract.rkt
(provide (contract-out (walk-simplex (-> natural-number/c (listof image?)))))

(require "small.sim" htdp/image)
(define (walk-simplex timing) ...
  (maximizer #:x 2) ...)
```

Racket offers a comprehensive contract system implemented with the proxy mechanisms. The contracts allow components to express Eiffel-style first-order assertions [31]. The introduction of contract boundaries smoothly generalizes these first-order statements to Racket’s higher-order setting. That is, with contracts a component can advertise promises and obligations on values such as closures [10], objects, classes [36], and modules [37].

Listing 6 A contract for a first-class class in Racket

```racket
#lang racket
class-contract.rkt
(define MBTA/c (class/c [find-path (find-path f t) finds paths from f to t (-> station/c station/c [listof path/c]) ...])
(define (station? s) ...)
(define path/c ...)
(provide ;; does the given value represent a T station? station?
  (contract-out [mbta% ;; represent the state of the MBTA with search functionallity MBTA/c]
    [read-mbta-graph ;; an MBTA/c factory (-> (object/c mbta%))]))
```

Listing 5 shows how to express the comments from listing 1 into a contract. The conventional prefix syntax of the contract says that `walk-simplex` is a function, that this
function accepts only natural numbers (0, 1, 2, and so on), and that it returns a list of images (checked with the `image?` predicate from the library). Racket checks this first-order contract in the expected way: if a client module applies the function to something other than a natural number, the client is blamed for a violation; if `walk-simplex` ever returns something other than a list of images, `contract.rkt` is blamed; and if there is no use, no error message is ever signaled even if `walk-simplex` were defined to return a string.

The extract of a module in listing 6 illustrates the use of higher-order contracts. Its header introduces two contracts and a flat predicate and exports the latter plus a contracted version of a class and its factory.

Currently, `typed/racket` [41] is the most important “client” of proxies and contracts. From a mechanical perspective, `typed/racket` is like `simplex`. From the teleological one, the two languages radically differ from each other; `typed/racket` is a sibling of `racket`, not just an arbitrary language implemented in the Racket world. As mentioned, its purpose is to help programmers harden untyped modules by equipping them with types.

While type checking guarantees consistency within the module and with respect to other typed modules, translating types of exported values into run-time contracts ensures a general form of type soundness, known as Tobin-Hochstadt’s Blame Theorem. For example, when a typed module exports a function on integers to an untyped module, the latter must not apply the function to a string; similarly, if a function on integer-valued functions flows from the typed to the untyped world, the latter must promise not to apply it to complex functions.

Listings 4 and 5 demonstrate this types-to-contracts translations in a concrete manner. The type of `walk-simplex` in the former translates to the contract shown in the latter. While this translation is straightforward for the functional core, extending this work to Racket’s class-oriented fragment is the fruit of a multi-year research project [39, 40]. This extension implements both novel contract mechanisms for Racket’s first-class classes as well as critical performance enhancements in the types-to-contracts translator.

With contracts and types, Racket includes a full spectrum of programming languages and, importantly, allows programmers to incrementally harden their “scripts” into programs. Initially, a Racket programmer may write a “script” in the traditional sense, that is, a thin layer around a C library. Assuming the choice of C is not performance-critical, the programmer could move the code to Racket, gaining operational and memory safety for the module in return. The third step would be the addition of contracts to the exports of this library to protect interactions between clients and the library. Finally, a programmer may equip the code with explicit, statically checked types, which creates validated documentation, improves

---

1 As a library-based language, `typed/racket` is on the same footing as other libraries in the Racket ecosystem. Thus it cannot defend its invariants as thoroughly as typed languages such as Java or OCaml. Closing the remaining loopholes to enable more complete guarantees is ongoing research.
the performance\(^2\) and maintainability of the code, and may reveal subtle mistakes. Listing 7 summarizes the hardening process in the Racket language spectrum diagrammatically.

While both contracts and types play a central role in this hardening process, the development of \texttt{typed/racket} is far more interesting from a linguistic perspective. Equipping \texttt{racket} with a type system is a challenging task. Programmers who use dynamically typed languages superimpose their own reasoning system as they design their code. It is fair to call this reasoning system a type system. Often this informal type system resembles naive set theory; at other times it incorporates elements from several different type systems.

The design challenge for \texttt{typed/racket} is to bring all of these informal type systems together in one framework – without introducing incompatibilities and contradictions. After all, when programmers harden a project, they do not want to modify their code to accommodate the type checker. Worse, any such modification might introduce a mistake or change the behavior of the program in undesirable ways. Because of the desire to allow incremental and selective hardening, it is also critical for \texttt{typed/racket} to preserve the semantics of \texttt{racket}.\(^3\)

## 5 Racket Internalizes Extra-Linguistic Mechanisms

While many programming problems originate in a “real” world, program development is also a problem domain. As such, tools that support programming deserve a language of their own. Compiler writers take this idea seriously; for example, Dybvig and his group have developed a language for stating compilers as nano-scale transformations and used it for both educational [35] and commercial purposes [22]. When it comes to program development or program execution, however, IDEs resort to mechanisms from the surrounding operating system. They force programmers to develop programs in project contexts, delegate program execution to operating systems, and use \textit{external} tools to inspect programs and their execution states. Racket’s focus on languages as the key to problem solving points to the alternative solution of turning these extra-linguistic mechanisms into linguistic constructs [17].

To appreciate this domain, consider the original problem of building a pedagogic IDE for novice programmers. Clearly, the emphasis on pedagogy and novices prohibits the use of “projects;” students should be able to type in programs without any knowledge about computers and to run these programs without leaving the IDE they use. By implication, the IDE runs student programs under its control. Students make mistakes, though, and one common mistake is to launch a diverging program, that is, a program that consumes unbounded amounts of time, memory, or other resources (e.g., file ports, database handles, network connections; sometimes the access may be via instructor-provided libraries). Similarly, novices want to find mistakes in programs, meaning their instructors want to show them how to step through a program’s execution. Finally, when a student submits a program to some homework server, this program must run in a security context that prohibits it from inspecting other students’ solutions, attacking the server, and so on.

A close look at these requirements immediately suggests several areas of concern. Due to its design feedback loop, Racket includes the following external mechanisms as constructs at the moment: \textit{inspectors}, which establish a hierarchy of access rights; \textit{threads} that can be shut down from the outside; \textit{sandboxes}, which restrict access to services; \textit{custodians},

\(^2\) Performance enhancements can be realized under certain conditions; in general, types-as-contracts may reduce performance and often require performance tuning.

\(^3\) The design of \texttt{typed/racket}’s type system is a complicated, but separate problem. A full discussion of this design would not illuminate the explanation of Racket’s design principles, which is why we reserve this topic for a future paper.
which manage file handles, sockets, and database connections; *eventspaces*, which deal with
GUI resources and events; and several more. The remainder of this section sketches two of
these capabilities – inspectors and custodians – and how providing them inside the language
provides fine-grained control over inspection and resources.

**Listing 8** Inspection in Racket, part 1

```racket
#lang racket/base

(define the-inspector (current-inspector))
(define sub-inspector (make-inspector the-inspector))

(define v
  (parameterize ([current-inspector sub-inspector])
    (dynamic-require "inspected.rkt" instance-of-s)))
```

**Listing 9** Inspection in Racket, part 2

```racket
#lang racket/base

(provide instance-of-s)
(struct s (fld))
(define instance-of-s (s 1))
```

Listings 8 and 9 demonstrate how Racket turns program inspection into a linguistic
construct. Ordinarily, a Racket structure declaration like the one for `s` in listing 9 defines
several functions: a constructor `s`, a field accessor `s-fld`, and a predicate `s?`. Unless a
module exports the field accessor, instances of `s` are opaque to other modules in the system,
i.e., other modules cannot view, access, or mutate the content of field `fld` in an instance. For
example, dynamically loading module `inspected` from listing 9, retrieving `instance-of-s`,
and printing it would reveal no information:

```racket
> (dynamic-require "inspected.rkt" 'instance-of-s)
#<s>
```

When the Racket IDE dynamically loads and evaluates a student program, however, it needs
to have access to structure information for printing, stepping, and debugging.

To address these needs, Racket evaluates modules under a hierarchy of inspectors. If two
modules run under the same inspector or incomparable inspectors in the hierarchy, they
cannot view, access, or mutate each other's structures unless they explicitly grant these rights
via provides of the respective functions. In contrast, if module A runs under the control of
inspector i and another module B runs under the control of an inspector j that is below i, A
can inspect B's structures – whether B grants these rights or not.

Consider the module in listing 8, which concretely illustrates how inspectors work. The
module creates a reference to the current inspector, that is, the inspector under whose super-
vision it executes. It then makes another inspector; the new one is below `make-inspector`’s
argument, which is the module’s current inspector. The module then uses parameterize to
set the value of the `current-inspector` to this newly created inspector for the duration of
the evaluation of

```racket
(dynamic-require "inspected.rkt" 'instance-of-s)
```
As a result, the value of \( v \) is a transparent instance of \( s \), which is defined in inspected but exported without access methods. Hence, when inspector is loaded into the read-eval-print loop of DrRacket, \( v \) prints as \((s 1)\).

**Listing 10** Programming operating-systems patterns in Racket

```racket
#lang racket

... (define (launch-many-worlds* . th*)
  ;; allocate resources of th ... in the currently active custodian
  (define cc (current-custodian))
  ;; allocate resources of launch-many-worlds in new custodian c*
  (define c* (make-custodian))
  (define ch (make-channel))
  (parameterize ([current-custodian c*])
    ... (channel-put ch
      (list i (parameterize ([current-custodian cc]) (th))))))
  ;; th ... send values to channel ch;
  ;; if any of these is an exception structure, shut down
  ...
  (when (exn? x)
    (custodian-shutdown-all c*)
    (raise x))
...)
```

Listing 10 presents an example of resource administration, another operating-system service turned into a Racket construct. It displays the essence of the `launch-many-worlds` function, which is used to run students’ distributed programs [8] in parallel. The function consumes an arbitrary number of thunks and runs them in parallel until all of them have produced a proper value or one of them has signaled an exception. Since the function itself consumes resources, it uses two custodians: its caller’s – to manage the resources of the given thunks – and a new one – to manage its own resources, mostly threads. If any of these thunks raise an exception, the latter custodian is shut down and all of `launch-many-worlds`’s resources are released. For a more sophisticated pattern of killing threads safely, see Flatt and Findler’s work on “kill safety” [15].

Finally, Racket also internalizes other aspects of its context. Dating back to the beginning, Racket programs can programmatically link modules [14] and classes [18]. In conventional languages, programmers must resort to extra-linguistic tools to abstract over such linguistic constructs; only ML-style languages and some scripting languages make modules and classes programmable, too.

### 6 The Racket Design Feedback Loop

The design of a language must take place in the context of a feedback loop. Like the feedback loop for many programming languages, Racket’s feedback loop contains soundness theorems [40], performance evaluations [39], and usability studies [28]. As listing 11 shows, however, the Racket feedback loop also includes a number of software applications While the preceding sections already indicate the role that DrRacket played for developing, honing, and checking the principles, the creation of large and complex domain-specific languages such as Redex [5, 30], Scribble [13], Slideshow [11] and others have had an equally significant impact.
Redex is probably the most sophisticated client of Racket’s syntax extension system. It employs the latter at two levels: to compile the Redex language of grammar, type, and semantics definitions and as a target for the compilation. As such, Redex has stretched and expanded the syntax extension system.

Scribble is a domain-specific language for creating Racket documentation. Unlike the documentation system of conventional languages, a Scribble program can refer to, and compute with, bindings from a Racket library. As a result, programmers can easily create intensively cross-referencing manuals, language guides, and books in such a way that each occurrence of an identifier is \textit{automatically} linked to its documentation. In fact, a Scribble file is just a Racket module, so Scribble documents come with all the benefits of other Racket code – including separate compilation, a feature absent in numerous document markup processors. Integrating Scribble with Racket exposed a gap in, and thus forced an expansion of, the phase separation model of Racket’s syntax extension system [12].

Finally, Slideshow is both a domain-specific language for programming presentations and a graphical tool for displaying them. For a linguist with an awareness of the language of discourse, designing a language for the programmatic creation of presentations is a natural step. Presenters want a single point of control: they want parametrized re-use of slides, slide elements, and other concepts that are most easily expressed with a language but are difficult to obtain in a WYSIWYG tool. A programmer-as-presenter also has the natural desire to evaluate code within a presentation, possibly even the presentation itself [17]. Because of this combination, Slideshow’s construction plays almost the same role in the feedback loop of design as the DrRacket IDE.

In general, all of these applications challenge the linguist in the problem-solving programmer. Each poses several different kinds of problems, best articulated and solved with problem-specific languages. In all cases, the purpose of the languages is to provide a protected and enforced abstraction. Equally important, they all need fine-grained control over resource-management mechanisms that are usually found outside of the language. Their existence and their designs both confirm the Racket principles and illustrate them, so Racketeers frequently consult these applications when they contribute new languages or new concepts to existing languages in the realm of Racket.
7 Racket, the Future: From Imperfections to Research Opportunities

Racket’s design principles have produced a programming language that
- enables the rapid creation of new languages for specific problem areas and thus enables
  language-oriented programming;
- supports a full spectrum of general-purpose programming languages with various conventional degrees of safety; and
- internalizes mechanisms from its system context into linguistic constructs for fine-grained, programmable control.

Turning principles into reality almost always yields an incomplete, and possibly even flawed, product. Racket is no exception, but we consider these imperfections as opportunities for future research. The remainder of this paper sketches some of them.

Racket’s key advantage is its syntax extension system. It makes experienced programmers extremely productive, but it comes with an extraordinarily steep learning curve. Its syntax elaboration algorithm is hard to understand; its toolbox is large and complex; and it has some brittle, unexplored corners that occasionally trip up even experienced programmers. The situation calls for simplifications of the syntax system and for the creation of a smooth ramp for the toolbox (in terms of both tools and documentation).

In addition, the syntax extension system does not allow for a separation of concerns, and programs suffer from this. For example, many programming languages allow programmers to separate specifications from implementations. In conventional Racket, contracts play the role of specifications, functions implement them, and programmers may choose to separate the two concerns in a module. No such separation exists for the syntax system. While Culpepper’s dissertation [3] research has made some progress in this direction, a lot more work on separating syntax specifications from syntax implementations is needed. Realizing both will greatly improve Racket’s support for the principle of language-oriented programming.

Besides a language, modern programmers need an ecosystem. Indeed, many programmers equate languages with their ecosystems. For Racket, this equation means that the creation of a new language ought to include the derivation of an IDE from DrRacket. To some extent, DrRacket can already support new languages automatically, e.g., with on-line syntax checking and simple refactoring actions. For other tools, such as a syntax-directed stepper, this process would need a significant amount of work and comes without guidance or automation.

The currently available enforcement mechanisms give rise to a full spectrum of conventional programming languages: Typed Racket, Racket with contracts, Racket, and ffi/unsafe Racket. Although this spectrum is expressive, it lacks power at both ends. To achieve full control over its context, Racket probably needs access to assembly languages on all possible platforms (from hardware to the web’s JavaScript). How to integrate this power in a portable manner is unclear. To realize the full power of types, Racket will have to be equipped with dependent types. Tobin-Hochstadt and his Typed Racket group are currently working on first steps in this direction, focusing on numeric constraints in typed/racket. When a Racket program uses vectors, its corresponding typed variant type-checks what goes into these vectors and what comes out, but like ML or Haskell, indexing is left to a (contractual) check in the run-time system. Integrating Xi and Pfenning’s form of programming with numeric constraints [44] into typed/racket is a natural step beyond plain types.

---

4 The same caveat applies to the design process, not only its result, but covering the positives and negatives of the design process is beyond the scope of this paper.

5 Spoofax [27] comes with domain-specific languages for the generation of IDE tools, but also relies on extra-linguistic mechanisms.
More generally, Racket’s spectrum of languages creates a multi-lingual world for programmers, though with far more structure than currently found in practice. Even though Matthews and Findler [29] have studied the basics of multi-lingual programs, their theory covers only a small part of this world. Our work on Racket clearly calls for extensions of this result in several directions, including the sound interaction between by-value and by-name (or lazy) variants of Racket, typed and dependently typed variants, and so on. We expect that studying how to protect verified code as it is co-mingled with other kinds of code will yield new insights into Racket’s safety mechanisms.

Racket must also broaden its horizon and consider security concerns, both as an enforcement action but also as an application of the third principle. While sandboxes address some of the security concerns of running a student program in a homework submission server, properly addressing this problem calls for articulating security policies and enforcing them in a system. Moore, et al. [33] recently presented Shill, a secure scripting language implemented atop Racket. Their work exposed serious gaps between Racket’s principle of language-oriented programming and its implementation as well as in Racket’s approach to enforcing security. Once again, we consider these weaknesses an opportunity to improve Racket and expect to study these problems in the near future.
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Abstract

Randomized algorithms are a staple of the theoretical computer science literature. By careful use of randomness, algorithms can achieve properties that are simply not possible with deterministic algorithms. Today, these properties are proved on paper, by theoretical computer scientists; we investigate formally verifying these proofs.

The main challenges are two: proofs about algorithms can be quite complex, using various facts from probability theory; and proofs are highly customized – two proofs of the same property for two algorithms can be completely different. To overcome these challenges, we propose taking inspiration from paper proofs, by building common tools – abstractions, reasoning principles, perhaps even notations – into a formal verification toolbox. To give an idea of our approach, we consider three common patterns in paper proofs: the union bound, concentration bounds, and martingale arguments.

1 Introduction

One of the most unexpected discoveries in the study of algorithms is the power of randomness. For many tasks, random algorithms perform better than deterministic algorithms, both in theory and in practice. Therefore, it’s not surprising that random algorithms have been widely adopted in practice; examples span a wide range of computer science, from machine learning to database technology to graphics.

A natural question is: How correct are these algorithms? Today, proofs of these requirements are accomplished by enlisting highly skilled humans to produce “paper proofs” by hand. However, even the most skilled humans are not perfect, and even if an algorithm is proved correct, who is to say that it is implemented correctly? We propose to use tried-and-true techniques from program verification – like type systems and more general static analyses – to check, and perhaps automatically derive, formal versions of the requisite paper proofs.

At first glance, the paper proofs are extremely diverse, conjuring up insights that seem totally mystifying. Faced with this problem, a tempting approach is to use general-purpose theorem provers. These are extremely expressive, but there is a real cost: The proofs work at a low level of abstraction that bears little resemblance to the informal proof. As a result, the formal proofs are verbose and require substantial manual effort to construct. An expert who knows the formal proof perfectly clearly often labors to convince a theorem prover of this fact, and may be unable to make any sense of a formal proof.

To avoid these drawbacks, we envision building a toolbox of verification techniques following an overarching principle: take inspiration from human reasoning. While some parts
of a given paper proof may be genuinely novel, experts often rely on simple yet powerful abstractions for intuitive reasoning about particular properties; accordingly, paper proofs remain simplest, most concise, and most lightweight. As much as possible, we want to take advantage of these patterns used when humans reason about randomized algorithms.

Compared to carrying out proofs with general purpose theorem provers, we expect that narrowing the gap between informal and formal reasoning will lead to simpler, more intuitive proofs; humans familiar with the paper proof of properties should find it possible to use our verification framework with minor training. By restricting the type of reasoning, we also expect a higher degree of automation in our tools, reducing the verification burden even further.

As we hope to build everything around proof patterns, we must accept that there are facts about randomized algorithms that we will not be able to verify. Some theorems may use “ad hoc” tools – or at least, uncommon tools that are not worth the effort in formalizing. The focus of our toolbox – at least at first – is to provide a tool for composing mathematical facts rather than verifying everything from the ground up. Based on our survey of proofs we might hope to verify, we believe a small collection of primitive axioms and operations along with powerful composition patterns will already suffice to verify many interesting proofs.

2 What is correctness for randomized algorithms?

Randomized algorithms serve many functions, some mundane – movie recommendations, elevator scheduling; some important – driving directions, credit approval ratings; and some life-critical – robotic surgery, air traffic control, safety systems in cars.

These applications involve randomization in a variety of ways. For instance, an algorithm may only have access to “noisy” inputs, and the goal is to control the effect of the noise. Or the algorithm may introduce randomness to a deterministic problem; maybe the added noise helps smooth out worst-case inputs, leading to faster execution or smaller space usage. Or maybe the randomness is inherently part of the problem of interest.

With so many settings, correctness can mean many different things. For instance, we can consider a program correct if it returns an optimal, or alternatively we can consider it correct if it returns a output quickly that may not be optimal, but is close enough. There are probabilistic versions of typical metrics for deterministic algorithms, like expected accuracy or expected convergence rate, but there are also performance metrics specific to randomized algorithms, like generalization error in machine learning algorithms. Further complicating the picture, properties often model how a program scales as the input size is changed. For instance, an algorithm that sorts a list of \( n \) elements with \( n^2 \) operations on average is qualitatively worse than an algorithm that uses \( n \log n \) operations on average. This scaling behavior is critical when evaluating algorithms, which may be run on very large sets of data.

A common thread in proving accuracy of randomized algorithms is reasoning about probabilities, whether explicitly or implicitly. For example, an interesting guarantee might be “With at least 99% probability, the algorithm computes an answer within 0.01 of the true answer”. A different accuracy and convergence rate guarantee could be “The expected value of the complexity of the randomized algorithm to reach an accuracy bound \( \alpha \) is quadratic in \( 1/\alpha \)”. These probabilities may also depend on input parameters, like the size of the input or the desired level of confidence.

Though there have been quite successful formalizations of probability theory (for just one example, [2]), they typically model probabilities from a single point of view – say, as explicit distributions. In contrast, typical paper proofs treat probabilities in a multi-faceted way. The proof may work with random variables, when the reasoning looks a bit like symbolically
manipulating algebraic formulas; say, two samples $Z_1$ and $Z_2$ from a normal distribution may be added together as $Z_1 + Z_2$. In other cases, proofs may work with probabilities of certain events directly; say, proving that $\Pr[X > 10] = 0.1$. Proofs may even involve looking at probabilities geometrically.

In our view, the main challenge of handling proofs about randomized algorithms is organizing and structuring the essential argument so that the numerous theorems can be brought to bear in a usable and lightweight way.

3 The current state-of-the-art

We are certainly not the first to argue the fact that programming language research should develop more techniques for randomized algorithms.

In a closely related area, there is a large amount of work in analyzing and testing approximate algorithms, for instance recent work by Sampson et al. [18]. In most of these works the goal is to provide guarantees on the performance of randomized programs by carrying out first some dynamic analysis inferring a synthetic representation of the random process, and then some static analysis to simplify and test the results against a specification. While interesting, this approach does not provide actual proofs of the rigorous properties.

There are also a number of works on the verification of randomized algorithms, either by using full-blown formalization in a theorem prover [2], or ad-hoc verification techniques based on program analysis [7]. There has been recent success in proving correctness (for various definitions of correctness) of randomized algorithms in specific domains like cryptography [3, 5], differential privacy [13, 6], and more.

However, looking at these and other approaches in the literature, it seems that there are few tools that produce proofs remotely similar to paper proofs! Indeed, while attending the Approx 2014 [1] workshop co-located with PLDI 2014 – devoted to the topic of verifying randomized computation – we were struck by the lack of attention to proofs.

We believe that part of the problem here is that all these approaches have been studied by programming languages researchers with programming languages tools for the programming languages community. Our goal is instead to provide a toolbox that is interesting and useful for people from the algorithm and machine learning community but based on techniques from the programming language community. In some sense, we aim for a toolbox combining interesting aspects of both theory A and theory B.

4 Our proposal: Take abstractions from paper proofs

As we have discussed, we envision tools built around common structures humans use when proving correctness properties. These patterns take a variety of shapes and forms, but fundamentally, they are abstractions: they are used to give structure to the key parts of an argument, in a flexible and concise form, while concealing the boilerplate, “boring” parts of the proofs. From this point of view, what makes these patterns interesting is that while there are the typical abstractions we know and love – modularity, inductive arguments, etc. – there are also patterns that are harder to recognize. For instance, they may involve reasoning about code in a non-modular way, or grouping random sampling in particular, non-local ways. We believe that understanding and capturing patterns from paper proofs – empirically, the best abstractions – is a key step to designing usable and powerful verification tools.

As a first step in designing our toolbox we will focus on accuracy. Here, we briefly discuss three such proof patterns and how they might be profitably incorporated into a verification
framework. For concreteness we will focus mostly on language-based verification, though we expect these principles to be valuable in a wide variety of verification approaches.

### 4.1 Case study: The union bound

The union bound states that if event $A$ happens except with probability $p_A$, and event $B$ happens except with probability $p_B$, then both $A$ and $B$ happen except with probability at most $p_A + p_B$. In the context of randomized algorithms, $A$ and $B$ are often taken to be the event that some random noise is small. The probabilities $p_A$ and $p_B$ are often called failure probabilities—they are the probabilities that event $A$ or $B$ fails to happen.

Even though randomized algorithms naturally mix probabilistic and deterministic operations, the accuracy proof can be simplified by separating out the analysis of the random operations. A common first step when proving accuracy is to apply the union bound to argue that, except with probability $p$, all the random noise added is small. Assuming this fact, the rest of the analysis can then treat each sampling operation as returning small noise, and prove accuracy without explicitly reasoning about randomness.

In general, the reasoning naturally divides into two parts: (1) keep track of the total probability that the noise is too large, using the union bound to aggregate the failure probability of various sampling operations, and (2) carry out the accuracy analysis by viewing the original program as a deterministic program, where each sampling operation is assumed to return some small value.

For example, consider an algorithm that adds noise to each element of a list:

```plaintext
Listing 1 Applying a union bound
noiselist (in : list R) : [b] { out : list R | dist(in, out) < T } =
  match in with
  | Nil -> return Nil
  | Cons x xs ->
    sample noisy <- addnoise T x in
    sample rest <- noiselist xs in
    return (Cons noisy rest)
```

The noise function `addnoise` comes with an accuracy specification encoding the probability of adding noise more than $T$. The annotation in the first line state that the output list `out` has each element at most $T$ away from the corresponding element in input list `in`. The annotation `[b]` indicates the failure probability: the accuracy assertion holds with probability at least $1 - b$.

The union bound is carried out by the use of `sample`. In more detail, suppose we have shown that program $e$ satisfies accuracy assertion $A$ with failure probability $p_A$, and program $e'$ satisfies accuracy assertion $B$ with failure probability $p_B$, assuming that $A$ holds. Then, our language concludes that the program `sample x <- e in e'` (which samples $x$ from $e$ and runs $e'$) satisfies assertion $B$, but now with the failure probability given by the union bound: $p_A + p_B$.

Looking more closely, we can view the union bound as a kind of composition principle: to analyze the failure probability of a big algorithm, it’s enough to analyze the failure probability of each of its component programs. This is a powerful principle that simplifies the reasoning on paper, and we should take advantage of this principle in verification as well.

---

1 We give pseudocode in a functional language to illustrate our ideas, but we believe these ideas can be used broadly in a variety of verification settings, see Section 5 for further discussion.
4.2 Case study: Reasoning about independence

While a wide range of randomized algorithms can be proved accurate with just the union bound, some algorithms require a finer analysis based on independence of random variables. For instance, some accuracy results rely on concentration around the mean (sometimes called concentration bounds): the principle that, if we take a series of independent random draws from a distribution $\mu$, the average of the draws is with high probability not too far from the mean of $\mu$. For example, the accuracy proof of a random counter [8, 10] from the privacy literature uses a concentration bound for sums of independent draws from the Laplace distribution.

Arguments in terms of independence are problematic for program verification. They are often global, involving reasoning about collections of random draws that may be far apart in the actual code of the program. A priori, it may not be clear that the random draws are even independent. To provide some structure, we can imagine a two-stage approach.

First, we can separate random sampling from the main program and annotate it with where and how to apply the independence bounds. This makes it easier to verify independence for collections of random draws.

For example, suppose we want to take three independent samples from some distribution $\mu$. Furthermore, say that there is a concentration bound stating that the sum of up to three independent draws from $\mu$ satisfies some property $\phi$. In a first stage analysis we might write the following:

```
Listing 2 Applying independence bounds

sample n1 <- mu in
sample n2 <- mu in
sample n3 <- mu in
sum1 = boundsum n1 :[b] phi1 in
sum2 = boundsum (n1, n2) :[b] phi2 in
sum3 = boundsum (n1, n2, n3) :[b] phi3 in
(sum1, sum2, sum3)
```

Each `boundsum` applies the concentration bound to a list of random samples. The returned values $[\text{sum1}, \text{sum2}, \text{sum3}]$ represent the sums $n_1$, $n_1 + n_2$, and $n_1 + n_2 + n_3$ respectively, each tagged with a probabilistic assertion $\phi_1$, $\phi_2$, or $\phi_3$ and failure probability $b$ given by the concentration bound. For instance, the assertions might look like

$$\phi_1(x) := |x - c| < T_1$$
$$\phi_2(x) := |x - 2c| < T_2$$
$$\phi_3(x) := |x - 3c| < T_3,$$

where $c$ is the mean of distribution $\mu$.

The guarantees from concentration bounds -- $\phi_i$ holds with probability at least $1 - \beta$ -- are probabilistic assertions, which can then be combined with the union bound. Indeed, the two principles are often used together in paper proofs, first applying concentration bounds relying on independence to arrive at some preliminary facts, then applying union bounds to combine the facts.

In the second stage, the samples, along with facts derived from applying the independence bounds, are fed into a program written in our union bound language. There, the samples can be used and the facts assumed as needed, tracking the failure probability. In the simple example above, after applying the independence bounds, we may want to reason about adding up the sums. The corresponding second stage program might look as follows:
Listing 3 Second stage program

\[
\text{sumup (s1 :|b| \{ x : R | \phi_1 \} ) } \\
(\text{s2 :|b| \{ x : R | \phi_2 \} ) } \\
(\text{s3 :|b| \{ x : R | \phi_3 \} ) } \\
: [3 \times |b| \{ out : R | \text{dist(out, 6 * c)} < T_1 + T_2 + T_3 \} = \\
\text{sample x <- s1 in} \\
\text{sample y <- s2 in} \\
\text{sample z <- s3 in} \]
\text{return (x + y + z)}
\]

Note that the inputs to this program carry the assertions derived in the first-stage program above. Also note that the \text{sample} operation combines the failure probability (\(|b|\) for each assertion) to give the final failure probability (\(3|b|\)).

4.3 Case study: Martingale reasoning

Our third and final pattern involves \textit{martingales}. Formally, a martingale is a sequence of random variables \(X_1, X_2, \ldots\). We allow \(X_i\) to depend on all previous random variables \(X_1, \ldots, X_{i-1}\). The martingale property requires that this sequence is somehow “memoryless”: the information at time step \(i\) is captured by \(X_{i-1}\), rather than the whole sequence \(X_1, \ldots, X_{i-1}\). More formally, for any concrete values \(x_1, \ldots, x_{i-1}\), we require

\[
\mathbb{E}[X_i \mid X_1 = x_1, \ldots, X_{i-1} = x_{i-1}] = x_i
\]

A canonical example is a \textit{random walk}. A person starts at a point on a line (call it \(0\)), and at each time step, flips a fair coin. If heads, she goes to the left one unit; if tails, she goes to the right unit. If we let \(X_i\) be her position at time \(i\), then \(X_1, \ldots, X_i\) is a martingale sequence.

A particularly powerful fact about martingales is the following theorem. We will present it informally, since the details are somewhat technical to spell out.

\textbf{Theorem 1} (Optional Stopping Theorem, Informal). Let \(X_0, X_1, X_2, \ldots\) be a martingale sequence, and let \(\tau \in \mathbb{N}\) be a stopping time – a random variable that depends only on the martingale values before \(\tau\). For instance, we should be able to decide if \(\tau = 3\) given just \(X_0, X_1, X_2, X_3\). Then,

\[
\mathbb{E}[X_\tau] = \mathbb{E}[X_0].
\]

Note that on the left, the time \(\tau\) may be random as well, since it depends on the random sequence.

We think the optional stopping theorem can be a powerful tool for verifying probabilistic programs with loops. For instance, consider the following loop:

Listing 4 A loop

\[
X = Y = 0; \\
\text{while (|X| < 10) do } \\
\text{Y = X; } \\
\text{sample f <- flip(-1, 1); } \\
\text{X = X + f; } \\
\text{end}
\]

The optional stopping theorem provides a powerful and flexible way to reason about this loop, which involves probabilistic sampling. Specifically, we can think of the iteration
when this loop terminates as a stopping time – this iteration depends only on the previous iterations. If we know that $X$ evolves as a martingale, then we can conclude that
\[ E[X_{\text{fin}}] = E[X_0] = 0. \]

Since we know that $X_{\text{fin}}$ is 10 or $-10$, this immediately lets us conclude that $\Pr[X_{\text{fin}} = 10] = \Pr[X_{\text{fin}} = -10]$, something that is awkward to prove via other means.

We have outlined a simple example, just to give an idea of what verification via martingales may look like. There is a wide variety of proofs that can be carried out with similar martingale arguments, just by choosing the correct martingale and applying the optional stopping theorem. Picking the proper martingale to deduce a particular fact is something of a black art, and not something we would expect could be handled automatically. In many respects, finding the right martingale is similar to specifying a loop invariant – some human insight seems to be required.

That being said, martingales are a powerful technique for proving facts about probabilistic programs. For instance, it’s known that many independence bounds (as described in Section 4.2) are actually consequences of optional stopping. Rather than building independence bounds into our toolbox (i.e., assuming them), martingales may allow us to actually derive these principles directly.

5 Building the toolbox

So far, we’ve seen several powerful reasoning principles that could be integrated into a formal verification framework. However, this still leaves us quite a ways away from an actual, usable tool. As we see it, there are at least three promising routes to that goal.

5.1 Working within an existing theorem prover

The last decades have seen an explosive growth and maturation in theorem prover technology. A celebrated recent result is the machine-checked proof of the Feit-Thompson theorem from group theory [14], evidence that contemporary theorem provers are starting to be able to prove complex theorems from the mathematical literature. Since proofs about randomized algorithms share many similarities with mathematical proofs – ad hoc arguments, high-level reasoning, custom notation – this bodes well for verifying randomized algorithms.

Accordingly, we could imagine developing Coq theorems and libraries to implement the common reasoning principles we have sketched. The main challenges in this approach, in our mind, are two-fold: 1) developing a flexible and reusable theory of random variables, which may also require a large investment in formalizing probability theory, and 2) connecting the reasoning to the actual program.

5.2 Developing a custom type system

Since rich type systems have been quite successful [4, 13, 16] for verifying differential privacy, a notion of privacy for randomized algorithms, the idea of a custom type system for verifying accuracy is quite appealing. However, there appear to be serious challenges – not insurmountable by any means, but serious nonetheless.

In our view, the success of type systems for verifying privacy was enabled by particular compositional features of differential privacy that allow an extraordinarily modular and clean analysis. The target proofs of privacy are roughly of the same form and structure, barring a few important exceptions.
In contrast, proofs of accuracy are far more diverse. There are a variety of reasoning principles, and they can be combined almost every which way. Furthermore, many proofs use non-local reasoning, like arguments involving independence; for instance, we may need a way of working with groups of random samples that are spread wide throughout the program, reasoning about when the groups are disjoint, when they are not, etc. It’s possible that technologies like separation logic could be brought to bear on this kind of analysis, but it’s far from clear.

5.3 Developing a custom Hoare logic

The final direction is to work with imperative programs, and develop a Hoare logic. The language itself wouldn’t need to be very complex; say, a simple While language with commands for sampling from built-in distributions, and maybe an expectation operator.

However, a key challenge is to design an expressive logic for assertions. Randomized algorithms often work with a number of variables that depends on the input parameters. The assertion logic must be concise and flexible enough to express complex invariants over all of these variables and samples. A natural starting point would be work by Gonthier et al. [14] on developing formal versions of mathematical notation.

This is the direction we believe is most promising. Along with our collaborators, we are currently looking into building a Hoare logic for accuracy in EasyCrypt [5], an interactive verification system for proofs about cryptographic properties.

6 Looking ahead

The three case studies above are meant to give just a taste of the kind of toolbox we have in mind. Of course, there are many possible extensions; we briefly sketch a few directions below.

6.1 More tools in the toolbox

The most natural extension is simply adding more advanced tools.

Refining the union bound

The union bound in Section 4.1 is used extremely frequently, but it is a somewhat loose bound. There are several known refinements that give sharper bounds on the failure probability under certain assumptions. One promising candidate is the Lovász Local Lemma [12], which gives a better bound when each event is independent of most of the other events.

Advanced concentration bounds

While the concentration bounds in Section 4.2 require independence, there are more general bounds that relax this requirement. For instance, the Azuma-Hoeffding bound [9] gives concentration for martingale sequences $X_0, X_1, \ldots$. This is a weaker requirement than full independence, but can be trickier to prove.

6.2 Combining the tools

So far, we have proposed tools that focus on individual reasoning principles in a somewhat independent fashion. However, there is no reason that these techniques must be used in
isolation. Obviously, there are some rules governing how, say, independence bounds can be mixed with martingale reasoning, but in paper proofs, different principles can be flexibly mixed and matched. In our view, understanding how to formalize and flexibly combine different tools is an important direction for handling more complex proofs.

In Section 4.2, we have proposed a very small step in this direction: mixing union bounds and independence bounds. However, our proposal leaves much to be desired. For instance, it requires that independence bounds must be applied first, then union bounds. For many algorithms, this may require coding the algorithm in an unnatural way to conform to this proof structure. An ideal solution would avoid this unnecessary burden.

6.3 Beyond accuracy

While accuracy is certainly an important property of randomized algorithms, there are a host of other properties that could be handled by formal verification.

Incentive and game-theoretic properties

In game theory settings, the inputs to an (often randomized) algorithm are controlled by rational agents that may seek to manipulate the output of the algorithm but changing their input. Incentive properties guarantee that agents can’t gain much by this kind of manipulation.

From a program verification point of view, incentive properties are relational program properties. They reason about the relation between two runs of the same program: one where agents report honestly, and one where agents manipulate their inputs. As we observed in recent work [4], basic incentive properties can be fruitfully handled with relational program verification techniques.

However, the current state of verification for incentive properties is stuck on the same obstacle: More complex incentive properties depend on accuracy guarantees, which the tools we have are ill-equipped to handle. There are several examples for algorithms which compute equilibria – in a nutshell, the goal is to coordinate players to actions where no player has incentive to deviate (a kind of stability condition), but players may have incentive to manipulate which equilibrium is chosen. For instance, Rogers and Roth [17] propose an algorithm for computing Nash equilibrium that depends on the accuracy of randomized counters; Kearns, et al. [15] propose an algorithm for computing so-called coarse correlated equilibrium, where the incentive properties depend on the accuracy of a sophisticated learning algorithm.

Randomized computational complexity

The computational complexity of randomized algorithms is a deep area of study. At the most basic level, we might want to verify the complexity of a program that has probabilistic running time. The typical notion here is expected running time, the average time the program takes. The problem is most interesting (and most difficult) when the program runs a loop with a probabilistic guard. In such cases, the program may not even always terminate!

By now, computational complexity is a very developed field with an extensive collection of complexity proofs. However, there are few (if any) domain specific tools to actually build complexity proofs today. A general question is whether there is a reasonably small class of patterns that we can target to verify a large class of examples.
**Alternative notions of randomness**

Since truly random bits are expensive to generate in practice, there is a large body of literature looking at more restricted sources of randomness. For instance, we may use a pseudorandom generator to turn a few truly random bits into a much longer string of pseudorandom bits; maybe instead of working with independent random variables, we work with weaker guarantees that are easier to achieve, like pairwise independent random variables. These algorithms are ingenious, and often have complex proofs of correctness.

**The probabilistic method**

Finally, our toolbox can be viewed as capturing reasoning about probabilistic quantities, not just quantities related to algorithms. For general mathematical proofs, a powerful tool is the probabilistic method, invented by Erdős [11]. This principle shows the (non-constructive) existence of an object satisfying a specific property $P$ by first constructing a random instance of the property, then showing the probability $P$ holds is strictly positive. The tools of probability theory are powerful and broadly applicable to general mathematics; to the extent that our toolbox can capture probabilistic reasoning, we should be able to model general mathematical proofs.

**7 Conclusion**

As our field of programming languages (and more generally, formal verification) matures, it is crucial to export our tools and techniques to other fields, so that all kinds of researchers can hear what formal verification has to say, as it were. By interacting with other fields, our field stands to be greatly enriched by exchanging ideas and considering new, interesting properties to verify. Our proposal to verify properties of randomized algorithms is a step in this program, but just a step. We hope there are many more steps to come.

---
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1 Introduction

Over the past half-century, the programming language community has developed a foundational new science, the science of software, that now governs much of our world. One of the legacies of this great work is a vast literature – a literature so large no one person can know more than the tiniest fraction of it. Unfortunately, our normal interaction with this literature is tragically limited. At best, we read a small selection of papers in our area, look at their related work sections and follow the citations back a level or two. Occasionally, a friend will alert us to a neat paper that she has read. That is about it.

If we had better tools for analyzing the programming language literature, there are so many more interesting questions we could ask and answer:

- How have the topics at PL conferences evolved over the last 20 years?
- Did generalizing the OOPSLA call for papers broaden the conference?
- How has O’Hearn’s classic paper on separation logic influenced POPL?
- Where did the themes touched by my paper appear in the past?

In addition to answering questions like these for the sake of curiosity, tools better able to analyze the programming language literature might be of help to the chairs of programming language conferences and the editors of programming language journals. Program chairs

* This work was done while Michael was still a postdoc at Princeton University.

© Michael Greenberg and Kathleen Fisher and David Walker;
licensed under Creative Commons License CC-BY
1st Summit on Advances in Programming Languages (SNAPL’15). Eds.: Thomas Ball, Rastislav Bodík, Shriram Krishnamurthi, Benjamin S. Lerner, and Greg Morrisett; pp. 140–155
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
would like to know that their PCs cover the appropriate topics effectively. Editors would like reviewers with sufficient expertise, but, perhaps, different perspectives.

Many of these questions are deep semantic questions about the true flow of ideas through the programming language literature and beyond. We cannot answer these questions with perfect accuracy or certainty, but we may be able to approximate them. To investigate this possibility, we have begun to explore an analysis technique developed in the machine learning community, known as topic models [4]. Generally speaking, topic models are probabilistic descriptions of the words that appear in a document or a collection of documents. Such models provide insights into the topics that pervade a corpus and the relative weights of those topics. We can use these models to compare individual papers or groups of papers, and we can track the ebb and flow of topics over time. Such models have recently been used to analyze articles from the journal Science, the Yale Law Review, and other archives of documents [4]. They have also been used to explore the links between academic literature and funding [15].

In this paper, we describe our initial efforts to apply these models and techniques to the programming language literature and to ask questions of interest to the programming language community. For data, we assembled a corpus of 4,355 abstracts from four of the top programming languages conferences (ICFP, OOPSLA, PLDI, and POPL) and the full text of all 2,257 POPL and PLDI papers that have appeared as of February 2015. We have generated models of this corpus as a whole and for the conferences individually and compared them. We have also analyzed individual documents and compared papers based on their models. We have built a web-based tool (available from tmpl.weaselhat.com) that allows other researchers to browse the programming language literature by topic, find related papers, and visualize the evolution of the topics studied in PL over time. Source code for our tools is available on github.\footnote{See https://github.com/mgree/sigplan/} Although our results to date are intriguing, this paper marks only the beginning of the project; many interesting questions remain.

The remainder of this paper is organized as follows. We first describe our methods (Section 2). Specifically, we give a tutorial introduction to Latent Dirichlet Allocation topic models and we describe how we curated our corpus. We next present our preliminary results (Section 3) and discuss future work (Section 4). We end with a discussion of related work (Section 5) and concluding thoughts (Section 6).

\section{Methodology}

\subsection{Topic Models}

To explain the ideas behind the simplest topic model, the Latent Dirichlet Allocation (LDA), we adapt the explanation given by David Blei [4] to a programming-languages setting. In this model, each document is considered to be a mixture of some number of topics. For example, consider the paper “Gradual Typing for First-Class Classes” [17] shown in Figure 1, which describes a type system for gradually converting dynamically-typed object-oriented programs into statically typed programs in a companion language. We manually highlighted various words occurring in the abstract: yellow for words related to components, green for words related type systems, and blue for words related to Object-Oriented Programming (OOP). If we highlighted the entire paper in this way, it would be apparent that the document mixes concepts from these three topics: components, type systems, and OOP.

\footnote{See https://github.com/mgree/sigplan/}
Gradual Typing for First-Class Classes

Abstract
Dynamic type-checking and object-oriented programming often go hand-in-hand; scripting languages such as Python, Ruby, and JavaScript all embrace object-oriented (OO) programming. When scripts written in such languages grow and evolve into large programs, the lack of a static type discipline reduces maintainability. A programmer may thus wish to migrate parts of such scripts to a static language with a static type system. Unfortunately, existing type systems neither support the flexible OO composition mechanisms found in scripting languages nor accommodate sound interaction with untyped code.

In this paper, we present the design of a gradual typing system that supports sound interaction between statically- and dynamically-typed units of class-based code. The type system uses raw polymorphism for classes and thus supports mixin-based OO composition. To protect migration from typed to untyped components, the system employs a novel form of contracts that partially seal classes. The design comes with a theorem that guarantees the soundness of the type system even in the presence of untyped components.

Figure 1 LDA topic modeling is based on the generative process illustrated here. It works over a fixed collection of topics assumed to be shared by all documents in the corpus (top right). First, we select a probability distribution over the topics (histogram). Then, to produce each word in the document, we first choose a topic from the distribution (the colored circles) and then we choose the actual word from the word distribution associated with the topic (the highlighted words).

LDA models this intuition that a document is a mixture of different topics. In the LDA framework, each “topic” is represented as a probability distribution over a fixed collection of words. The probability associated with each word indicates how strongly the word belongs to the topic. For example, words like ‘type’ and ‘polymorphism’ have high probabilities in the “Type System” topic, while ‘component’ and ‘contract’ have high probabilities in the “Components” topic. In contrast, words like ‘cpu’ and ‘register’ have low probabilities in both topics. A document is, in turn, modelled as a distribution over such topics.

In the paper in Figure 1, the probability distribution over topics would assign weights to the topics “Components,” “Type Systems,” and “OOP.” The chart at the right of the figure shows this distribution, with “Type Systems” carrying slightly greater weight than either “Components” or “OOP.” The words in the paper are drawn from the probability distributions associated with these topics. To put it another way, if we wanted to generate this document, or one similar to it, we would pick each word for the document independently according to the following generative process: (1) pick a topic (according to the topic distribution) and then (2) pick a word from that topic (according to its distribution over words). Other papers in the SIGPLAN corpus would exhibit a different mix of topics. A key point is that all the documents in an LDA framework share the same collection of topics, just mixed in different proportions (including nearly zero).
Figure 2 LDA inference for 20 topics run on a corpus of 4,355 titles and abstracts from SIGPLAN conferences and applied to the example paper “Gradual Typing.” The probability distribution at the left shows the inferred topic mixture for the paper. The boxes at the right show the 10 most probable words for the four topics present in the paper.

Of course the purpose of topic modeling is not to generate random documents but rather to automatically discover the topics present in a corpus. We observe the documents, but the topic structure is hidden, including the set of topics, the topic distribution for each document, and the per-document, per-word topic assignment. The challenge of this area of research is to reconstruct the hidden topic structure from an observed corpus, essentially running the generative process backward, attempting to answer the question: What fully-defined topic model most likely explains the given corpus?

We ran David Blei’s LDA-C\(^2\) over a corpus of 4,355 titles and abstracts from ICFP, OOPSLA, PLDI, and POPL papers that are available in the ACM Digital Library, having set the number of topics at 20.\(^3\) This process produced a topic model \(M\), judged to be the most likely 20-topic model to explain the SIGPLAN corpus given a set of 20 “seed” papers, randomly selected by LDA. We then applied \(M\) to the “Gradual Typing” paper to impute the topic distribution that best explains the content of that paper. The results appear in Figure 2. This histogram on the left shows that although \(M\) could have assigned any probability distribution to the twenty topics, it selected only four. The right side of the figure shows the most likely words associated with those four topics. Looking at these words, we can see that three of the topics correspond to the ones we highlighted in Figure 1: Components, Type Systems, and OOP. LDA identified a fourth topic, whose words suggest it might be called “Language Design.” Note that LDA does not produce the titles for the topics; we manually came up with names for them based on the most likely words (see Section 2.4). Automatically inferring such titles is an open research problem.

2.2 The corpora

We used the SIGPLAN research papers stored in the ACM Digital Library (DL)\(^4\) to build two distinct corpora for this project. Our abstract corpus contains one “document” for every paper from every available year of ICFP (1996–2014), OOPSLA (1986-89,1991–2014), PLDI (1988–2014), and POPL (1973,1975–2015). Each such document is comprised of the concatenation of the paper title, its author list, and its abstract. The scraping process we used to build this corpus is imperfect – it doesn’t find every paper listed in the DL (see

\(^2\) http://www.cs.princeton.edu/~blei/lda-c/

\(^3\) One of the limitations of LDA is that it will not help decide how many topics appear in a corpus. The user must decide in advance and seed the inference mechanism with the chosen number.

\(^4\) http://dl.acm.org/; SIGPLAN conferences are available from http://dl.acm.org/sig.cfm?id=SP946
Section 2.6). Our full-text corpus contains one document for each of the 2,257 POPL and PLDI papers that have appeared as of February 2015. We used pdftotext from the Xpdf tool suite to convert the pdf files from the ACM DL to raw text. For each document in both corpora, we separately store metadata, recording its author list along with when and where it was published.

Once we had compiled the raw data for the two corpora, we converted it into a form that LDA-C can read: a document file that represents each document as a “bag of words.” Parsing forces us to decide which words are interesting and how to count those words. For example, the word ‘we’ appears many times in academic writing, but it isn’t a meaningful topic word in the way that ‘type’ or ‘flow’ or ‘register’ are. So that we may focus on meaningful words, we drop all words on a *stopword* list from the document. We started with a standard stopword list for English, amending it with two lists of words. First, we added words which appeared in more than 25% of the documents in our corpus. We also added words that felt irrelevant, such as ‘easily’, ‘sophisticated’, ‘interesting’, and ‘via’.

Once we winnowed out the stopwords, we had to turn each text into a bag of words: a list pairing words with the number of times they occur. This process raises more questions requiring judgment: Are ‘type’ and ‘types’ different words? What about ‘typing’ and ‘typical’? To answer such questions, we counted words as the same when they reduced to the same uninflected word via NLTK’s WordNet lemmatizer. In this case, ‘type’ and ‘types’ both reduce to the uninflected word ‘type’, but ‘typing’ and ‘typical’ are left alone. Finally, we coalesced hyphenated words into single words, e.g., ‘object-oriented’ became ‘object-oriented’ and ‘call-by-value’ became ‘callbyvalue’.

### 2.3 Our topic models

Topic models are parameterized by a number $k$, which represents the desired number of topics; at the moment, no machine learning techniques exist to automatically determine the appropriate number of topics. To explore this space, we used LDA-C to build topic models for both corpora for $k$ equal to 20, 50, 100, and 200.

On the abstract corpus, a typical run of LDA-C with 20 topics takes about 2 minutes on a four-core 2.8Ghz Intel i7 with 16GB of RAM and a solid-state hard drive; simultaneous runs with 200, 300, and 400 topics take just shy of two hours. On the full-text corpus, generating the topic model for $k=50$ requires under an hour. It takes roughly 8 hours to generate the topic model for $k=200$.

Once LDA-C has processed our corpus, it produces files indicating how much each word belongs to a topic and how much each document belongs to each topic. We translate LDA-C’s output to three files:

- a human-readable listing of the top 10 words and top 10 papers for each topic;
- a spreadsheet collating the metadata for each document (title, authors, year, and conference) with that document’s topic weights; and
- a spreadsheet aggregating the total topic weights for each year of each conference.

The human-readable listing of top words and papers for each topic was a vital check on the sanity of LDA-C’s output as we debugged our process; we also used it to assign names to the topics when we made graphs.
Figure 3 Number of topics per paper (left: normalized per topic, right: normalized per topic, minimum topic weight of 20).

<table>
<thead>
<tr>
<th>Register Allocation</th>
<th>Program Transformation</th>
<th>Concurrency</th>
<th>Parsing</th>
</tr>
</thead>
<tbody>
<tr>
<td>register (-3.6)</td>
<td>program (-4.0)</td>
<td>thread (-3.5)</td>
<td>grammar (-3.9)</td>
</tr>
<tr>
<td>instruction (-4.4)</td>
<td>loop (-4.5)</td>
<td>lock (-4.4)</td>
<td>attribute (-4.0)</td>
</tr>
<tr>
<td>code (-4.5)</td>
<td>variable (-4.6)</td>
<td>operation (-4.5)</td>
<td>string (-4.6)</td>
</tr>
<tr>
<td>variable (-4.7)</td>
<td>statement (-4.8)</td>
<td>memory (-4.6)</td>
<td>tree (-4.6)</td>
</tr>
<tr>
<td>graph (-4.9)</td>
<td>assertion (-4.9)</td>
<td>read (-4.6)</td>
<td>set (-4.6)</td>
</tr>
<tr>
<td>figure (-4.9)</td>
<td>value (-5.0)</td>
<td>execution (-4.7)</td>
<td>symbol (-4.7)</td>
</tr>
<tr>
<td>value (-5.0)</td>
<td>expression (-5.1)</td>
<td>program (-4.9)</td>
<td>language (-4.7)</td>
</tr>
<tr>
<td>loop (-5.0)</td>
<td>procedure (-5.2)</td>
<td>access (-5.0)</td>
<td>production (-4.7)</td>
</tr>
<tr>
<td>node (-5.0)</td>
<td>true (-5.3)</td>
<td>data (-5.0)</td>
<td>pattern (-4.8)</td>
</tr>
<tr>
<td>range (-5.0)</td>
<td>condition (-5.3)</td>
<td>concurrent (-5.0)</td>
<td>parser (-4.8)</td>
</tr>
</tbody>
</table>

Figure 4 Consensus topic names and top ten keywords (with log-likelihood for that word in that topic) for selected topics from the \(k=20\) topic model on the full-text PLDI-POPL corpus.

2.4 Validating the topic models

Our topic models are sane: every paper is assigned some topic weights (Figure 3). On the left, we see that every document has non-minimal (0.03189) weight in some topic; on the right, we see that nearly one in five papers (869 out of 4,355) doesn’t have a weight higher than 20 in any topic. Running with more topics reduces the number of indeterminate, topic-less documents. However, more topics can also lead to over-fitting and difficulty in distinguishing the underlying concepts. For comparison, Blei’s analysis of the journal Science used 100 topics; Analysis of the Yale Law Review used 20 topics. We have experimented with up to 400 topics, but elected to present 20 for simplicity here.

Topic models do not provide names for the inferred topics, just lists of key words and the strength of the association between each paper and the topic. As another validity check, each of us independently named each topic for \(k=20\) by looking at the keywords and highest ranking papers. Each of the lists were very similar; for most topics, it was a straightforward process to produce a consensus name for each topic. Figure 4 shows these consensus names and the associated top ten keywords for the \(k=20\) topic model of the PLDI-POPL full-text corpus. We found topic 12 (given the title Program Transformation) from this list puzzling. At first glance, the keywords seem like a plausible if generic grouping, but the papers seem unrelated. A closer inspection of the top-ranked papers reveals that they all involve program transformations, particularly transformations related to numeric programs. This topic seems to be an example of a topic type that we had hypothesized but not previously seen: one where the papers are grouped by approach rather than the problem they are trying to solve.
2.5 Abstract vs full-text models

What documents should we feed to LDA? We have two corpora at our disposal: the abstracts from ICFP, OOPSLA, PLDI and POPL (with some omissions – see Section 2.6); and the full text of PLDI and POPL. Once a topic model has been built, it can be used to classify documents of any size. So how should we build our models?

We ran LDA with $k=20$ on two corpora drawn from PLDI and POPL: one used abstracts, one used full text. In general, both models produced similar paper rankings in each topic (Figure 5). Each dot in Figure 5 represents a paper that appears in the top 50 papers in both models for a given topic. The x-axis is the paper’s rank in the full-text model; the y-axis is the paper’s rank in the abstract model. Perfect agreement would be a diagonal line of dots. Most topics show a fair to high degree of general agreement, though some show very little. Hearteningly, every topic shows some agreement.

We haven’t yet answered the methodological question – perhaps existing research in machine learning can guide us. We use both models to explore the data in this paper.

2.6 Limitations and impediments

One limitation of our current work is that our corpora include only data from four programming language conferences. There are many other high-quality venues that publish relevant work, including ASPLOS, CC, CONCUR, ECOOP, ESOP, SAS, etc. We have omitted them only because adding more data sources is labor intensive. We felt that the data from the four conferences we have chosen was sufficient for an initial exploration.
Problems with data quality begin at the ACM. The ACM DL is missing data. The abstracts for ICFP, OOPSLA, PLDI, or POPL are missing for 1991. POPL is missing abstracts from 1996 through 1999. The ACM DL listings don’t obviously differentiate hour-long invited keynote talks and the shorter talks in the sessions. We chose to include abstract-less keynotes as “documents”...but is that the right decision?

Scraping the DL for abstracts is not completely straightforward. Some papers are clearly in the HTML but our scraper doesn’t detect them. Ideally, we would have access to the database underlying the DL, with programmatic access to metadata and the full text of each paper. Even then, extracting full text from PDFs isn’t foolproof: math can show up as garbage characters that confuse LDA, or whole sections can fail to appear.

3 Results

While topic models can be used to analyze the programming languages literature in several different ways, we have focused primarily on two broad questions. The first question concerns how the topics present in the various programming languages conferences have evolved over time. The second involves the use of topic models to search for related work.

3.1 Characterizing the conferences

The prevailing wisdom is that each of the four major SIGPLAN conferences has its own character. Topic models highlight some of the distinctions between conferences as well as some of the similarities. They also provide insight into some of the major changes in research focus that have occurred over the last 40 years.

The four conferences, holistically

In our first experiment, we separated papers into collections according to conference (ICFP, OOPSLA, PLDI and POPL) and year (1973-2015). In each conference, in each year, we can apply a topic model to determine the topics and weight at which they appear in that year.

Figure 6 presents the results for our 20-topic model generated from the abstracts drawn from the 4 conferences. The top chart represents research presented at POPL between 1973 and 2015. Each column represents a year; the length of a colored line represents the weight of the corresponding topic in the given year. The three smaller charts present data for ICFP, OOPSLA and PLDI respectively. When viewing these charts online, we recommend zooming in to inspect the details.

Analysis of these charts confirms many broad intuitions about the topics that dominate certain conferences – the longer the line of a particular color, the more content from the corresponding topic appears in the conference. For instance, ICFP and POPL are both home to many papers on type systems, the bright orange topic that runs through the middle of the diagrams. OOPSLA and PLDI contain less content on these topics. PLDI is best known for its focus on classic compiler optimizations (the dark blue at the bottom of each chart) or low-level compiler optimization (the dark green 4th from the bottom). None of the other conferences contain such an emphasis on those topics. And as we will see in more detail later, there has been a dramatic reduction in the number of publications in the area, even at PLDI. OOPSLA, unsurprisingly, is best known for its papers on object-oriented software development, the light green dominating the top of the OOPSLA chart (and displayed in minute quantities at the other conferences). Interestingly, even at OOPSLA, we see a remarkable decrease in the prevalence of this topic beginning in the early 2000s through to 2015.
Figure 6 Holistic, year-by-year topic model plots for four programming languages conferences. Topic model uses abstracts.

The four conferences, by topic

The previous charts present the big picture at each major conference and provide a means to compare the weights of different topics against one another. However, we also found it interesting to isolate the topics and to compare the conferences to each other on a topic-by-topic basis. Figure 7 presents a series of 20 graphs, one for each topic that we learned from the abstracts of the four conferences. The title we chose for each topic is presented at the top of each graph. The x-axis represents the year (ranging from 1973-2015) and the y-axis represents the weight of the topic. Each line represents a different conference: ICFP (red), OOPSLA (green), PLDI (turquoise) and POPL (pink). The grey shadow surrounding each line provides an estimate of the error involved in drawing the curve (the tighter the band, the better the estimate).^8

---

^8 Each curve is generated using Loess smoothing over the set of points generated from that topic for each paper in the conference in question. We used the smoothing package from R’s graphical library (stat_smooth(method=loess)). See http://rgm3.lab.nig.ac.jp/RGM/R_rdfイル?f=ggplot2/man/stat_smooth.Rd&d=R_CC for details.
Before beginning the experiment, one question we had was whether the change in the Call For Papers for OOPSLA in 2007 and the subsequent rebranding in 2010 of the umbrella event as SPLASH correlated with any changes in OOPSLA content. One of the goals of the Call for Papers changes was to broaden OOPSLA and deemphasize object-oriented programming. To consider this question, two topics, object-oriented programming (3rd row, 3rd column in Figure 7) and object-oriented software development (4th row, 5th column) are particularly relevant. Object-oriented programming pertains to analysis of object-oriented programming language features and the use of those features. It is characterized by keywords (in order of relevance) class (significantly more relevant than the others), pattern, inheritance, programming, language, data, structure, object, object-oriented, and method. Object-oriented software development pertains to software engineering methods and program design. It is characterized by the words design, software, object-oriented, development, programming, object, system, process, tool and project. The two most relevant documents are both panels: *The OO software development process*, a panel from OOPSLA 1992 [6] and *Agile management – an oxymoron?: Who needs managers anyway?*, a panel from OOPSLA 2003 [1]. Both panels have abstracts that were included in the OOPSLA proceedings in their respective years. When it comes to object-oriented programming, the charts show there was a steady decline in content at OOPSLA beginning in around the year 2000, when it was at a local maximum at the end of the dot-com boom. This decline persisted through the changes to OOPSLA’s rebranding with little apparent dip. When it comes to object-oriented software development,
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there was a peak in the mid-2000s near the time of the rebranding, and a rather precipitious drop-off thereafter. One other topic that shows a similar trend is the topic on applications, which includes mobile, systems, web and network programming.

Since investigation of elements of object-oriented programming and software development have been on the decline at OOPSLA over the past decade or so, a natural question to ask is what topics have been taking their place? The answer includes topics such as test generation, analysis of concurrent programming, parallelism, and verification. Each of those topics show a significant spike at OOPSLA since the mid-2000s. It may well be that OOPSLA’s rebranding encouraged more submissions along these lines.

Another trend that emerges from these graphs involves topics surrounding program optimization. The compiler optimization topic (row 1, column 1) and the low-level compiler optimization topic (row 1, column 4) both show spikes through the 90s and strong downward trend through the 2000s. OOPSLA has seen a slight uptick in low-level compiler optimization since roughly 2010, but across all four programming languages conferences, research in optimization appears down significantly.

PLDI vs POPL, by topic

PLDI and POPL are broadly perceived as the two most prestigious conferences in programming languages. At any given time, the topics they support heavily are bound to be at the center of programming languages research.

Figure 8 presents a series of charts similar to those we just studied in Figure 7. However, here we focus strictly on POPL and PLDI, and we generated a model using the full text of each paper in each conference.

To begin, there are many interesting similarities between the two conferences. For instance, on topics such as abstract interpretation, design, object orientation, program transformation, program analysis, code generation, and parsing, PLDI and POPL have followed very similar trends. Some of those trends are unsurprising: POPL had a substantial presence in parsing in the 70s, which has continuously decreased. PLDI followed suit shortly after its inauguration. Both PLDI and POPL had a larger presence in code generation that has dropped off. On the other hand, algorithmic and symbolic techniques for static program analysis (titled abstract interpretation) have steadily increased in both conferences since the mid-nineties. Here, one might speculate that the advent of practical SAT and SMT tools may have helped push this topic forward.

On the other hand, there are some substantial differences between the conferences. When it comes to types, PLDI has been relatively stable over the course of its existence. POPL’s weight in this topic has steadily increased over the years. Another interesting trend involves language definition and control structures (row 2, column 2), which involves analysis of topics such as continuations, partial evaluation and lazy execution. At POPL, there was a huge spike during the 90s, which has since waned. At PLDI, these topics never really made much of an appearance. POPL also sees a lot of activity in highly theoretical topics involving proofs and semantic models for programs. On the other hand, at PLDI, topics such as parallelization and dynamic analysis are persistently higher than at POPL.

3.2 Finding your friends

Topic models offer a similarity measure, allowing us to compare documents or collections of documents to one another. When two documents (or sets of documents) are assigned topic vectors that are close in a geometric sense, they contain similar topic distributions. To study
the similarity measure generated by the topic models, we compared work cited by a paper to a random selection of POPL and PLDI papers. Our hypothesis was that models for related work would usually be closer to the model for a given paper than randomly selected papers would be.

To test our hypothesis, we selected four papers (one involving each of the authors, and one more) – Concurrent Data Representation Synthesis by Hawkins et al. [10] (CDRS), Proof-Carrying Code by George Necula [12] (PCC); From System F to Typed Assembly Language by Morrisett et al. [11] (TAL); and Space-Efficient Manifest Contracts by Greenberg [9] (SEMC). For each paper, we inferred a topic vector using LDA with $k=20$ and a corpus built on abstracts. We then inferred topic vectors for each paper’s citations. Figure 9 displays the results of our analysis. More specifically, for each paper (CDRS, PCC, SEMC, TAL), the left-most boxplot (in red) shows the distribution of Euclidean distance between each paper and its citations. In such boxplots, the third quartile, the top of the boxplot contains 75% of cited papers below it, while the bottom of the boxplot demarcates the 25% boundary. The height of the box is the interquartile range (IQR) and the vertical lines stretch 1.5*IQR

---

9 We excluded one citation from Greenberg – his thesis. Since it’s much longer than a conventional conference paper, the thesis is ‘far’ from the paper only because all of its topic weights are larger in an absolute sense, even though the topic vector is largely in a similar direction. From the other papers, we also excluded several cited books, theses or other documents that were either vastly longer than a conference paper or unobtainable.
from the top or the bottom of the box. Dots beyond those lines are outliers. The papers CDRS, SEMC, TAL have low medians and third quartiles, indicating that the bulk of their related is relatively close to the paper. In all these cases, 75% of cited papers are closer to the original paper than 75% of the random papers.

We included the PCC paper to illustrate that not all papers in our data set have particularly useful models. The PCC paper is one such paper. According to our model, it is relatively “topic-less” – its topic vector is quite short and close to the origin – so it’s hard to use its topic vector to classify related work. Indeed, its related work overlaps a little more with the randomly generated papers.

Having established that papers are relatively close to their related work in topic space, we can flip this idea on its head: given a paper, we can find papers in our corpus that are close to it – these may be related work! We’ve implemented a prototype tool for finding related work at http://tmpl.weaselhat.com. You can upload a PDF and we will identify the twenty most related papers from PLDI and POPL.

At present, our related work tool is simple: it runs a single model on a fixed corpus. With more data, we could offer more potential suggestions. With more computational power and engineering, we could use a suite of models (with different document seeds, number of topics, or data sources) to “boost” our related work search.

Even in this most primitive form, our tool has produced useful and surprising results. On his first test of the system, David Walker put in some of his collaborators’ recent work – Osera and Zdancewic’s Type-and-Example-Directed Program Synthesis [14] – and found a related paper by Nix entitled Editing by example (POPL 1984) that Osera and Zdancewic were unaware of [13]. Older papers like this one may be difficult to find via conventional search.

Michael Greenberg put in a recent networking workshop paper [8] and found some

---

10 Google keyword searches including “program synthesis from examples” and “synthesizing string transformations from examples” do not display this result in the first three pages of links returned. More recent research floats to the top.
interesting work that solves a related problem in a different area [7]. We find these early anecdotal results encouraging. We hope that topic modeling can provide help with automated related work search driven by documents rather than keywords.

4 Future Work

One goal of this work is to build a website offering programming language researchers access to the tools and/or analysis results we find are most interesting or effective. Our prototype is up at http://tmpl.weaselat.com/. The source is freely available at https://github.com/mgree/sigplan/, allowing other communities to reuse our work.

Understanding the conferences

There are a number of ways we can paint a more detailed picture of our programming languages conferences. First, we can simply try running LDA with more topics. Second, we can investigate richer topic models. For instance, dynamic LDA [3] models the shift of topic content over time, and has been used for lead/lag analysis: When new topics appear, do they appear in one conference and spread to others? One very interesting study looked at the relationship between the topics funded and the research that appeared at conferences [15]. We could obtain the summaries of funded NSF proposals (and possibly other institutions) to determine if we can identify relationships between funded topics and conference content.

Understanding the researchers

We can also use topic models to learn topics for researchers, not just documents. There are many ways to do this — from collating all of a researcher’s oeuvre to using time-aware techniques, like dynamic LDA [3]. Given a topic model for each researcher, it is possible to construct several additional tools. For instance, to help ensure a program committee has interests distributed similarly to the expected distribution of papers for a conference, we could check that the aggregated topic weights of the PC’s publications are similar to the aggregated topic weights of the papers from the past year’s submissions. To chose which papers to review, PC or ERC members can find papers with topics similar to their own — an idea that has already been explored in the Toronto Paper Matching System [5].

We may also be able to use models of PL researchers to answer questions about how researchers change over time. Do they stay in one topic, or work in many topics? Are there researchers who lead their conferences? Can we apply social network models to co-authorship graphs to understand how people share interest in topics? Can this help in assembling workshops or Dagstuhl-like seminars?

5 Related work

There is much work in the machine learning community aimed at understanding large collections of documents. David Blei’s web page [2] on topic modeling contains pointers to several survey papers, talks and software packages. We were also inspired by the work of Charlin et al. [5], the architects of the Toronto Paper Matching System, which aims to match reviewers to papers using topic models. This prior work is all quite general; we aim to use topic-modeling software to study the flow of ideas across the programming languages literature specifically, something which has not be done before using similar methods.
There are various other ways one might analyze the programming languages literature. For instance, in a recent article for CACM [16], Singh et. al. studied research in hardware architecture between 1997 and 2011 on the basis of occurrences of keywords. Measuring keyword occurrences has the benefit of simplicity, but it does not identify collections of words – themes, as Blei would call them – that find themselves colocated in documents. These themes may help us characterize papers and researchers succinctly and may suggest interesting measures to compare them. Moreover, the LDA algorithm identifies these themes for us without anyone having to specify them.

TMVE [18] is a topic model visualization engine that offers a baseline expectation of how users might interact with a topic model. It produces a static website for a single topic model, while we envision more dynamic interactions on our website, like our prototype of related-work search.

6 Conclusion

Topic models offer the potential to give us a new lens on the programming languages literature. We already have some interesting results analyzing the content of our major conferences through this lens and we believe there are many more interesting questions to attempt to answer with these techniques.
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Abstract
Crowd-sourcing is increasingly being used to provide answers to online polls and surveys. However, existing systems, while taking care of the mechanics of attracting crowd workers, poll building, and payment, provide little to help the survey-maker or pollster in obtaining statistically significant results devoid of even the obvious selection biases.

This paper proposes InterPoll, a platform for programming of crowd-sourced polls. Pollsters express polls as embedded LINQ queries and the runtime correctly reasons about uncertainty in those polls, only polling as many people as required to meet statistical guarantees. To optimize the cost of polls, InterPoll performs query optimization, as well as bias correction and power analysis. The goal of InterPoll is to provide a system that can be reliably used for research into marketing, social and political science questions.

This paper highlights some of the existing challenges and how InterPoll is designed to address most of them. In this paper we summarize some of the work we have already done and give an outline for future work.
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1 Introduction
Online surveys have emerged as a powerful force for assessing properties of the general population, ranging from marketing studies, to product development, to political polls, to customer satisfaction surveys, to medical questionnaires. Online polls are widely recognized as an affordable alternative to in-person surveys, telephone polls, or face-to-face interviews. Psychologists have argued that online surveys are far superior to the traditional approach of finding subjects which involves recruiting college students, leading to the famous quip about psychology being the study of the college sophomore [16].

Online surveys allow one to reach wider audience groups and to get people to answer questions that they may not be comfortable responding to in a face-to-face setting. While online survey tools such as Instant.ly, SurveyMonkey, Qualtrics, and Google Customer Surveys take care of the mechanics of online polling and make it easy to get started, the results they produce often create more questions than they provide answers [18, 25, 21, 39, 106, 48].

Surveys, both online and offline, suffer from selection biases, as well as non-response, and coverage issues. These biases are not trivial to correct for, yet without doing so, the data obtained from surveys may be less than representative, which complicates generalizing to a larger population. InterPoll allows the developer to both estimate and correct for the biases and errors inherent in the data they are collecting.

It is also not so obvious how many people to poll. Indeed, polling too few yields results that are not statistically significant; polling too many is a waste of money. None of the current survey platforms help the survey-maker with deciding on the appropriate number of samples. Today’s online survey situation can perhaps be likened to playing slot machines
with today’s survey sites playing the role of a casino; it is clearly in the interest of these survey sites to encourage more polls being completed.

In addition to the issue of data quality and representativeness, cost of the polls is an important consideration for poll makers, especially given that thousands of participants may be required. Even if answering a single question can costs cents, often getting a high level of assurance for targeted population segment involves hundreds of survey takers at significant cost. In fact, deciding on how to properly target the survey is a non-trivial task: if general audience surveys cost $.10 per question and targeted ones cost $.50 per question, is it better to ask five times as many questions of the general audience and then post-process the results or is it better to ask fewer questions of the targeted audience? Given that demographic targeting can often involve dozens of categories (males, 20–30, employed full-time, females, 50–60, employed part-time, females, 20–30, students, etc.) how does one properly balance the need for targeted answers and the cost of reaching these audiences?

We see these challenges as interesting optimization problems. To address some of these issues, INTERPOLE has an optimization engine whose goals is to determine (a sequence of) questions to ask and targeting restrictions to use. The primary goal of the optimization is to get a certain level of certainty in a developer-provided question (i.e. do men aged between 30–50 prefer *Purina Dog Chow* to *Precise Naturals Grain Free*), while minimizing the cost involved in running the poll on a large scale.

**This Paper:** This paper presents a high-level summary of INTERPOLE, a platform for in-application scripting of crowd-sourced polls, giving developers streamlined access to crowd-sourced poll data. The processing pipeline of INTERPOLE is shown in Figure 1. In this paper we briefly summarize the research on INTERPOLE we have already done and outline some of the avenues for future work.

INTERPOLE is an attempt to balance human and machine computation. One of the goals is to allow for easy integration with existing programs. As a result, we opted to use LINQ queries [65] already widely used by developers, instead of proposing a DSL. INTERPOLE is implemented as a library that can be linked into an existing application.

Note that due to LINQ’s runtime introspection features, this allows us to effectively build an optimizing runtime for surveys within a library. INTERPOLE performs query optimization [59], as well as bias correction and power analysis [60], among other features,
to enable a system that can be reliably used for research in marketing, social, and political sciences.

**Motivating Examples**

As mentioned above, one of the goal of InterPoll is to make running crowd-sourced polls easy for the developer. We accomplish this by using LINQ [65], language-integrated queries. LINQ is natively supported by .NET, with Java providing similar facilities with JQL.

▶ **Example 1** (Basic filtering). A simple poll may be performed the following way.

```csharp
var people = new MTurkQueryable<Person>(true, 5, 100, 2);
var liberalArtsPairs = from person in people
    where person.Employment == Employment.STUDENT
    select new {
        Person = person,
        Value = person.PoseQuestion<bool>("Are you a liberal arts major?")
    };
```

The first line gets a handle to a population of users, in this case obtained from Mechanical Turk, although other back-ends are also possible. Populations on which we operate have associated demographic information; for example, note that the *where* clause on line 3 ensures that we only query (college) students.

This poll will ask (college) students if they study liberal arts, producing an iterator of ⟨Student, bool⟩ pairs represented in .NET as IEnumerable.

▶ **Example 2** (Counting). Given liberalArtsPairs,

```csharp
var liberalArtMajors = from pair in liberalArtsPairs
    where pair.Value == true
    select person;
double percentage = 100.0 * liberalArtMajors.Count() / liberalArtsPairs.Count();
```

it is possible to do a subsequent operation on the result, such as printing out all pairs or using, the Count operation to count the liberal arts majors. The last line computes the percentage of liberal art majors within the previously collected population.

▶ **Example 3** (Uncertainty). InterPoll explicitly supports computing with uncertain data, using a style of programming proposed in Bornholt et al. [10].

```csharp
var liberalArtWomen = from person in people
    where person.Gender == Gender.FEMALE
    where person.Employment == Employment.STUDENT
    select person.PoseQuestion<bool>("Are you a liberal arts major?");
var liberalArtMen = from person in people
    where person.Gender == Gender.MALE
    where person.Employment == Employment.STUDENT
    select person.PoseQuestion<bool>("Are you a liberal arts major?");
var femaleVar = liberalArtWomen.ToRandomVariable(); var maleVar = liberalArtMen.ToRandomVariable();
else Console.WriteLine("More male liberal arts majors.");
```

Here, we convert the Boolean output of the posted question to a random variable (line 7). Then we proceed to compare these on line 8. Comparing two random variables (femaleVar and maleVar) results in a Bernoulli which the C# type system then implicitly casts (i.e., in the > comparison on line 8) into a boolean by running a t-test on the resulting Bernoulli[10].

▶ **Example 4** (Explicit t-tests). Here we explicitly perform the t-test at a specified confidence interval.

```csharp
var test = liberalArtMen.ToRandomVariable() > liberalArtWomen.ToRandomVariable();
if (test.AtConfidence(.95)) { ... }
```

The test and the confidence interval determine the outcome of a power analysis that InterPoll will perform to decide how many (male and female) subjects to poll.
Example 5 (Optimizations). Suppose we are conducting a marketing study of dog owners’ preference for Purina Puppy Chow. Specifically, we are trying decide if married women’s attitude toward this product is more positive than that of married men.

```csharp
1 var puppyChowWomen = from person in people where person.PoseQuestion<bool>("Are you a dog owner?")
2     == true where person.Gender == Gender.FEMALE where person.Relationship == Relationship.MARRIED
3     select person.PoseQuestion<bool>("Would you consider using Purina Puppy Chow?");
```

Similarly, for men:

```csharp
1 var puppyChowMen = from person in people where person.PoseQuestion<bool>("Are you a dog owner?")
2     == true where person.Gender == Gender.MEN where person.Relationship == Relationship.MARRIED
3     select person.PoseQuestion<bool>("Would you consider using Purina Puppy Chow?");
```

To compare these two, the following comparison may be used:

```csharp
1 if (puppyChowWomen > puppyChowMen) Console.WriteLine("Women like puppy chow more");
```

In this case it is not so obvious how to sample from the population: a naïve strategy is to sample women first, then sample men. However, another strategy may be to sample everyone (who is MARRIED) and to separate them into two streams: one for women, the other for men. Lastly, sampling from the same population is likely to yield a disproportional number of samples in either population. For example, 64% of users of the uSamp platform are women [101] as opposed to 51%, as reported by the US 2012 Census. InterPoll’s LINQ abstractions let a polster specify what to query and leaves the particular strategy for implementing a poll to InterPoll’s optimizations.

Challenges

The examples described above raise a number of non-trivial challenges.

Query optimization: How should these queries be executed? How can the queries be optimized to avoid unnecessary work? Should doing so take the surrounding .NET code into which the queries are embedded into account? Should they be run independently or should there be a degree of reuse (or result caching) between the execution plans for the men and women? While a great deal of work on database optimizations exist, both for regular and crowd-sourced databases, much is not directly applicable to the InterPoll setting [14, 38, 69, 83, 9, 68], in that the primary goal of InterPoll optimizations is reducing the amount of money spent on a query.

Query planning: How should we run a given query on the crowd back-end? For instance, should pre-filter crowd workers or should we do post-filtering ourselves? Which option is cheaper? Which crowd back-end should we use, if they have different pricing policies? Should the filtering (by gender and relationship status) take place as part of population filtering done by the crowd provider?

Bias correction: Given that men and women do not participate in crowd-sourcing at the same rate (on some crowd-sourcing sites, one finds about 70% women and 30% men [78, 42, 71]), how do we correct for the inherent population bias to match the more equal gender distribution consistent with the US Census? Similarly, studies of CrowdFlower samples show a disproportionately high number of democrats vs. republicans [27]. Mobile crowd-sourcing attracts a higher percentage of younger participants [32].

Ignorable sample design: Ignorable designs assume that sample elements are missing from the sample when the mechanism that creates the missing data occurs at random, often referred to as missing at random or completely missing at random [77]. An example of non-ignorable design is asking what percentage of people know how to use a keyboard:
in a crowd sample that need a keyboard to fill out the survey, the answer is likely to be nearly 100%; in the population as a whole it is likely to be lower.

**Power analysis:** Today, the users of crowd-sourcing are forced to decide how many participants or workers to use for every task, yet there is often no solid basis for such a decision: too few workers will produce results of no statistical significance; too many will result in over-payment. How many samples (or workers) are required to achieve the desired level of statistical significance?

**Crowd back-end selection:** Given that different crowd back-ends may present different cost trade-offs (samples stratified by age or income may be quite costly, for example) and demographic characteristics, how do we pick an optimal crowd for running a given set of queries [67]? How do we compare query costs across the back-ends to make a globally optimal decision?

**Quality control:** What if the users are selecting answers at random? This is especially an issue if we ask about properties that eschew independent verification without direct contact with the workers, such as their height. A possible strategy is to insert attention-checking questions also called “catch trials” and the like [70, 46, 96].

**Privacy of human subjects:** Beyond the considerations of ethics review boards (IRBs) and HIPAA rules for health-related polls, there is a persistent concern about being able to de-anonymize users based on their partial demographic and other information.

**Domains**

InterPoll lowers the effort and expertise required for non-expert programmers to specify polls which benefits many non-experts in some of the following domains.

**Social sciences:** social sciences typically rely on data obtained via studies and producing such data is often difficult, time-consuming, and costly [25]. While not a panacea, online polls provide a number of distinct advantages [53].

**Political polls:** these are costly and require a fairly large sample size to be considered reliable. By their very nature, subjects from different geographic locales are often needed, which means that either interviewers need to cast a wide net (exit polling in a large number of districts) [88, 8] or they need to conduct a large remote survey (such as telephone surveys) [107, 30, 90].

**Marketing polls:** While much has been written about the upsides and downsides of online surveys [25, 77, 2, 22], the ability to get results cheaply, combined with the ease of targeting different population segments (i.e., married, high income, dog owners) makes the web a fertile ground for marketing polls. Indeed, these are among the primary uses of sites such as Instant.ly [101], Survey Monkey [41], and Google Customer Surveys [66].

**Health surveys:** A lot of researchers have explored the use of online surveys for collecting health data [93, 76, 26, 94, 5].

In all of the cases above, in addition to population biases, so-called *mode effects*, i.e. differences in results caused by asking questions online vs. on the telephone vs. in person are possible [12, 87, 109, 23, 32, 82, 80, 107, 30, 90, 47, 6].

**Three Themes**

In this section, we cover three themes we have explored in our research focusing on InterPoll so far. Section 2.1 talks about optimizing InterPoll queries. Section 2.2 discusses power analysis. Lastly, Section 2.3 gives an overview of unbiasing.
from structure in employees where person.Wage > 4000 && person.Region == "WA"
select new { Name = person.Name, Boss = person.GetBoss(), Sales = person.GetSales(42) }
where structure.Sales.Count > 5 select structure.Boss;

from person in employees where (person.Wage > 4000 && person.Region == "WA") && (person.GetSales(42).Count > 5)
select person.GetBoss();

Figure 3 Query flattening.

2.1 Optimizations

We have applied two kinds of optimizations to INTERPoll queries: static and runtime optimizations [59]. The former can be used to address poor programming practices used by developers or users who program INTERPoll queries. Additionally, static optimizations are used to normalize INTERPoll queries before runtime optimizations can be applied to them.

In optimizing queries in INTERPoll, we try to satisfy the following goals:

- Reduce overall cost for running a query; clearly for many people, reducing the cost of running a survey is the most important “selling feature” when it comes to optimizations. Not only does it allow people with a low budget to start running crowd-sourced surveys, it also allows survey makers to 1) request more samples and 2) run their surveys more frequently. Consider someone who may previously have been able to run surveys weekly now able to do so daily.

- Reduce the end-to-end time for running a query; we have observed that in many cases, making surveys requires iterating on how the survey is formulated. Clearly, reducing the running times allows the survey maker to iterate over their surveys to refine the questions much faster. Consider someone who needs to wait for weeks only to discover that they need to reformulate their questions and run them again.

- Reduce the error rate (or confidence interval) for the query results; while we support unbiasing the results in INTERPoll, one of the drawbacks that is often cited as a downside of unbiasing is that the error rate goes up. This is only natural: if we have an unrepresentative sample which we are using for extrapolating the behavior for the overall population, the high error rate will capture the paucity of data we are basing our inference on.

LINQ provides an accessible mechanism to access the internal parts of a LINQ query via LINQ Expressions. Each LINQ query is translated into an expression AST, which can then be traversed and rewritten by LINQ Providers. INTERPoll provides an appropriate set of visitors that rewrite LINQ query trees so as to both optimize them and also connect those query trees to the actual Mechanical Turk crowd. This latter “plumbing” is responsible for obtaining Mechanical Turk data in XML format and then at runtime parsing and validating it, and embedding the data it into type-safe runtime data structures.

2.1.1 Static Optimizations

Figure 3 gives an example of flattening LINQ expression trees and eliminating intermediate structures that may otherwise be created. In this example, structure is “inlined” into the query so that all operations are on the person value.

The other two optimizations we have implemented are query splitting which separates general and demographic questions that filter based on demographic characteristics into a where clause and common subexpressions elimination which identifies and merges common subexpressions in LINQ queries.
We posted the task to Reddit to attract extra attention.

Figure 4 Completions for qualifications and passing for the budget query in Figure 5.

2.1.2 Dynamic Optimizations

However, runtime optimizations are generally more fruitful and, as mentioned above, can be implemented as a LINQ rewriting step that at runtime can change the evaluation strategy in response to statistics that are gathered at runtime.

Yield: The yield optimization addresses the problem of low-yield: this is when where clauses return only a very small percentage of the sampled participants, yet we have to pay for all of them. We have explored several strategies for evaluating such queries and evaluated the trade-offs between the cost of obtaining a certain number of responses and the completion time. Note that in practice, it is not uncommon to wait a week (or more) for certain uncommon demographics.

Figure 4 shows a long-running query where we ask for people’s attitudes toward the US Federal budget deficit, with the where clause being:

\[
\begin{align*}
\text{person.Income} &= \text{INCOME_35_000_TO_49_999} \land \\
\text{person.Ethnicity} &= \text{BLACK OR AFRICAN_AMERICAN}
\end{align*}
\]

The query is shown in Figure 5.

The graph shows that despite about 900 people taking this poll over a full week only 14 meet the demographic constraints. By using qualification tests, an Mechanical Turk mechanism which requires a user successfully answer “qualification questions” (at low cost) before being able to complete the full survey (at full cost), InterPoll’s optimized evaluation strategy can reduce the overall cost of this query by 8x.

Rebalancing: InterPoll supports answering decision questions of the form \( r_1 \, \text{boolOp} \, r_2 \), where both \( r_1 \) and \( r_2 \) are random variables obtained from segments of the population.
```csharp
var query = from person in people select new {
    Attitude = person.PoseQuestion("How do you think the US Federal Government’s yearly budget deficit has changed since January 2013?", "Increased a lot", "Increased a little", "Stayed about the same", "Decreased a little", "Decreased a lot"),
    Gender = person.Gender, Income = person.Income, Ethnicity = person.Ethnicity,
};
query = from person in query where person.Income == Income.INCOME_35_000_TO_49_999 && person.Ethnicity == Ethnicity.BLACK_OR_AFRICAN_AMERICAN select person;
```

**Figure 5** Budget deficit attitudes query.
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**Figure 6** Time savings attained through the rebalancing optimization.

answer such decision queries, INTERPoll repeatedly considers pairs of people from the categories on the left and right hand sides and then performs a sequential probability ratio test \[60\] to decide how many samples to request. A common problem, however, is that the two branches of the comparison are unbalanced: we are likely to have an unequal number of males and females in our samples, or people who are rich or poor, or people who own and do not own dogs.

The main mechanism for rebalancing optimizations is to reward the sub-population that is scarce more and the one that is plentiful less by adjusting the payoff of the Mechanical Turk task. Figure 6 shows the effect of increasing the reward by measuring the time difference to get to \(x\) completes between the default strategy and the fast branch of our rebalancing strategy. While the number of completes (people) is shown on the \(x\) axis, the times are measured in hours, shown on the \(y\) axis. Overall, the time savings achieved through rebalancing are significant: the fast branch gets to 70 completes over 2 hours faster and, for all strategies, to get to 90 completes, it takes up to 21 more hours.

**Panel building:** The last optimization is motivated by the desire to avoid unbiasing by constructing representative population samples. Unbiasing based on unrepresentative samples frequently widens the confidence interval and is, therefore, less than desirable. Just like in
real world polling, in InterPoll we have created ways to pre-build representative panels. An illustrative example is unbiasing height values (in cm) based on ethnicity. We limit our analysis to 50 respondents. Out of those, 35 were male and 15 female. Considering the female sub-population only, the mean height is virtually the same as the Wikipedia value of height in the US. Unbiasing the female heights with respect to ethnicity, however, produces $166.15 \pm 5.32$ cm. This is significantly larger than the true value and the difference emerges when we discover that our sample is reweighed using a weight of 50 for African Americans (12% in the population but only 1 in our sample). This taller woman (188 cm) has a large effect on the unbiased mean.

2.2 Power Analysis

We have implemented support for power analysis using an approach referred to as sequential acceptance sampling (SPRT) [102]. This approach to hypothesis testing requires drawing (pairs of) samples from Mechanical Turk until a convergence condition is met. The convergence condition is calculated based on the number of positive and negative responses. While the details of this process are discussed in a prior paper [60], below we show some queries and the number of samples required to resolve each. These queries are taken from ten real-life debates conducted via the Intelligence Squared site http://intelligencesquaredus.org.

Figure 7 shows a summary of our results for each of the debate polls. Alongside the outcome of each poll, we show the power analysis-computed power. We also show the dollar cost required to obtain the requisite number of samples from the crowd.

<table>
<thead>
<tr>
<th>Task</th>
<th>Outcome</th>
<th>Power</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>MillennialsDontStandAChance</td>
<td>No</td>
<td>37</td>
<td>$3.70</td>
</tr>
<tr>
<td>MinimumWage</td>
<td>No</td>
<td>43</td>
<td>$4.30</td>
</tr>
<tr>
<td>RichAreTaxedEnough</td>
<td>No</td>
<td>51</td>
<td>$5.10</td>
</tr>
<tr>
<td>EndOfLife</td>
<td>No</td>
<td>53</td>
<td>$5.30</td>
</tr>
<tr>
<td>BreakUpTheBigBanks</td>
<td>Yes</td>
<td>73</td>
<td>$7.30</td>
</tr>
<tr>
<td>StrongDollar</td>
<td>No</td>
<td>85</td>
<td>$8.50</td>
</tr>
<tr>
<td>MarginalPower</td>
<td>No</td>
<td>89</td>
<td>$8.90</td>
</tr>
<tr>
<td>GeneticallyEngineeredBabies</td>
<td>Yes</td>
<td>135</td>
<td>$13.50</td>
</tr>
<tr>
<td>AffirmativeActionOnCampus</td>
<td>Yes</td>
<td>243</td>
<td>$24.30</td>
</tr>
<tr>
<td>ObesityIsGovernmentBusiness</td>
<td>No</td>
<td>265</td>
<td>$26.50</td>
</tr>
</tbody>
</table>

Figure 7 Ten debates: outcomes, power analysis, costs.

2.3 Unbiasing

During the 1936 U.S. presidential campaign, the popular magazine Literary Digest conducted a mail-in election poll that attracted over two million responses, a huge sample even by today’s standards. Literary Digest notoriously and erroneously predicted a landslide victory for Republican candidate Alf Landon. In reality, the incumbent Franklin D. Roosevelt decisively won the election, with a whopping 98.5% of the electoral vote, carrying every state except for Maine and Vermont. So what went wrong? As has since been pointed out, the magazine’s forecast was based on a highly non-representative sample of the electorate – mostly car and telephone owners, as well as the magazine’s own subscribers – which underrepresented Roosevelt’s core constituencies. By contrast, pioneering pollsters, including George Gallup, Archibald Crossley, and Elmo Roper, used considerably smaller but representative samples to predict the election outcome with reasonable accuracy. This triumph of brains over brawn effectively marked the end of convenience sampling, and ushered in the age of modern election polling.
It is broadly acknowledged that while crowd-sourcing platforms present a number of exciting new benefits, conclusions that may result from crowd-sourced experiments need to be treated with care [7, 6]. External validity is an assessment of whether the causal estimates deduced from experimental research would persist in other settings and with other samples. For instance, concerns about the external validity of research conducted using student samples (the so-called college sophomore problem) have been debated extensively [16].

The composition of population samples found on crowd-sourcing sites such as Mechanical Turk generally differs markedly from the overall population, leading some researchers to question the overall value of online surveys [6, 3, 52, 81, 10]. Wauthier et al. [103] advocate a bias correction approach for crowd-sourced data that we generally follow.

Example 6 (Unbiasing). Consider deciding if there are more female liberal art majors than than the there are male ones. The ultimate comparison will be performed via a t-test.

However, the first task is to determine the expected value of female and male liberal art majors given that we drew \( S \) samples from the crowd. These values can be computed as shown below:

\[
E[L_W|C] = Pr[L|W_C] \times Pr[W_C|W_W] \times S \quad \text{and} \quad E[L_M|C] = Pr[L|M_C] \times Pr[M_C|M_W] \times S
\]

where \( L_W \) and \( L_M \) stand for a woman/man being in the crowd, and \( W_W \) and \( M_W \) stand for a woman/man being the world as reflected by a broad population survey such as the US census; the latter two probabilities may be related at 51:49, for example.

Note that our goal is to discern the expected value of liberal art majors per gender in the world. We can unbias our data by using the probability of observing a woman in the crowd given there is a woman in the world: \( E[W_L|W] = E[W_L|C] \times P(W_C|W_W) \) and similarly for men \( E[M_L|M] = E[M_L|C] \times P(M_C|M_W) \).

While \( E[W_L|C] \) and \( E[M_L|C] \) can be approximated by observing the crowd-sourced results for the female and male sub-segments of the population, coefficients such as \( P(W_C|W_W) \) can be computed from our knowledge of crowd population vs. that in the world in general. For example, if women to men are at 50%:50% in the world and at 30%:70% in the crowd, \( P(W_C|W_W) = .7 \) and \( P(M_C|M_W) = .3 \).

Note that the above example presents a simple model that does not, for example, explicitly represent the factor of ignorability [33], pg. 202 of our experimental design. Also note that unbiasing generally may need to be done before we perform a t-test to reshape the underlying distributions.

3 Related Work

There are several bodies of related work from fields that are usually not considered to be particularly related, as outlined below.

3.1 Crowd-Sourcing Systems

There has been a great deal of interest in recent years in building new systems for automating crowd-sourcing tasks.
Toolkits: TurKit [58] is one of the first attempts to automate programming crowd-sourced systems. Much of the focus of TurkIt is the iterative paradigm, where solutions to crowd-sourced tasks are refined and improved by multiple workers sequentially. The developer can write TurkIt scripts using JavaScript. AutoMan [4] is a programmability approach to combining crowd-based and regular programming tasks, a goal shared with Truong et al. [98]. The focus of AutoMan is on computation reliability, consistency and accuracy of obtained results, as well as task scheduling. Turkomatic [57, 56] is a system for expression crowd-sourced tasks and designing workflows. CrowdForge is a general purpose framework for accomplishing complex and interdependent tasks using micro-task markets [54]. Some of the tasks involve article writing, decision making, and science journalism, which demonstrates the benefits and limitations of the chosen approach. More recently, oDesk has emerged as a popular marketplace for skilled labor. CrowdWeaver is a system to visually manage complex crowd work [51]. The system supports the creation and reuse of crowd-sourcing and computational tasks into integrated task flows, manages the flow of data between tasks, etc.

Wiki surveys [79] is a novel approach of combining surveys and free-form interviews to come up to answers to tough questions. These answers emerge as a result of pair-wise comparisons of individual ideas volunteered by participants. As an example, participants in the wiki survey were presented with a pair of ideas (e.g., “Open schoolyards across the city as public playgrounds” and “Increase targeted tree plantings in neighborhoods with high asthma rates”), and asked to choose between them, with subsequent data analysis employed to estimate “public opinion” based on a large number of pair-wise outcomes.

We do not aim to adequately survey the vast quantity of crowd-sourcing-related research out there; the interested reader may consult [108]. Notably, a great deal of work has focused on matching users with tasks, quality control, decreasing the task latency, etc.

Moreover, we should note that our focus is on opinion polls which distinguishes INTERPOLL work from the majority of crowd-sourcing research which generally requires giving solutions to a particular task, such as deciphering a license plate number in a picture, translating sentences, etc. In INTERPOLL, we are primarily interested in self-reported opinions of users about themselves, their preferences, and the world at large.

Some important verticals: Some crowd-sourcing systems choose to focus on specific verticals. The majority of literature focuses on the following four verticals:
- social sciences [27, 5, 3, 53, 13, 11, 16, 35, 74];
- political science and election polls [90, 6, 7, 87, 5, 47, 107];
- marketing [41, 101, 25]; and
- health and well-being [93, 94, 26, 76, 106, 5, 7, 2, 81, 19].

3.2 Optimizing Crowd Queries

CrowdDB [29] uses human input via crowd-sourcing to process queries that regular database systems cannot adequately answer. For example, when information for IBM is missing in the underlying database, crowd workers can quickly look it up and return as part of query results, as requested. CrowdDB uses SQL both as a language for posing complex queries and as a way to model data. While CrowdDB leverages many aspects of traditional database systems, there are also important differences. CrowdDB extends a traditional query engine with a small number of operators that solicit human input by generating and submitting work requests to a microtask crowd-sourcing platform. It allows any column and any table to be marked with the CROWD keyword. From an implementation perspective, human-oriented
query operators are needed to solicit, integrate and cleanse crowd-sourced data. Supported
crowd operators include \texttt{probe}, \texttt{join}, and \texttt{compare}.

Marcus \textit{et al.} \cite{61, 62, 63} have published a series of papers outlining a vision for Qurk, a
crowd-based query system for managing crowd workflows. Some of the motivating examples \cite{61} include identifying people in photographs, data discovery and cleansing (who is the
CEO of a particular company?), sentiment identification in Twitter messages, etc.

Qurk implements a number of optimizations \cite{63}, including task batching, replacing
pairwise comparisons with numerical ratings, and pre-filtering tables before joining them,
which dramatically reduces the overall cost of sorts and joins on the crowd. End-to-end
experiments show cost reductions of 14.5x on tasks that involve matching up photographs
and ordering geometric pictures. These optimization gains in part inspire our focus on
cost-oriented optimizations in \textit{InterPoll}.

Marcus \textit{et al.} \cite{62} study how to estimate the \textit{selectivity} of a predicate with help from
the crowd, such as filters photos of people to those of males with red hair. Crowd workers
are shown pictures of people and provide either the gender or hair color they see. Suppose
we could estimate that red hair is prevalent in only 2\% of the photos, and that males
constitute 50\% of the photos. We could order the tasks to ask about red hair first and
perform fewer HITs overall. Whereas traditional selectivity estimation saves database users
time, optimizing operator ordering can save users money by reducing the number of HITs.
We consider these estimation techniques very much applicable to the setting of \textit{InterPoll},
especially when it comes to free-form \texttt{PoseQuestion}, where we have no priors informing us
of the selectivity factor of such a filter. We also envision of a more dynamic way to unfold
questions in an order optimized for cost reduction.

Kittur \textit{et al.} \cite{51} present a system called CrowdWeaver, designed for visually creating
crowd workflows. CrowdWeaver system supports the creation and reuse of crowd-sourcing
and computational tasks into integrated task flows, manages the flow of data between tasks,
and allows tracking and notification of task progress. While our focus in \textit{InterPoll} is
on embedding polls into general-purpose programming languages such as C#, \textit{InterPoll}
could definitely benefit from a visual task builder approach, so we consider CrowdWeaver
complimentary.

Somewhat further afield, Gordon \textit{et al.} \cite{34} describe a language for probabilistic pro-
gramming and give an overview of related work. Nilesh \textit{et al.} \cite{20} talk about \textit{probabilistic
databases} designed to work with imprecise data such as measured GPS coordinates, and the
like.

### 3.3 Database and LINQ Optimizations

While language-integrated queries are wonderful for bringing the power of data access to
ordinary developers, LINQ queries frequently do not result in most efficient executions. There
has also been interest in both formalizing the semantics of \cite{14} and optimizing LINQ queries.

Grust \textit{et al.} propose a technique for alternative efficient LINQ-to-SQL:1999 compila-
tion \cite{38}. Steno \cite{68} proposes a strategy for removing some of the inefficiency in built-in
LINQ compilation and eliminates it by fusing queries and iterators together and directly
compiling LINQ queries to .NET code.

Nerella \textit{et al.} \cite{69} relies on programmer-provided annotations to devise better queries
plans for language-integrated queries in JQL, Java Query Language. Annotations can provide
information about shapes of distribution for continuous data, for example. Schueller \textit{et al.}
\cite{83} focus on bringing the idea of \textit{update propagation} to LINQ queries and combining it
with reactive programming. Tawalare et al. [95] explore another compile-time optimization approach for JQL.

Bleja et al. [9] propose a new static optimization method for object-oriented queries dealing with a special class of sub-queries of a given query called "weakly dependent sub-queries." The dependency is considered in the context of SBQL non-algebraic query operators like selection and projection. This research follows the stack-based approach to query languages.

3.4 Web-Based Polls and Surveys

Since the time the web has become commonplace for large segments of the population, we have seen an explosion of interest in using it as a means for conducting surveys. Below we highlight several papers in the growing literature on this subject [2, 5, 17, 18, 21, 22, 25, 28, 44, 31, 35, 36, 37, 39, 45, 49, 50, 52, 53, 64, 81, 84, 89, 97, 106, 2, 5, 17, 18, 21, 22, 25, 28, 44, 31, 35, 36, 37, 39, 45, 49, 50, 52, 53, 64, 81, 84, 89, 97, 106].

Online Demographics: Recent studies reveal much about the demographics of crowd-sourcing sites such as Amazon’s Mechanical Turk [6, 35, 25, 53, 104, 23, 78, 42, 71, 43, 11, 3, 52, 81, 74]. Berinsky et al. [6] investigate the characteristics of samples drawn from the Mechanical Turk population and show that respondents recruited in this manner are often more representative of the U.S. population than in-person convenience samples – the modal sample in published experimental political science – but less representative than subjects in Internet-based panels or national probability samples. They succeeded in replicating three experiments, the first one of which focuses on welfare spendings or assistance to the poor. They compared Mechanical Turk results with those obtained via the General Social Surveys (GSS), a nationally-representative face-to-face interview sample. While subtle differences exist, the overall results were quite similar between the GSS and Mechanical Turk (37% vs 38%). The second experiment involves replicating the so-called Asian disease experiment, which involves asking respondents to choose between two policy options. The results were comparable to those obtained in the original experiment by Tversky and Kahneman [99] on a student sample. The last experiment is described in Kam et al. [85] and involves measuring the preference for a risky policy option over a certain policy option. Additionally, Berinsky et al. discuss the internal and external validity threats. These three experiments provide a diverse set of studies to reproduce using InterPoll.

Ipeirotis [43, 42] focuses his analysis on the demographics of the Mechanical Turk marketplace. Overall, they find that approximately 50% of the workers come from the United States and 40% come from India. Significantly more workers from India participate on Mechanical Turk because the online marketplace is a primary source of income, while in the US most workers consider Mechanical Turk a secondary source of income. While money is a primary motivating reason for workers to participate in the marketplace, workers also cite a variety of other motivating reasons, including entertainment and education. Along with other studies, Ipeirotis provides demographic comparisons for common categories such as gender, age, education level, household income, and marital status for both countries. Ipeirotis [42] digs deeper into worker motivation, cost vs. the number of workers interested, time of completion vs. reward, etc. We believe that this data can be useful to give more fine-grained cost predictions for InterPoll queries and producing more sophisticated query plans involving tasks priced at various levels, for example. Additionally, while our initial focus is on query cost, we should be able to model completion rates fairly precisely as well. Of course, demographic data is also important for unbiasing query results.
Paolacci et al. [71] compare different recruiting methods (lab, traditional web study, web study with a specialized web site, Mechanical Turk) and discuss the various threats to validity. They also present comparisons of Mechanical Turk samples with those found through subject recruitment at a Midwestern university and through several online discussion boards that host online experiments in psychology, revealing drastic differences in terms of the gender breakdown, average age, and subjective numeracy. The percentage of failed catch trials varied as well, but not drastically; Mechanical Turk workers were quite motivated to complete the surveys, compared to those found though online discussion boards. While data quality does not seem to be adversely affected by the task payoff, researcher reputation might suffer as a result of poor worker perception and careless researchers “black-listed” on sites such as http://turkopticon.differenceengines.com.

Ross et al. [78] describe how the worker population has changed over time, shifting from a primarily moderate-income, U.S.-based workforce toward an increasingly international group, with a significant population of young, well-educated Indian workers. This change in population points to how workers may treat Turking as a full-time job, which they rely on to make ends meet. The paper contains comparisons across nationality, gender, age, and income, pinpointing a trend toward a growing number of young, male, Indian Turkers. Interesting opportunities exist for cost optimizations in INTERPoll if we determine that different worker markets can provide comparable results (for a given query), yet are priced differently.

Buhrmester et al. [11] report that demographic characteristics suggest that Mechanical Turk participants are at least as diverse and more representative of non-college populations than those of typical Internet and traditional samples. Most importantly, they found that the quality of data provided by Mechanical Turk met or exceeded the psychometric standards associated with published research.

Andreson et al. [1] report that Craigslist can be useful in recruiting women and low-income and young populations, which are often underrepresented in surveys, and in recruiting a racially representative sample. This may be of particular interest in addressing recruitment issues in health research and for recruiting non-WEIRD (Western, Educated, Industrialized, Rich, Democrat) research subjects [40].

Online vs. Offline: Several researchers have studied the advantages and disadvantages of web-based vs. telephone or other traditional survey methodologies [2, 23, 30, 86, 90, 105, 107], with Dillman [21] providing a book-length overview. Sinclair et al. [86] focus on epidemiological research, which frequently requires collecting data from a representative sample of the community, or recruiting members of specific groups through broad community approaches. They look at response rates for mail and telephone surveys, but web surveys they consider involve direct mailing of postcards and inviting recipients to fill out an online survey and as such do not provide compelling incentives compared to crowd-sourced studies. Fricker [30] compare telephone and Web versions of a questionnaire that assessed attitudes toward science and knowledge of basic scientific facts. However, again, the setting differs significantly from that of INTERPoll, in that crowd workers have a direct incentive to participate and complete the surveys.

Duffy [23] give a comparison of online and face-to-face surveys. Issues studies include interviewer effect and social desirability bias in face-to-face methodologies; the mode effects of online and face-to-face survey methodologies, including how response scales are used; and differences in the profile of online panelists, both demographic and attitudinal. Interestingly, Duffy et al. report questions pertaining to technology use should not be asked online, as they result in much higher use numbers (i.e., PC use at home is 91% in the online sample vs. 53 in the face-to-face sample). Surprisingly, these differences pertain even to technologies such
as DVD players and digital TV. They also conclude that online participants are frequently better informed about issues such as cholesterol, and are likely to quickly search for an answer, which compromises the ability to ask knowledge-based questions, especially in a crowd setting. Another conclusion is that for online populations, propensity score weighting has a significant effect, especially for politically-oriented questions.

Stephenson et al. [90] study the validity of using online surveys vs. telephone polls by examining the differences and similarities between parallel Internet and telephone surveys conducted in Quebec after the provincial election in 2007. Both samples have demographic characteristics differing slightly, even after re-weighting, from that of the overall population. Their results indicate that the responses obtained in each mode differ somewhat, but that few inferential differences would occur depending on which dataset were used, highlighting the attractiveness of online surveys, given their generally lower cost.

**Biases:** Biases in online crowds, compared to online populations, general populations as well as population samples obtained via different recruitment techniques have attracted a lot of attention [3, 47, 73, 74, 76, 75, 80], but most conclusions have been positive. In particular, crowds often provide more diversity of participants, on top of higher completion rates and frequently quality of work.

Antin et al. [3] study the social desirability bias on Mechanical Turk. They use a survey technique called the list experiment which helps to mitigate the effect of social desirability on survey self-reports. Social desirability bias refers to “the tendency of people to deny socially undesirable traits or qualities and to admit to socially desirable ones” [15]. Among US Turkers, they conclude that social desirability encourages over-reporting of each of four motivating factors examined; the over-reporting was particularly large in the case of money as a motivator. In contrast, among Turkers in India we find a more complex pattern of social desirability effects, with workers under-reporting “killing time” and “fun” as motivations, and drastically over-reporting “sense of purpose.”

**Survey sites:** In the last several years, we have seen surveys sites that are crowd-backed. The key distinction between these sites and InterPoll is our focus on optimizations and statistically significant results at the lowest cost. In contrast, survey sites generally are incentivized to encourage the survey-maker to solicit as many participants as possible. At the same time, we draw inspiration from many useful features that the sites described below provide.

Most survey cites give easy access to non-probability samples of the Internet population, generally without attempting to correct for the inherent population bias. Moreover, while Internet use in the United States is approaching 85% of adults, users tend to be younger, more educated, and have higher incomes [72]. Unlike other tools we have found, Google Customer Surveys support re-weighting the survey results to match the demographics of the Current Population Survey (CPS) [100].

SurveyMonkey claims to be the most popular survey building platform [41]. In recent years, they have added support for data analytics as well as an on-demand crowd. Market research seems to be the niche they are trying to target [92]. SurveyMonkey performs ongoing monitoring of audience quality through comparing the answers they get from their audience to that obtained via daily Gullop telephone polls [91]. They conclude that the SurveyMonkey Audience 3-day adjusted average, for 5 consecutive days is within a 5% error margin of Gallup’s 14-day trailing average. In other words, when corrected for a higher average income of SurveyMonkey respondents in comparison to the US census data, SurveyMonkey is able
to produce effectively the same results as Gallup, with only 3-days of data instead of 14 for Gallup.

Instant.ly and uSamp [101] focus primarily on marketing studies and boast an on-demand crowd with very fast turn-around times: some survey are completed in minutes. In addition to rich demographic data, uSamp collects information on the industry in which respondents are employed, their mobile phone type, job title, etc., also allowing one to filter and aggregate using these demographic characteristics.

Unlike other sites, Google Surveys results have been studied in academic literature. McDonald et al. [66] compares the responses of a probability based Internet panel, a non-probability based Internet panel, and Google Consumer Surveys against several media consumption and health benchmarks, leading the authors to conclude that despite differences in survey methodology, Consumer Surveys can be used in place of more traditional Internet-based panels without sacrificing accuracy.

Keeter et al. [48] present a comparison of results performed at Pew to those obtained via Google Customer Surveys. Note that demographic characteristics for survey-takes appear to be taken from DoubleClick cookies and are generally inferred and not verified (an approach taken by Instant.ly). A clear advantage of this approach is asking fewer questions; however, there are obvious disadvantages.

Apparently, for about 40% of survey-takes, reliable demographic information cannot be determined. The Google Consumer Survey method samples Internet users by selecting visitors to publisher websites that have agreed to allow Google to administer one or two questions to their users. As of 2012, there are about 80 sites in the Google Surveys publisher network (and 33 more currently in testing). The selection of surveys for eligible visitors of these sites appears random. Details on the Google Surveys “survey wall” appear scarce [24].

The Pew study attempted to validate the inferred demographic characteristic and concluded that for 75% of respondents, the inferred gender matched their survey response. For age inference, the results were mixed, with about 44% confirming the automatically inferred age range. Given that the demographic characteristics are used to create a stratified sample, and to re-weight the survey results, these differences may lead to significant errors; for instance, fewer older people using Google Consumer Surveys approved of Obama’s job performance than in the Pew Research survey. The approach taken in InterPoll is to ask the user to provide their demographic characteristics; we would immensely benefit from additional support on the back-end level to obtain or verify the user-provided data. Google Customer Surveys have been used for information political surveys [55].

The Pew report concludes that, demographically, the Google Consumer Surveys sample appears to conform closely to the demographic composition of the overall internet population. From May to October 2012, the Pew Research Center compared results for 48 questions asked in dual frame telephone surveys to those obtained using Google Consumer Surveys. Questions across a variety of subject areas were tested, including: demographic characteristics, technology use, political attitudes and behavior, domestic and foreign policy and civic engagement. Across these various types of questions, the median difference between results obtained from Pew Research surveys and using Google Consumer Surveys was 3 percentage points. The mean difference was 6 points, which was a result of several sizable differences that ranged from 10–21 points and served to increase the mean difference. It appears, however, that Google Survey takers are no more likely to be technology-savvy than an average Internet user, largely eliminating that bias. A key limitation for large-scale survey appears to be the inability to ask more than a few questions at a time, which is a limitation of their format [24], and the inability to administer questions to the same responder over time. The focus in InterPoll is on supporting as many questions as the developer wants to include.
4 Conclusions

This paper presents a vision for InterPoll, a language integrated approach to programming crowd-sourced polls. While much needs to be done to achieve the goals outlined in Section 1, we envision InterPoll as a powerful system, useful in a range of domains, including social sciences, political and marketing polls, and health surveys.
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Abstract
Memory consistency models for modern concurrent languages have largely been designed from a system-centric point of view that protects, at all costs, optimizations that were originally designed for sequential programs. The result is a situation that, when viewed from a programmer’s standpoint, borders on absurd. We illustrate this unfortunate situation with a brief fable and then examine the opportunities to right our path.
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1 A fable

Off to a good start
Alice is a bright and enthusiastic freshman in your programming languages (PL) class, who has also signed up for a class on French cuisine – computer science and cooking are her passions. In your first class you proudly proclaim that PL research has simplified the lives of programmers and increased their productivity. Type safety and automatic memory management, concepts that were once esoteric, have achieved mainstream success today. You summarize: “Modern programming languages enforce simple yet powerful abstractions that hide the complexities of the machine and make programming easier and safer.”

You then explain and formalize sequential composition, a fundamental concept that strings instructions together. “In the program

\[ A ; B \]

the semicolon instructs the machine to perform \( A \) and then \( B \).” This makes immediate sense to Alice. From the time she was a toddler (A: wash your hands, and B: you can eat a cookie) through today when she follows a cooking recipe (A: heat oil in a skillet, and B: add in chopped vegetables), Alice has implicitly used sequential composition without thinking about it. She realizes the importance of formalizing such intuitive notions. Alice is thrilled by the mathematical rigor of your class.
Soon after, Alice learns a related concept, *parallel composition*, but this time in her cooking class. Some recipes require executing two or more sequences of instructions in parallel, thereby maximizing the usage of kitchen resources while minimizing the time taken for the recipe. While the meaning of such recipes is specified informally, Alice uses her PL skills that she so admirably learned from you to formalize parallel composition. “The recipe

\[ A ; B \parallel C \]

instructs me to do \( A \) before \( B \) but gives me the freedom to start \( C \) at any time – the presence of \( C \) is not a justification to do \( B \) before \( A \).” Alice smiles to herself and is excited by her formalization as she bikes to your class.

A chink in the armor

Unfortunately, Alice’s excitement is short-lived as she writes her first parallel program in Java:

```java
A: Pasta p = new Pasta();
B: cooked = true; p.drain();
C: if (cooked)
```

This program mysteriously throws a null-pointer exception every so often and sometimes has even stranger behavior. Alice, for the life of her, cannot understand what’s happening, since she is pretty sure her program is correct. Imagine her surprise when you respond “Oh, there is a bug in your program. You are assuming that \( A \) is always executed before \( B \).”

“A bug? You taught me that \( A; B \) means ‘\( A \) followed by \( B \)’,” and we even formalized it! If I ask a chef to boil some pasta in a pot and set a timer for two minutes, but the pot is empty when the timer fires, I will blame the chef for not executing the recipe properly. I will never blame the recipe.”

Fortunately you have a simple explanation. “You see Alice, a compiler performs some optimizations by reordering instructions in your program. At runtime, the hardware can execute instructions out of order, depending on whether the instructions hit or miss in the cache, and for various other reasons. So sometimes \( B \) is executed before \( A \).”

Alice is dumbstruck. “Optimizations? Caches? I am hearing these terms for the first time. Do I need to understand all of them to understand what \( A; B \) means? Programming languages are supposed to hide all these details from me.”

“They are supposed to, and they do. The problem is that you have a *data race* in your program.”

Alice is puzzled. “And . . . what is a data race?”

“Ah, let me explain. In a multithreaded program, there exists a partial order among instructions called the *happens-before* relation. A program is said to have a data race if two instructions access the same memory location, one of them is a write, and they are not ordered by the happens-before relation.”

“This all sounds confusing.” Alice thinks for a bit . . .

Java is an unsafe language

In a short moment, Alice’s eyes gleam. “I think I got it. I just need to ensure that a happens-before ordering exists between two writes to the same variable, and between a write and a read. Then I will not have data races. Which means I can operate under the illusion that semicolons represent sequential composition: \( A; B \) will mean ‘\( A \) and then \( B \).’”

“Exactly Alice! You nailed it.”
But as Alice thinks harder she begins to get worried again. “But ... this illusion breaks the moment I introduce a data race in my program.”

“Yes.”

“Hmm, doesn’t this mean that Java is unsafe, since it does not protect the abstraction of the semicolon? If I inadvertently introduce a data race then my program goes haywire in unpredictable ways. This is similar to the illusion of types in C/C++. A bug, like an out-of-bounds array access, can break this abstraction.”

You are taken aback. “I guess you are right. This is a safety issue.” You think for a moment and then respond, “But ... protecting the semantics of semicolons would make programs run too slowly.”

“How slowly?”

“We don’t know exactly. The overheads obviously depend on the program, the programming language, the compiler, and the hardware. Experiments suggest an average overhead of 26% for a set of Java benchmarks [34]. With appropriate hardware changes, we can reduce this overhead significantly [16, 29, 5, 22, 33, 11].”

Alice is dumbfounded. “That seems entirely acceptable and is well within the cost I am already paying by moving from C++ to Java in order to obtain memory safety guarantees.”

Understanding data races

You are undeterred. “Yes, but PL design is a delicate balance between programmability and performance. We have to ensure that the utility of an abstraction justifies its cost. For instance, taking the effort to protect semicolons will not eliminate the possibility of concurrency errors. You need to avoid data races anyway.”

Alice takes another pause to understand what you just said. And her eyes gleam once again. “Ah, I think I am finally getting it. Data races are concurrency errors. So fixing my data races both provides sequential composition and ensures that there are no concurrency errors in my program.”

You: “Er, not really. Data races are neither necessary nor sufficient for concurrency errors.”

Alice is now visibly disappointed. “So I can write a data-race-free program that still has a concurrency error?”

You nod.

Alice shakes her head. “On the other hand, I can write a program that contains a data race but is nonetheless correct?”

You: “Yes, like the program you wrote earlier – it is correct in a language where semicolons means sequential composition. Fortunately there is a simple fix. Java will provide the desired semantics as long as you make all of your data races explicit. You can fix the bug in your program just by adding a volatile annotation on the cooked variable.”

The horror, the horror

Alice takes another pause. “Vola-what? So, you want me to mark every data race in my program with this volatile annotation.” Alice sighs. “I guess this is all fine as long as there are tools to help novice programmers like me to detect and remove data races. Maybe like the red squiggles I get when I make a syntax error?”

You wish you had good news. “This happens to be an active field of study. Static data-race detectors currently suffer from too many false positives [28, 25]. Dynamic data-race detectors [14] have performance overheads that are orders-of-magnitude more than the gain
from compiler and hardware optimizations that are causing these issues in the first place. Finally, there are research proposals [8, 6, 20] for specialized programming models that guarantee data-race freedom, but they are not ready for the mainstream yet.”

Alice takes a deep breath. “Ok, I guess with no tool support, I have to always assume that my programs contain data races. So I will just have to get used to this weaker semantics for semicolons. By the way, what is that semantics and what does it guarantee?”

You: “Unfortunately, this also turns out to be a hard problem. We have made several attempts to formalize the precise semantics and to ensure some basic sanity properties, but doing so while safely allowing the optimizations we desire is still an open problem.”

Alice: “Ouch! How in the world are you programming with these semicolons then?”

You: “Luckily, it doesn’t seem to matter in practice. Programs just seem to run ok even though there is the potential for unpredictable behavior.”

Alice just cannot believe what her professor just said. “I quit! You taught me that modern programming languages enforce simple and powerful abstractions, but apparently performance trumps everything else. From now on I will stick to cooking – at least my kitchen never reorders my instructions behind my back!”

2 The moral of the story

“Safe” languages like Java have improved the world by bringing type and memory safety to the mainstream. We all know the benefits and preach them to our students and colleagues: providing strong guarantees to programmers for all programs that are allowed to execute, obviating large classes of subtle and dangerous errors, and cleanly separating a language’s interface to programmers from its implementation details.

Yet the PL research community is largely silent as this trend is being inadvertently reversed in the standardization of memory consistency models for concurrent programming languages [23, 7]. Just as achieving memory safety in unsafe languages requires unrealistic programmer discipline, achieving sane semantics in Java requires programmers to meticulously avoid data races with little language support for doing so. In this world, data races become the new dangling pointers, double frees, and buffer overflows, exposing programs to hardware and compiler implementation details that can affect program behavior in unpredictable and unsafe ways. Worse, contrary to popular belief, most data races are not concurrency errors. Our attempt with Alice’s story is to bring these issues to the forefront of PL researchers’ minds and agendas, hopefully in a humorous and thought-provoking way.

We propose two tenets for the semantics of multithreading in safe languages:

▶ **Tenet 1.** Following Pierce’s definition [27], safe programming languages should protect their own abstractions – no program, including a buggy one, should be able to break the language abstractions.

▶ **Tenet 2.** Sequential composition is a fundamental abstraction in programming languages.

We believe that these tenets are uncontroversial and widely accepted in the PL community. The second tenet may not be explicitly considered often, but a bit of thought shows it to be self-evident. If sequential reasoning is no longer valid, how do we understand pre- and post-conditions of functions? What does it mean for a library to have an interface specification? In short, how do we modularly build and reason about programs?

The necessary conclusion from these two tenets is that safe programming languages should preserve sequential composition for all programs. That is, safe languages should guarantee
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sequential consistency (SC) [21] – it should not be possible for programs to expose the effects of compiler and hardware reorderings.

Put another way, recent work on standardizing memory models is system-centric: it assumes that essentially all sequentially valid hardware and compiler optimizations are sacrosanct and instead debates the semantics one should assign to semicolons. Somehow the programmer-centric view, which argues for treating the semantics of semicolons as sacrosanct and designing the software/hardware stack to efficiently provide this semantics, has gotten lost.

The memory models in Java as well as C and C++ stem from the classic work on data-race-free-0 (DRF0) memory consistency models for hardware [2]. DRF0 argues that consistency models weaker than SC are hard for programmers to understand and therefore insists that platforms provide mechanisms for programmers to regain SC. Specifically, DRF0 guarantees that data-race-free (DRF) programs will have SC semantics. DRF0 therefore argues for Tenet 2, but by providing weak or no guarantees when programmers fail to follow the DRF discipline, it violates Tenet 1. This situation is particularly problematic because, despite decades of research, enforcing data-race-freedom is hard statically [28, 25], dynamically [14], or through language mechanisms [8, 6, 20]. Therefore, it is safe to assume that most programs will have data races and thus will be exposed to counter-intuitive non-SC behaviors.

Given the arguments above, it is perhaps surprising that no mainstream language design committee considers SC to be a viable programming interface. Even languages like Python, which hugely favor productivity over performance, are unwilling to guarantee SC. Why are PL designers so willing to trample on the fundamental abstraction of a semicolon? In our experience, we have seen three arguments made against SC:

1. “Why encourage ‘racy’ programming?” – SC is unnecessary as programs should be data-race free anyway.
2. “Didn’t the Java memory model (JMM) solve this problem?” – SC is unnecessary since Java provides safety guarantees for non-SC programs.
3. “It’s simply too expensive.” – SC is not practical for modern languages and hardware.

The next three sections rebut these arguments.

3 Data races as red herrings

One argument against SC is that data races are concurrency errors, and thus the effort to provide SC over DRF0 only benefits buggy programs that should be fixed anyway. The need for safety immediately nullifies this argument – programmers, as humans, will violate any unchecked discipline, and safe languages should protect their abstractions despite such violations. But it is still important to ask if data races should be treated as concurrency errors.

A memory race (or simply a race) occurs when two threads concurrently access the same memory location and at least one of them is a write. Memory races are abundant in shared-memory programming and are used to implement efficient inter-thread communication and synchronization, such as locks. A data race is simply a memory race that is not syntactically identified in the program. Such explicit identification occurs through the use of standard language synchronization mechanisms, like locks, as well as through programmer annotations.

---

1 SC preserves a global shared-memory abstraction in addition to preserving sequential composition.
Therefore it is easy to show that data races are neither necessary nor sufficient for a concurrency error \cite{30, 19}. By a concurrency error, we mean a violation of an intended program invariant that is due to the interactions among multiple threads.

Here is a simple example of a DRF program in Java that has a concurrency error:

```java
synchronized(lock){ temp = balance; }
temp++;
∥ synchronized(lock){ balance++; }
synchronized(lock){ balance = temp; }
```

In this code, the update to `balance` from the right thread can be lost if the threads interleave in the wrong way. But this program is DRF as the only memory race occurs on the `lock` variable via the locking mechanism that is provided by the language. In this case, ensuring that no updates are lost requires each update to be atomic, for example by modifying the left thread to hold the lock for its entire duration.

Conversely, programs can contain data races but yet behave as intended (assuming SC semantics), like the one Alice wrote above. That program properly preserves the invariant that the pasta is not drained until it has been cooked, but it has a data race because the `cooked` variable has not been explicitly annotated as `volatile`. Research on data-race detection amply shows \cite{31, 37, 26, 12, 19} that most data races (e.g., \cite{12} reports 90\%) are not concurrency errors. They are either intentional races that the programmer failed to mark as such or unintentional races that are nonetheless correct under SC (e.g., writing the same value to a variable from multiple threads).

Thus, from a program correctness perspective, the primary reason to remove data races from programs today is to protect against compiler and hardware optimizations. DRF0's requirement to exhaustively annotate all memory races is therefore largely a distraction from what should be the main goal: to help programmers identify and avoid concurrency errors. To this end, languages should provide mechanisms that allow programmers to specify and statically check desired concurrency disciplines. For example, guarded-by annotations \cite{13} allow programmers to specify which locks are intended to protect which data structures, and atomicity annotations \cite{15} allow programmers to specify which blocks of code are intended to execute atomically. In stark contrast to these kinds of annotations, volatile annotations do not convey the intended concurrency discipline and do not help the compiler to identify concurrency errors.

Nevertheless, data-race-free programming provides some benefits from a program understanding perspective. First, despite the volatile annotation's limited expressiveness as described above, it allows programmers to explicitly document inter-thread communication. However, note that the DRF discipline does not require all inter-thread communication to be documented. For example, a reference to a thread-safe queue does not require a volatile annotation even if threads use the queue operations to communicate – the DRF discipline only pertains to the individual, low-level memory races in the queue's implementation.

Second, a DRF program has the nice property that any synchronization-free region of code is guaranteed to be atomic \cite{1}. This allows reasoning about program behavior as interleavings of these coarse-grained atomic regions. Programmers have to conservatively assume that dynamically dispatched method calls as well as library calls could introduce synchronization and accordingly break atomicity. Even so, the resulting granularity is still coarser in practice than what is possible in a non-DRF program, where only regions of code with no thread-shared accesses can be treated as atomic.

However, these benefits of the DRF discipline are not a justification to choose DRF0 over SC. DRF0 is a strictly weaker memory model than SC. This means that, from a programmer’s
standpoint, DRF0 shares all the deficiencies of SC, and SC shares all the strengths of DRF0. For instance, neither under SC nor under DRF0 can programmers rely on the benefits of the DRF discipline by default, due to the lack of language or tool support for enforcing that discipline. Instead, programmers must conservatively assume the presence of data races. If a programmer can somehow ensure that a program obeys the DRF discipline, however, then all the benefits of that discipline are guaranteed, both under DRF0 and under SC.

Hence, SC and DRF0 are equivalent in terms of their benefits relative to the DRF discipline. But SC additionally provides safety by protecting all programs from the counterintuitive effects of hardware and compiler optimizations, while DRF0 does not.

4 SC and the Java Memory Model

Another common objection we hear is the claim that Java’s memory model has solved the safety issues with the DRF0 memory model, leaving no further incentive for SC. Indeed, the Java memory model is intended to provide a semantics to programs containing data races that still ensures important safety properties, including type safety, memory safety, and preventing “out of thin air” reads, whereby the read of a variable returns a value that was never written to that variable [23].

In the decade since its introduction, the current JMM has been the subject of much scrutiny in the academic literature. It is now known to prevent compiler optimizations that it intended to allow [9]. In fact, certain optimizations that would always be valid under SC (such as redundant read elimination) can lead to behavior that violates the JMM. As a result, commonly used compilers for Java, while likely DRF0-compliant, generate code that violates the JMM for some racy programs [36]. Yet we know of no replacement that is under consideration. In other words, despite years of research, the community has not found a viable middle ground between SC’s safety guarantees and DRF0’s performance.

Further, even if these issues are resolved and the JMM can achieve its goals, SC is still necessary for two reasons. First, the JMM is complex and difficult to understand. Any future compiler optimization should be carefully analyzed to ensure its JMM compliance. Given the experience to date, it is likely that this will lead to subtle compiler bugs that can subvert the JMM’s guarantees in unpredictable ways. Second, we argue that the JMM’s safety guarantees are much weaker than what most programmers would expect and rely upon. While the JMM has focused on obviating out-of-thin-air reads for security reasons, it is easy for other non-SC behaviors that are JMM-compliant to nonetheless cause serious security vulnerabilities. For example, the following variant of Alice’s program can exhibit an injection attack when the right thread unknowingly accesses the unsanitized version of $d$:

```java
Data d = getInput();
if (sanitized)
    d.sanitize();
∥
d.use();
sanitized = true;
```

In other words, any behavior that violates the programmer’s SC-based reasoning can potentially lead to unauthorized data access, and hence imply serious consequences for privacy and security. This concern is not merely hypothetical: we are aware of an instance where a C++ compiler optimization introduced a time-of-check-to-time-of-use security vulnerability in a commonly used operating-system kernel. Perhaps surprisingly, the vulnerability was fixed not by changing the code, but by disabling the problematic compiler optimization.
5 The path forward

In our fable, the thoroughly frustrated Alice accused computer scientists of prioritizing performance above safety. While we believe that achieving safety is worth sacrificing some speed, pragmatism insists that we still retain reasonable performance. We would be wrong to claim that providing SC is extremely efficient on existing hardware platforms. But equally wrong is the blanket claim that “SC is impractical as it disables most compiler and hardware optimizations.” The truth is somewhere in between and we will attempt to quantify the cost of providing SC below. Then we will describe a feasible path toward achieving SC in modern languages.

In many ways, the current situation mirrors the situation for garbage-collected languages a few decades ago. The PL community in the large understood the importance of type safety and automated memory management (well before the security implications for C/C++ programs became known) and collectively worked to improve the efficiency of type-safe languages. As a result type and memory safety has become the default in modern, mainstream programming languages. In the same vein, it is up to us as a community to determine if the abstraction of sequential composition is worth protecting.

Let us quantify the cost of SC over DRF languages. Using DRF0 terminology, memory accesses in a program can be classified into synchronization accesses and data accesses. Synchronization accesses are identified through the use of standard synchronization constructs and through annotations such as volatile. DRF0 languages must guarantee SC semantics for synchronization accesses, and they do so by both restricting compiler optimizations and emitting appropriate hardware fences that restrict hardware optimizations. On the other hand, the compiler and the hardware can freely optimize data accesses within synchronization-free regions of code.

Now consider a simple SC compiler which follows a “volatile-by-default” approach. It must ensure SC semantics for all accesses, whether synchronization or data. However, if the compiler can statically prove some accesses to be DRF, it is safe to aggressively optimize them. This includes accesses to local variables, compiler-generated temporaries, objects that do not escape a particular thread, and member objects that are consistently protected by the monitor of a class. The table below compares these two approaches:

<table>
<thead>
<tr>
<th>Access Kind</th>
<th>Optimized?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DRF0</td>
</tr>
<tr>
<td>synchronization</td>
<td>N</td>
</tr>
<tr>
<td>data, DRF provable</td>
<td>Y</td>
</tr>
<tr>
<td>data, DRF not provable</td>
<td>Y</td>
</tr>
</tbody>
</table>

As we can see, the only difference between DRF0 and SC lies in their treatment of data accesses that the compiler cannot prove to be DRF. DRF0 simply assumes that such accesses are DRF, optimizing them at the expense of safety, while SC conservatively assumes that such accesses might not be DRF, obtaining safety at the expense of performance. This simple approach to ensuring SC semantics is, even today, much less expensive than is commonly thought. Research has shown ([34] for Java, [24] for C/C++) that the performance loss due to forgone compiler optimizations is negligible, since many optimizations are already compatible with SC and the rest can still be safely applied to thread-local variables. The hardware cost of additionally issued fences can be more significant, but even then, Alglave et al. [3] show the runtime overhead of this approach for memcached to be only 17.5% on x86 and 6.8% on ARM.
This overhead will continue to decrease as hardware fences become more efficient. Hardware vendors are already under pressure to optimize their fences to efficiently support synchronization accesses in DRF0 languages, and recent research suggests that significant improvements have been made [10]. Hill argued years ago [18] that there is little performance incentive to relax memory models in hardware since techniques abound to efficiently mask hardware optimizations [16, 29, 17, 5, 22, 33, 11]. Hardware platforms that are unwilling to commit to a strong memory model interface can still use these techniques to optimize fences, thereby enabling the compiler to efficiently guarantee SC to the programmer.

Orthogonally, the PL community should strive to increase the number of optimizations that the compiler can perform, and reduce the number of hardware fences it must emit, while still guaranteeing SC behavior. One approach is to prove more memory accesses as DRF, which allows them to be optimized within synchronization-free regions. But note that data-race freedom is just one sufficient condition to enable some SC-preserving optimizations, and many other opportunities exist. For instance, delay set analysis [32, 34, 4] can identify accesses that can be reordered without violating SC, in spite of the fact that they may race with accesses in other threads. Alglave et al. [3] report that this technique reduces the overhead of SC on memcached to 1.1% on x86 and 3% on ARM. Scaling such analyses to large programs, including techniques for sound modular analysis, is an important avenue for future research.

Further, an SC compiler can leverage the kinds of concurrency annotations that we mentioned in Sec. 3 to soundly and modularly identify SC-preserving compiler optimizations. For instance, the guarded-by annotation [13] communicates a particular locking discipline, allowing an SC compiler to optimize accesses to the protected location for the entire duration that the guarding lock is held. This includes optimizations that reorder operations across unrelated synchronization accesses—a opportunity that even a DRF0 compiler would not find since it lacks information about which synchronization accesses protect which memory locations. Therefore programmers have two good reasons to provide these annotations: avoiding concurrency errors and speeding up their code. We believe that continued research into new annotations and language constructs that establish statically checkable concurrency disciplines will uncover additional opportunities for compilers to produce fast SC code.

6 SC, DRF0, and Unsafe Languages

The safety argument we have made so far obviously does not apply to unsafe languages like C/C++. An explicit design goal in these languages is to avoid language abstractions that are not efficiently implementable on existing hardware. Given the current cost of hardware fences, it is unlikely that the overheads of SC are acceptable for these “bare metal” languages. Thus, at first blush, DRF0 seems to be the only feasible choice to ensure SC reasoning. Given that unsafe languages already require programmer discipline to retain important abstractions like memory safety, it seems acceptable to additionally require that programmers exhaustively annotate all memory races.

However, the experience with C/C++ standardization shows that even DRF0 is not efficiently implementable on current hardware platforms [7]. As a result, C/C++ has settled for a memory model weaker than DRF0, which we call Weak DRF0 (WDRF0). DRF programs are not guaranteed SC semantics in WDRF0. To get SC, programmers have to additionally avoid the use of the so-called low-level atomic primitives. The weak semantics of DRF programs in C++ is similar in complexity to the semantics of non-DRF programs in Java (and with similar problems in precisely pinning down this semantics [35]).
The C++ standard discourages the use of low-level atomic primitives by giving the vanilla \textit{atomic} annotation (which is the analogue of Java’s \textit{volatile}) SC semantics. The expectation is that low-level atomics will only be used by a handful of experts to implement performance-critical libraries. Nevertheless, it is unclear how to effectively hide the weakness within these libraries such that “well behaved” programs that use them can enjoy SC reasoning. Additionally, given the predominance of benign data races in legacy software and the continued need for programmers to use ad-hoc synchronization idioms (from double-checked locking to redundant initialization of variables to write-only debug variables), it is likely that low-level atomic primitives will be present in application-level code as well.

Thus, we are currently in the unfortunate situation in which C/C++ programmers are not guaranteed SC, even if they take care to properly annotate all their races. A primary description of the C++ memory model \cite{7} acknowledges this deficiency and states that DRF0 “is the model we should strive for,” which will require hardware vendors to reduce the cost of fences. But as argued above, any improvement in the performance of hardware fences also improves the performance of SC. In effect, the DRF0 memory model is sandwiched between the currently feasible but unacceptably weak memory model WDRF0 on the one side and SC on the other side. Any improvement in the performance gap between WDRF0 and DRF0 will reduce the performance gap between DRF0 and SC even more. We predict that when DRF0 becomes acceptably efficient for C/C++, the performance of SC over DRF0 will also be acceptably small. In such a setting, it is unclear if the programmer effort to meticulously annotate all memory races and the potential for unsafe behaviors makes DRF0 worthwhile even for C/C++ programs.

7 Conclusion

The semantics of the semicolon is fundamental in mainstream programming languages. This paper makes a case that semicolons should mean what everyone already thinks they mean, namely sequential composition: $A; B$ should always mean $A$ and then $B$. In such a world, Alice can write programs that behave according to her intuition, expert programmers writing low-level libraries don’t have to carefully figure out what fences to insert where, and researchers don’t have to debate what a four-line concurrent program should mean.

Language runtimes relax the meaning of semicolons today simply due to an \textit{accident of history}. When multiprocessors were first designed, hardware architects did not know effective ways to hide single-processor optimizations from multithreaded programs, leading to relaxed-memory-model interfaces and associated expensive fences. As Hill elegantly argued more than 15 years ago \cite{18}, this is no longer necessary – architects now have a variety of techniques \cite{16, 29, 17, 5, 22, 33, 11} to efficiently hide hardware optimizations from software (or equivalently, to drastically reduce the cost of fences), several of which are already implemented in commercial processors such as x86. Many of the design decisions that went into the Java and C/C++ memory models are centered around the need to minimize the number of hardware fences, thereby perpetuating the historical accident at the cost of program safety and programmer sanity.

We believe that it is high time to rectify this situation. We hope that Alice’s story and our associated arguments will convince language designers to bring SC into the mainstream, just as Java did for type and memory safety a few decades ago. As we have argued, safe languages must preserve sequential composition, and the overhead of SC is much less than commonly thought and will be significantly reduced over time. We believe the safety benefits of SC are well worth the overhead, especially in this day and age when programmers routinely
give up integer factors of performance, for example by using scripting languages, in exchange for increased productivity.

Current and future programmers need our help. If we don’t save the semicolons, who will?
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Abstract

Lack of memory safety in C/C++ has resulted in numerous security vulnerabilities and serious bugs in large software systems. This paper highlights the challenges in enforcing memory safety for C/C++ programs and progress made as part of the SoftBoundCETS project. We have been exploring memory safety enforcement at various levels – in hardware, in the compiler, and as a hardware-compiler hybrid – in this project. Our research has identified that maintaining metadata with pointers in a disjoint metadata space and performing bounds and use-after-free checking can provide comprehensive memory safety. We describe the rationale behind the design decisions and its ramifications on various dimensions, our experience with the various variants that we explored in this project, and the lessons learned in the process. We also describe and analyze the forthcoming Intel Memory Protection Extensions (MPX) that provides hardware acceleration for disjoint metadata and pointer checking in mainstream hardware, which is expected to be available later this year.
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1 Introduction

Languages like C and its variants are the gold standard for implementing a wide range of software systems from low-level system/infrastructure software to performance-critical software of all kinds. Features such as low-level control over memory layout, explicit manual memory management, and proximity to the hardware layout have made C the dominant language for many domains. However, C language implementations with their focus on performance do not ensure that programmers use C’s low level features correctly and safely. Further, weak typing in C necessitates dynamic checking to enforce C language abstractions, which can cause additional performance overheads.

Memory safety ensures that all memory accesses are well-defined according to the language specification. Memory safety violations in C arise when accesses are to memory locations (1) that are beyond the allocated region for an object or an array (known as spatial memory safety violations or bounds errors) and/or (2) that have been deallocated while managing
memory through manual memory management (known as \textit{temporal memory safety violations}, use-after-free errors or dangling pointer errors).

Without memory safety, seemingly benign program bugs anywhere in the code base can cause silent memory corruption, difficult-to-diagnose crashes, and incorrect results. Worse yet, lack of memory safety is the root cause of multitude of security vulnerabilities, which result by exploiting a memory safety error with a suitably crafted input. The buffer overflow vulnerabilities, use-after-free vulnerabilities, and other low-level vulnerabilities resulting from memory safety violations have compromised the security of the computing ecosystem as a whole [42, 50, 8, 43, 3].

1.1 Memory Safety for C versus Java/C#

Languages such as Java and C# enforce memory safety with a combination of strong typing, runtime checks, and automatic memory management. The type casts are either disallowed or restricted. The runtime checks are performed to ensure that the array accesses are within bounds and type casts are between objects in the same object hierarchy. Automatic memory management (\textit{e.g.}, using garbage collection) ensures that any reachable object is not freed.

Unfortunately, C’s weak typing allows arbitrary type casts and conflates arrays and pointers. Preventing memory safety violations therefore requires checks on every memory access, because it is difficult to distinguish between pointers that point to a single element from pointers that point to an array of elements. Information about allocation/object sizes is lost in the presence of unsafe type casts. Hence, Java/C# style checking is infeasible to enforce memory safety for C. Further, avoiding temporal safety violations with automatic memory management (\textit{e.g.}, using a garbage collector) does not allow the low-level control of memory allocations and deallocations to which C/C++ programmers are accustomed for implementing systems/infrastructure software.

As a consequence of C’s weak typing and other low-level features, a pointer (\textit{e.g.}, \texttt{void *p}) in C code can be (1) a pointer to a memory location allowed by the language specification (\textit{e.g.}, arrays, structures, single element of a particular data type, and sub-fields in a structure), (2) an out-of-bounds pointer, (3) a dangling pointer pointing to deallocated memory locations, (4) a \texttt{NULL} pointer, (5) an uninitialized pointer, and (6) a pointer manufactured from an integer. To check whether a memory access (pointer dereference) is valid, the challenging task is not necessarily checking memory accesses; the primary challenge is maintaining and propagating sufficient information (metadata with each pointer) to perform such checking in the presence of C’s weak typing and other low-level features.

1.2 State-of-the-Art in Enforcing Memory Safety for C

Given the importance of the problem, comprehensively detecting and protecting against memory safety violations is a well researched topic with numerous proposals over the years (see Szekeres et al. [48] for a survey). Lack of memory safety was originally regarded as a software quality problem. Thus, majority of techniques were debugging tools rather than \textit{always-on} deployment of such solutions. Subsequently, when lack of memory safety resulted in numerous security vulnerabilities, many proposed solutions addressed the symptoms of these security vulnerabilities rather than the root cause of these errors (\textit{i.e.}, lack of memory safety). The solutions that enforce memory safety can be broadly classified into three categories: tripwire approaches, object-based approaches, and pointer-based approaches.

Tripwire approaches place a guard block of invalid memory between memory objects. The guard block prevents contiguous overflows caused by walking past an array boundary with a
small stride. The tripwire approaches are generally implemented by tracking a few bits of
state for each byte in memory; the additional bits indicate whether the location is currently
valid [18, 40, 44, 49, 53]. When the memory is allocated, these bytes are marked as valid.
Every load or store is instrumented to check the validity of the location. AddressSanitizer [46],
a compiler implementation of the tripwire approach, is widely used to detect memory errors.
Tripwire approaches can detect a class of buffer overflows (small strides) and use-after-free
security vulnerabilities (when memory is not reused).

The object-based approaches [9, 12, 14, 22, 45] are based on the principle that all pointers
are properly derived pointers to their intended referent (the object they point to). Hence
these approaches check pointer manipulations to ensure that the resultant pointer points
to a valid object. The distinguishing characteristic of this approach is that metadata is
tracked per object and associated with the location of the object in memory, not with each
pointer to the object. Every pointer to the object therefore shares the same metadata.
Object-based approaches keep the memory layout unchanged which increases the source
compatibility with existing C code. Object-based approaches are generally incomplete in the
presence of type casts between pointers and pointers to subfields of an aggregate data type.
Further, they require mechanisms to handle out-of-bound pointers as creating out-of-bound
pointers is allowed by the C standard. SAFECode [9, 12] and Baggy Bounds [1] are efficient
implementations of the object-based approach using whole program analysis and allocation
bounds, respectively.

The third approach is the pointer-based approach, which tracks metadata with each
pointer. The metadata provides each pointer a view of memory that it can access according
to the language specification. The pointer-based approach is typically implemented using
a fat pointer representation that replaces some or all pointers with a multi-word pointer/
metadata. Two distinct pointers can point to the same object and have different base and
bound associated with them, so this approach overcomes the sub-object problem [5, 35, 47].
When a pointer is involved in arithmetic, the actual pointer portion of the fat pointer is
incremented/decremented. On a dereference, the actual pointer is checked with its metadata.
Proposals such as SafeC [2], CCured [37, 7], Cyclone [21], MSCC [52], and others [11, 38, 41]
use this pointer-based approach to provide varying degree of memory safety guarantees. Our
SoftBoundCETS project was inspired by such prior pointer-based checking projects.

1.3 Goals of the Project

We started the SoftBoundCETS project\(^1\) with the following goals:
- Comprehensive safety. Detect all memory safety errors in a fail stop fashion to completely
  prevent an entire class of memory safety related security vulnerabilities.
- Low performance overhead. Memory safety enforcement has to be carried out on deployed
  programs to prevent security vulnerabilities. Hence, any performance overhead should be
  indiscernible to the end user to be widely adopted.
- Source compatibility. As significant C code base exists, we wanted to enforce memory
  safety without requiring changes to existing code (i.e., maintain source compatibility).
  However, recompilation of the code is expected.

The prior solutions that inspired our project failed to attain all of the above goals.
Cyclone [21] was comprehensive with low overhead, but it required significant code modifica-

\(^1\) The name SoftBoundCETS is a concatenation of the names of its components: SoftBound [35] and
CETS [36].
The SoftBoundCETS project uses a pointer-based approach, which maintains metadata with each pointer. The metadata provides the pointer a view of the memory that it can safely access. Although pointer-based checking has been proposed and investigated earlier [37, 2, 21, 52], the key difference is that our approach maintains the metadata disjointly in a shadow memory.
Table 1 Various implementations of pointer-based checking developed as part of the SoftBound-CETS project, distinguished based on instrumentation method (Instr.), support for spatial safety, temporal safety, instrumentation of integer operations, support for check optimizations, performance overhead, and data structures used for disjoint metadata.

<table>
<thead>
<tr>
<th></th>
<th>Instr.</th>
<th>Spatial</th>
<th>Temporal</th>
<th>Instr. integer</th>
<th>Check</th>
<th>Slow</th>
<th>Disjoint meta-data</th>
</tr>
</thead>
<tbody>
<tr>
<td>HardBound [11]</td>
<td>Hardware</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>5-20%</td>
<td>Shadow</td>
</tr>
<tr>
<td>SoftBound [35]</td>
<td>Compiler</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>50-60%</td>
<td>Hash/ Shadow</td>
</tr>
<tr>
<td>CETS [36]</td>
<td>Compiler</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>30-40%</td>
<td>Trie</td>
</tr>
<tr>
<td>SoftBound-CETS</td>
<td>Compiler</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>70-80%</td>
<td>Trie</td>
</tr>
<tr>
<td>Watchdog [32, 33]</td>
<td>Hardware</td>
<td>Yes/No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>10-25%</td>
<td>Shadow</td>
</tr>
<tr>
<td>WatchdogLite [34]</td>
<td>Hybrid</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>10-20%</td>
<td>Shadow</td>
</tr>
</tbody>
</table>

Figure 2 (a) Pointer metadata propagation with pointer arithmetic, (b) metadata propagation through memory with metadata lookups on loads, and (c) metadata lookups with pointer stores.

region, which provides an opportunity to revisit pointer-based checking (generally considered invasive) for retrofitting C with practical memory safety satisfying the above three goals.

We describe the main design choices with our approach: (1) metadata for spatial safety, (2) metadata for temporal safety, (3) propagation of metadata, and (4) organization of the metadata shadow space. We also describe how it enforces comprehensive detection in the presence of type casts and provides compatibility with existing C code while supporting external libraries. Figure 2 and Figure 3 illustrate the pointer-based metadata, propagation and checking abstractly using pseudo C code notation. We use the term SoftBoundCETS interchangeably to refer to both our approach and the various prototypes built in this project shown in Table 1.

2.1 Spatial Safety Metadata

To enforce spatial safety, the base and bound of the region of memory accessible via the pointer is associated with the pointer when it is created. The base and bound are each typically 64-bit values (on a 64-bit machine) to encode arbitrary byte-granularity bounds information. These per-pointer base and bounds metadata fields are sufficient to perform a bounds check prior to a memory access (Figure 3d). This representation permits the creation of out-of-bounds pointers and pointers to the internal elements of objects/structs and arrays (both of which are allowed in C/C++).
2.2 Temporal Safety Metadata

To enforce temporal safety, a unique identifier is associated with each memory allocation (Figure 3a). Each allocation is given a unique 64-bit identifier and these identifiers are never reused. To ensure that this unique identifier persists even after the object’s memory has been deallocated, the identifier is associated with all pointers to the object. On a pointer dereference, the system checks that the unique allocation identifier associated with the pointer is still valid.

Performing a validity check on each memory access using a hash table or a splay tree can be expensive [2, 22], so an alternative is to pair each pointer with two pieces of metadata: an allocation identifier – the key – and a lock that points to a location in memory called lock location [41, 52, 36, 5, 32]. The key and value at the lock location will match if and only if the underlying memory for the object is still valid (i.e., it has not been deallocated). Rather than a hash table lookup, a dereference check then becomes a direct lookup operation – a simple load from the lock location and a comparison with the key (Figure 3c). Freeing an allocated region changes the value at the lock location, thereby invalidating any other (now-dangling) pointers to the region (Figure 3b). Because the keys are unique, a lock location itself can be reused after the space it guards is deallocated.

2.3 Metadata Propagation

The metadata – base, bound, lock, and key – are associated with a pointer whenever a pointer is created. These metadata are propagated on pointer manipulation operations such as copying a pointer or pointer arithmetic (Figure 2a). The metadata for pointers in memory is maintained in a disjoint metadata space [11, 35, 32, 36, 17]. Figure 4 illustrates the metadata maintained in the disjoint metadata space. The disjoint metadata space protects the metadata from malicious corruption and leaves the memory layout of the program intact, retaining compatibility with existing code.

The metadata is propagated with pointer arguments across function calls. If the pointer...
arguments are passed and returned on the stack, metadata for these pointer arguments are available through accesses to the disjoint metadata space. However, in practice propagating metadata with function calls is not straightforward. Arguments are often passed in registers according to the function calling conventions of most ISAs, and C allows variable argument functions. Furthermore, function calls (indirect calls) can be made through function pointers. Function pointers can be created through unsafe type casts to functions with incompatible types. Calling a function through such a function pointer should not be allowed to manufacture metadata, which may result in memory accesses to arbitrary memory locations.

We have explored two approaches to propagate metadata for pointer arguments: adding metadata as extra arguments \[35, 36\] and using a shadow stack for propagating metadata \[31\]. We pass metadata as extra arguments for functions that are not involved in type casts and used with indirect calls. We use a shadow stack for all other function calls including variable argument functions. The shadow stack provides a mechanism for dynamic typing between the arguments pushed at the call site and the arguments retrieved by the callee. The shadow stack is slower but it ensures that the callee never successfully dereferences a non-pointer value pushed by the caller in the call stack by treating it as a pointer value. An exception is triggered only when such pointers are dereferenced but not when they are created in accordance with the C specification.

### 2.4 Implications of Disjoint Metadata Design

To use disjoint metadata, we had to address the following questions: (1) How are memory locations mapped to their disjoint metadata? (2) Is metadata maintained for every memory location or only for memory locations with pointers?, and (3) Is metadata updated on every memory access?

Different implementations of the disjoint metadata space have different memory overhead and performance trade-offs. We have explored three implementations: shadow space (a linear region of memory) \[11, 35, 32\], a hash table \[35\], and a trie data structure \[39, 36, 16\]. Shadow space is beneficial when the size of the metadata is significantly smaller than the granularity of the memory region (e.g., 1-bit of metadata for every 16 bytes). Hash tables can experience conflicts, and resizing the hash table causes overheads. In the end, we settled upon a two level trie data structure that maps the entire 64-bit virtual address space. Although mapping exists for the entire virtual address space, the entries in the trie are allocated only when the metadata is used.

Disjoint metadata accesses are expensive compared to fat pointers because additional instructions are required to translate a memory address to the corresponding metadata address. To reduce performance overheads, SoftBoundCETS maintains metadata in the disjoint metadata space only for pointers in memory and performs metadata loads (stores) only when the loaded (stored) value from (into) a memory location is a pointer as shown in Figure 2b and Figure 2c, respectively. The metadata for pointers in temporaries (registers) are maintained in temporaries (registers). Hence, the accesses to the disjoint metadata space typically occur with pointer-chasing code or linked data structures. Most programs have fewer pointers in memory compared to data and metadata is maintained only with pointers. Hence, the memory overhead is significantly lower than the worst-case 4× overhead (about 50% on average for SPEC benchmarks).

SoftBoundCETS initializes metadata to an invalid value when a pointer is created from an integer (in registers), which causes any subsequent check on such pointer dereferences to raise an exception. SoftBoundCETS does not access the disjoint metadata space when non-pointer values are written (read) to (from) memory. However, a side effect of instrumenting only
pointer operations is that a pointer can be manufactured from an integer through memory. However, SoftBoundCETS allows such a dereference through a manufactured pointer only when the resulting pointer belongs to the same allocation and is within bounds of the object pointed by the pointer before the cast. We illustrate how SoftBoundCETS still provides comprehensive protection against memory errors with such type casts below.

2.5 Comprehensive Protection in the Presence of Type Casts

Our approach enforces comprehensive memory safety because (1) metadata is manipulated/accessed only through the extra instrumentation added, (2) metadata is not corrupted and accurately depicts the region of memory that a pointer can legally access, and (3) all memory accesses are conceptually checked before a dereference.

Unlike fat pointers, a store operation using a pointer involved in an unsafe type cast can only overwrite pointer values but not the metadata in the disjoint metadata space. When pointers involved in arbitrary casts are subsequently dereferenced, the pointer is checked with respect to its metadata. As the correctness checking uses the metadata to ascertain the validity of the memory access and the metadata is never corrupted, our approach ensures comprehensive detection of memory safety errors.

Figure 5 pictorially represents the disjoint metadata space as it is updated in the presence of arbitrary type casts. We will refer to this example later to illustrate a subtle interplay between type casts and comprehensive protection with Intel MPX. Figure 5(a) shows a program with two structure types `struct A` and `struct B` and a function `foo`, which has pointer `p` of type `struct A` as an argument. The location pointed by pointer `p` is allocated and resident in memory as shown in Figure 5(a). The sub-field `ptr` in the allocated memory region pointed by pointer `p` points to some valid memory location. Pointers `p` and `ptr` are resident in memory and have metadata in the disjoint metadata space as shown in Figure 5(a).

Figure 5(b) depicts the execution of the program where it creates pointer `q` from pointer `p` through an arbitrary type cast. The metadata for pointer `q`, which is assumed to be resident in memory, is copied from pointer `p`.

The program writes integers to memory locations using pointer `q` as shown in Figure 5(c). As a result, `ptr` sub-field is overwritten with arbitrary non-pointer values. Our approach does not access the disjoint metadata space on integer operations. Hence, the metadata is not corrupted. When the program later tries to dereference `ptr` in memory, the dereference would be checked with respect to its metadata and memory safety errors would be detected.

2.6 Compatibility with Existing Code and Libraries

To enforce memory safety with legacy programs, SoftBoundCETS handles programs with type casts, supports separate compilation, and provides wrappers for commonly used libraries. The use of disjoint metadata enables comprehensive protection with type casts. Rewriting C source code to avoid type casts is not necessary.

SoftBoundCETS supports separate compilation because the instrumentation is local and does not require whole program analysis in contrast to CCured [37]. Separate compilation also allows creation of memory-safe libraries. In the absence of library sources, code compiled with SoftBoundCETS can interface with library code through wrappers for the exported library functions. In the absence of such wrappers, code instrumented with SoftBoundCETS will not experience false violations as long as the external libraries do not return pointers or update pointers in memory.
Figure 5 This figure illustrates how disjoint metadata protects the metadata. Writes to memory locations involved in arbitrary type casts can only modify pointer values (ptr field in the struct A) but not the metadata. When the pointer ptr is dereferenced, the dereference will not be allowed and the memory safety violation would be caught.
When an external library returns or updates pointers in memory, wrappers provide the glue code between the instrumented code and the external library. Writing wrappers is easier with SoftBoundCETS compared to CCured [37] because it is not required to perform deep copies of data structures when memory-safe code interfaces with an external library. However, the disjoint metadata space should be updated in the wrapper whenever the external library updates pointers in memory. Although our approach makes it easier to write wrappers, it can be tedious and error prone for some libraries. We provide wrappers for the commonly used libraries (e.g., Linux utilities, libc, and networking utilities) with our publicly available compiler prototype. Intel MPX further makes it even easier to incrementally deploy spatial safety checking by storing the pointer value redundantly in the metadata space to be permissive when non-instrumented code modifies the pointer and does not properly update the bounds metadata, which presents a compatibility/safety trade off as described in Section 3.

2.7 Efficient Instrumentation and Challenges

One of the key requirements for low performance overhead is efficient instrumentation and implementation of the pointer-based checking approach described above. Table 1 lists the numerous designs that we have explored in the hardware-software tool chain with different types of instrumentation, safety guarantees, and performance trade-offs [35, 36, 32, 33, 31, 10, 34]. Binary instrumentation and source-to-source translation have been popular with various proposals for enforcing partial memory safety. Source-to-source translation is widely used because pointer information is readily available in the source code. Binary-based techniques have been popular partly due to the availability of the dynamic binary translation tools like PIN [29] and Valgrind [40].

Our project benefited, albeit serendipitously, from the LLVM compiler that maintains pointer information from the source code in the intermediate representation (IR) [26]. Instrumenting within the compiler provides three main benefits: (1) checking can be performed on optimized code after executing an entire suite of conventional compiler optimizations, (2) pointers and memory allocations/deallocations can be identified precisely by leveraging the information available to the compiler, and (3) a large number of checks can be eliminated statically using check elimination optimizations.

Figure 6 presents the percentage runtime overhead of the latest compiler-based SoftBound-CETS prototype within the LLVM compiler (LLVM-3.5.0) over an un-instrumented baseline. SoftBoundCETS enforces comprehensive memory safety at 76% overhead on average with SPEC benchmarks. The overhead is significantly lower with I/O intensive benchmarks and various utilities such as OpenSSL, Coreutils, and networking utilities (less than 30%). A variant of pointer-based checking described above that propagates metadata with all pointer loads and stores but checks only store operations can enforce memory safety at 23% overhead on average with SPEC benchmarks. Store-only checking, which allows read operations on out-of-bound locations and with dangling pointers, is sufficient to prevent all memory corruption based security vulnerabilities.

The remaining performance overhead with the compiler instrumentation is attributed to the following sources: (1) spatial checks (5 x86 instructions), (2) temporal checks (3 x86 instructions), (3) metadata loads (approximately 14 x86 instructions), (4) metadata stores (approximately 16 x86 instructions), (5) shadow stack accesses, and (6) additional spills and restores due to register pressure.

To further reduce overheads with compiler-based approaches, we have explored memory safety instrumentation within hardware with varying amounts of hardware support [11, 32,
Runtime execution time overheads of the SoftBoundCETS compiler prototype with comprehensive memory safety checking (left bar of each stack) and while checking only stores (right bar of each stack) on a Intel Haswell machine. Smaller bars are better as they represent lower runtime overheads.
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33]. HardBound [11] and Watchdog [32, 33] implicitly check every memory access within hardware by receiving information about pointer allocations from the runtime with additional instructions. The benefits of implicit checking within hardware are streamlined execution of checks and metadata accesses and the reduction in the number of register spills/restores by leveraging hardware registers for metadata.

In the final design point we proposed, hardware provides acceleration for spatial checks, temporal checks, metadata loads and metadata stores with ISA extensions and the compiler performs metadata propagation, performs check elimination, introduces check instructions and metadata access instructions into the binary [34]. This division of labor between the software stack and the hardware reduces the invasiveness of the hardware changes. With compiler-inserted checking instructions, we have demonstrated that comprehensive memory safety can be enforced at approximately 20% performance overhead on average with SPEC benchmarks. Further, these hardware instructions prevent all memory corruption vulnerabilities with store-only checking with approximately 10% performance overhead on average for SPEC benchmarks. Intel MPX has adopted a similar approach with compiler-based instrumentation with hardware instructions for enforcing spatial safety.

3 Intel Memory Protection Extensions

Intel has announced the specification of Memory Protection Extensions (MPX) [20] for providing hardware acceleration for compiler-based pointer-based checking with disjoint metadata slated to appear in the “Skylake” processors later in 2015. Like SoftBoundCETS with hardware instructions [34], MPX (1) provides hardware acceleration for compiler-based pointer-based checking, (2) uses disjoint metadata for the pointers in memory, and (3) provides ISA support for efficient bounds checking. Significantly, MPX does not address use-after-free errors. MPX uses the same basic approach pioneered by the SoftBoundCETS project, and this section describes some of the differences.

Figure 7

MPX maintains four pieces of metadata with each pointer: base, bound, the pointer redundantly in the metadata space and the fourth unused space.
3.1 MPX Instructions and Operation

The Intel MPX extension provides new instructions that a compiler can insert to accelerate disjoint per-pointer metadata accesses and bounds checking. MPX aims for seamless integration with legacy and MPX code with minimal changes to the source code. One design goal of MPX is to allow binaries instrumented with MPX to execute correctly (but without performing bound checks) on pre-MPX hardware. MPX achieves this goal by selecting opcodes that are NOOPs (no operation) on existing x86 hardware for the new instructions. Hence, a MPX binary can run on MPX-enabled machines and non-MPX machines.

MPX introduces four new 128-bit bound registers (B0-B3). MPX provides the following instructions: (1) **BNDCL** – check pointer with its lower bound, (2) **BNDCU** – check pointer to the upper bound, (3) **BNDSTX** – store metadata to the disjoint metadata space, (4) **BNDLDX** – load metadata from the disjoint metadata space, and (5) **BNDMK** – to create bounds metadata for a pointer. MPX also extends function calling conventions to include these bound registers.

A key innovation of MPX beyond our work is the support for incremental deployment of bounds checking. MPX redundantly stores the pointer value in the metadata space along with the base and bound metadata as shown in Figure 7. When a pointer is loaded from memory, the corresponding metadata is loaded from the disjoint metadata space and the loaded pointer is compared with the pointer redundantly stored in the metadata space. If the pointer in the metadata space and the pointer loaded do not match (typically occurs when the non-instrumented code modifies the pointer and does not properly update the bounds metadata), then MPX allows the pointer to access any memory location by un-bounding it. MPX design adopts the compatible-but-unsafe model, allowing best-effort checking of instrumented code until all code has been recompiled for MPX.

3.2 Type Casts and Comprehensiveness with Intel MPX

The Intel MPX’s support for incremental deployment of bounds checking results in the loss of comprehensiveness in the presence of insidious type casts from integers to pointers either directly or indirectly through memory. Particularly, the arbitrary pointer manufactured through type casts in Figure 5(c) will be allowed by MPX to access any location in memory because (1) the pointer in the metadata space is not updated during an integer store, (2) the pointer loaded and the pointer in the metadata space would mismatch on a metadata load, and (3) the result is an un-bounded pointer. The compiler can identify the occurrence of such type casts either implicitly or explicitly and warn the programmer about them. Nevertheless, MPX is a step in the practical deployment of memory safety checking in production. Although Intel MPX may appear permissive, the spatial safety protection provided by Intel MPX is similar or stronger to the protection provided by fat-pointer approaches while easing the problem of interfacing with external libraries. Although the current ISA specification does not disable this behavior with un-bounding, Intel could easily add a stricter mode that changes this behavior to be safer by default.

4 Reflections on Memory Safety Enforcement

We briefly describe our experience in enforcing memory safety with large code bases and reflect on the performance overheads, various aspects of the language, implementation, and the hardware-software stack. We describe changes to the language and the hardware-software stack, which can potentially make memory safety enforcement inexpensive while being expressive for C’s domain.
4.1 Performance Overheads

Low performance overhead is one of the key requirements for adoption of memory safety enforcement techniques. Our experiments indicate that compiler instrumentation with hardware acceleration in the form of new instructions can provide comprehensive memory safety with approximately 10–20% performance overhead for computation-based SPEC benchmarks and less than 10% I/O intensive utilities and applications. These overheads are within the reach of the acceptable threshold for a large class of applications. For example, a large fraction of C code is compiled at the \texttt{O2} optimization level because the code is unstable with higher optimization levels (likely due aggressive optimizations by the compiler in the presence of undefined behavior and implementation-dependent behavior [51]). For many “fast enough” applications, an additional 5–10% overhead for enforcing memory safety will not be perceivable to the user. The store-only instrumentation within the compiler with hardware acceleration can prevent all memory corruption based security vulnerabilities is an attractive option for reducing overheads further. Store-only checking provides much better safety than control-flow integrity with similar performance overheads [24, 15]. An application’s observed performance overhead depends on the memory footprint, amount of pointer-chasing code, and the locality in the accesses. Hence, it remains to be seen what performance cost users will tolerate in exchange for the security and safety of the computing ecosystem.

We have explored only simple check optimizations with our prototype. A wide range of check optimizations based on loop invariant code motion and loop peeling can reduce overhead. For example, compiler optimizations based on weakest preconditions have reduced the performance overhead of spatial safety enforcement by 37% for the SPEC benchmarks [13]. Moreover, simple code transformations can significantly reduce performance overhead. For example, a small change to the data structure used by the SPEC benchmark \texttt{equake} not only improved the baseline execution time performance by 60% but also reduced overhead of memory safety with SoftBoundCETS from 3× to 30%.

4.2 Implementation Specific C Dialects

Other than performance, one of the biggest impediments in the adoption of memory safety enforcement techniques is the pervasiveness of implementation-specific C dialects. In contrast to the C standard, a fraction of the C code base depends on the behaviors provided by contemporary C implementations [4]. Are deviations from the C standard acceptable? There is no unanimous answer but such reliance on implementation specific behaviors result in non-portable code and can be exploited aggressively by an optimizing compiler (see classification of undefined behaviors in LLVM in [28]). We highlight examples that are arguably not in conformance with the C standard, which can cause false violations with our approach.

4.2.1 Narrowing of Bounds for Sub-Objects

When the program creates a pointer to a sub-field of an aggregate type, should the bounds of the resultant pointer be just the sub-field or the entire aggregate object? Our approach provides the ability to easily narrow the bounds of pointers, which in turn allows us to prevent internal object overflows. When instructed to check for overflows within an object, we shrink the bounds of pointer when creating a pointer to a field of a \texttt{struct} (e.g., when passing a pointer to an element of a \texttt{struct} to a function). In such cases, we narrow the pointer’s bounds to include only the individual field rather than the entire object.

Although most programmers expect shrinking of bounds, it can result in false violations for particularly pathological C idioms. For example, a program that attempts to operate
on three consecutive fields of the same type (e.g., x, y, and z coordinates of a point) as a three-element array of coordinates by taking the address of x will cause a false violation. Another example of an idiom that can cause false violations comes from the Linux kernel’s implementation of generic containers such as linked lists. Linux uses the ANSI C offsetof() macro to create a container_of() macro, which is used when creating a pointer to an enclosing container struct based only on a pointer to an internal struct [23]. Casts do not narrow bounds, so one idiom that will not cause false violations is casting a pointer to a struct to a char* or void*.

Another case in which we do not narrow bounds is when creating a pointer to an element of an array. Although tightening the bounds is such cases may often match the programmer’s intent, C programs occasionally use array element pointers to denote a sub-interval of an array. For example, a program might use memset to zero only a portion of an array using memset(&arr[4], 0, size) or use the sort function to sort a sub-array using sort(&arr[4], &arr[10]). We have found these assumptions and heuristics match the source code we have experimented with, but programmer can control the exact behavior with compiler command line flags.

4.2.2 Integer Arithmetic with Integer to Pointer Casts

Masking pointer values is a common idiom in low-level systems code to use the lower order bits of the pointer representation to store additional information with aligned pointers. The last three bits are always zero in the pointer representation on a 64-bit machine with an aligned pointer. These bits can be used to store tags, which can maintain additional information about the pointer. Such operations would involve casting pointers to integers, masking the values, and casting integers back to pointers. Such casts may also be performed after arbitrary integer arithmetic. Occasionally, pointers can be created from integers due to (old) interfaces to utilities. For example, the interface to the system functions in Microsoft Windows on 32-bit systems (Kernel32.dll) used integers for pointers, which resulted in pointer to integer and integer to pointer casts. Our approach will set the metadata of the pointer cast from an integer to be invalid and raise an exception on dereferencing such pointers. Avoiding such exceptions require explicit setting of bounds by the programmer. If such cast operations occur through memory, our approach allows dereference of such pointers as along as the pointer type cast from an integer belongs to the same allocation and is within bounds of the object pointed by the pointer before the cast.

4.3 Interoperability and Engineering

Pointer-based checking is more invasive compared to other approaches as each pointer operation needs to be tracked, propagated with metadata, and checked. Hence, significant engineering is required to make it practical. AddressSanitizer [46], which uses a tripwire approach, is less invasive but still required significant engineering for use with code bases of the Chromium browser and other utilities. Our experience indicates that significant engineering and enabling memory safety checking using a simple compile time flag is crucial for adoption. Maintaining interoperability with un-instrumented code is necessary to encourage incremental deployment. Intel MPX with its support for incremental deployment will likely increase the adoption of memory safety enforcement with pointer-based checking.
4.4 Language Design Considerations

We provide some suggestions for the future standards of the C programming language to ease memory safety enforcement. One way to ease memory safety enforcement is by restricting type casts. Enforcing spatial safety with strong typing is easier compared to weak typing (similar to observations in CCured [37]). More restrictive type cast rules imply easier spatial safety enforcement because only array bounds need to be checked. Unfortunately, implementing large software systems (with some form of polymorphism/reusable code) requires type casts in C. Object oriented variants of C such as C++ have reasonable subsets that can enforce spatial safety while being suitable for building infrastructure/systems code [10].

Even when type casts are necessary, preventing the creation of pointers from non-pointers will enable easier memory safety enforcement for a large class of applications compared to the state-of-the-art now. When creation of pointers from non-pointers is essential, explicitly creating a separate data type other than integers will ease the enforcement of memory safety.

The C language conflates arrays and pointers, which requires bounds checking on every memory access. Annotations that identify non-array pointers, which point to a single element in contrast to an array of elements, can avoid such checking. In the case of linked data structures, such annotations will significantly reduce spatial safety overheads by reducing not only the overheads due to checks but also disjoint metadata accesses. The overhead with Intel MPX for spatial safety can be reduced significantly by revisiting annotations similar to Cyclone [21] and Deputy [6].

4.5 Implementation Considerations

We highlight the implementation considerations for efficient pointer-based checking with compiler assisted instrumentation and hardware acceleration similar to MPX.

Type information in the compiler is known to benefit numerous domain-specific instrumentation [30]. Maintaining information about types in the program within the compiler tool chain will ease the enforcement of memory safety especially with Intel MPX. If maintaining full type information is infeasible, the compiler should at least maintain information about pointer and non-pointer types. This information must be preserved and maintained with compiler optimizations, which would enable memory safety instrumentation on optimized code. The LLVM compiler maintains best effort type information, which helped the SoftBoundCETS project to perform pointer-based checking within the compiler with low performance overhead.

Automatic memory management through garbage collection is an attractive alternative to checked manual memory management. Automatic memory management can increase programmer productivity as they do not have to manually manage memory. However, garbage collection’s effectiveness decreases in the presence of weak typing with C and can cause memory leaks. The pointer-based metadata can be used to perform precise garbage collection [10, 4]. In contrast to identifier metadata for enforcing temporal safety, spatial safety metadata can be used enforcing temporal safety by setting the bounds of the deallocated pointer and all its aliased pointers in the metadata space to a invalid value [47]. Any subsequent dereference of such a deallocated pointer will raise an exception as the bounds metadata is invalid. Similar dangling pointer nullification has been proposed to detect use-after-free errors [27].

4.6 Multithreading

A pointer-based approach should ensure atomicity of the checks, metadata accesses, and the memory access in multithreaded programs, which can be ensured by relying on the
compiler. If a pointer operation, temporal safety check and the metadata accesses occur non-atomically, interleaved execution and race conditions (either unintentional races or intentional races) can result in false violations and miss true violations. To avoid them, the compiler instrumentation must ensure that: (1) a pointer load/store’s data and metadata access execute atomically, (2) checks execute atomically with the load/store operation, and (3) allocation of metadata is thread-safe. The compiler can satisfy requirement #3 by using thread-local storage for the identifiers. The compiler can ensure requirements #1 and #2 for data-race free programs by inserting metadata access and check instructions within the same synchronization region as the pointer operation. For programs with data races, if the compiler can perform the metadata access as an atomic wide load/store and perform the temporal check after the memory operation, then the approach can detect all memory safety violations (but can experience false violations). Alternatively, the compiler can either introduce additional locking or use best-effort bounded transactional memory support in latest processors [19, 25] (e.g., Intel’s TM support in Haswell) to avoid false violations.

5 Conclusion

Memory safety enforcement is the job of the language implementation. A language implementation that is compatible with the C standard can enforce comprehensive memory safety at low overheads with pointer-based checking. Restrictions on the creation of pointers from non-pointers, annotations distinguishing pointers to arrays from pointers to non-array objects, and preserving the pointer information within the compiler can ease the job of enforcing memory safety.

We conclude that it is possible to enforce comprehensive memory safety with low performance overheads using pointer-based checking with disjoint metadata and an efficient streamlined implementation. From our experience in building pointer-based checking in various parts of the tool chain, we anticipate that hardware acceleration (like Intel MPX) will reduce the performance overheads significantly while reducing the hardware changes. Intel MPX with support for incremental deployment of memory safety checking and its store-only instrumentation will likely make always-on deployment of spatial safety enforcement a reality.
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Abstract

Network verification has recently gained popularity in the programming languages and verification community. Much of the recent work in this area has focused on verifying the behavior of simple networks, whose actions are dictated by static, immutable rules configured ahead of time. However, in reality, modern networks contain a variety of middleboxes, whose behavior is affected both by their configuration and by mutable state updated in response to packets received by them. In this position paper we critically review recent progress on network verification, propose some next steps towards a more complete form of network verification, dispel some myths about networks, provide a more formal description of our approach, and end with a discussion of the formal questions posed to this community by the network verification agenda.
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1 Introduction

Verification – by which we mean the general practice of checking the correctness of a computer-based system before it is put into use – was first developed to check the correctness of hardware, and is now increasingly used in the software development process. While networks have been around for many decades and are now an essential piece of our computational infrastructure, only recently has verification been applied to ensure their correctness.¹ As a result, there is now a growing literature on systems that can verify that the current or proposed network configuration (as represented by router forwarding tables) obey various important invariants (such as no routing loops or dead-ends). These systems – which allow network operators to verify that their networks will operate correctly, in terms of some well-defined invariants – represent a valuable, and long overdue, step forward for networking, which for too long was satisfied with not only best-effort service but also best-guess configuration. In this position paper we critically review this recent progress, propose some next steps towards a more complete form of network verification, dispel some myths about networks, provide a more formal description of our approach, and end with a discussion of the formal questions posed to this community by the network verification agenda.

¹ There has been much work on verifying network protocols and their implementations, but until recently almost none on verifying a given network configuration.
In the rest of this section, we provide some necessary background on networks and the current verification techniques.

The application of verification to the forwarding behavior of networks coincided with the rise of Software-Defined Networking (SDN)\(^2\). While not essential for the use of verification in networks, SDN provides a useful platform on which to deploy these tools so we discuss verification within the SDN context. Networks are comprised of two planes: the data plane which decides how packets are handled locally by each router (based on the local forwarding state and other information, such as state generated by previous packets), and the control plane which is a global process that computes and updates the local forwarding state in each router. In legacy networks, both planes are implemented in routers (with the data plane being the forwarding code or datapath, and the control plane being the global routing algorithm), but in SDN there is a clean separation between the two planes. The SDN control plane is logically centralized, and implemented in a few servers (called controllers) that compute and then install the necessary forwarding state. SDN-controlled routers only implement the data plane, executing a very simple datapath (OpenFlow [14]) in which the routing state is a set of \(\langle\text{match}, \text{action}\rangle\) flow entries: all packets with headers matching the match entry are subject to the specified action which is often either to forward out a specific port (perhaps with a slightly modified header) or to drop the packet. Each router in the network is configured with a table containing flow entries (henceforth referred to as the router’s configuration), and the network configuration is the set of flow tables for all switches and routers in the network.

The first wave of verification tools [12, 11, 10, 9] analyzed the global behavior of a network made up of switches obeying this simple forwarding model. As a packet travels through the network, its next-hop is dictated by the routing state in the current router; thus, this network-wide behavior can be thought of as the composition of the routing state in each router. These early verification tools would take a snapshot of network state (either that which is already in the network, or that which the control is poised to insert into the network) and then verify whether some basic invariants held. These invariants (which are specified by the network operator) are typically quite simple and few in number: reachability (e.g., packets from host A can reach host B), isolation (e.g., packets from host A cannot reach host B), loop-freedom (no packet enters into an infinite loop), and no dead-ends (no packet arrives at a router which cannot forward it to another router or to the end-destination). Subsequent network verification tools (e.g., [5, 2, 17, 18]) make the same assumptions about the datapath, but generalize along various other dimensions.

All of these tools leverage the fact that the simple forwarding model renders the datapath immutable; by this we mean that the forwarding behavior does not change until the control plane explicitly alters the routing state (which happens on relatively slow time scales). Thus, one can verify the invariants before each control-plane-initiated change and know that the network will always enforce the operator-specified invariants.

While the notion of an immutable datapath supported by an assemblage of routers makes verification tractable, it does not reflect reality. Modern enterprise networks are comprised of roughly \(\frac{2}{3}\) routers\(^3\) and \(\frac{1}{3}\) middleboxes [23]. Middleboxes – such as firewalls, WAN optimizers, transcoders, proxies, load balancers, intrusion detection systems (IDS) and the like – are the most common way to insert new functionality in the network datapath, and

---

\(^2\) Previous work including FANG [13], SPAN [6], Margrave [19], etc. has looked at verifying firewall policies for enterprise networks, but made no attempt to verify the actual forwarding behavior.

\(^3\) In this paper we do not distinguish between routers and switches, since they obey similar forwarding models.
are commonly used to improve network performance and security.\footnote{We should note that the network function virtualization (NFV) movement is moving middleboxes out of separate physical machines and into VMs that can be hosted on a cluster of servers; however, nothing in the move from physical to virtual middleboxes changes our story.}

Just as the configuration of a router is the state it uses to make forwarding decisions, the configuration of a middlebox is its set of policies (\emph{e.g.}, drop all Skype packets). Different middleboxes are capable of implementing widely different policies (\emph{e.g.}, an application firewall can drop Skype packets, a cache on the other hand cannot) and hence middlebox configuration cannot easily be fit into a flow-table like abstraction shared by all middleboxes. The configuration of a network is the configurations of all of its routers, all of its middleboxes, and the topology of the physical network connecting these elements. The goal of verification is to ensure that a given network configuration supports a given invariant.

While useful, middleboxes are a common source of errors in the network \cite{21}, with middleboxes being responsible for over 40\% of all major incidents in networks. Thus, one cannot ignore middleboxes when verifying network configurations.

However, middleboxes do not adhere to the simple forwarding model in routers. Many middleboxes have a \textit{mutable} datapath, in which the handling of a packet depends not just on immutable forwarding state, but also on the sequence of previously encountered packets (\emph{e.g.}, a firewall allows packets from a flow into a network only if it has previously seen an outgoing packet from that flow). This dependence on previously seen packets renders the datapath quite mutable (with state changing at packet timescales). This prevents the use of current verification techniques, because the control over packet behaviors is no longer centralized in the control plane, but can depend on the history of packets seen by each middlebox.

Thus, we must find a way to verify network behavior in the presence of middleboxes. The more complex forwarding model supported by middleboxes renders the network Turing-complete. Furthermore, since the forwarding behavior can depend arbitrarily on packet history, the verification technique must also cope with reasoning about a potentially unbounded state space. Thus, verification techniques that cope with middleboxes look much more like general program verification than the current generation of specialized network verification techniques. The next generation of network verification tools must address two main technical challenges:

\begin{itemize}
  \item How do we model these mutable datapaths so that verification is tractable?
  \item How can we feasibly analyze a network made up of these mutable datapaths?
\end{itemize}

We address these two challenges in the following sections, and then discuss how to formalize this approach and end by describing a set of open questions.

\section{How to Model Middleboxes?}

The natural approach for verifying mutable datapaths would be to apply standard program verification techniques to the code in each middlebox (and then extend this to the network as a whole, which is the problem we address in the next section). The practical problem with this approach is that middlebox code is typically proprietary, and any approach that relies on middlebox vendors releasing their code is doomed to fail. Moreover, there is a deeper conceptual problem with this approach. The invariants specified by network operators often use abstractions, such as user identity, host identity, application-type (of the traffic), and whether or not the traffic is “suspicious” (\emph{e.g.}, after deep packet inspection). In fact, recent efforts to build policy languages are built around a similar set of abstractions \cite{20}.
The correctness of these abstractions often cannot be fundamentally verified (e.g., a middlebox in the middle of the network cannot always know for sure which host the packet came from given the various forms of spoofing or relaying available) or even precisely defined (e.g., what is “suspicious” traffic?). Yet these abstractions are quite useful (and already widely used) in practice, and operators are willing to live with their approximations (e.g., various techniques can be used to limit spoofing so that in some contexts host identification can rely on IP or MAC addresses without great risk).

To allow reasoning in terms of high-level abstractions without worrying about the various approximations that go into their definition, we model middleboxes in two parts: a reasonably simple abstract model that captures the action of a middlebox in terms of high-level primitives and an oracle that is described by the set of abstractions it supports. The oracle maps packets to one or more abstract classes (e.g., this packet is from a Skype flow from host A and user X to host B and user Y), while the abstract model describes how the middlebox forwards packets belonging to different abstract classes (e.g., a middlebox might be configured to drop all suspicious packets, or only allow packets from host A to reach host B but no other hosts). For instance, for an IDS that identifies suspicious packets and forwards them to a scrubbing box, the oracle part of the model determines which packets are suspicious and the abstract model is what dictates that such packets are forwarded to a scrubbing box.

The oracles in different middleboxes may use very different techniques to implement these abstractions. While operators care about the quality of this mapping, the goal of our network verification approach is to check that a network configuration correctly enforces invariants assuming that the oracles are correct. Also, different oracles may support different sets of abstractions (e.g., some firewalls may be able to identify Skype traffic, and others not), and this would be described as part of the middlebox model.

In contrast, the abstract models are fairly generic in the sense that the abstract model of a firewall applies to most firewalls. The degree of detail in these abstract models depends on the invariants one wants to check. The basic network invariants of reachability and isolation only require that the abstract model describe the forwarding behavior (e.g., if and where each packet is forwarded). Our initial target is verifying these basic invariants, as these properties are by far the most important safety property provided by networks. If one wants to support performance-oriented invariants, then the abstract model must include timing information (e.g., what packet delays might occur), and other extensions are needed to consider invariants that address simultaneity (two properties always hold at the same time). For simplicity, we do not consider such extension here.

Separating middlebox models into an abstract model and an oracle has several advantages.

- It captures the fact that there are a limited number of middlebox “types”, with many implementations of each. The abstract model applies to all of these implementations (and is fairly simple in nature), and implementations mainly differ in the abstractions and features offered by the oracle. Thus, our verification approach – which asks whether invariants are enforced assuming the oracles are right – can be applied independent of the implementations.

- It differentiates between improvements in the oracle (e.g., adding new abstractions to recognize application types), which is what consumes the bulk of the development effort, and verifying correctness of the network configuration.

- It could change the vendor ecosystem by allowing (or requiring) vendors to provide the abstract model (and a description of which abstractions their oracle supports) along with their middlebox. Network operators could then perform verification, while vendors could keep their implementations private.
While it would be useful for vendors to verify that their code obeys the abstract model (using standard code verification methods), what makes this approach particularly appealing is that vendors and operators alike can enforce that the middleboxes obey the abstract model. The abstract models (and we have built several of them) are so simple that they execute much faster than the actual middlebox implementation, so one can run these abstract models in parallel and ensure that the middleboxes take no action that does not obey the abstract model.

3 Network-Wide Verification

Modeling individual middleboxes is only the first step; our ultimate goal is to verify network-wide invariants in a network containing middleboxes and routers. There are numerous technical challenges (such as how to deal with loops), but in this short position paper we focus on the most challenging one: how can we feasibly perform verification in very large networks (containing on the order of thousands of middleboxes and routers)? To see why this is hard, consider the case of an isolation invariant (packets from host A cannot reach host B) in a network with many middleboxes. Since middlebox behavior depends not just on their configuration but on the packet history they’ve seen (since their datapath is mutable), verifying that this invariant holds, even if we ignore the possibility of packet loops, involves checking that there is no sequence of packets – involving packets sent from anywhere in the network at any time – that includes a packet from host A reaching host B.

Without additional assumptions, this is not feasible as the forwarding of packets from host A to host B can arbitrarily depend on other hosts (e.g., on whether some other host C previously sent packets to another host D). However, the most common classes of middleboxes have an important property: the handling of a packet from host A to host B depends only on the sequence of packets (seen by the middlebox) between hosts A and B. That is, many mutable datapaths exhibit a useful kind of locality. For instance, in IP firewalls, the middlebox tracks established connections, and allows packets to pass if they are either explicitly permitted by policy or belong to an established connection. A connection between host A and B can only be established by host A and B. We therefore do not need to consider the actions of any other hosts in the network. We call middleboxes whose behavior for a pair of hosts depends only on the traffic sent between these hosts “RONO (Rest-Of-Network Oblivious) middleboxes”. See Section 5 for a formal definition of RONO. RONO is not a rare property; in fact, most middleboxes (including firewalls, WAN optimizers, load balancers, and others) are RONO. Moreover, one can verify whether a middlebox is RONO by statically analyzing its abstract model.

Note that in many practical cases, the composition of RONO middleboxes is also RONO. As a result, in a network containing only RONO middleboxes we can verify reachability properties on a small subset of the network (the path between two hosts) and these properties would equivalently hold in the context of the wider network. We have leveraged this fact to verify correctness of a network containing 30,000 middleboxes in under two minutes.

4 Common Myths about Networks and SDN Verification

We next highlight some common myths about SDN networks and contrast them with the reality of today’s networks.
Myth #1: SDN networks only have controllers and OpenFlow routers, with all complicated (particularly mutable) packet processing done at the controller. The early SDN literature [4, 16] showed examples where anything expressible using OpenFlow rules was pushed down to routers, while anything more complex was implemented in the controller. Complicated functionality included both complex processing that could not be performed at routers and simple tasks that required mutability (e.g., learning switches and stateful firewalls). However, doing this processing at the controller does not scale and, in reality, middleboxes are used to provide most of the processing functions not implementable on routers, and most routers provide some mutable behavior (e.g., learning switch).

Myth #2: Centralization, as provided by SDN, is what makes current network verification efforts possible. Centralization is neither necessary nor sufficient for network verification. Not necessary: Verification in a network with immutable datapaths only requires being able to access router forwarding state, and current commercial network verification efforts can do this in legacy networks by using commonly available commands to read this forwarding state. Not sufficient: Regardless of SDN, current network verification efforts cannot verify networks that have middleboxes with mutable datapaths (which describes almost all real networks).

Myth #3: Middleboxes are an aberration that will be eliminated by the rise of SDN. Quite the opposite is true. Not only are middleboxes here to stay, but SDN itself has been evolving to incorporate middleboxes [22]. Furthermore, recently there has been an effort to move middleboxes from dedicated hardware (which is time-consuming to deploy) into virtual machines that can be deployed on quicker timescales, on existing hardware, and at lower cost. This effort is generally described as NFV (network function virtualization), and has gained significant traction commercially (comparable to or exceeding that of SDN), and recent efforts at defining a common configuration language, e.g., Congress [20], treat middleboxes (virtualized or not) as first-class network citizens.

Myth #4: We should write all network code and configuration in declarative languages, because their use makes verification easy. In general, reasoning about declarative languages is undecidable [7]. It is true that verification is easy for declarative programs that do not use recursive rules (e.g., Congress [20] or NLOG programs), even in the presence of mutable states. But then, verification is equally easy for imperative programs (e.g., Python, Java, or C programs) that honor certain restrictions, e.g., do not use loops. So, in the end, it is unclear that declarative languages can make a practical difference in verification. Some argue that declarative programs are easier to read and debug, once a programmer gets used to them. On the other hand, their readability becomes questionable in the presence of side-effects.

Once one discards these myths, it becomes clear that network-verification efforts must directly confront the presence of mutable datapaths. While the approach described here may not be optimal, it is currently the only one that confronts the reality of today’s and tomorrow’s networks. It is time to take the next step in network verification.

5 Formalizing the Mutable Data Plane

The previous sections argued why a new approach to network verification is needed and briefly outlined what it might look like. In this section, we sketch a concrete way to formalize and prove interesting properties of networks of middleboxes.
DeMillo et al. [3] previously argued that specifying the desired behavior of a program (or network) is hard. Indeed, the lack of a precise specification is a major problem for program and network verification.

The primary function of networks is to allow hosts to communicate with each other. Reachability, the property that a certain class of packets sent from host $A$ can reach host $B$, and its converse, isolation, are fundamental to networks: all useful networks must satisfy some set of reachability properties and their verification is thus universally important. In the rest of this section we limit our discussion to Reachability invariants.

We formally state these invariants using temporal logic where we assume fairness, i.e., we assume any continuously enabled transition will eventually occur. First, we define two relations: $\text{Send}(n, p)$ indicating some network entity (node) $n$ sent a packet $p$ (at some time), and $\text{Recv}(n, p)$ indicating node $n$ received packet $p$. Given these relations any reachability property can be expressed in LTL (Linear Temporal Logic) as

$$\forall p \in \text{Packet}: \Box(\text{Send}(src, p) \land \text{Predicate}(p) \implies \Diamond(\text{Recv}(dest, p)))$$

This temporal logic statement says that a packet $p$ sent by $src$ which satisfies $\text{Predicate}$ is eventually received by $dest$. Similarly, isolation can be formally expressed by requiring that a packet sent by $src$, satisfying $\text{Predicate}$ is never received by $dest$:

$$\forall p \in \text{Packet}: \Box(\text{Send}(src, p) \land \text{Predicate}(p) \implies \Box(\neg \text{Recv}(dest, p)))$$

$\text{Predicate}$ in the definitions above is specified using the same abstractions used to specify network policies, i.e., either in terms of packet header fields (source, destination, etc.) or in terms of the abstraction provided by a middlebox oracle (§2). For example, a property saying no SSH traffic can reach a server $d$ can be expressed as

$$\forall s \in \text{Node}, p \in \text{Packet}: \Box(\text{Send}(s, p) \land \text{ssh}(p) \implies \Box(\neg \text{Recv}(d, p)))$$

(1)

where $\text{ssh}(p)$ returns true if an Oracle classifies the packet as belonging to an SSH connection. We reason about reachability and isolation properties assuming that the Oracles are correct. Verifying the isolation property in Equation (1) therefore requires answering the question: “assuming SSH traffic is correctly identified, can a packet belonging to an SSH connection reach $d$?”

As stated earlier, we model a middlebox as an oracle and a simple abstract model. The Oracle provides abstractions that are used to specify the properties being checked. We expect models for middleboxes (which include both an oracle and a generic model) to be specified using a constrained programming language. Listing 1 shows an example of such a specification for an intrusion detection system (IDS). The IDS oracle provides one abstraction, $\text{suspicious}$?, defined in the first line. The abstract model is defined in lines 4–9 and uses this abstraction. First we check to see if the packet is suspicious (the Oracle’s decision here
might be based on what packets it has seen previously), and drop the packet (line 6) or forward the packet (line 9) depending on the value returned by the Oracle.

Next, we develop abstract semantics for middleboxes. We use these to reason about general properties (such as composition) that apply to all middleboxes. Our semantic model is defined over a potentially infinite set of packets, \( P \). We augment packets to include information about their location (i.e., the middlebox or switch port). We also define the operator \( \doteq \), such that \( p_1 \doteq p_2 \) implies that packets \( p_1 \) and \( p_2 \) are identical except for their location. Finally, we use \( P^* \) to represent the set of all (potentially unbounded) sequence of packets. The abstract model middlebox \( m \) is a function \( m: P \times P^* \rightarrow 2^P \) which takes a packet \( p \in P \) and a history \( (h \in P^*) \) of all the packets that have previously been processed by \( m \) and produces a (possibly empty) set of packets \( m(p, h) \). Given this model a switch is a simple function for which \( m(p, h) = \{p\} \). Similarly a simple firewall, \( f \) (whose decision process is represented by \( \text{allowed} \) ) can be expressed as

\[
  f(p, h) = \begin{cases} 
  \{p'\} & \text{if } \text{allowed}(p, h) \\
  \{\} & \text{otherwise}.
\end{cases}
\]

Ideally, we would like to be able to reason about the network compositionally, i.e., the correctness of the network should follow from the correctness of smaller, simpler components. Compositional reasoning can reduce the cost of verification and enable incremental verification of changes in the network. Compositional reasoning also allows us to potentially verify invariants in much larger networks, both by allowing us to parallelize verification and by reducing the size of the problem that needs to be provided to the SMT solver. Compositional reasoning has been important for making verification tractable in other domains, for instance the use of rely-guarantees [15, 8], was important for enabling verification of concurrent programs.

We start by defining what it means to be able to compositionally verify a network. Let us define the union of two networks \( N_1 \) and \( N_2 \) in the natural way, i.e., \( N_1 \cup N_2 \) contains the union of all nodes and links in each of \( N_1 \) and \( N_2 \). Consider two networks: \( N_1 \), where property \( P_1 \) holds (represented as \( N_1 \models P_1 \)); and \( N_2 \), where property \( P_2 \) holds. We can compose the proofs for properties \( P_1 \) and \( P_2 \) if and only if both \( P_1 \) and \( P_2 \) hold for \( N_1 \cup N_2 \). For example, consider verifying the invariant “\( A \) and \( B \) cannot receive data from \( S \)” in network \( N \) in Figure 1. If compositional verification is possible for \( N \), then the property holds in \( N \) if and only if \( A \) cannot receive data from \( S \) in \( N_1 \), and \( B \) cannot receive data from \( S \) in \( N_2 \). More formally, we can verify properties \( P_1 \) and \( P_2 \) compositionally for network \( N \) if for any \( N_1 \subset N \) and \( N_2 \subset N \)

\[
  \frac{N_1 \models P_1 \quad N_2 \models P_2 \quad (N_1 \cup N_2) \models P_1 \land P_2}{\text{N.}}
\]

Generally, one cannot perform compositional verification of reachability properties. For instance, consider the example in Figure 1. The cache in this example records all requests to and the corresponding responses from \( S \). On receiving a new request, the cache checks to see if it has previously recorded a response for this request, in which case it returns the saved
As we find that composition of two RONO middleboxes might not be RONO. This shows that RONO is not closed under composition, packet history or a restriction, and the network is therefore not RONO, despite containing abstract semantics of the network are different depending on whether we consider the entire and duplicated so they are received by both.

A connection with firewall. However, when we remove this restriction, A packets, just RONO. However, the composition of these two middleboxes is not RONO. When we consider behavior of the stateful firewall is also hence trivially RONO according to Equation 2. The behavior of the stateful firewall is also RONO, i.e., RONO is not closed under composition. For example, consider the network in Figure 2. The firewall in this example is stateful and is configured to allow no communication between A and S1. Furthermore, the firewall configuration allow A and S2 to communicate, provided A establishes the connection, i.e., sends the first packet. The port mirror is configured to duplicate and send all packets received from the firewall to both S1 and S2. Beyond these policies, both the firewall and port mirror forward traffic as expected (i.e., they forward packets towards their intended destination). In this example, the port mirror is stateless, and hence trivially RONO according to Equation 2. The behavior of the stateful firewall is also RONO. However, the composition of these two middleboxes is not RONO. When we consider just S1 and A in isolation (Figure 2b), i.e., a case where S2 neither sends nor receives any packets, A and S1 cannot communicate, since all packets between them are dropped at the firewall. However, when we remove this restriction, i.e., allow S2 to send or receive packets, we find that A can in fact communicate with S1: S2 needs to first send a packet establishing a connection with A, any subsequent responses sent by A are allowed through the firewall, and duplicated so they are received by both S1 and S2. Therefore, it is simple to see that the abstract semantics of the network are different depending on whether we consider the entire packet history or a restriction, and the network is therefore not RONO, despite containing only RONO middleboxes. This shows that RONO is not closed under composition, i.e., the composition of two RONO middleboxes might not be RONO.
However, despite RONO not being closed under composition in general, we have found that many existing networks are in fact RONO, and are hence amenable to compositional verification. Further, given that operators frequently add new middleboxes to their network, and RONO networks are precisely those where such addition cannot disrupt unaffected parts of the network, we think that many existing network might, in fact, be RONO by design.

## 6 Some Open Problems in Network Verification

Finally, we present some open problems that we have encountered while looking at how to verify mutable dataplanes. This list is not exhaustive, but is rather an attempt to list the first set of hurdles that need to be crossed given this new network verification agenda.

**Decidability of Verification.** When processing a packet, a middlebox might access potentially unbounded state. This prevents the use of finite-state model checking, and other verification techniques are undecidable for general programs in this class. We are currently working on a limited programming language that is rich enough to specify many existing middleboxes and to enable verification of some interesting network properties, including reachability properties. What other network properties can be verified in a decidable manner remains an important open problem.

**Specification.** While we have provided some tools that allow us to specify and check reachability properties; extending this to other invariants, for example performance-based invariants is challenging. How middleboxes and properties are specified also has a huge impact on verification time and decidability. Therefore, it is crucial to pick specifications that are rich enough to permit operators to express interesting and useful properties, yet narrow enough to permit automated reasoning.

**Conditions for Compositional Verification.** We have found a set of sufficient conditions that allow compositional verification of networks. However, finding a set of necessary conditions remains an open problem. Necessary conditions allowing compositional verification are useful not just for the formal verification community, but might also provide important insights about how networks should be designed and configured.

**Correctness-Preserving Transformations.** It might be possible to extend some of our results on compositional reasoning to show that the addition of certain types of middleboxes can never affect some class of invariants. We know this is true for some middleboxes in reality, e.g., the addition of a stateless firewall can never affect an isolation invariant (though it might invalidate some reachability invariants). Developing a theory for when this holds might be useful in developing techniques to help simplify network changes.

**Verifying Parametric Topologies.** Some network topologies are parametric. For example, one can generate a fat-tree topology [1] for a given datacenter size. It is possible that we can leverage compositional verification techniques to verify properties independent of the parameter. This would both speed-up verification and perhaps provide insights into the kinds of networks that are easily evolvable.
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\textbf{Abstract}

With Mezzo, we set out to design a new, better programming language. In this modest document, we recount our adventure: what worked, and what did not; the decisions that appear in hindsight to have been good, and the design mistakes that cost us; the things that we are happy with in the end, and the frustrating aspects we wish we had handled better.
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\section{A word about Mezzo}

Mezzo is a programming language in the tradition of ML, whose type system incorporates a notion of ownership. The type system is close to separation logic: at each program point, a set of permissions describe what fragment of the heap “we” (the current procedure on the current thread) have access to and in what ways we can affect this fragment without violating what “others” (the callers of the current procedure on the current thread, as well as concurrently executing threads) assume about it. The type system of Mezzo has been mechanically proved sound \cite{4, 1}: well-typed Mezzo programs are memory-safe and data-race free. A comprehensive paper about Mezzo is in submission \cite{2}; bold and daring readers may also wish to read the second author’s thesis \cite{15}.

Mezzo enables new programming patterns: thanks to its powerful ownership discipline, type-changing updates are permitted. This yields great flexibility: for instance, typestate, which is usually expressed using extra predicates that refine types \cite{6}, is now seen as a particular case of type-changing updates. Furthermore, a combination of singleton types and structural types allows the type system to track local aliasing relations. To keep the complexity of the type system under control, we deliberately do not support certain advanced ownership disciplines (such as static regions with multi-focusing; fractional permissions; etc.). In order to partially make up for the lack of these advanced features, we encourage the programmer to rely on dynamic tests when dealing with complex aliasing of mutable data.

To that effect, Mezzo provides a novel adoption/abandon mechanism that allows a dynamic test to yield a static permission. Mezzo also provides locks, which are another dynamic mechanism for (temporarily) obtaining a static permission. In practice, adoption/abandon and locks are typically used in concert.

Mezzo does not just live on paper: one very explicit goal was to design a language for programmers, not just a stack of Greek symbols in a conference paper. To that effect, we split

\textsuperscript{*} The work covered in this paper was carried out while at INRIA.
the language in several layers (one for the programmer, a lower-level one for the type-checker, and a kernel one for the proof of soundness). Furthermore, we designed type inference algorithms and wrote an implementation, which can be tried out online [16]. Finally, the Mezzo repository [14] contains several thousand lines of examples, made up mostly of data structures and algorithms.

2 Some fundamental design decisions

The Mezzo project started with the PhD of the second author, whose title was “towards better static control of side-effects”. Our first decision was to design a new language, rather than build upon an existing one. A related decision was to focus exclusively on the surface language and on its type system. After type erasure, Mezzo is essentially a subset of OCaml, so a (well-typed) Mezzo program can be compiled and executed by translation to untyped OCaml (i.e., OCaml with unsafe type casts).

Starting afresh offers many benefits. The feature set of a fresh language is minimal. We did not have to adapt our type discipline to deal with objects, modules, or GADTs, to cite only a few of OCaml’s features. The implementation of a fresh language is simple: we did not have to implement Mezzo’s type-checker as an extension of OCaml’s type-checker, which would have been technically very difficult. The design of a fresh language can be radical: we did not have to retain compatibility with an existing code base. In fact, we were at liberty to deeply alter the way programmers think about types. Instead of viewing types as descriptive (and unalterable), we incorporate ideas from separation logic, we think of types as descriptive and prescriptive at the same time (and allow them to change as the program runs). Thus, we must abandon Hindley-Milner type inference, and replace it with a type-checking and type inference algorithm which in many ways resembles forward symbolic execution [5] and abstract interpretation.

Focusing on a functional core influenced the design of the language. In Mezzo, algebraic data types are fundamental. They can express state change, temporarily broken invariants, refined predicates, aliasing relationships... Had we chosen to construct an object-oriented language, the core building blocks of the language would have been objects instead.

Starting anew also has several drawbacks. Perhaps the biggest one is the absence of a conversion path from OCaml to Mezzo. Even though untyped Mezzo is (a subset of) untyped OCaml, there is no gradual way of porting a program from OCaml to Mezzo: the entire program must be altered so as to abide by Mezzo’s type discipline. Furthermore, we do not have a good way of allowing interoperability between OCaml and Mezzo. Although the function type and the ref type in OCaml and in Mezzo look superficially similar, they have different meaning: it is unsafe to naively let a mutable object (or a function that accesses a mutable object) cross the boundary. Perhaps one could restore safety by inserting dynamic checks at the boundary; this seems nontrivial and was left as future work.

For a research project that lacks the resources to go mainstream, the lack of interoperability is perhaps tolerable. We do feel, however, that providing a conversion path would have helped us write more examples and receive more user feedback. New programming languages that aim at seizing a market share do deal with interoperability: TypeScript has “definitions” for adding a typed interface on top of existing JavaScript code; Rust can be made ABI-compatible with C libraries, as long as suitable Rust types are provided for C functions.
3 Growing the language

One of our starting points was theoretical work by Charguéraud and by the first author [7]. We originally focused on the type system of a core language, leaving the design of a surface language to a later stage. This approach turned out to be flawed. Lacking any impetus from sample programs, we had a hard time figuring out where to push the design of the core language. Lacking any connection with the surface, we had an even harder time figuring out how inference could possibly work. We ended up entangled in technicalities and unable to form a grander vision of where we should go.

Things improved when we decided to drop this approach and instead work on the surface language first. One of the best steps we took at this point was to write several sample programs, even before the language existed. Designing a new language is a broad, ill-defined task. Writing fictitious programs, finding out exactly how we would like them to look and feel, and understanding what guarantees we would like the type system to provide, proved highly beneficial. This activity allowed us to understand early on that some of the features that we had in mind (such as static regions) were not practical; it also allowed us to imagine several novel features, such as adoption/abandon, a more flexible replacement for static regions.

3.1 Syntax, syntax, syntax

We spent a surprising amount of time working out the details of the syntax. This may seem futile; yet, a concise and natural syntax is a requisite for wide adoption, and a sign that the underlying concepts are simple.

Consider the type of the list \texttt{length} function. This type must express that the caller loses ownership of the list while the \texttt{length} function operates over it and, once the function returns, the caller regains ownership. Here is what this type looks like in the internal language of the type-checker:

$$\forall (a : \text{type}), \forall (l : \text{value}), (= l \mid l @ \text{list } a) \rightarrow (\text{int} \mid l @ \text{list } a)$$

Thanks to our syntactic sugar, the user simply writes:

\texttt{val length: [a] list a -> int}

This simplification is obtained in two steps. First, in the surface syntax, we adopt the convention that a permission that appears in the domain of a function type also appears (implicitly) in its codomain. This means that \texttt{l @ list a} can be omitted in the right-hand side of the arrow. Second, because the right-hand side no longer refers to the name \texttt{l}, it is no longer necessary to introduce this name. The universal quantification over \texttt{l} disappears, and the left-hand side of the arrow becomes just \texttt{list a}.

In contrast, the type of list concatenation must express the fact that this function consumes the ownership of its two arguments. In the surface syntax, this can be done in any one of the following ways:

\texttt{val append: [a] (consumes (list a, list a)) -> list a}
\texttt{val append: [a] (consumes list a, consumes list a) -> list a}
\texttt{val append: [a] (consumes xs: list a, consumes ys: list a) -> zs: list a}

To allow the user to express fine-grained control over which arguments are lost and which are preserved, the \texttt{consumes} annotation can be nested arbitrarily deep within structural
(tuple and data) types. The carefully-chosen convention that “permissions are preserved unless otherwise specified” has proven, in our experience, to save a lot of annotations.

Our last example is the \texttt{iter} function on lists. Its type differs from its classic OCaml counterpart in that the client function \texttt{f} may impose a type-changing update on the list elements. This type illustrates the flexibility of the \texttt{consumes} keyword: here, the permission for \texttt{xs} is consumed, while the permission for \texttt{f} is preserved. This type also illustrates a situation where the function’s codomain \((\text{\texttt{xs \& list \texttt{b}}})\) refers to \texttt{xs}, a name for the first component of the function’s argument. This exploits the “name introduction” construct \texttt{x: \texttt{a}}, which again can be nested at arbitrary depth within a structural type.

\begin{verbatim}
val iter : [a, b] (consumes xs: list a, f: (consumes x: a) \rightarrow (| x \& b)) \rightarrow (| xs \& list b)
\end{verbatim}

The type of \texttt{f} says: “Give me exclusive control over my argument \texttt{x} at type \texttt{a}. I will return to you a unit value, along with exclusive control of \texttt{x}, now at type \texttt{b}”. The type of \texttt{iter} has a similar reading: it requires unique ownership of \texttt{xs} at type \texttt{list a} and returns unique ownership of \texttt{xs} at type \texttt{list b}.

We did not come up with this all at once, naturally. Our functions initially took multiple arguments. While trying to work out the translation of our conventions for function types into more atomic constructs, we realized that we could replace multiple-argument functions with single-argument functions and simplify the whole translation process. The functions \texttt{append} and \texttt{iter} above expect just one argument, which is a pair. This view is made possible by the fact that the \texttt{consumes} annotation and the name introduction construct \texttt{xs: ...} can appear inside a structural type. This design simplified the translation from surface syntax to internal syntax, made the surface syntax more regular, and augmented the expressive power of our function and structural types.

Incidentally, the tuple type \((x: \texttt{t}, y: \texttt{u})\) is not a primitive dependent tuple. It is an ordinary tuple whose components contain name introduction constructs. It is desugared using existential quantification and singleton types. The desugaring is symmetric, so both \texttt{t} and \texttt{u} may refer to both \texttt{x} and \texttt{y}. There is no left-to-right bias.

### 3.2 Algebraic data types are central

One thing that we believe is a strength of our type system is the unified vision of structure and ownership that it provides. For instance, we do not need to distinguish a type environment and a state environment that would store information such as “this list cell is uninitialized” or “this cell is initialized and will no longer be mutated”. Instead, everything is expressed in the type. A typical way to encode state information about a memory block is to exploit algebraic data types, as follows.

\begin{verbatim}
data mutable cell =
  Cell { head: (); tail: () }
data list a =
  Cons { head: a; tail: list a } | Nil
\end{verbatim}

\begin{verbatim}
val () =
  let x = Cell { head = (); tail = () } in
  (* x is uninitialized and has type: Cell { head: (); tail: () } *)
\end{verbatim}
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x.head <- 0;
x.tail <- Nil;

(* x has been mutated and has type: Cell { head: int; tail: Nil } *)
tag of x <- Cons;

(* x has been frozen and has type: Cons { head: int; tail: Nil } *)

(* which may be folded back to: Cons { head: int; tail: list int } *)

(* which may be folded back to: list int *)

Structural types provide a natural, integrated mechanism for tracking the state of a memory block, via its tag, or data constructor. By referring to the data type definitions, the type-checker knows that a memory block whose type is Cell { ... } is mutable (and uniquely owned), while a memory block whose type is Cons { ... } is immutable (and shared). In a structural type, the types of the fields are arbitrary: they need not match the types that appear in the data type definition. However, a structural type can be folded back to a nominal type, as in the last line above, only if the types of the fields do match the definition.

The above example shows a variety of features that we believe are novel. (1) We conflate products and sums in data type definitions. This comes at no runtime cost (in the OCaml heap, every block carries a tag anyway) and in our experience improves readability. (In contrast, OCaml does not allow naming the arguments of a data constructor.) (2) The tag update instruction adds a little bit of low-level expressive power (at the surface level, OCaml does not allow mutating the tag of a memory block). (3) Furthermore, as shown above, tag update can express freezing: by definition, the tag Cell implies mutability, while the tag Cons implies immutability. (4) Structural types allow keeping precise track of field updates: the type of a field can change at every update. This is sound because mutable memory blocks are uniquely owned. (5) A match construct refines a nominal type to a structural type, henceforth allowing field access. For instance, if xs has type list t, then a Mezzo programmer may choose to write:

```
match xs with Cons -> f xs.tail | Nil -> ... end
```

In contrast, an OCaml programmer would have to bind the tail of xs to a fresh variable as part of the pattern: match xs with Cons (_, tail) -> f tail | Nil -> ... end. In Mezzo, both styles are permitted.

Separation logic [17] and alias types [18] have shown that it is important to keep track of must-alias relationships in order to get an accurate description of the heap. Consider a variable x which has type Cons { head: a; tail: list a }. If one reads the head field by writing let y = x.head in ..., who “owns” the first list element at type a? Is it still owned by x, so to speak, or is it now owned by y? Rather than introduce a concept of “data type with a hole in it”, or a concept of “borrowing”, we choose to rely on singleton types. A singleton type =x has only one inhabitant, namely x itself. In the above situation, the Mezzo type-checker automatically introduces two auxiliary names h and t and makes the following statements:

```
x @ Cons { head: =h; tail: =t }
h @ a
t @ list a
```

Then, upon finding the definition of y, the type-checker adds the statement that y has type =h, which one may write either y @ =h or in the form of an equation:

```
y = h
```
The above four statements, or permissions, imply that \( x.\text{head} \) and \( y \) are aliases and can be used interchangeably. Furthermore, permissions are ownership assertions. The permission \( h @ a \) represents the ownership of a heap fragment whose root is \( h \) and whose extent is described by the type \( a \). Similarly, \( t @ \text{list } a \) represents the ownership of a heap fragment rooted at \( t \). Because a singleton type implies no ownership, the equation \( y = h \) claims no ownership. For the same reason, the permission \( x @ \text{Cons } \{ \text{head} = h; \text{tail} = t \} \) represents the ownership of just one block of memory, at address \( x \), and describes its contents in an exact way. In short, types and permissions have both layout and ownership readings.

All of this shows that structural types and singleton types are central concepts in Mezzo: together they convey not only shape information (“\( x \) is the address of a \texttt{Cons} cell”), but also must-alias information (“its head is \( h \)”) and ownership information (“we own the memory block at address \( x \)”). Naturally, these ideas are inspired by Alias Types [18] and by Separation Logic [17]. We mesh them with algebraic data types, so that they integrate well with the language and allow expressing a variety of key programming patterns in a natural way.

For this approach to work, the system must have rules to decompose and recompose types, so as to switch back and forth between a coarser view where “\( x \) has type \texttt{list } a \)” and a lower-level, finer-grained description in terms of singleton types. Furthermore, the type-checker must be able to transparently apply these rules whenever necessary. During the implementation of the type-checker, we found this a challenge.

### 3.3 Ownership is central

Mezzo must support type-changing updates, not only because we are interested in typestate-checking as a high-level goal, but also because (as shown above) the manner in which we exploit singleton types essentially leads every update to be a type-changing update. However, a strong update is sound only if the modified object is uniquely owned. Therefore, an ownership discipline is required.

Turning this argument around, one may accept ownership as the primary concept, and view mutability as a consequence of it. Because we have exclusive access to a memory area, it is safe to change its contents in an arbitrary way. This cannot break what others assume about this area, because in fact they cannot assume anything about it; and this cannot cause a race condition, because they cannot access this area. It seems like this point of view is shared within the Rust project [11].

One way of understanding ownership is in terms of permissions. “We” are granted the right to perform certain operations (“we own this data structure exclusively, hence we may read and write it”) whereas “others” are denied the right to perform certain operations (“we own this block exclusively, hence others cannot read or write it”). Another way of understanding ownership is in terms of knowledge. Exclusive ownership of a data structure means “we” know that this data structure exists, whereas “others” don’t; shared ownership means “we” know about this data structure and “others” may know about it too. Naturally, the two views are dual, and either of them defines the other. If one thinks primarily in terms of permissions, then our “knowledge” is whatever assertion is stable in the face of permitted interference by others. Conversely, if one thinks primarily in terms of knowledge, then we have “permission” to perform whatever action preserves the knowledge of others. This dual understanding of ownership is reminiscent of rely-guarantee [10]. The classic type disciplines of C, Java, OCaml, etc., are a special case where every object is considered potentially shared and (as a consequence) every update must be type-preserving.

Anecdotal evidence suggests that ownership is a good concept for users, as it helps them have a mental model of what’s legal and what’s not, of what may happen and what may not
happen, but also for language designers, as it helps figure out at an intuitive level whether a proposed typing rule makes sense in terms of ownership. One such mechanism is adoption and abandon.

3.4 Flexible ownership via adoption and abandon

Adoption/abandon works, in essence, as follows. If one owns an object $x$ at type $t$, one may relinquish ownership of $x$ and give it to an adopter $y$. One can think of $y$ as maintaining a runtime list of its adoptees, which it owns. (Our implementation uses a more efficient scheme, where an adoptee points to its adopter). Adoption consumes the unique permission $x \& t$: the type system no longer keeps individual track of $x$. (It also consumes $x \& \text{unadopted}$: this guarantees that every object has at most one adopter, a condition that our implementation scheme requires.) Instead, the aggregate permission $y \& \text{adopts } t$ represents the ownership of all adoptees of $y$ as a group. While $x$ is adopted, it no longer has type $t$. Still, it has type $\text{adoptable}$, which means it is a valid address. The address $x$ can be copied without restriction: this allows mutable data to become aliased, and still remain usable, as described now. When one wishes to regain ownership of $x$, one may attempt to take $x$ from $y$. This operation checks, at runtime, that $x$ currently appears in the list of adoptees of $y$, and takes it out of this list. This yields the permissions $x \& t$ and $x \& \text{unadopted}$ again. The point of the runtime check is to prevent the duplication of these permissions.

<table>
<thead>
<tr>
<th>$x$ has type</th>
<th>We know that...</th>
<th>Others know that...</th>
<th>mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>adoptable</td>
<td>$x$ is a valid heap address</td>
<td>$x$ is a valid heap address</td>
<td>duplicable</td>
</tr>
<tr>
<td>unadopted</td>
<td>$x$ is a valid heap address</td>
<td>$x$ is a valid heap address</td>
<td>affine</td>
</tr>
<tr>
<td>adopt t</td>
<td>$x$ is not currently adopted</td>
<td>$x$ has type $t$</td>
<td>affine</td>
</tr>
</tbody>
</table>

The ownership hierarchy was, initially, a purely static concept that was expressed in the types. Adoption and abandon allow part of this hierarchy to exist (and to be queried and modified) at runtime. The give and take operations allow move between the static and dynamic regimes of ownership.

This mechanism is perhaps one of the main contributions of Mezzo: it provides an escape hatch out of the purely static discipline. This allowed us to keep the type system relatively simple. If we had tried to statically keep track of complex ownership patterns, we would have exceeded our complexity budget.

Throughout the course of the Mezzo project, we had to navigate between two conflicting goals. On the one hand, we wanted a language that was more than a research project. For instance, a traditional affine (or linear) type system is not expressive enough for real-world programming: we had to allow, one way or another, a certain degree of aliasing. On the other hand, we wanted the system to remain usable by (skilled) programmers: we had to reject proposed features of the type system that we deemed too technical. Abandon and adoption was judged a good compromise.

3.5 Beyond duplicable versus affine?

The various modes of ownership were the topic of much discussion. For simplicity, Mezzo as it stands distinguishes only two modes, or two kinds of permissions, namely duplicable (i.e., shared) permissions and affine (i.e., non-duplicable, or exclusive) permissions. A duplicable permission can be viewed as affine; the converse is not permitted. Every permission is in fact affine.
One may think of classifying types using kinds, where a kind is “duplicable” or “affine”. However, in order to type-check list length, one would then need kind polymorphism:

\[
\text{val length: } \forall \kappa, \forall (\alpha : \kappa), \forall (l : \text{value}), (=l \mid l @ \text{list} a) \rightarrow ...
\]

This additional layer of quantification seems too much of a burden. We prefer to view modes as predicates over types, much like type classes. Thus, the user can explicitly request that a type satisfy a certain mode:

\[
\text{val } f: [a] \text{ duplicable } a \Rightarrow (x : a) \rightarrow ...
\]

\[
\text{val } g: [a] \text{ affine } a \Rightarrow (x : a) \rightarrow ...
\]

Because every type is affine, the constraint affine a can in fact be omitted. This gives rise to concise types in many situations.

In theory, one could add other modes, such as “linear”. Viewing an affine permission as linear would be permitted; the converse would be forbidden. In principle, this could help programmers ensure that resources (e.g., file descriptors) are properly freed. In practice, though, this would make the system more verbose: the constraint affine a would no longer be a tautology and might have to appear in many places. Furthermore, in order to prove a “complete collection” theorem (i.e., a linear object is never lost), one would have to impose a restriction: a resource guarded by a lock must be affine. (This is necessary because locks are never de-allocated.) This makes the idea less attractive: for instance, a lock cannot guard a file descriptor. Furthermore, even if “complete collection” holds, in practice, it seems that there are still (admittedly contrived) ways of getting rid of a linear object without properly freeing it; e.g., by converting it to the existential type \(\{a\} (a \mid \text{linear} a)\) and “giving” it to a “black hole” adopter that one threads through the entire program. For all these reasons, we left the exploration of “linear” (and other modes) to future work.

4 Looking at some code

Some programs can be expressed in a palatable manner using Mezzo. This is less true of some other programs. While there is no theorem classifying easy-to-write and hard-to-write programs, we have a few examples that are representative of the typical experience of writing Mezzo code.

4.1 Example #1: one-shot functions

A programming pattern that pops up quite often is that of “one-shot functions”. Also known as linear arrows, these functions may only be called once. In Mezzo, by default, a function can only capture duplicable permissions, and is itself duplicable. Therefore, every Mezzo function may be called as many times as one wishes, provided of course that the caller is able to supply the permissions that this function requires. Nevertheless, one can simulate a one-shot function in Mezzo, as follows.

\[
\text{alias osf a b } = \{p : \text{perm}\} (((\text{consumes} (a \mid p)) \rightarrow b) \mid p)
\]

\[
\text{val promote [a, b, p: perm] (f: (\text{consumes} (a \mid p)) \rightarrow b \mid \text{consumes} p) :}
\]

\[
(\mid f \circ \text{osf a b} ) = ()
\]

A one-shot function of a to b (where a and b are types) is a package of a function of a | p to b along with a single copy of p, where p is an opaque permission. That is, in order
to invoke this function, one must supply not only an actual argument of type \(a\), but also the permission \(p\). Because \(p\) is existentially quantified (as indicated by the curly brackets), it is regarded as affine: that is, it cannot be duplicated. Because the first invocation of the function consumes \(p\), any further invocation is forbidden. Thus, a function of type \(\text{osf} \ a \ b\) may be called at most once.

Creating a one-shot function should incur no run-time penalty. One can either use the \texttt{promote} function above, whose net effect is to perform an existential packing, and assume that the compiler will get rid of what is actually a no-op; or, one can write a \texttt{pack} instruction that bypasses the function call and performs the existential packing directly.

This encoding of one-shot functions may seem heavy, and the reader may wonder whether one could instead view affine functions as a primitive notion. We note that our approach is more general, as it allows encoding other related concepts, such as an affine choice between two functions, e.g., “you may invoke either the success continuation or the failure continuation, but only one of them, and at most once”.

The version of the one-shot function above takes and returns a run-time argument. We can define a restricted version of one-shot functions that only operates over permissions. The type below implements the “magic wand” of separation logic, written \(p \rightarrow q\).

\[
\text{alias wand} \ (\text{pre}: \text{perm}) \ (\text{post}: \text{perm}) = \text{osf} \ (|\text{pre}) \ (|\text{post})
\]

In this restricted version, the function takes and returns at run-time the unit value, but statically transforms the permission \(\text{pre}\) passed along with the argument into \(\text{post}\).

These programming patterns would qualify as “easy to express” in \textit{Mezzo}. They do sometimes require annotations, which can be made cumbersome by the fact that we need a \texttt{let flex} construct to refer to anonymous, existentially-quantified variables. That being said, we’ve been happy that these can be defined in the language, and don’t have to be built-in features.

### 4.2 Example #2: strong updates

Code that performs strong updates is, in general, well-suited to the static discipline of \textit{Mezzo}. A representative example is our implementation of “futures” (also known as “promises”, or suspended computations).

A suspended computation works as follows: we allocate a mutable reference in the heap; we evaluate the computation and write its result into the reference; we \texttt{freeze} the reference (make it immutable) to express the fact that no further mutations shall occur.

In its initial state, a suspension is thus a standard \textit{Mezzo} reference, defined as follows.

\[
\text{data mutable ref} \ a = \ \\
\quad \text{Ref} \ {\ contents: \ a } \\
\]

By performing a tag-update from \texttt{Ref} to \texttt{R} we can freeze a suspension into its final state, that is, into a \texttt{result} \(a\).

\[
\text{data result} \ a = \ \\
\quad \text{R} \ {\ result: \ a } \\
\]

(From a more general perspective, tag mutations in \textit{Mezzo} allow checking more invariants, as our type system is able to statically track this “freezing” pattern, where a data structure starts mutable, then is made immutable.)
There is a catch, however: we initially allocate a *mutable* reference, which is *affine*, hence not shareable. We do want to share it, however, as multiple clients will want to wait for the computation to finish in the background. We thus define the type `future a`. It is duplicable; this is the type the client manipulates, and that we export as `abstract future a` in the module’s interface.

```plaintext
alias future a = (s: unknown, lock (s @ result a))
```

The type definition above is relatively concise: thanks to our binding rules, the name `s` may appear anywhere in the tuple. Quite surprisingly, the lock protects a duplicable permission, which may seem counter-intuitive. One way to intuitively understand the type `future a` is to think of it as a promise that, by the time the client acquires the lock, the reference will be frozen with the result of the computation.

The permission `s @ result a` is, naturally, not available initially; actually, we use the lock as a semaphore, as the code sample below demonstrates.

```plaintext
(* Creating a future from a one-shot function \([k]\). *)
val new [a] duplicable a => (consumes k: osf () a) : future a =
  (* The suspension starts out as a reference, *
   * whose contents does not matter. *)
  let s = newref () in
  (* The lock is created in the \([locked]\) state; the permission *
   * \([s @ result a]\) is *not* available yet! *)
  let l : (l: lock (s @ result a) | l @ locked) = new_locked () in
  (* The computation that is spawned in the background. *)
  let compute (| consumes (k @ osf () a * s @ ref () * l @ locked)) : () =
    s := k();
    (* Turn \([s @ Ref \{ contents: () \}]\) into \([s @ R \{ result: a \}]\), that is, *
     * into \([s @ result a]\). *)
    tag of s <- R;
    (* We can now release the lock for the first time. *)
    release l
  in
  (* Concurrently compute and return the future: *)
  spawn compute; (s, l)
```

Reading the result of the computation is then a mere matter of acquiring the lock; the first read will occur after the transition of the “semaphore” from a reference to a `result a`.

This flavor of programming, where a uniquely-owned data structure is mutated, then frozen, tends to work well in *Mezzo*. We have some flagship examples on lists: we can define tail-recursive versions of `map` and `concat`, where a new list cell is temporarily mutable, and is frozen (i.e., becomes immutable) once it has been fully initialized.

We also have the example of lazy thunks, where a combination of subtyping witnesses and existential quantification allows implementing thunks in *Mezzo* while ensuring that the type `lazy a` is covariant.\(^1\)

We agree that the suspensions example is somewhat technical; it seems to us, though, that it is still a strength of *Mezzo* that we can explain these precise mutations and ownership

---

\(^1\) Unlike suspensions, the details are truly technical; the curious reader can read the `stdlib/lazy.mz` file in the source repository; it is heavily commented.
transfers within the type system. Doing the same in ML would require unsafe casts or heavy run-time checks.

4.3 Example #3: mutable trees

Another kind of code that we have found to work well in Mezzo is imperative code without aliasing. Our implementation of mutable balanced binary search trees is representative of that class of programs, which in general includes all list-like and tree-like mutable data structures.

Our module for mutable trees represents about a thousand lines of Mezzo code. It adapts OCaml’s tree library so as to allow in-place mutation. It does not use adoption/abandon.

```haskell
data tree k a =
    | Empty
    | mutable Node {
        left: tree k a; key: k; value: a; right: tree k a; height: int
    }
```

We never mutate the `Empty` constructor; therefore, only the `Node` constructor needs to be mutable. Allowing `Empty` to remain immutable allows one to allocate a single value and use it subsequently in all places where an `Empty` constructor is required, thus acting like a null pointer.

The tree module features several internal functions; an interesting one is the function that re-balances a tree.

```haskell
val bal: [k, a] (consumes t: Node {
    left: tree k a; key: k; value: a; right: tree k a; height: unknown
}) -> tree k a
```

This function type is interesting in several ways. First, it demands that the argument `t` be not just a `tree k a`, but specifically a `Node`. This kind of pre-condition would be expressed in OCaml as a comment; Mezzo enforces it via the static type-checking discipline. This pattern is one that we’ve come to use frequently.

Second, because the function writes the `height` field but does not read it, it does not need any hypothesis about the type of this field. We therefore document in the function type that the function will not read the `height` field.

Most of the functions in this module require a comparison function. Rather than requiring the user to provide a comparison function for each call to, say, `find`, we defined a new dependent type that bolts a specific comparison function onto the tree type.

```haskell
data mutable treeMap k (cmp : value) a =
    TreeMap { tree: tree k a; cmp | cmp @ (k, k) -> int }
```

This is not a radically new theoretical feature, but rather another programming pattern that we have found convenient in many situations. In OCaml, one would either risk mixing a tree with an unrelated comparison function, or one would have to use functors. Mezzo offers a more light-weight mechanism for that.
4.4 Example #4: borrowing

Borrowing is a term that covers multiple issues. Let us tackle a specific one: assigning a type to the find function for lists. This raises a difficulty in terms of ownership: because find returns a pointer to a list element, it duplicates this element. (That is, the element is now accessible both via the list and as the result of find.) Hence, find must be restricted to lists of duplicable elements. How can one work around this restriction?

A higher-order version of find can be easily written, where the caller passes a function that describes what to do once the element is found.

\[
\text{val find: } [a] (\text{xs: list a, pred: a }\rightarrow\text{ bool, f: (x: a }\rightarrow\text{ ()}) \rightarrow ()
\]

This is not satisfactory, however, because it requires the user to change the control-flow. What we would like is for the caller to get a pointer into the list, and make sure the list is invalidated as long as the caller holds a pointer to the element. Thus, the element would be temporarily “borrowed” from the list.

The good news is, this ownership pattern can be expressed in Mezzo. The bad news is, it requires crafting some “ninja” Mezzo code that is outside the reach of a casual user. The signature of such a find function is as follows, where we reuse the wand type we saw earlier:

\[
\text{alias focused a (post: perm) = (x: a, w: wand (x @ a) post)}
\]

\[
\text{val rec find: } [a] (\text{consumes xs: list a, pred: a }\rightarrow\text{ bool)} \rightarrow \text{either}
\]

\[
(\mid \text{xs @ list a})
\]

\[
(\text{focused a (xs @ list a)})
\]

The focused type describes the pair of an element, along with a wand that consumes the element, in exchange for a certain permission post.

The find function consumes ownership of the list, and either returns it immediately, meaning that the element was not found, or returns a focused element that, once “surrendered”, grants ownership of the original list again. This signature hence expresses faithfully the protocol for ownership transfer that we outlined earlier.

Quite regrettably, the implementation of find is fairly difficult to comprehend, and proper explanations are outside the scope of this paper (they can be found in our journal paper [3]). Let us just mention briefly some ingredients:

- the identity function serves as the implementation of the magic-wand – in other words, we abuse a function that does nothing at run-time to encode invariants in the type system, for lack of ghost code;
- the inference engine of Mezzo cannot figure out how to synthesize the “magic wand” – therefore, the user must perform a manual pack instruction and provide the existential witness;
- in order do so, the user must be able to name the type variables that are automatically introduced by the type-checker when it “auto-unpacks” an existentially quantified type or permission. Currently, this is done by using a let flex construct which allows naming a
type variable after has been introduced. Using this construct requires a rather low-level understanding of the type-checker.

Similar, if only greater difficulties are the heart of our work on iterators [9].

This latter example certainly falls in the category of programs that are harder to express in Mezzo than they ought to be. In the current state of things, we do not know how to make these programs with complex ownership protocols easier to write in Mezzo. There is, of course, the option of restricting find to duplicable elements. This may sound like a very special use-case, but in Mezzo, one can always convert affine elements to duplicable ones, using adoption/abandon:

- define a global adopter object,
- initially give all elements to the adopter,
- manipulate elements of type dynamic (duplicable),
- wrap every access to an element with a pair of take and give.

Therefore, a container of non-duplicable elements can always be viewed as a pair of a container of duplicable elements (adoptees) and an adopter. This is not satisfactory, though: the use of adoption/abandon is never desirable as it has a runtime cost and introduces a possibility of failures.

Taking a step back, other programming patterns are certainly hard to express in Mezzo, and if we were to extend the type system with more ad-hoc rules, we would certainly consider extra candidates. For instance, taking an immutable pointer to a mutable block (C++’s const modifier) is currently not supported by Mezzo; the right way to support this would certainly be fractional permissions.

5 Difficulties revealed by the implementation

Implementing Mezzo proved remarkably beneficial. This task allowed us to confirm and strengthen our basic intuitions about the type discipline. At the same time, it revealed many difficult problems that we initially did not clearly anticipate.

One particularly thorny issue is the “merge problem”. Consider a match expression where x has type Nil at the end of one branch, and has type Cons { head = h; tail: Nil } at the end of the other branch, where h has type a. What is the type of x after the match expression? list a seems a natural answer. A closer look, though, shows that list (=h) is also a valid answer, although most certainly not the one the user had in mind! The problem becomes even more difficult in the presence of exclusively-owned data, and admits no principal solution in the general case.

Another thorny issue is inference of polymorphic instantiations. Suppose x has type Cons { head = h; tail: Nil } and h has type a. If one calls identity x, then the type-checker tries to infer a polymorphic instantiation. Several alternatives arise: list a, of course, but also Cons { head = h; tail: Nil }, Cons { head: a; tail: Nil }, and other variations, including the singleton type =x and the “top” type {a} a. Here, the final decision is innocuous: the identity function, after all, returns the ownership to the caller, so regardless of the instantiation choice, all is well. One can easily imagine non-trivial cases where the decision has dramatic consequences on the rest of the type-checking process.

As we saw, Mezzo can express “one-shot functions”. This is nice, and can be extended to describe more complex situations, such as a one-off choice between several functions, or a function whose type changes after every call. Unfortunately, after a one-shot function has been called, its type lingers. The function still has type (a | consumes p) -> b, for some
opaque permission \( p \), and the type-checker cannot see that this makes the function useless. More generally, a function may have multiple types. Mezzo can express intersection types: one can easily state that \( x \) has type \( t \) and type \( u \). Intersection types can sometimes, but not always, be simplified. In particular, at a call site, if the function happens to have several types, it is not easy for the type-checker to determine which one applies; in fact, several of them could apply, and the choice could have consequences down the road!

Our work on iterators [9] stumbles upon all of the above difficulties. To summarize our current position: the type system is in theory remarkably powerful and regular, and can (at least in some cases) express complex protocols of ownership transfer. In practice, however, using the system requires a great deal of expertise and a non-trivial amount of annotations.

After all, this is not surprising: the Mezzo type-checker needs to somehow perform type inference in System F (a subset of Mezzo!), decide entailment in separation logic, and solve the frame inference problem (at function call sites). These problems are hard or undecidable. The problem is possibly made harder by the presence of (contravariant) function types, which are absent in first-order separation logics.

### 5.1 The state of the implementation

Our current implementation relies on heuristics and limited backtracking. The type-checker does not always terminate. The situations where it diverges are rare, but it is not completely clear how to rule them out. Most of the time, our heuristics work well. Nevertheless, they are unsatisfactory in principle, and difficult to maintain. Furthermore, should inference fail, the user is puzzled, and type errors are difficult to explain.

Perhaps a few examples may illustrate the kind of difficulties that we encounter in the type-checker. Many difficulties are related to the comparison of function types. For instance, the type-checker cannot prove that the following type is a subtype of itself.

```plaintext
val f : (| p * q) -> ()
```

The reason is, the algorithm for deciding subtyping compares functions; it then compares domains. In the process, the algorithm is faced, on the one-hand, with rigid variables \( p * q \) and, on the other hand, with flexible (unification) variables \( ?p * ?q \). Figuring out that \( ?p \) ought to instantiate onto \( p \) and \( ?q \) onto \( q \) amounts to a associativity/commutativity search. The algorithm does not perform this kind of search. More generally, because of our translation of external syntax into an internal one, a function may have several, equivalent types (with or without singleton types, for instance); the type-checking algorithm then needs to deal with a variety of equivalent representations seamlessly.

Other situations involve finding existential witnesses: a rule of our system allows instantiating a unification variable \( a \) into the conjunction of \( b \) (a type) and \( p \) (a permission), written \( b \perp p \).

```plaintext
alias t1 = [a] () -> a
alias t2 = [p: perm] () -> (() \perp p)
```

The type \( t1 \) is a subtype of \( t2 \): it suffices to instantiate \( a \) into \( b \perp p \), then to instantiate \( b \) onto the unit type \( () \). The type-checking algorithm is unable to figure that out, though: exploring the application of this typing rule would render the search space too big.

The picture depicted above is bleaker than it ought to be. In practice, a syntactic comparison makes sure that a type is always a subtype of itself (and provides, based on experimental measurements, a significant performance boost). Furthermore, the algorithm for comparing function types has been extensively fine-tuned and works most of the time. By
“most of the time”, we mean that over the 7,000 lines of “real” Mezzo that we have written (this includes blank lines and comments, but excludes files that are just unit test-cases), only 97 type applications appear, meaning roughly one annotation every 70 lines of code. We believe this to be an acceptable penalty.

Furthermore, after an internal presentation in the C++ group at Microsoft, it turned out that programmers there were absolutely unfazed at the prospect of a compiler that may fail, unpredictably, for some unknown reason, and may require them to provide more annotations. It seems that this is the common lot of a C++ programmer who uses templates, and the audience was unanimously happy to pay the unpredictability for more expressive power.

It thus seems that the situation is not as bad: failures of the type-checker are, after all, rare, and the user can always annotate herself out of a tricky type-checking situation.

## 6 The proof of Mezzo

The machine-checked definition of Mezzo is organized as a kernel, on top of which sit three (almost) independent extensions. The kernel calculus can be described as a concurrent call-by-value λ-calculus, equipped with an affine, polymorphic, value-dependent type-and-permission system. The extensions are: (a) strong (i.e., affine, uniquely-owned) mutable references; (b) dynamically-allocated, shareable locks; (c) adoption and abandon. We prove type soundness (“well-typed programs do not crash”) and data-race freedom (“well-typed programs are data-race free”).

The definitions and proofs add up to about 14K (non-blank, non-comment) lines of code. Out of this, a library for working with de Bruijn indices and a library for reasoning about separation, both of which are reusable, occupy about 2Kloc each. The remaining 10Kloc are split between the kernel (roughly 4Kloc) and its three extensions (roughly 6Kloc).

The current state of the formalization, with which we are fairly pleased, is the result of an iterative process. There were three main iterations.

The initial iteration was Pottier’s proof of type soundness for a (sequential) affine type system with mutable state and hidden state [12].

The second iteration was a first version of the definition and proof of Mezzo. Compared to the previous iteration, a few important technical simplifications are worth mentioning. First, whereas the previous type system had (singleton and group) regions and a type for region inhabitants (e.g., “x has type [ρ]” means that x is an inhabitant of the region ρ), Mezzo has value-dependent singleton types (thus, “x has type =x”). Second, whereas the previous system required equi-recursive types (which play a role in the meta-theory of the anti-frame rule), Mezzo gets away with iso-recursive (i.e., algebraic) data types, whose theory of equality is significantly simpler. Third, whereas the previous proof relied on two calculi, connected by a rather tricky proof that “erasure is a simulation”, we were able to work with just one calculus, where it is clear that permissions do not exist at runtime. A snapshot of the formalization of Mezzo at this point in time is given by an unpublished paper [13].

In the third and last iteration, we placed greater emphasis on the modularity of the formalization. In the previous iteration, the treatment of mutable memory blocks and that of adoption and abandon were intermingled. The type constructor for memory blocks served also as a type for adopters and as a type for adoptees; this led to a monster typing rule (rule BLOCK [13, Figure 5]). In this iteration, instead, we introduced two new type constructors, adopts T and unadopted, which deal with these aspects, independently of the structure of memory blocks. This made the system more expressive (e.g., give and take can now be viewed as ordinary polymorphic functions, whereas their types previously could not be expressed).
This also made the proof more modular: mutable references and adoption and abandon are now almost independent of one another. (They cannot be entirely independent, as adoption and abandon requires embedding an adopter pointer within every memory block.) Finally, we added concurrency and locks, which were not covered by the previous two iterations.

The current proof can be found online [1] and is described by a paper in submission [2]. One unsatisfactory aspect is that, although we would like to think of Mezzo as a kernel calculus plus three “almost” independent extensions, in reality the current Coq formalization is monolithic. Achieving true modularity in the syntax of the calculus, in its semantics, in its typing rules, and in the proofs, is difficult and still a research topic [8].

7 What now?

There remain a lot of open questions about Mezzo itself.

- Can we design, even if just on paper, a type-checking and type inference algorithm that is sound and complete for a subset of Mezzo?
- Can we work out a good mechanism for interacting with existing OCaml code bases?
- Can we offer a better user experience, especially in terms of type error messages?
- Do we need a wider variety of ownership mechanisms, as shown e.g. by Cyclone [19]?

If we were to re-think Mezzo along different lines, there are several paths we could explore.

- One might wish to layer a permission analysis on top of an existing typed language, such as a subset of OCaml. The system would be less expressive, but the analysis would be simpler, and violations would be easier to explain. Mezzo’s unification of types and permissions was more radical and in a sense more elegant, but this simpler approach is perhaps more reasonable.
- We could design a system that is unsound but still pragmatically useful. Take Dart, for instance; the language features mutable, covariant containers and takes responsibility for it. Yet, the mere fact that it checks lexical scoping of variables is a massive improvement over JavaScript. We could imagine a variant of Mezzo that features, for instance, OCaml’s weak references without additional checks. This would be unsound, but would help convert existing programs.

Looking back on Mezzo, we remain happy with the design of the type system. We believe it is expressive, concise, and that the adoption/abandon mechanism strikes a nice balance between expressiveness and complexity. We also believe that reasoning in terms of ownership is natural for beginners. We do remain unsatisfied, though, with the shortcomings of our implementation, and with the lack of interoperability with existing OCaml code.
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Abstract
Most performance critical software is developed using very low-level techniques. We argue that this needs to change, and that generative programming is an effective avenue to enable the use of high-level languages and programming techniques in many such circumstances.

1 The Cost of Performance

Performance critical software is almost always developed in C and sometimes even in assembly. While implementations of high-level languages have come a long way, programmers do not trust them to deliver the same reliable performance. This is bad, because low-level code in unsafe languages attracts security vulnerabilities and development is far less agile and productive. It also means that PL advances are mostly lost on programmers operating under tight performance constraints. Furthermore, in the age of heterogeneous architectures, “big data” workloads and cloud computing, a single hand-optimized C codebase no longer provides the best, or even good, performance across different target platforms with diverse programming models (multi-core, clusters, NUMA, GPU, …).

1.1 Abstraction Without Regret

We argue for a radical rethinking of the role of high-level languages in performance critical code: developers should be able to leverage high-level programming abstractions without having to pay the hefty price in performance. The shift in perspective that enables this vision of “abstraction without regret” is a properly executed form of generative programming: instead of running the whole system in a high-level managed language runtime, we advocate to focus the abstraction power of high level languages on composing pieces of low-level code, making runtime code generation and domain-specific optimization a fundamental part of the program logic. This design fits naturally with a distinction into control and data paths, which already exists in many systems.
1.2 Towards a Discipline of Generative Performance Programming

While the general idea of program generation is already well understood and many languages provide facilities to generate and execute code at runtime (e.g., via quotation in the LISP tradition and “eval” even in JavaScript), generative programming remains somewhat esoteric – a black art, accessible only to the most skilled and daring of programmers. We believe that generative programming should become a part of every performance-minded programmer’s toolbox. What is lacking is an established discipline of practical generative performance programming, including design patterns, best practices, and well-designed teaching material. To make up for this deficiency, we advocate for a research program and education effort, and describe our ongoing work in this direction:

- Compiling queries in database systems (Section 3)
- Protocol and data format parsers (Section 4)
- Delite: A DSL compiler framework for heterogeneous hardware (Section 5)
- Spiral: Synthesis of very high-performance numeric kernels (Section 6)

Along the way, we discuss programming patterns such as staged interpreters, mixed-stage datastructures, and how certain language features such as type classes enable powerful generative abstractions. We survey related work in Section 7, and we attempt to synthesize lessons learned and discuss limitations and challenges in Section 8.

2 Background and Context

A famous quote, attributed to David Wheeler, says that:

“Any problem in computer science can be solved by adding a level of indirection.”

What is less widely appreciated is the second part of this quote: “Except problems that are caused by too many levels of indirection”. In practice, many of these problems are performance problems. More generally, there appears to be a fundamental conflict between performance and productivity: to increase productivity we need to add indirection, and to increase performance, we need to remove indirection.

![Diagram: Remove Indirection and Add Indirection]

2.1 About Performance

The business of program optimization is one of diminishing returns: more effort leads to increased efficiency, but further gains come at an exponentially higher price. Often, the biggest gains can be achieved by choosing a better algorithm. Thus, in the most common case, a programmer implements a work-optimal algorithm, and relies on a compiler to create an efficient mapping to architectural and microarchitectural details.

The problem with the former is that “work-optimal” is often only established asymptotically, thus ignoring constants, the choice of data structure, or locality. The problem with the latter is that compilers are automatic systems that need to work for all programs, and thus cannot be expected to deliver the best possible results for any particular program. The ability of a compiler to optimize a given program depends very much on the programming
language and on the particular programming style. In general, high-level languages are partly interpreted, with just-in-time compilers of varying sophistication. Programs in high-level languages can easily be 10x to 100x slower than equivalent C programs, and the individual coding style makes a big difference. In general, the more high-level features and indirection is used (objects, classes, higher-order functions, ...) the bigger the price in performance, because indirection fundamentally stands in the way of automatic program analysis. Thus, after algorithmic changes, a big performance boost can be obtained by rewriting a program in a low-level style, and moving “closer to the metal” by eliminating other overheads such as unnecessary data transfers. To give one example, a recent study [74] shows that simple single-threaded Rust programs can outperform big data processing frameworks running on a cluster of several hundred nodes on important graph applications. This inefficiency translates directly into higher energy consumption and data center bills.

But even reasonably optimized C implementations can be suboptimal by a large margin [12, 75], and speed-ups of sometimes 2x, 5x, or more can be achieved with careful tuning to the microarchitecture and employment of the right coding style – a non portable approach. The situation worsens considerably when parallelizing or distributing computation to homogeneous or heterogeneous processors. Here, a single C codebase is no longer sufficient as each class of devices comes with its own specific programming model (Pthreads, MPI, OpenMP, CUDA). Effectively, separate implementations are needed for each architecture, and for best performance, different heterogeneous devices may need to be combined (e.g. clusters of machines with CPUs and GPUs), which exacerbates the problem.

Compilers are unable to target this multitude of architectures automatically, mostly because they lack domain knowledge: general purpose languages provide generic abstractions such as functions, objects, etc. on top of which program-specific concepts are built, but they do not expose these more specific concepts to the compiler. Thus, the compiler is unable to restructure algorithms or rearrange data layouts to map well to a hardware platform, and cope with the large number of choices in transformations, data representations, and optimizations. This “general purpose bottleneck” is visualized in Figure 1 and contrasted with a domain-specific approach, which enables a compiler to reason about and optimize programs on multiple levels of abstraction.

### 2.2 About Staging

Generative or multi-stage programming (staging for short), goes back at least to Jørring and Scherlis [53], who observed that many programs can be separated into stages, distinguished...
by frequency of execution or by availability of data. Taha and Sheard [109] made these stages explicit in the programming model and introduced MetaML as a language for multi-stage programming. A staged computation does not immediately compute a result, but it returns a program fragment that represents the computation, and that can be explicitly executed to form the next computational stage. MetaML’s staging operators bracket, escape and run are modeled after the quote, unquote and eval facilities known from LISP and Scheme.

The presentation in this paper uses Scala and LMS (Lightweight Modular Staging) [95], a staging technique based on types. LMS is implemented as a library (hence lightweight), and instead of syntactic quotations, it uses Scala’s overloading facilities to build staged computations. Staged expressions can be further processed and unparsed into source code in Scala or a different language, including C. Since all staged operations are defined in library code, it is easy to restrict operations to those with a C counterpart (hence modular). Even C constructs with no Scala counterpart (e.g. pointers) can be represented abstractly, to get the same low-level behavior and performance. The key benefit of staging is that the present-stage code can be written in a high-level style, yet generate future-stage code that is very low-level and efficient. Staging is a programmatic way to remove indirection – when generating code in one step, Scala becomes a glorified macro system to generate C code.

2.3 About DSLs

Traditionally, the appeal of DSLs is in increasing productivity by providing a higher level, more intuitive programming model for domain experts, who are not necessarily expert programmers (“user-facing” DSLs). While this is an important direction and good tool support exists (e.g. language workbenches like Spoofax [57]), our interest in DSLs is as a vehicle for exposing knowledge about high-level program structures to a compiler. The effectiveness of a DSL-based program generation approach was demonstrated, among others, by the original Spiral system, which used a complete DSL-based generative approach for the automatic parallelization and locality optimization of linear transforms [83, 84]. In such systems, DSLs are implementation details, much like intermediate representations (IRs) in a compiler, that enable specific analyses and transformations at different levels of abstractions (Figure 1).

Staging in the style of LMS is a natural fit for these “internal” DSLs: instead of generating target code directly, one simply generates expressions in a domain-specific intermediate language. The key benefit of staging remains: computation at staging time, while the DSL program is assembled, is “free”, i.e. without cost at DSL runtime. Thus, the DSL does not need to include features like higher order functions, objects, etc. which are hard to analyze, but it can focus exclusively on the elements of interest (e.g. matrices, graphs, SQL queries).

The second benefit of staging in a DSL context comes in when we consider how to translate from one DSL representation to the next lower-level one. In the partial evaluation community, it is well known that specializing an interpreter yields a compiler (the first Futamura projection [35]). Thus, a staged interpreter is a translator from one language to another: in other words, we can translate from one intermediate DSL to the next by defining an interpreter for the first language, and staging it [96, 81]. This drastically reduces the effort required to implement sophisticated multi-pass compiler toolchains.

With a properly designed layered approach, building new DSLs becomes simpler as well. Instead of starting from scratch, it is sufficient to implement a DSL front-end, consisting of the required datatypes, optimizations, and translation to an already existing backend [107].
2.4 Convergence: Generative Performance Programming

DSLs and generative approaches have been around for quite some time, with a number of successes but with few examples of more mainstream adoption. SQL is perhaps the biggest DSL success story: by restricting their interface to a well defined, restricted, language, database systems are able to leverage elaborate query optimization techniques. Traditionally, database systems stop short of generating machine code to run queries, but recently query compilation is seeing a surge of interest. We will come back to this in Section 3. A recent system that is rapidly making an impact in industry is Halide [88, 87], which generates fast image processing kernels from high-level algorithmic descriptions.

We believe that generative techniques for performance optimization are an exciting area of research with the potential to deliver important tools for real world software development. The reason is in the concurrent evolution of three trends:

- **Hardware**: With contemporary and emerging architectures, the pain involved in achieving high performance has increased dramatically. Frequency scaling, and with it free speed-up, has ceased a decade ago. Systems are becoming increasingly parallel, heterogeneous, and distributed, with diverse programming models. This means that mapping algorithms optimally is more difficult than ever, and likely requires new solutions, even if domain-specific.

- **Applications**: With a shift towards big data workloads in the cloud and a proliferation of mobile devices and embedded systems, there is a growing demand for highly efficient software. Mobile users expect an “always on” experience and are growing accustomed to applications based on sophisticated machine learning algorithms that process data in near real-time. In addition to the traditional latency and throughput requirements, this demand for efficiency is increasingly driven by concerns of energy consumption, which often dominates the operating costs of a system.

- **Programming Languages**: High-level languages focus increasingly on generality and abstraction, allowing programmers to build large systems from simple but versatile parts. On the one hand, this makes it even harder for compilers to translate high-level programs to efficient code. But on the other hand, these highly expressive languages enable the sophisticated meta-programming techniques that are needed for effective generative programming.

The bottom line of our approach can be summarized succinctly as follows:

Use Indirection and Abstraction to Solve Performance Problems, too.

3 Case Study: Databases and Query Processors

Popular open-source and commercial database systems have been shown [123, 104] to perform 10 to 100x worse on certain queries than specialized, hand-written C implementations of the same query. At the same time such systems contain hundreds of thousands of lines of optimized C code, with a lot of manual specialization. On last count in a recent version of the PostgreSQL server, there were about 20 distinct implementations of the memory page abstraction and 7 implementations of B-trees [61]. This form of human inlining and specialization creates a maintenance nightmare but is probably justified by improved performance.

Why, then, are database systems still falling short of hand-written queries? One reason is that most systems interpret query plans, operator by operator and record by record. Clearly
this layer of interpretation can be a bottleneck. So why aren’t databases using compilers? Because compilers are way too hard to implement! In fact this is a well-known part of database folklore: The first relational DBMS, IBM’s System R, initially compiled its query plans, but before the first commercial release, changed to interpretation. The reason was that code generation for the large set of query techniques being investigated was incredibly painful. Nowadays, among mainstream DBMS, only data stream processing systems such as IBM Spade or StreamBase use compilation. The reason here is that ultra-low latencies are necessary and justify the inconvenience of creating a compiler. Still, compilation has received renewed interest [60, 61, 78, 76] and very recently, compilation based systems have started to appear again (e.g. Microsoft Hekaton, Cloudera Impala and MemSQL).

The good news is that generative programming offers a generic recipe to turn interpreters into compilers: staging an interpreter enables us to specialize it with respect to any program. The result of specialization is that the interpreter is dissolved and only the computation of the interpreted program remains as residual generated code [36, 1]. We discuss two research databases systems and one tutorial system that use this technique next.

### 3.1 DBToaster and LegoBase

DBToaster incrementalizes query evaluators and generates low-level C++ or Scala code. The first compilation stage turns SQL queries into update event triggers. These triggers prescribe how to efficiently refresh a materialized view of the query as the base data in the database changes. The second compiler stage optimizes the event triggers and generates efficient code. Experimental results show that DBToaster improves the performance of IVM by several orders of magnitude compared to the state of the art [2]. The second-stage compiler was originally written in about 15k lines of OCAML code; recently, it was rewritten in 2k lines of Scala/LMS code. Combined with other optimizations, the query running times improved by one to two further orders of magnitude compared to the results from [2].

LegoBase (a joint project between Oracle Labs and EPFL) is an analytic query engine [59] developed from scratch using Scala and LMS. With just about 3000 lines of Scala code, it runs all 22 queries from the industry-standard TPCH benchmark, achieving up to 20x speedups over a commercial database system, and competitive performance in comparison to other state-of-the-art query compilers that are implemented using LLVM, in a much more low-level style [78]. LegoBase removes all interpretive overhead by performing whole-query optimization, and generates specialized low-level datastructures (e.g. hash tables) based on the query and data schema.

### 3.2 The Essence of a SQL Compiler in 500 LOC

The LegoBase design went through several iterations, and we have distilled the essence into a generative programming tutorial (presented at CUFP’15). By removing functionality that was just a variation of a common theme or which did not offer specific insights (no sorting, only inner joins, . . .) we were able to implement an end-to-end SQL compiler in just under 500 lines of Scala [92].

Our starting point—without any compilation—is a generic library function to read CSV files. A CSV file contains tabular data, where the first line defines the schema, i.e. column names. We would like to iterate over all rows in a file and access data fields by name:

\[ \text{http://scala-lms.github.io/tutorials/query.html} \]
processCSV("data.txt") { record => // sample data:
  if (record("Flag") == "yes") // Name, Value, Flag
    println(record("Name")) // A, 7, no
  // B, 2, yes
}

Records are objects of the following class, which carries both the field data and the schema, and enables lookup by key:

class Record(fields: Array[String], schema: Array[String]) {
  def apply(key: String) = fields(schema indexOf key)
}

This record class enables a nice high-level programming style but unfortunately it comes at a high price. The code above runs much slower than just writing a specialized while loop:

while (lines.hasNext) {
  val fields = lines.next().split(",")
  if (fields(2)) == yes) println(fields(0))
}

Being generic means that a system contains interpretive structure. In this example, we are interpreting the schema that is read from the file. In a DBMS, queries are optimized at the SQL level and then translated to low-level execution plans, which are interpreted, operator by operator.

### 3.2.1 Interpreter + Staging = Compiler

Let us turn our CSV reader into a query engine that can run simple SQL queries. Our example above would be expressed as

```scala
SELECT Name FROM data.txt WHERE Flag == 'yes'
```

and we assume that we already receive a parsed (and possibly optimized) structured representation, the execution plan. In this case:

```scala
Print(
  Project(List("Name"))(
    Filter(Eq(Field("Flag"), Const("yes")))(
      Scan("data.txt")))
)
```

The operators are arranged in a tree, and apart from `Scan`, each of them has a parent from which it obtains a stream of records. We can implement a query interpreter as follows:

```scala
def eval(p: Predicate)(rec: Record): Boolean = ... // elided
def exec(o: Operator)(yld: Record => Unit) = o match {
  case Scan(file) => processCSV(file)(yld)
  case Filter(pred)(parent) => exec(parent) { rec => if (eval(pred)(rec)) yld(rec) }
  case Project(fields)(parent) => exec(parent) { rec => yld(fields map (k => rec(k))) }
  case Print(parent) => exec(parent) { rec => println(rec.fields mkString ",") }
}
```

We now turn this interpreter into a compiler by adding staging using LMS (Lightweight Modular Staging) [94]. As we will see, the necessary modifications are rather minor.
3.2.2 Mixed-Stage Data Structures and Functions

LMS is a staging technique driven by types. The type \( \text{Rep}[T] \) represents a delayed computation of type \( T \). Thus, during staging, a bare “static” type \( T \) means “executes now”, while a wrapped “dynamic” type \( \text{Rep}[T] \) means “generate code to execute later”. We tweak the \texttt{Record} class so that only the fields are “dynamic”:

```scala
class Record(fields: Rep[Array[String]], schema:Array[String]) {
  def apply(key:String) = fields(schema indexOf key)
}
```

Now record objects exist purely at staging time, and never become part of the generated code. For our example, the generated code will be exactly the efficient \texttt{while} loop shown above, even if we are starting from a SQL query as our input. Let us look at the definition of procedure \texttt{processCSV}, which forms the core of our data processing engine:

```scala
def processCSV(file: String)(yld: Record => Rep[Unit]) = {
  val lines = FileReader(file);
  val schema = lines.next.split("")
  run {
    while (lines.hasNext) {
      val fields = lines.next().split("")
      yld(new Record(fields,schema))
    }
  }
}
```

The type of the closure argument \( yld \) is \( \text{Record} \Rightarrow \text{Rep[Unit]} \), a present-stage function. Invoking it will inline the computation, a key difference to a staged function of type \( \text{Rep}[A=>B] \), which results in a function call in the generated code. The \texttt{while} loop is \textit{virtualized} \[93\], i.e. overloaded to yield a staged expression when the condition or loop body is a \texttt{Rep} expression.

This is essentially all that is required to convert our query interpreter into a query compiler. Using types to drive staging decisions enables us to mix present-stage and future-stage code quite freely, without the syntactic noise introduced by quotation brackets. The full code adds data structure specialization, join and aggregation operators, and optimized input processing using memory-mapped IO, all in about 500 lines of Scala \[92\].

4 Regular Expressions and Parser Combinators

Data is not only stored but also transferred. Fast encoding and decoding of data formats is therefore a key concern in data processing pipelines. The accepted standard is to write protocol parsers by hand. Parser generators, which are common for compilers, are not frequently used. One reason is that many protocols require a level of context-sensitivity (e.g. read a value \( n \), then read \( n \) bytes), which is not readily supported by common grammar formalisms. Many open-source projects, such as Joyent/Nginx and Apache have hand-optimized HTTP parsers, which span over 2000 lines of low-level C code. From a software engineering standpoint, big chunks of low-level code are never a desirable situation. First, there may be hidden and hard to detect security issues like buffer overflows. Second, the low-level optimization effort needs to be repeated for new protocol versions or if a variation of a protocol is desired: for example, a social network mining application may have different parsing requirements than an HTTP load balancer, although both process the same protocol.

Parser combinators could be a very attractive implementation alternative, but are usually simply too slow. Their main benefit is that the full host language can be used to compose parsers, so context sensitivity and variations of protocols are easily supported. We have recently shown how parser combinators can be implemented in a generative style \[52\], yielding parser generator combinators. Clever use of present-stage and staged functions enables recursive grammars and prevents code size explosion.
We evaluate staged parser combinators against hand-written parsers for HTTP and JSON data from the NGINX and JQ projects. Our generated Scala code, running on the JVM, achieves HTTP throughput of 75% of NGINX’s low-level C code, and 120% of JQ’s JSON parser. Other Scala tools such as Spray are at least an order of magnitude slower. The standard Scala combinator implementation is 4 orders of magnitude slower (Figure 2).

Staged parser combinators can be implemented for different parsing styles. Communication protocols are designed to be unambiguous, so recursive decent works well and does not cause backtracking. For ambiguous grammars, we have also studied bottom up parsers [52].

An interesting special case of parsing are regular expressions. We have shown that NFA to DFA conversion can be expressed as a staged interpreter. We achieve speedups of 2x over optimized automata libraries, 100x over the JDK implementation, and more than 2000x over unstaged Scala code [96].

5 Delite: DSLs for Heterogeneous Targets

While SQL and C code generation are important use cases, contemporary “big data” workloads require more flexibility. On the application side, we need to deal with machine learning algorithms and graph processing. On the target side, we need to support GPUs, NUMA machines, and clusters. General purpose compilers are a bottleneck, unable to translate all these applications efficiently to different targets.

Delite [15, 97, 67, 68] is an extensible compiler framework for building embedded domain specific languages (DSLs). Delite supports a versatile intermediate language of parallel patterns called “Delite Ops” (including e.g. data-parallel map, filter, and reduce abstractions) to which domain-specific operations are translated, and code generation as well as runtime support for heterogeneous targets. Multiple DSLs can be used together in a single program, since all of them are translated to the common IR [107]. On the IR level, sophisticated optimizations like loop fusion and loop nesting optimizations are shared by all DSLs.

To give an example of the types of transformations that can be performed, here are two different ways of writing the computation loop (one iteration) of k-means clustering using data-parallel patterns. For shared-memory execution, the rows of the large dataset (matrix) are clustered, with data implicitly shuffled via the indexing operation matrix(as):

```scala
val assigned = matrix.mapRows { row =>
  oldClusters.mapRows(centroid => dist(row, centroid)).minIndex
}

val newClusters = oldClusters.mapIndices { i =>
  val as = assigned.filter(a => a == i)
  matrix(as).sumRows.map(s => s / as.size)
}
For distributed-memory execution, however, we shuffle data explicitly via `groupBy`:

```scala
val clusteredData = matrix.groupRowsBy { row =>
  oldClusters.mapRows(centroid => dist(row, centroid)).minIndex
}
val newClusters = clusteredData.map(e => e.sum / e.size)
```

This way the required data movement is explicitly visible to the compiler and Delite can then reason about how to automatically partition `matrix` and the intermediate results across distributed memories and perform the required data movement. We have developed a number of DSLs for different domains, including OptiML (machine learning), OptiGraph (graph processing), OptiQL (SQL-like data querying), and OptiWrangler (data cleaning). All of these exhibit very competitive performance compared to stand-alone systems and other DSLs [106, 107]. Delite DSLs achieve high sequential performance via LMS optimizations and systematic removal of high-level domain abstractions. Parallel scalability is provided by efficient implementations of Delite Ops for multiple hardware platforms as well as the locality-improving loop transformations Delite performs on these Ops.

We show experiments comparing Delite, Spark [122], and Hadoop [11] performance on a 20 node Amazon cluster for machine learning applications, and comparing to PowerGraph [40] for graph analytics applications on a 4 node cluster connected within a single rack. The results are shown in Figure 3.

Extremely large speedups compared to Hadoop are possible for applications that perform multiple passes over a single dataset. While Hadoop loads the data from disk every iteration, Delite and Spark both keep the data in memory. Delite also shows large speedups over Spark (a Scala library) due to efficient code generation provided by LMS compared to Scala library overheads. Speedup over PowerGraph is very modest due to the graph applications being bound by network communication rather than computational efficiency.

6 Synthesis of High-Performance Numeric Kernels

For some ubiquitous computation kernels (e.g. basic linear algebra routines, FFTs, filters, Viterbi decoders), there is high demand for not only good, but absolute peak performance. The difference between a regular optimized implementation and the best known one can be staggering: for FFT kernels more than 10x, using the same algorithm and the same number of floating point operations. The difference is mostly due to low-level details such as locality optimizations, SIMD vectorization, and instruction scheduling.
are implemented through those type classes. Of the abstraction, by providing abstract composable interfaces that the type parameters provided to the type classes are highly polymorphic classes that take the shape: in [13]. For this work, these abstraction have been extended further in the accompanying mechanism to abstract over staging decisions as described in full detail in Section 5.3.1. This also applies to Scala versions creating an AST node representing a loop that includes the following code:

```scala
for (range: Range) { body }
```

// staged computation

```c++
for (; i < N; ++i) {
    int i = 0;
    T x1 = y1 = z1;
    T x2 = y2 = z2;
    T x3 = y3 = z3;
    T x4 = y4 = z4;
    T x[0] = y[0] = z[0];
    T x[1] = y[1] = z[1];
}
```

Figure 4: Different Data Type Instantiations result with different code style (assuming arrays of size 4 and A VX as an ISA).

Producing optimized kernels for such numeric operations is one of the established use cases for program generation [75] with early examples including ATLAS [120], FFTW codelet generator [34], and the aforementioned Spiral [83, 84]. All three were developed from scratch as stand alone tools, which are hard to extend, reuse, combine, or maintain.

To investigate whether a) these generators can be implemented using embedded DSLs and staging, and b) what proper language support can offer for this application, we reimplemented a subset of Spiral using Scala and LMS, leading to a draft proposal for a more systematic approach to constructing this kind of program generators [81]. Spiral was chosen because it is almost completely DSL-based. In particular, Spiral uses three internal DSLs: one to capture recursive algorithms as breakdown rules, one to mathematically express loops and access patterns, and one a C-like intermediate representation. Algorithmic choice arises from different combinations of breakdown rules and structural optimizations for locality and parallelism are performed by rewriting on the second DSL.

The main results of this work were a) a staging approach to translate a DSL into another DSL, b) the use of type classes to abstract over data type and code style used in the generated code. We briefly survey the last contribution.

6.1 Type Classes and Generic Programming

Generated libraries often need to support multiple input/output data formats, such as interleaved, split, or C99 format of complex number arrays. A key result of the Spiral-LMS prototype has been to show that established generic programming techniques such as Haskell-style type classes [119], applied in a generative style, are well suited to model this diversity.

But type classes are even more powerful in the context of LMS, as they make it possible to abstract over staging decisions. In particular, some necessary but tedious low-level transformations such as loop unrolling with scalar replacement, selective precomputation or specialization to partially known input can all be expressed as instantiations of a generic `CVector` class with suitable type parameters.

More recent work has shown that this approach can also cover abstraction over SIMD architectures [103]. In Figure 4, we show how a generic `add` function can generate different code shapes depending on the type parameter instantiations. The definition of the `CVector` class and `add` function is given below:
class CVector[V[\_], E[\_], R[\_], P[\_], T](...) {
    type Element = E[R[P[T]]
    def size (): V[Int]
    def apply (i: V[Int]) : Element
    def update (i: V[Int], v: Element)
}

def add[V[\_], E[\_], R[\_], P[\_], T] (x, y, z) : Tuple3[CVector[V,E,R,P,T]]
    (x, y, z) = {
        for (i <- 0 until x.size())
            z(i) = x(i) + y(i)
    }

T: array primitive (double, float, etc).
P[\_]: SIMD or SISD array.
R[\_]: staged or non-staged elements of the array. 

E[\_]: complex or real array elements.
V[\_]: encodes whether array accesses will be visible in the target code element operations.

Each type parameter, defined in the CVector class, is accompanied by a corresponding implicit type class instance, which defines the shape of CVector upon instantiation:

type NoRep[T] = T
class Staged_SISD_Double_Vector extends CVector[Rep , Real, NoRep, SISD, Double]
class Scalar_SISD_Double_Vector extends CVector[NoRep, Real, Rep, SISD, Double]
class Staged_SIMD_Double_Vector extends CVector[Rep , Real, NoRep, SIMD, Double]
class Scalar_SIMD_Double_Vector extends CVector[NoRep, Real, Rep, SIMD, Double]

The main prerogative of the CVector class is to generate code in lower level DSLs, C-IR and I-IR. The C-IR DSL represents a C-like intermediate language representation, and I-IR represents ISA-specific C intrinsics. Both DSLs model low level variable and array manipulations as well as arithmetic and binary operations, provided as extension to LMS.

val IR = new CIR (); IR.setISA(AVX2); import IR._

Once concrete CVector classes are created, the abstraction layer deals with a concrete ISA, specified in the CIR class, concrete staging decisions, and a concrete array type.

var x, y, z = new Staged_SISD_Double_Vector ()
var x, y, z = new Scalar_SISD_Double_Vector ()

The add function operates on CVector elements constrained by the provided types. Type information propagates through each arithmetic operation, generating ISA-specific C-IR and I-IR. As a result, once C code is emitted, we obtain different versions (Figure 4) from a single source:

emitCode(add(x, y, z))

Abstracting over SIMD architectures enables the generator developer to deal with the higher-level specification using SIMD agnostic and architecture agnostic expressions. While SIMD-specific optimizations are required to achieve the highest performance, the abstraction layer is able to automatically invoke the particular architecture optimization, when the lower I-IR / C-IR is generated. As these optimizations are implemented in a modular fashion, they can be reused in the context of the abstraction layer, and also as stand-alone optimizations for building generators directly.

7 Related Work

Embedded DSLs. Embedded languages have a long history [64]. Hudak introduced the concept of embedding DSLs as pure libraries [45, 46]. Steele proposed the idea of “growing”
a language [102]. The concept of linguistic reuse goes back to Krishnamurthi [63]; Language virtualization to Chafi et al. [18]. The idea of representing an embedded language abstractly as methods (finally tagless) is due to Carette et al. [16] and Hofer et al. [44], going back to much earlier work by Reynolds [89]. Compiling embedded DSLs through dynamically generated ASTs was pioneered by Leijen and Meijer [69] and Elliot et al. [31]. All these works greatly inspired the development of LMS. Haskell is a popular host language for embedded DSLs [108, 39], examples being Accelerate [73], Feldspar [7], Nikola [72]. Recent work presents new approaches around quotation and normalization for DSLs [77, 22]. Other performance oriented DSLs include Firepile [80] (Scala), Terra [28, 29] (Lua). Copperhead [17] (Python). Rackets macros [112] provide full control over the syntax and semantics: Typed Racket [111] is implemented entirely as macros. DSLs are also used to target hardware generation, for example Lime [6], Chisel [8], Bluespec [5], or based on Delite/LMS [38, 37]. Related work on low-level systems oriented programming in high-level languages includes [33] and the Singularity operating system [65].

C++ Templates. Metaprogramming facilities exist in many languages, including C++ templates [113]. Expression Templates [114] can produce customized generation, and are used by Blitz++ [115]. Veldhuizen introduced active libraries [116], which are libraries that participate in compilation. Kennedy introduced telescoping languages [58], efficient DSLs created from annotated component libraries. TaskGraph [10] is a meta-programming library that sports run-time code generation in C++. Bassetti et al. review some of the challenges and benefits of expression templates[9]. Examples of successful packages are the Matrix Template Library [99], POOMA [56], ROSE [26] and the portable expression template engine PETE [25]. Many of these contain reusable generic components.

Compiler Optimizations. Compiler transformations in LMS [96] leverage work on rewrite rules [14], on combing optimizations in a modular fashion [70, 117, 23], on loop fusion [41], and on eliminating intermediate results [118, 24]. Other work focuses on tiling and loop nests[121][3]. Extensible compiler tools include Polyglot [79] and JastAdd [30]. The Glasgow Haskell Compiler also supports custom rewrite rules [51]. ROSE [86] derives source-to-source optimizations from semantics annotations on library code. COBALT [71] is a domain-specific language for optimizations amenable to automated correctness reasoning. Tate et al. [110] generate compiler optimizations automatically from program examples.

Cluster and Parallel Programming. There are many cluster programming frameworks, including MapReduce [27], Hadoop [11], Spark [122], Dryad [48]. Data parallel programming languages include NESL [13], SISAL [32], SaC [98], Fortress [55], Chapel [19], Data-Parallel Haskell [50], High Performance Fortran [43], and X10 [21]. Implicit parallelization frameworks include Array Building Blocks [47], DryadLINQ [49], FlumeJava [20]. Another line of research focuses on irregular workloads [82].

Program Generators. A number of high-performance program generators have been built, for example ATLAS [120] (linear algebra), FFTW [34] (discrete fourier transform), and Spiral [85] (general linear transformations). Other systems include PetaBricks [4], CVXgen [42] and Halide [88, 87].
8 Outlook and Conclusions

In the preceding sections, we have presented several case studies of DSL-based generative performance programming with Scala and LMS. We could have mentioned more projects, e.g. generative programming for the web [62, 90] and domain-specific hardware generation [37, 38], but considered them beyond the scope of this paper.

What has enabled these results? First, we built on decades of prior art in DSLs, staging, and performance optimization, some of which we surveyed in Section 1 and Section 7. Second, all surveyed projects are collaborative efforts between experts in PL, architecture, DB, and performance optimizations. Third, the use of a common infrastructure enabled cross-pollination and reuse of knowledge and code. Fourth, the embedding in Scala as host language (versus external DSLs) gave us the necessary flexibility to customize and the ability to reuse prior Java and Scala libraries. We discuss these and other important aspects below.

8.1 Modularity, Reuse, and Low Cognitive Overhead

One size does not fit all: all systems we presented use LMS with some slight variations. It is important that a system provides good core functionality out of the box but can easily accommodate extensions and modifications.

It is also important that the subjective overhead of generative programming is low, i.e. program generation should “feel” natural to programmers. While it may appear as a small detail, we have found that being able to freely mix present-stage and future-stage code with low syntactic overhead is extremely helpful. In LMS, the types in method signatures provide guidance as to which arguments are staged and which are not, as for other types in normal Scala code. As always, reading code is at least as important as writing code.

In Scala we achieve almost seamless language virtualization: allowing built-ins such as conditionals or loops to be overloaded like ordinary methods, so that they can create staged expressions. The necessary language support (Scala-Virtualized [93]) can be implemented as a modified compiler or using Scala macros.

8.2 Staging Should Preserve Semantics

Let us consider our Record abstraction from Section 2 with fields of type Rep[T], this time using explicit quotation syntax:

```scala
val fields = <| lines.next().split(",")> yld(new Record(fields, schema))
```

If Rep[T] merely represents a quoted code fragment, every access to a record field may duplicate the computation! This is not only costly, but also not semantics-preserving with respect to termination and side effects. In this example:

```scala
processCSV("data.txt") { rec => <| print(${ rec("Name") }) + rec("Flag") |> }
```

The code fragment containing lines.next() would be executed twice for each record – clearly not the intended behavior. The problem is that quotation is usually a purely syntactic mechanism. To achieve semantic guarantees for realistic, call-by-value, computations we have proposed to make quotation context-sensitive [91]. We express quotation using two operators, reflect and reify, with the following reduction semantics:

1. `(|| foo ${ bar } baz |) -> reflect(" foo {, bar } + " }) baz ")
2. `reify (E[ reflect("str") ] ) -> "val fresh = str; " + reify (E[ Code("fresh") ] )
3. `reify (Code("str") ) -> "str"
Here, $E[.]$ denotes a *reify*-free execution context and *fresh* a fresh identifier. As we can see, each quotation is immediately bound to a fresh identifier in the generated code, and only identifiers are passed around as *Rep* values. Thus, the evaluation order in the generated code mirrors the evaluation order of the quotations.

This development is a natural extension of previous work on quotations: Lisp introduced unhygienic *quote/unquote/eval* operators; MetaML [109] provided guarantees about the binding structure; LMS additionally maintains evaluation order.

### 8.3 One-Pass Code Generation is not Enough

Most previous work on staging and generative programming focused on code generation as a single pass. However, a single-pass code generator is fundamentally disadvantaged compared to a multi-pass compiler pipeline. As indicated in Section 2, low-level code is not enough to achieve best performance – for this one needs to build compiler systems around domain-specific intermediate languages. Potentially there are multiple levels of such DSLs to capture different optimization opportunities.

The key insight here is that staging greatly simplifies building such multi-pass DSL compilers: just as one can stage interpreters for regular expressions or SQL queries, many program transformations can be expressed as interpreters for intermediate languages, which are potentially annotated with auxiliary information derived by program analysis passes.

### 8.4 Challenges and Limitations

Understanding the limitations of a proposed techniques is key to using it effectively. First of all, we wish to note that we do not propose a silver bullet that will magically accelerate programs without help from the programmer.

Program generation shares some ideas with program synthesis, but is in a sense less ambitious. Whereas program synthesis promises to come up with an efficient and correct program automatically, generative programming still requires programming, i.e. the implementation of an algorithm. However, the tedium of manually applying performance optimizations is removed. Staging is also less ambitious than automatic just-in-time (JIT) compilation. Whereas JIT compilation aspires to identify chunks of code that are profitable to compile automatically based on runtime profiling, staging delegates such decisions to the programmer. The result is a deterministic performance model and strong guarantees about the shape of compiled code and when compilation happens.

Staging and DSLs work well if there is indeed a stage distinction: some piece of code is run much more often than another or after certain crucial data becomes available that enables optimization. A challenge in the deployment in real systems is that generated code must amortize the code generation and compilation time. Thus, staging only pays off if compiled code is used often or a single run offsets the generation cost. In Spiral, for example, code is generated offline and used many times. Many real-world systems have a natural separation into control and data paths. In these cases staging is a very good fit. In SQL databases, some queries from the TPCH benchmark take minutes to run and query compilation needs at most seconds. OptiMesh, a Delite DSL, performs iterative computations on large meshes, which would be altogether infeasible without compilation.

When going beyond single-pass code generation, a suitable DSL or potentially a stack of DSLs is needed that captures the essential degrees of freedom that can be exploited for optimization. Designing such DSLs is a creative process, and no tool can completely eliminate this effort. However, tools can help building these DSLs and implementing the
corresponding transformations. Defining a DSL in LMS requires some boilerplate, which has lead us to build Forge [105], a meta-DSL that can generate DSL implementations from declarative specifications. YinYang [54] is another approach to generate necessary definitions automatically.

Generative programming itself has a learning curve. Our experience suggests that students can be productive within a semester without prior experience with LMS. While effective generative programming demands a certain way of thinking, and teasing apart what should be static and what dynamic requires cleverness at times, we believe that generative programming is not fundamentally harder than other kinds of programming. It is easy to forget that in the early days of OOP, concepts like objects and inheritance were difficult to grasp for many programmers.

8.5 A Call to Action

As mentioned in Section 1 and throughout the paper, we argue for a rethinking of the role of high-level languages in performance critical code. In particular, as our work and the work of others have shown, generative abstractions and DSLs can help in achieving high performance by programmatically removing indirection, enabling domain-specific optimizations, and mapping code to parallel and heterogeneous platforms. Our examples used Scala, but other, similarly expressive modern languages can be used just as well, as demonstrated by Racket macros [112], DSLs Accelerate [73], Feldspar [7], Nikola [72] (Haskell), Copperhead [17] (Python), or Terra [28, 29] (Lua).

What will it take to realize the full potential of generative performance programming on a broad scale? We believe that concerted efforts along three major lines are necessary:

- **Research**: While the mechanics of code generation are well understood, we have only begun to understand what practical generative programming means. What are the programming language features that can be used to good effect in a generative style that targets performance? We have identified type classes as an important feature, others have worked with polytypic programming [100, 101] and metaobject protocols [29]. Specializing interpreters is another well known technique. What are key programming patterns beyond those?

- **Engineering**: For effective practical use, we need toolchains and frameworks that come with “batteries included”, but are at the same time accessible for customization. Building and maintaining such systems takes considerable engineering effort, but pays off in the long run through reuse. A case in point is the LLVM compiler framework [66].

- **Teaching**: Today, generative programming is somewhat of a black art. We need learning materials, textbooks, and university courses that teach effective meta-programming techniques to drive adoption beyond the perhaps 1% of programmers that are intrinsically inclined towards such techniques.

We believe that this is an exciting opportunity for PL research, with a big potential impact on the whole computing industry. If high-level programming becomes more often the tool of choice for performance critical systems, and less code is written in low-level, unsafe, languages, the overall reliability and safety of software will improve, with transitive benefits to the whole society.
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Abstract

The age of the air-tight hardware abstraction is over. As the computing ecosystem moves beyond the predictable yearly advances of Moore’s Law, appeals to familiarity and backwards compatibility will become less convincing: fundamental shifts in abstraction and design will look more enticing. It is time to embrace hardware–software co-design in earnest, to cooperate between programming languages and architecture to upend legacy constraints on computing. We describe our work on approximate computing, a new avenue spanning the system stack from applications and languages to microarchitectures. We reflect on the challenges and successes of approximation research and, with these lessons in mind, distill opportunities for future hardware–software co-design efforts.
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Introduction

Generations of computer scientists and practitioners have worked under the assumption that computers will keep improving themselves: just wait a few years and Moore’s Law will solve your scaling problems. This reliable march of electrical-engineering progress has sparked revolutions in the ways humans use computers and interact with the world and each other. But growth in computing power has protected outdated abstractions and encouraged layering even more abstractions, whatever the cost.

The free lunch seems to be over: single-thread performance has stagnated, Dennard scaling has broken down, and Moore’s Law threatens to do the same. The shift to multi-core designs worked as a stopgap in the final years of frequency advancements, but physical limits have dashed hopes of long-term exponential gains through parallelism.

Hardware–software co-design presents significant performance and efficiency opportunities that are unavailable without crossing the abstraction gap. For example, embedded systems depended on co-design from their inception. The embedded domain uses software for flexibility while specialized hardware delivers performance. General-purpose computing features many hardware extensions employed to better serve software – virtual memory, ISA extensions for security, and so on. While these mechanisms have been successful, they are ad hoc responses to trends in software design.

Hybrid hardware–software research cannot just be a cliché: now more than ever, true cooperation is crucial to improving the performance and efficiency of future computing systems. Over the past five years, our research group has been exploring approximate computing, a classic example of a hardware–software co-design problem. Approximate computing trades accuracy for performance or efficiency, exploiting the fact that many applications are robust to some level of imprecision. Our experience has shown that neither software nor hardware alone can unlock the full potential of approximation; optimal solutions require co-design.
between programming models and hardware accelerators or ISA extensions. We discuss our experience with approximate computing and highlight lessons for future co-design efforts.

We believe we can go much further by truly designing hardware and software in unison. We survey the opportunities for hardware software co-design in four broad categories. The first is effective hardware acceleration, where the best algorithm for general-purpose hardware and the best custom hardware for generic algorithms both fall short. For example, the Anton [12] special machine for molecular dynamics, co-designed a simulation algorithm with the hardware. The second category is reducing redundancy and reassigning responsibilities. For example, if all programs were guaranteed to be free of memory bugs, can we drop support for memory protection? Or if programs were free of data-races by construction, can we rethink cache coherence? The third category is hardware support for domain-specific languages, whose booming popularity democratizes programming by providing higher-level semantics and tooling, but today must still compile to low-level general-purpose hardware. The final category is research beyond the CPU: unexplored opportunities abound for hardware–software cooperation in networks, memory, storage, and less glamorous parts of computer hardware such as power supplies.

2 Approximate Computing

For the last five years, our group has explored one instance of a hardware–software co-design opportunity: approximate computing. The idea is that current abstractions in computer systems fail to incorporate an important dimension of the application design space: not every application needs the same degree of accuracy all the time. These applications span a wide range of domains including big-data analytics, web search, machine learning, cyber-physical systems, speech and pattern recognition, augmented reality, and many more. These kinds of programs can tolerate unreliable and inaccurate computation, and approximate computing research shows how to exploit this tolerance for gains in performance and efficiency [1, 7, 10, 11, 25, 26, 28, 30, 35].

Approximate computing is a classic cross-cutting concern: its full potential is not reachable through software or hardware alone, but only through changing the abstractions and contracts between hardware and software. Advances in approximation require co-design between architectures that expose accuracy–efficiency trade-offs and the programming systems that make those trade-offs useful for programmers. We have explored projects across the entire system stack – from programming languages and tools down through the hardware – that enable computer systems to trade off accuracy of computation, communication, and storage for gains in efficiency and performance.

Our research direction spans languages [38], runtime systems, programmer tools including debuggers [36], compilers [41], synthesis tools for both software and hardware, microarchitecture [13], hardware techniques [43, 29], data stores [40], and communication services.

Safety and Quality-of-Results

A core requirement in writing programs with approximate components is safety: approximate components must not compromise safe execution (e.g., no uncontrolled jumps or critical data corruption) and must interact with precise components only in well-defined ways allowed by the programmer. Our work met this need with language support in the form of type qualifiers for approximate data and type-based static information-flow tracking [38]. Other work from MIT consists of a proof system for deriving safety guarantees in the face of unreliable
components [5]. These crucial safety guarantees allow systems to prove at compile time that approximation cannot introduce catastrophic failures into otherwise-good programs.

Beyond safety, another key requirement is ways to specify and ensure acceptable quality-of-results (QoR). Languages must enable programmers to declare the magnitude of acceptable approximation in multiple forms and granularities. For example, QoR can be set for a specific value (X should be at most Y% from its value in a fully precise execution), or one could attach QoR to a set of values (at most N values in a set can be in error). One can provide a QoR specification only for the final output of a program or for intermediate values. QoR specifications can then guide the compiler and runtime to choose and control the optimal approximate execution engine from a variety of software and hardware approximation mechanisms. While quality constraints are more general and therefore more difficult to enforce statically than safety requirements, initial tactics have seen success by limiting the kinds of approximation they can work with [41, 6] or by relying on dynamic checks [36, 17].

**Approximation Techniques**

The purpose of allowing approximation is to trade accuracy for energy savings. At the highest level, there are three categories of approximation techniques: algorithmic, compiler/runtime, and hardware. Algorithmic approximation can be achieved by the programmer providing multiple implementations of a given computation and the compiler/runtime choosing among them based on QoR needs. A compiler can generate code for approximate execution by eliding some computations [28] or reducing value precision whenever allowed by the approximation specification. Approximation research has explored several approximate execution techniques with hardware support, among them: compiler-controlled voltage overscaling [13]; using learning-based techniques such as neural networks or synthesis to approximate kernels of imperative programs in a coarse-grain way [14]; adopting analog components for computation [43]; designing efficient storage systems that can lose bits [40]; and extending architecture mechanisms with imprecise modes [27].

While approximation only at the algorithm level together with compiler/runtime support applies to off-the-shelf hardware (and we intend to further explore that space too), our experience has shown that the greatest energy benefit comes from hardware-supported approximation with language/architecture co-design [29].

**Tools**

A final key component for making approximate programming practical is software-development tools. We need tools to help programmers identify approximation opportunities, understand the effect of approximation at the application level, assist with specifying QoR requirements, and help test and debug applications with approximate components. Our first steps in this direction are a debugger and a post-deployment monitoring framework for approximate programs [36].

**2.1 Next Steps in Approximation**

**Controlling Quality**

The community has allocated more attention to assuring safety of approximate programs than to controlling quality. Decoupling safety from quality has been crucial to enabling progress on that half of the equation [38, 5] but more nuanced quality properties have proven more challenging. We have initial ways to prove and reason about limited probabilistic quality
properties [6, 4, 41], but we still lack techniques that can cope with arbitrary approximation strategies and still produce useful guarantees.

We also need ways to measure quality at run time. If approximate programs could measure how accurate they are without too much overhead, they could offer better guarantees to programmers while simultaneously exploiting more aggressive optimizations [17, 36]. But there is not yet a general way to derive a cheap, dynamic quality check for an arbitrary program and arbitrary quality criterion. Even limited solutions to the dynamic-check problem will amplify the benefits of approximation.

**Defining Quality**

Any application of approximate computing rests on a quality metric. Even evaluations for papers on approximation need to measure their effectiveness with some accuracy criterion. Unlike traditional criteria – energy or performance, for example – the right metric for quality is not obvious. It varies per program, per deployment, and even per user. The community does not have a satisfactory way to decide on the right metric for a given scenario: we are so far stuck with guesses.

A next step in approximation research should help build confidence that we are using the right quality metrics. We should adopt techniques from software engineering, human-computer interaction, and application domains like graphics to help gather evidence for good quality metrics. Ultimately, programmers need a sound methodology for designing and evaluating quality metrics for new scenarios.

**The Right Accelerator**

Hardware approximation research has fallen into two categories: extensions to traditional architectures [13, 27] and new, discrete accelerators [47, 14]. The former category has yielded simpler programming models, but the fine-grained nature of the model means that efficiency gains have been limited. Coarser-grained, accelerator-oriented approaches have yielded the best results to date. There are still opportunities for co-designing accelerators with programming models that capture the best of both approaches. The next generation of approximate hardware research should co-design an accelerator design with a software interface and compiler workflow that together attack the programmability challenges in approximation: safety and quality. By decoupling approximation from traditional processors, new accelerators could unlock new levels of efficiency while finally making approximate computing palatable hardware vendors.

2.2 Lessons from Approximation

Our group’s experience with approximate computing as a cross-cutting concern has had both successes and failures. The path through this research has yielded lessons both for approximation research specifically and hardware–software co-design generally.

**The von Neumann Curse**

When doing approximation at the instruction granularity in a typical von Neumann machine, the data path can be approximate but the control circuitry likely can’t. Given that control accounts for about 50% of hardware resources, gains are fundamentally limited to $2 \times$, which is hardly enough to justify the trouble. We therefore have more hopes for coarse-grain approximation techniques than fine-grain.
And that was just an example. Many other promising avenues of our work have fallen foul of the conflation of program control flow and data flow. For example, if we want to approximate the contents of a register, we need to know whether it represents pixel data amenable to approximation or a pointer, which may be disastrous to approximate.

Separation problems are not unique to approximation. Secure systems, for example, could profit from a guarantee that code pointers are never manipulated as raw data. Future explorations of hardware–software co-design would benefit from architectural support for separating control flow from data flow.

The High Cost of Hardware Design

In our work on approximation with neural networks, we achieve the best energy efficiency when we use a custom hardware neural processing unit, or NPU [14, 43]. Our first evaluations of the work used cycle-based architectural simulation, which predicted an average $3 \times$ energy savings. Later, we implemented the NPU on an FPGA [29]. On this hardware, we measured an average energy savings of $1.7 \times$. The difference is due partially to the FPGA’s overhead and clock speed and partially due to the disconnect between simulation and reality. Determining the exact balance would require a costly ASIC design process. Even building the FPGA implementation took almost two years.

Hardware–software co-design involves an implied imbalance: software is much faster to iterate on than hardware. Future explorations of hardware–software co-design opportunities would benefit from more evolution of hardware description languages and simulation tools. We should not have to implement hardware three times – first in simulation, second in an HDL for an efficient FPGA implementation, and again for a high-performance ASIC.

Trust the Compiler

Hybrid hardware–software research constantly needs to divide work between the programmer, the compiler, and the hardware. In our experience, a hybrid design should delegate as much as possible to the compiler. For example, the Truffle CPU [13] has dual-voltage SRAM arrays that require every load to match the precision level of its corresponding store. This invariant would be expensive to enforce with per-register and per-cache-line metadata, and it would be unreasonable for programmers to specify manually. Our final design leaves all the responsibility to the compiler, where enforcement is trivial.

Relegating intelligence to the compiler comes at a cost in safety: programming to the Truffle ISA directly is dangerous and error-prone. Fortunately, modern programmers rarely write directly to the CPU’s hardware interface. Researchers should treat the ISA as a serialization channel between the compiler and architecture – not a human interface. Eschewing direct human–hardware interaction can pay off in fundamental efficiency gains.

3 Opportunities for Co-Design

3.1 Programming Hardware

The vast majority of programming languages research is on languages that target a very traditional notation of “programming.” Programs must eventually be emitted as a sequence of instructions, meant to be interpreted by processors that will load them from memory and execute them in order. The programming languages and architecture communities should not remain satisfied with this traditional division of labor. The instruction set architecture abstraction imposes limits on the control that programmers can have over how
hardware works, and compatibility concerns limit the creativity of architecture designs. Hybrid hardware–software research projects should design new hardware abstractions that violate the constraints of traditional ISAs.

Some recent work revived interest in languages for designing hardware and FPGA configurations [3, 31] or applied language techniques to special-purpose hardware like networking equipment [15] and embedded processor arrays [33]. But we can do more. A new story for programmable hardware will require radically new architecture designs, hardware interfaces that expose the right costs and capabilities, programming models that can abstract these interfaces’ complexity, and careful consideration of the application domains.

Rethinking Architectures from the Ground Up

The central challenge in designing programmable hardware is finding the right architectural trade-off between reconfigurability and efficiency. Co-design is only possible if we expose more than what current CPUs do, but providing too much flexibility can limit efficiency. Current field-programmable gate arrays (FPGAs) are a prime example that misses the mark today: FPGAs strive for bit-level reconfigurability, and they pay for it in both performance and untenable tool complexity. New architectures will need to carefully choose the granularity of reconfiguration to balance these opposing constraints.

Exposing Communication Costs

The von Neumann abstraction is computation-centric: the fundamental unit of work is computation. But the costs in modern computers, especially in terms of energy, are increasingly consumed by communication more than computation. New programmable hardware will need to expose abstractions that reflect this inversion in the cost model. Unlike earlier attempts to design processors with exposed communication costs [16], these new abstractions need not be directly comprehensible for humans: we do not need to expect programmers to write this “assembly language” directly. Instead, we should design abstractions with their software toolchains in mind from the beginning.

Managing Complexity

New programmable hardware will need to work in concert with programming languages and compiler workflows that can manage their inherent complexity. Crucially, the toolchain will need to balance convenient automation with programmer control. It can be extremely powerful to unleash programmers on the problem of extracting efficiency from hardware, but history has also shown that overly complex programming models do not go mainstream. New toolchains should combine both language ideas, which can safely expose complexity, compiler techniques like program synthesis, which can hide the complexity.

General vs. Domain-Specific Architectures

There is a well-known trade-off in architecture between generality and efficiency [18]. The best reconfigurable hardware may never be fully general purpose: domain-specific languages, tools, and chips can have critical advantages for their sets of applications. At every level in the stack, new designs should provide tools for building domain-specific components.
3.2 Simpler Hardware With Software Verification

Modern computer architectures spend considerable resources protecting software from itself, with kernel/user mode, process isolation through virtual memory, sophisticated cache coherency and memory consistency models to extract maximum performance, and others. These protections add complexity to hardware design and implementation, and cost both time and energy during execution.

Rapid improvement in software verification has greatly expanded both the scope and the strength of the safety properties we can (automatically or manually) prove about programs. In particular, a system that is verified from the microkernel up to the application appears within reach [24]. The power of verification presents an opportunity to design new hardware architectures specifically for verified software. These architectures would avoid the energy and time overhead of dynamic protection mechanisms and simplify future scaling efforts.

Virtual Memory

Major architectures provide virtual memory to help operating systems provide process isolation. Each process sees its own address space and has no way of accessing the physical memory allocated to other processes. While this abstraction is convenient for operating system and application programmers, virtual memory protection entails considerable hardware complexity and cost.

Aiken et al. showed in 2006 that the cycle overhead of hardware virtual memory protection is up to 38% on the SPECweb99 benchmark [2]. Half this cost (19 pp) is due to switching between multiple address spaces (kernel and application) on control transfers, and the pressure these address spaces place on the TLB. An additional 12 pp is due to switching protection modes between ring 0 (kernel) and ring 3 (application) on control transfers. Working sets are growing much faster than the size of TLBs (combining L1 and L2, TLB entries have grown from 560 pages or 2,240kB on Nehalem (2008) to 1,088 pages or 4,352kB on Haswell (2014), and so TLB pressure and virtual memory overhead will only continue to increase.

The Singularity project explored the opportunity to abandon virtual memory in favor of software-isolated processes (SIPs) [22]. Instead of asking virtual memory hardware to provide process isolation, Singularity guarantees isolation between SIPs through static verification and some runtime checks. The verification is made feasible by Singularity’s Sing# language for applications, which is type- and memory-safe. The software runtime checks are very low overhead; for example, a ping-pong message between two processes on Singularity is 7× faster than Linux and 8× faster than Windows [21].

Concurrency

A substantial portion of multiprocessor hardware is dedicated to cache coherence and memory consistency. These mechanisms work with the programming model, compilers and operating systems to preserve a simple memory model for programmers. But coherence protocols and consistency enforcement are neither simple nor cheap.

Memory models are complex to understand, and even more complex to implement correctly. Verification efforts have uncovered bugs in both hardware implementations of relaxed consistency models [19] and in the software memory models that attempt to abstract over them [46]. Given these difficulties, some have advocated for abandoning shared-memory hardware altogether (for example, Intel’s Single-Chip Cloud Computer (SCC) has 48 cores without coherence), but this seems extreme.
Coherence and consistency come with significant performance and hardware overheads. DeNovo is a coherence protocol that works together with a disciplined shared-memory programming model to reduce coherence overheads [8]. Compared to MESI, DeNovo executes benchmarks up to 60% faster due to reduced network traffic, read misses and stall times.

Verification of data race freedom would enable simpler hardware designs and therefore increase the potential for future scaling. Traditional work in verifying race freedom (including the DeNovo programming model) has required explicit program annotations [23]. But recent work in formalizing hardware memory models [42] suggests that we should work towards automatically verifying race freedom. A hardware architecture for verified software would take advantage of provable race freedom to reduce coherence traffic and state overhead, and so save energy and time.

3.3 Hardware-backed DSLs

Today’s programming languages are too complex for many of the tasks today’s programmers want to complete. We ask programmers to reason about subtle issues like memory management, concurrency and race conditions, and large standard libraries. Domain-specific languages (DSLs) are a way to democratize programming by providing languages with higher-level semantics and simpler tooling, and have seen considerable success [45]. But traditional DSLs are often implemented as slow, interpreted languages, reducing their usefulness for many programmers.

Delite is a compiler framework for implementing high-performance DSLs [44]. The framework provides components common to high-performance implementations, such as parallel versions of higher-order functions, compiler optimizations, and the ability for DSL implementers to provide domain-specific optimizations for the code generator. Delite compiles DSLs to an intermediate representation which can then be compiled to multiple targets such as C++ and OpenCL.

While Delite makes for high-performance DSLs, they ultimately execute on general-purpose hardware. There is the opportunity to build hardware accelerators specialized to particular DSLs, or even to individual programs written in a given DSL. For example, the Halide DSL for image processing compiles to SIMD or CPU+GPU code and sees considerable performance gains [34]. But Darkroom, another DSL targeting the same domain, compiles directly to pipelined ASIC implementations for even higher performance [20].

Previous work on compiling DSLs to hardware has required custom design and implementation work for each DSL compiler. Future work should target a more general compiler from DSL implementation to hardware. We should take motivation from recent work on lightweight modular staging [37], which builds high-performance compilers by staging interpreter code. Existing high-level synthesis (HLS) tools for synthesizing circuits from higher-level programming languages are difficult to use and even more difficult to debug, because they are required to implement the rich and unsafe semantics of C. We should aim to build DSL frameworks with hardware synthesis in mind to unlock the potential of ASIC performance.

3.4 Beyond the CPU

Researchers is both architecture and programming languages tend to focus on one component above all others: the CPU. While the heart of a computer has special importance, it is not the only piece that deserves attention. When the goal is energy efficiency, for example, it is crucial to bear in mind that most of a smartphone’s battery capacity goes to powering
the screen and radio – the CPU is a comparatively small drain [39]. And in the datacenter, network and storage performance can outweigh the importance of raw compute power.

Hardware–software research is in a good position to seek out opportunities beyond the CPU: in memory, storage, networking, and even more mundane systems such as displays, sensors, and cooling infrastructure.

Non-volatile main memory is an example of an emerging architectural trend in desperate need of attention from a programming-model perspective. Initial work has shown that traditional abstractions are insufficient [32] and has proposed new approaches for managing non-volatile state [9, 48].

Language research should also seek out opportunities in networking. Recent software-defined networking work [15] has shown how to build better abstraction for networking equipment, but that work focuses on traditional roles for the network. We should also consider new ways to program the network. For instance, in the data center, what computation would be best offloaded from servers into the network? How can we productively program mobile device radio modems while preventing disastrous network attacks?

More experimental research should consider collaboration with the less glamorous parts of computer hardware. Power supply systems are one such example that are typically hidden at all costs from the end programmer. Researchers should question this separation. For example, can datacenter applications extract more energy efficiency by programming their power distribution systems? How can we re-design the battery and charging systems in a mobile phone to specialize them to a particular use patterns? Can applications and operating systems collaborate with hardware to fairly divide energy resources? Peripheral, traditionally non-architectural components like power systems are ripe for rethinking, but only in the context of co-design with a new programming model.

4 Conclusion

The air-tight hardware abstraction continues to serve innovation in programming languages well. But as physical challenges begin to threaten Moore’s law, the biggest leaps in performance and efficiency will come from true hardware–software co-design. We believe our community can go far beyond the current primitive cooperation between hardware and software by designing them together. We can take inspiration from successes in embedded system design and our experiences with approximate computing. Exciting opportunities abound for hardware accelerators co-designed with software, reduced redundancy between hardware and software mechanisms, and entirely new classes of optimizations. We hope that our experiences and successes with hardware–software co-design will encourage researchers to cross the abstraction boundary to design more integrated and thoughtful systems.
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Abstract

Siek and Taha [2006] coined the term \textit{gradual typing} to describe a theory for integrating static and dynamic typing within a single language that 1) puts the programmer in control of which regions of code are statically or dynamically typed and 2) enables the gradual evolution of code between the two typing disciplines. Since 2006, the term \textit{gradual typing} has become quite popular but its meaning has become diluted to encompass anything related to the integration of static and dynamic typing. This dilution is partly the fault of the original paper, which provided an incomplete formal characterization of what it means to be gradually typed. In this paper we draw a crisp line in the sand that includes a new formal property, named the \textit{gradual guarantee}, that relates the behavior of programs that differ only with respect to their type annotations. We argue that the gradual guarantee provides important guidance for designers of gradually typed languages. We survey the gradual typing literature, critiquing designs in light of the gradual guarantee. We also report on a mechanized proof that the gradual guarantee holds for the Gradually Typed Lambda Calculus.
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1 Introduction

Statically and dynamically typed languages have complementary strengths. Static typing guarantees the absence of type errors, facilitates the generation of efficient code, and provides machine-checked documentation. On the other hand, dynamic typing enables rapid prototyping, flexible programming idioms, and fast adaptation to changing requirements. The theory of \textit{gradual typing} provides both of these typing disciplines within a single language, puts the programmer in control of which discipline is used for each region of code, provides seamless interoperability, and enables the convenient evolution of code between the two disciplines.

Gradual typing touches both the static type system and the dynamic semantics of a language. The key innovation in the static type system is the \textit{consistency} relation on types, which allows implicit casts to and from the unknown type, here written $\ast$, while still catching static type errors [5, 50, 27].\(^1\) The dynamic semantics for gradual typing is based on the semantics

\(^{1}\) This work was partially supported by NSF grant 1360694.

\(^{1}\) The consistency relation is also known as compatibility.
of contracts [19, 24], coercions [33], and interlanguage migration [62, 40]. Because of the
shared mechanisms with these other lines of research, much of the ongoing research benefits
the theory of gradual typing, and vice versa [28, 39, 26, 16, 56, 15, 17, 25].

Gradual typing has a syntactic similarity to type inference [42], which also supports
optional type annotations. However, type inference differs from gradual typing in that it
requires static type checking for the whole program. However, there are many other lines of
research that seek to integrate static and dynamic typing, listed below.

1. *Dynamic & Typecase* extends statically typed languages with a type, often named Dynamic
   or Any, together with explicit forms for injecting and projecting values into and out of
   the Dynamic type [38, 1, 12].

2. *Object-Oriented Languages* extend statically typed languages with a type, often called
   Object, with implicit conversions into Object and explicit conversions out of Object [23, 37].

3. *Soft Typing* applies static analysis to dynamically typed programs for the purposes of
   optimization [13] and debugging [21].

4. *Type Hints* in dynamically typed languages enable type specialization in optimizing
   compilers, such as in Lisp [55] and Dylan [47].

5. *Types for Dynamic Languages* design static type systems for dynamically typed languages,
   such as StrongTalk [10] and Typed Racket [63].

While these lines of research share the broad goal of integrating statically and dynamically
typed languages, they address goals different from those associated with gradual typing.

To a large degree, the practice of gradual typing preceded the theory. A number of
languages provided a combination of static and dynamic type checking, with implicit casts
to and from the unknown type. These languages included Cecil [14], Visual Basic.NET [41],
Bigloo [46], and ProfessorJ [24]. The theory of gradual typing provides a foundation for
these languages. Thatte’s earlier theory of Quasi-static Typing [60] almost meets the goals
of gradual typing, but it does not statically catch all type errors in completely annotated
programs. (See Siek and Taha [50] for an in-depth discussion.)

Over the last decade there has been significant interest, both in academia and industry,
in the integration of static and dynamic typing. On the industry side, there is Dart [59],
TypeScript [32, 6], Hack [65], and the addition of Dynamic to C# [31]. On the academic side,
there is a growing body of research [34, 51, 30, 40, 49, 67, 8, 54, 69, 68, 2, 18, 36, 44, 58, 3,
66, 61, 57, 45, 4, 9, 6, 22, 53]. The term *gradual typing* is often used to describe language
designs that integrate static and dynamic typing. However, some of these designs do not
satisfy the original intent of gradual typing because they do not support the convenient
evolution of code between the two typing disciplines. This goal was implicit in the original
paper; it did not include a formal property that captures convenient evolution. To this end,
we offer a new criterion in this paper, the *gradual guarantee*, that relates the behavior of
programs that differ only with respect to the precision of their type annotations.

In Section 2 we discuss several example programs that demonstrate gradual typing and
motivate the need for the gradual guarantee. We review the semantics of the Gradually
Typed Lambda Calculus (GTLC) (Section 3) and then state the formal criteria for gradually
typed languages, including the gradual guarantee (Section 4). In Section 5 we survey some
of the gradual typing literature, critiquing designs in light of the gradual guarantee. The
last section before the conclusion reports on a mechanized proof that the GTLC satisfies the
gradual guarantee (Section 6).
Examples of Gradual Typing

In this section, we highlight the goals of gradual typing by way of several examples and motivate the need for the gradual guarantee. The examples are written in Reticulated Python, a gradually typed variant of Python [66] using the syntax for type annotations specified in PEP 484 [29]. For example, a function type $T_1 \rightarrow T_2$ is written `Callable[[T_1], T_2]`.

2.1 Gradual Typing Includes Both Fully Static and Fully Dynamic

The first goal of gradual typing is to provide both fully static type checking and fully dynamic type checking. In other words, a gradually typed language can be thought of being a superset of two other languages, a fully static one and a fully dynamic one. For example, the GTLC is, roughly speaking, a superset of both the Simply Typed Lambda Calculus (STLC) and the (Dynamically Typed) Lambda Calculus (DTLC). We say that a program is fully annotated if all variables have type annotations and if the type $\star$ does not occur in any of the type annotations. A fully annotated program of the GTLC should behave the same as in the STLC, and a program without type annotations should behave the same as in the DTLC. An important aspect of a program’s behavior that we take into account is the error cases, of which there are several varieties: 1) a program may fail to type check, 2) a program may encounter a runtime error and the language definition requires that the program halt or raise an exception, i.e., a trapped error [11]) and 3) a program may encounter a runtime error that the language definition says nothing about, i.e., an untrapped error. The STLC, GTLC, and even DTLC are all strongly typed so they are free of untrapped errors. Furthermore, the STLC is free of trapped errors and so is the GTLC on fully annotated programs.

Consider the examples in Figure 1. The $\text{gcd}$ functions at the top have no type annotations whereas $\text{gcd}_3$ functions at the bottom are fully annotated. The un-annotated versions should behave just like they would in Python. Indeed, with $\text{gcd}_1$, the call $\text{gcd}(15, 9)$ returns $(3, -1, 2)$. Can you spot the error in $\text{gcd}_1$? The second return statement is returning a pair instead of a 3-tuple. But that error is not caught statically because the programmer has asked for dynamic checking. Turning to the fully annotated versions $\text{gcd}_3$, the call $\text{gcd}_3(15, 9)$ returns $(3, -1, 2)$. The second return statement is returning a pair instead of a 3-tuple. But that error is not caught statically because the programmer has asked for dynamic checking. Turning to the fully annotated versions $\text{gcd}_3$, the call $\text{gcd}_3(15, 9)$ returns $(3, -1, 2)$ and furthermore, the gradual type system guarantees that $\text{gcd}_3$ is free of runtime type errors. On the other hand, with $\text{gcd}_3$, a static error is reported to indicate that returning a pair conflicts with the return type `Tuple[int, int, int]`.

2.2 Gradual Typing Provides Sound Interoperability

With gradual typing, fully static programs behave the same as if they were written in a statically typed programming language. As a result, they are guaranteed not to encounter type errors at runtime. But what about partially typed programs? Consider the following algorithm for computing the modular inverse. We have not annotated the parameters of `modinv`, so it is dynamically typed, but suppose it calls the statically typed `gcd_3`. What happens if someone forgets a conversion and passes a string as parameter $m$ of `modinv`?

```python
def modinv(a, m):
    (g, x, y) = gcd(a, m)
    if g != 1: raise Exception()
    else: return x % m
```
Does the string flow into the `gcd` function and trigger a runtime error in the expression `b % a`? That would be unfortunate, because `gcd` is statically typed and one would hope that `gcd` is guaranteed to be free of runtime errors, of both the trapped and untrapped variety. Further, there would be a string masquerading as an integer and programmers would not be able to trust their type annotations. With gradual typing, the runtime system protects the static typing assumptions by casting values as they flow between statically and dynamically typed code. So in this example, there is a cast error in `modinv` just before the call to `gcd`. In fact, gradual typing ensures that statically typed regions of code are free of runtime type errors.

Next let us consider the following fully annotated version of `modinv` with a call to the dynamically typed `gcd` function.

```python
def gcd(a: int, b: int) -> Tuple[int, int, int]:
    if a == 0:
        return (b, 0, 1)
    else:
        (g, y, x) = gcd(b % a, a)
        return (g, x - (b // a) * y, y)
```

This function refers to a variable, `gcd`, that is dynamic, this function is only partially typed.

```python
def modinv(a : int, m : int):
    (g, x, y) = gcd(a, m)
    if g != 1: raise Exception()
    else: return x % m
```

However, one would like to understand which parts of `modinv` are safe versus which parts might result in a runtime type error. We accomplish this by analyzing the implicit casts in `modinv`. In the call `gcd(a,m)`, the arguments are cast from `int` to `Any`. In general, gradual typing guarantees that upcasts like these are safe. (We define upcast in terms of subtyping in Section 4.2.) On the other hand, the return type of `GCD1a` is unspecified, so it defaults to `Any`. Thus, the assignment to the tuple `(g, x, y)` requires a downcast, which is unsafe. One thing worth noting is that some partially typed code can be completely safe. For example, if we changed `GCD1a` to have return type `Tuple[int, int, int]` (but leave the parameter types unspecified), then the `modinv` function would be safe because the only implicit casts would be the upcasts on the arguments in the call to `gcd`. We envision that IDE’s for gradually typed languages will provide feedback to programmers, identifying the locations of unsafe casts.
Next we consider the situation in which a dynamically typed function is used as a callback inside a statically typed function. In the following we compute the derivative of a function \texttt{fun} at two different points. However, there is an error during the second call to \texttt{deriv} because \texttt{fun} returns the \texttt{None} value when the input is not positive.

```python
def deriv(d: float, f: Callable[[float], float], x: float) -> float:
    return (f(x + d) - f(x - d)) / (2.0 * d)

def fun(y):
    if y > 0: return y ** 3 - y - 1

deriv(0.01, fun, 3.0)
deriv(0.01, fun, -3.0)
```

As described above, gradual typing performs runtime casts to ensure that values are consistent with their static types. Here the cast needs to check that \texttt{fun} has type \texttt{Callable[[float], float]}. However, determining the return type of an arbitrary dynamically typed function is undecidable. (The halting problem reduces to this problem.) Instead, gradual typing draws on research for contracts [19] and delays the checking until the function is called. Thus, a cast error occurs inside \texttt{deriv} when parameter \texttt{f} is applied to a negative number.

If this were the end of the story, it would be unfortunate; as we stated above, statically typed code should be free of runtime type errors. In this example, the code that called \texttt{deriv} is at fault but the error occurs inside \texttt{deriv}. However, thanks to the blame tracking technique of Findler and Felleisen [19], the cast error can point back to the call to \texttt{deriv} and explain that \texttt{fun} violated the expected type of \texttt{Callable[[float], float]} returning \texttt{None}.

Thus, in general, the soundness guarantee for gradual typing is stated in terms of blame: upcasts never result in blame, only downcasts or cross-casts.

### 2.3 Gradual Typing Enables Gradual Evolution

So far we demonstrated how gradual typing subsumes static and dynamic typing and provides sound interoperability between the two, but we have not demonstrated the \textit{gradual} part of gradual typing. That is, programmers should be able to add or remove type annotations without any unexpected impacts on their program, such as whether it still typechecks and whether its runtime behavior remains the same. In Figure 2 we show several points in the evolution of the \texttt{gcd} function with respect to dynamic versus static typing. These versions of the \texttt{gcd} function have bodies identical to \texttt{GCD}\textsubscript{3a}; they only differ in their type annotations.

One might naively want all of the versions in Figure 2 to have exactly the same behavior with respect to type checking and execution. However, \texttt{GCD}\textsubscript{3c} has the \textit{wrong} annotation, with a return type of \texttt{Tuple[int, int]}. To ensure type soundness, a gradual type system must reject this program as ill typed. Thus, when a programmer adds annotations, they can sometimes trigger a static type error. Similarly, adding the wrong annotation can sometimes trigger a runtime error, which is good because it makes sure that annotations stay consistent with the code. For example, when using \texttt{GCD}\textsubscript{2a} (whose second parameter has unknown type), adding \texttt{str} as the annotation for the \texttt{m} parameter of \texttt{modinv}, as shown below, does not trigger a static error, but it does trigger a cast error at the recursive call to \texttt{gcd}.

```python
def modinv(a, m : str):
    (g, x, y) = gcd(a, m)
    ...
modinv(3, 'hi %s')
```
What about the reverse? What does removing type annotations do to the behavior of a gradually typed program? The \textit{gradual guarantee} says that if a gradually typed program is well typed, then removing type annotations always produces a program that is still well typed. Further, if a gradually typed program evaluates to a value, then removing type annotations always produces a program that evaluates to an equivalent value.

One of the primary use cases for gradual typing is to enable the evolution of programs from untyped to typed. Thus, one might be disappointed that the graduate guarantee is not as strong when moving in that direction. However, the gradual guarantee has more to say about this direction: a program remains well typed so long as only correct type annotations are added. We take \textit{correct} to mean that the annotation agrees with the corresponding annotation in some fully annotated and well-typed version of the program. With this definition, one can apply the gradual guarantee to show that the program of interest remains well typed with the addition of correct type annotations.

\section{The Gradually Typed Lambda Calculus}

Here we review the GTLC \cite{50} (Figure 3), which extends the STLC with the unknown type $\star$ and un-annotated functions. The blame labels $\ell$ represent source position information from the parser, so blame labels are unique. The typing rules for constants, variables, and functions are the same as in the STLC. The two key aspects of the GTLC type system can be seen in the rule for application. First, the consistency relation, written $T_1 \sim T_2$, is used in GTLC where the STLC would check for type equality. The consistency relation is more liberal when it comes to the unknown type: it relates any type to the unknown type. For example, consistency is responsible for the the call $\text{gcd}(15, 9)$, with version GCD$_{1\alpha}$, being well typed. The argument types are \texttt{int}, the parameter types are $\star$, and \texttt{int} $\sim$ $\star$. The consistency relation is responsible for rejecting $\text{gcd}(32, \text{true})$, with GCD$_{3\alpha}$, because \texttt{bool} $\not\sim$ \texttt{int}. In contrast to subtyping, consistency is symmetric but not transitive. Gradual typing can be added to object-oriented languages by combining subtyping and consistency in a principled fashion \cite{51, 6}. Another important aspect of the GTLC is the metafunction $\text{fun}$. The GTLC allows a term in function position to be of type $T_1 \rightarrow T_2$ or of type $\star$. The $\text{fun}$ metafunction extracts the domain and codomain type, treating $\star$ as if it were $\star \rightarrow \star$ \cite{22}.
Blame labels $\ell$
Base types $B ::= \text{int} | \text{bool}$
Types $T ::= B | T \to T | *$
Constants $k ::= \mathsf{true} | 0 | \mathsf{inc} | \cdots$
Expressions $e ::= k | x | \lambda x : T . e | (e_1 e_2)\ell$

Consistency

<table>
<thead>
<tr>
<th>$\star \sim T$</th>
<th>$T \sim \star$</th>
<th>$B \sim B$</th>
<th>$T_1 \sim T_3$</th>
<th>$T_2 \sim T_4$</th>
<th>$T_1 \to T_2 \sim T_3 \to T_4$</th>
</tr>
</thead>
</table>

Expression Typing

<table>
<thead>
<tr>
<th>$\Gamma \vdash e : T$</th>
<th>$\text{Function Matching}$</th>
<th>$\text{fun}(T) = T \to T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma \vdash e_1 : T_1$</td>
<td>$\Gamma \vdash e_2 : T_2$</td>
<td>$\text{fun}(T_{11} \to T_{12}) = T_{11} \to T_{12}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\text{fun}(T_{11} \to T_{12}) = T_{11} \to T_{12}$</td>
<td>$\text{fun}(\star) = \star \to \star$</td>
</tr>
</tbody>
</table>

Dynamic Semantics: $e \Downarrow r \equiv \emptyset \vdash e \sim f : T$ and $f \mapsto^* r$ for some $f$ and $T$.

Figure 3 The Gradually Typed Lambda Calculus (GTLC).

The dynamic semantics of the GTLC is defined by translation into an internal cast calculus much like the Blame Calculus [67]. The internal cast calculus extends the STLC with the unknown type $\star$ but it replaces the implicit casts of the GTLC with explicit casts. The cast calculus and translation is defined in Figure 4. The cast expression has the form $\langle T e \rangle \ell$ with the unknown type $\star$. Restricting injections to ground types gives the UD semantics [49, 67]. To instead obtain the D semantics, this restriction can be lifted [49].

\[\text{fun} \downarrow \text{float} \mapsto \text{float} \text{ applied to 3.01. The cast from } \star \to \star \text{ to } \text{float} \text{ applied to } \text{fun} \text{ is a value. The application of a wrapped function breaks the cast into two parts: a}\]

\[^{2}\text{Restricting injections to ground types gives the UD semantics [49, 67]. To instead obtain the D semantics, this restriction can be lifted [49].}\]
Ground Types  
\[ G ::= B | \ast \rightarrow \ast \]

Expressions  
\[ f ::= k | x | \lambda x : T . f | f f | f : T \Rightarrow^\ell T | \text{blame}_T \ell \]

Values  
\[ v ::= k | \lambda x : T . f | v : T_1 \Rightarrow T_2 | v : G \Rightarrow^\ell \ast \]

Results  
\[ r ::= v | \text{blame}_T \ell \]

Frames  
\[ F ::= \Box f | v \Box | \Box : T_1 \Rightarrow T_2 \]

Expression Typing
\[
\begin{align*}
\Gamma \vdash C \, f : T \\
\Gamma \vdash (f : T_1 \Rightarrow^\ell T_2) : T_2 \\
\Gamma \vdash C \, \text{blame}_T \ell : T
\end{align*}
\]

Cast Insertion
\[
\begin{align*}
\Gamma \vdash e_1 \Rightarrow f_1 : T_1 \\
\Gamma \vdash e_2 \Rightarrow f_2 : T_2 \\
\Gamma \vdash (e_1 \ e_2)^\ell \Rightarrow (f_1 : T_1 \Rightarrow T_{11} \Rightarrow T_{12}) \ (f_2 : T_2 \Rightarrow T_{11}) : T_{12}
\end{align*}
\]

Dynamic Semantics
\[
\begin{align*}
(\lambda x : T . f) \ v & \rightarrow [x := v]f & \text{(Beta)} \\
v : B \Rightarrow^\ell B & \rightarrow v & \text{(IdBase)} \\
v : \ast \Rightarrow^\ell \ast & \rightarrow v & \text{(IdStar)} \\
v : G \Rightarrow^\ell_1 \ast \Rightarrow^\ell_2 G & \rightarrow v & \text{(Succeed)} \\
v : G_1 \Rightarrow^\ell_2 \ast \Rightarrow^\ell_2 G_2 & \rightarrow \text{blame}_G \ell_2 & \text{if } G_1 \neq G_2 & \text{(Fail)} \\
v_1 : T_1 \Rightarrow T_2 \Rightarrow^\ell T_3 \Rightarrow T_4 & \rightarrow v_1 (v_2 : T_3 \Rightarrow^\ell T_1) : T_2 \Rightarrow T_4 & \text{(AppCast)} \\
v : T \Rightarrow^\ell \ast \rightarrow v : T \Rightarrow^\ell G \Rightarrow^\ell \ast & \text{if } T \neq \ast, T \neq G, T \Rightarrow G & \text{(Ground)} \\
v : \ast \Rightarrow^\ell T & \rightarrow v : \ast \Rightarrow^\ell G \Rightarrow^\ell T & \text{if } T \neq \ast, T \neq G, T \Rightarrow G & \text{(Expand)} \\
F[f] & \rightarrow F[f'] & \text{if } f \rightarrow f' & \text{(Cong)} \\
F[\text{blame}_T \ell] & \rightarrow \text{blame}_T \ell & \text{if } \Gamma \vdash T_1 \Rightarrow T_2 & \text{(Blame)}
\end{align*}
\]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cast_insertion.pdf}
\caption{Cast insertion and the internal cast calculus.}
\end{figure}

The cast on the argument and on the return value. The following shows the important steps.

\[
\begin{align*}
(\text{fun} : \ast \rightarrow \ast \Rightarrow^\ell \text{float} \rightarrow \text{float}) \ 3.01 \\
\rightarrow (\text{fun} (3.01 : \text{float} \Rightarrow^\ell \ast)) : \ast \Rightarrow^\ell \text{float} \\
\rightarrow \ast \ 5.02 : \text{float} \Rightarrow^\ell \ast \Rightarrow^\ell \text{float} & \rightarrow 5.02
\end{align*}
\]

Recall that the second call to \texttt{deriv} resulted in a cast error. In that case \texttt{fun} is applied to \(-2.99\). The result of the function is a \texttt{None} value, which cannot be cast to \texttt{float}. Thanks to the blame tracking, the error \texttt{blame} includes the source information for the cast that arose from passing \texttt{fun} into \texttt{deriv}.

\[
\begin{align*}
(\text{fun} : \ast \rightarrow \ast \Rightarrow^\ell \text{float} \rightarrow \text{float}) \ -2.99 \\
\rightarrow (\text{fun} (-2.99 : \text{float} \Rightarrow \ast)) : \ast \Rightarrow^\ell \text{float} \\
\rightarrow \ast \text{None} : \text{NoneType} \Rightarrow^\ell \ast \Rightarrow^\ell \text{float} & \rightarrow \text{blame} \ell
\end{align*}
\]
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4 Criteria for Gradual Typing

We begin by reviewing the formal criteria for gradually typed languages that appear in the literature. These criteria cover the first three subsections of Section 2. We then develop a formal statement of our new criterion, the gradual guarantee. For the sake of precision, we state each criterion as a theorem about the GTLC. Our intent is that one would adapt these theorems to other gradually typed languages.

4.1 Gradual as a Superset of Static and Dynamic

As discussed in Section 2.1, a gradually typed language is intended to include both an untyped language and a typed language. For example, GTLC should encompass both DTLC and the STLC. Siek and Taha [50] prove that the GTLC type system is equivalent to the STLC on fully annotated programs. We extend this criterion to require the dynamic semantics of the GTLC to coincide with the STLC on fully annotated programs in the theorem below.

Let \( \vdash_S \) and \( \downarrow_S \) denote the typing judgment and evaluation function of STLC, respectively.

▶ Theorem 1 (Equivalence to the STLC for fully annotated terms).

Suppose \( e \) is fully annotated and \( T \) is static.
1. \( \vdash_S e : T \) if and only if \( \vdash e : T \). (Siek and Taha [50]).
2. \( e \downarrow_S v \) if and only if \( e \downarrow v \).

The relationship between the GTLC and DTLC is more nuanced by necessity because there exist terms that are both fully annotated and un-annotated. Suppose the constant \texttt{inc} has type \texttt{int\rightarrow int} and the constant \texttt{true} has type \texttt{bool}. Then the application of \texttt{inc} to \texttt{true} is ill-typed in the GTLC even though it is a well-typed program in the DTLC (trivially, because programs are). Similar issues arise when extending the GTLC with other constructs, such as conditionals, where one must choose to lean towards either static typing or dynamic typing. Nevertheless, there is a simple encoding of the DTLC into the GTLC, here written as \([\cdot]\), that casts constants to the unknown type. Let \( \downarrow_D \) denote evaluation of DTLC.

▶ Theorem 2 (Embedding of DTLC). Suppose that \( e \) is a term of DTLC.
1. \( \vdash [e] : \star \) (Siek and Taha [50]).
2. \( e \downarrow_D r \) if and only if \( [e] \downarrow r \).

The two theorems of this section characterize programs at the two extremes: fully static and fully dynamic. However, these theorems say nothing about partially typed programs which is the norm for gradually typed languages. The next section describes notions of soundness that make sense for partially typed programs.

4.2 Soundness for Gradually Typed Languages

Siek and Taha [50] prove that the GTLC is sound in the same way that many dynamically typed languages are sound: execution never encounters untrapped errors (but trapped errors could be ubiquitous). Let \( e \uparrow \) indicate that \( e \) diverges.

▶ Theorem 3 (Type Safety of GTLC, Siek and Taha [50]). If \( \vdash e : T \), then either \( e \downarrow v \) and \( \vdash v : T \) for some \( v \), or \( e \downarrow \text{blame}_G \ell \) for some \( \ell \), or \( e \uparrow \).

This theorem is unsatisfying because it does not tell us that statically typed regions are not to blame for trapped errors. Thankfully, blame tracking provides the right mechanism...
for formulating type soundness for gradually typed programs. The Blame Theorem [62, 67] characterizes the safe versus possibly unsafe casts. Adapting these results to gradual typing, we arrive at the Blame-Subtyping Theorem, which states that if the cast insertion procedure inserts a cast from a type to another and the former is a subtype of the latter, then the cast is guaranteed not to fail. To state this theorem, we give the following definition of subtyping.

\[ T <: T \]

\[ B <: B \quad \ast <: \ast \quad T <: G \quad S_1 <: T_1 \quad T_2 <: S_2 \quad T_1 \rightarrow T_2 <: S_1 \rightarrow S_2 \]

\[ T_1 \rightarrow T_2 \quad \text{and} \quad e \downarrow \text{blame}_T l' \quad \text{then} \quad l \neq l'. \]

The practical implication of this theorem is that a programmer (or automated tool) can easily analyze a region of code to tell whether they region is safe or whether it might trigger a cast error. Furthermore, the Blame-Subtyping Theorem guarantees that fully-static regions of code are never to blame for cast errors.

4.3 The Gradual Guarantee

So far we have four theorems to characterize gradually typed languages, but none of them address the requirement of Section 2.3. Roughly speaking, changes to the annotations of a gradually typed program should not change the static or dynamic behavior of the program.

For example, suppose we start with the un-annotated program at the top of the lattice in Figure 5. One would hope that adding type annotations would yield a program that still evaluates to 42. Indeed, in the GTLC, adding the type annotation `int` for parameters `x` and `y` does not change the outcome of the program. On the other hand, the programmer might insert the wrong annotation, say `bool` for parameter `y`, and trigger a trapped error. Even worse, the programmer might add `bool` for `x` and cause a static type error. So we cannot claim full contextual equivalence when going down in the lattice, but we can make a strong claim when going up in the lattice: the less precise program behaves the same as the more precise one except that it might have fewer trapped errors.

The partial order at work in Figure 5 is the precision relation on types and terms, defined in Figure 6. Type precision [52] is also known as naive subtyping [67]. Term precision is the natural extension of type precision to terms. Here we write \( T \subseteq T' \) when type \( T \) is more precise than \( T' \) and \( e \subseteq e' \) when term \( e \) is more precisely annotated than \( e' \). We give the definition of these relations in Section 6. We characterize the expected static and dynamic behavior of programs as we move up and down in precision as follows.

\[ \text{We apologize that the direction of increase in precision is to the left instead of to the right. We settled on this directionality to be consistent with subtyping.} \]
Type Precision

\[
\begin{array}{c}
\top \subseteq \top \\
B \subseteq B \\
T_1 \subseteq T_3 \\
T_2 \subseteq T_4 \\
T_1 \rightarrow T_2 \subseteq T_3 \rightarrow T_4
\end{array}
\]

Term Precision for the GTLC

\[
\begin{array}{c}
k \subseteq k \\
x \subseteq x \\
\lambda x : T_1 . e_1 \subseteq \lambda x : T_2 . e_2 \\
e_1 \subseteq e_2 \\
e_1' \subseteq e_2'
\end{array}
\]

\[
\frac{\lambda x : T_1 . e_1 \subseteq \lambda x : T_2 . e_2}{(e_1 e_1')^\ell \subseteq (e_2 e_2')^\ell}
\]

\[\text{Figure 6 Type and Term Precision.}\]

\[\text{\triangleright Theorem 5 (Gradual Guarantee). Suppose } e \subseteq e' \text{ and } \vdash e : T.\]

1. If \(e \Downarrow v\), then \(e' \Downarrow v'\) and \(v \subseteq v'\).
   If \(e \Uparrow\), then \(e' \Uparrow\).
2. If \(e' \Downarrow v'\), then \(e \Downarrow v \text{ where } v \subseteq v'\), or \(e \Downarrow \text{ blame}_T\).
   If \(e' \Uparrow\), then \(e \Uparrow\) or \(e \Downarrow \text{ blame}_T\).

Now that we have stated the gradual guarantee, it is natural to wonder how important it is.
Of course, there are many pressures at play during the design of any particular programming
language, such as concerns for efficiency, safety, learning curve, and ease of implementation.
However, if a language is intended to support gradual typing, that means the programmer
should be able to conveniently evolve code from being statically typed to dynamically typed,
and vice versa. With the gradual guarantee, the programmer can be confident that when
removing type annotations, a well-typed program will continue to be well-typed (with no
need to insert explicit casts) and a correctly running program will continue to do so.
When adding type annotations, if the program remains well typed, the only possible change in
behavior is a trapped error due to a mistaken annotation. Furthermore, it is natural to
consider tool support (via static or dynamic analysis) for adding type annotations, and we
would not want the addition of types to cause programs to misbehave in unpredictable ways.

5 \textbf{Critiques of Language Designs in Light of the Gradual Guarantee}

Researchers have explored a large number of points in the design space for gradually typed
languages. A comprehensive survey is beyond the scope of this paper, but we have selected a
handful of them to discuss in light of the gradual guarantee.

5.1 GTLC

As discussed above, the Gradually Typed Lambda Calculus [50] satisfies the gradual guarantee
(the proof is in Section 6).

5.2 GTLC with Mutable References

Siek and Taha [50] treat mutable references as invariant in their type system, disallowing
implicit casts that change the pointed-to type. Consider that design in relation to the lattice
of programs in Figure 7. The program at the top is well-typed because Ref int may be
implicitly cast to \(\top\) (anything can). The program at the bottom is well-typed; it contains no
implicit casts. However, the program in the middle is not well-typed because one cannot cast between \texttt{Ref int} and \texttt{Ref \star}. These programs are related by precision and the bottom program is well-typed, so part 1 of the gradual guarantee is violated.

Herman et al. \cite{herman:thesis, herman:2010} remedy the situation with a design for mutable references that allows implicit casts between reference types so long as the pointed-to types are consistent (in the technical sense of Siek and Taha \cite{siek:2008}). We conjecture that their design satisfies the gradual guarantee. Likewise, we conjecture that the new monotonic approach \cite{stark:2015} to mutable references satisfies the gradual guarantee.

5.3 TS$^\star$

The TS$^\star$ language \cite{siek:2015} layers a static type system over JavaScript to provide protection from security vulnerabilities. TS$^\star$ is billed as a gradually typed language, but it does not satisfy the gradual guarantee. For example, consider the program variations in Figure 7. The function with parameter $f$ is representative of a software framework and the function with parameter $x$ is representative of a client-provided callback.

A typical scenario of gradual evolution would start with the untyped program at the top, proceed to the program in the middle, in which the framework interface has been statically typed (parameter $f$) but not the client, then finally evolve to the program at the bottom which is fully typed. The top-most and bottom-most versions evaluate to \texttt{true} in TS$^\star$. However, the middle program produces a trapped error, as explained by the following quote.

"Coercions based on \texttt{setTag} can be overly conservative, particularly on higher-order values. For example, trying to coerce the identity function \texttt{id : \star \rightarrow \star} to the type \texttt{bool \rightarrow bool} using \texttt{setTag} will fail, since \texttt{\star \not<: bool}." \cite{siek:2015}

The example in Figure 8 is a counterexample to part 2 of the gradual guarantee; the bottom program evaluates to \texttt{true}, so the middle program should too, but it does not. The significance of not satisfying the gradual guarantee, as we can see in this example, is that programmers will encounter trapped errors in the process of refactoring type annotations, and will be forced to make several coordinated changes to get back to a well-behaved program.

5.4 Thorn and Like Types

The Thorn language \cite{taha:2015} is meant to support the evolution of (dynamically typed) scripts to (statically typed) programs. The language provides a dynamic type \texttt{dyn}, nominal class types, and \texttt{like} types.

We revisit parts of Figure 5 under several scenarios. First, suppose we treat \texttt{\star} as \texttt{dyn} and \texttt{int} is a concrete type (i.e. a class type). Then we have the following counterexample to
part 1 of the gradual guarantee; the bottom program is well-typed but not the top program.

\[(\lambda y : \text{int}. y) ((\lambda x : \text{dyn}. x) 42)\]

\[(\lambda y : \text{int}. y) ((\lambda x : \text{int}. x) 42)\]

Second, suppose again that \(\star\) is \text{dyn} but that we replace \text{bool} with \text{like bool} and \text{int} with \text{like int}. Now every program in Figure 5 is well-typed, even the bottom-right program that should not be:

\[(\lambda y : \text{like bool}. y) ((\lambda x : \text{like bool}. x) 42)\]

So in this scenario the gradual guarantee is satisfied, but not the correspondence with a fully static language (Theorem 1). Finally, suppose we replace \(\star\) with \text{like int} and treat \text{int} as a concrete type. Similar to the first scenario, we get the following counterexample to part 1 of the gradual guarantee; the bottom program is well-typed but not the top program. (It would need an explicit cast to be well-typed.)

\[(\lambda y : \text{int}. y) ((\lambda x : \text{like int}. x) 42)\]

\[(\lambda y : \text{int}. y) ((\lambda x : \text{int}. x) 42)\]

We note that efficiency is an important design consideration for Thorn and that it is challenging to satisfy the gradual guarantee and efficiency at the same time. For example, only recently have we found a way to support mutable references without using wrappers [53].

### 5.5 Grace and Structural Type Tests

The Grace language [7] is gradually typed and includes a facility for pattern matching on structural types. Boyland [9] observes that, depending on the semantics of the pattern matching, the gradual guarantee may not hold for Grace. Here we consider an example in an extension of the GTLC with a facility for testing the type of a value: the expression \(e \text{ is } T\) returns \text{true} if \(e\) evaluates to a value of type \(T\) and \text{false} otherwise. Boyland [9] considers three possible interpretations what “a value of type \(T\)” means: an optimistic semantics that checks whether the type of the value is consistent with the given type, a pessimistic semantics that checks whether the type of the value is equal to the given type, and a semantics similar in spirit to that of Ahmed et al. [2], which only checks the top-most type constructor.

Consider the following example where \(g\) is a function that tests whether its input is a function of type \(\text{int} \rightarrow \text{int}\). On the right we show a lattice of several programs that apply \(g\) to the identity function.

\[g \equiv (\lambda f : \star. f \text{ is } \text{int} \rightarrow \text{int})\]

\[g (\lambda x : \star. x) \quad g (\lambda x : \star. x)\]

\[g (\lambda x : \text{int}. x) \quad g (\lambda x : \text{bool}. x)\]

- Under the optimistic semantics, \(g (\lambda x : \star. x)\) and \(g (\lambda x : \text{int}. x)\) evaluate to \text{true} but \(g (\lambda x : \text{bool}. x)\) evaluates to \text{false}. So part 2 of the gradual guarantee is violated.
- Under the pessimistic semantics, \(g (\lambda x : \star. x)\) evaluates to \text{false} whereas \(g (\lambda x : \text{int}. x)\) program evaluates to \text{true}, so this is a counterexample to part 2 of the gradual guarantee.
- Under the semantics of Ahmed et al. [2], this program is disallowed syntactically. We could instead have \(g \equiv (\lambda f : \star. f \text{ is } \star \rightarrow \star)\) and then all three programs would evaluate to \text{true}. We conjecture that this semantics does satisfy the gradual guarantee.
5.6 Typed Racket and the Polymorphic Blame Calculus

We continue our discussion of type tests, but expand the language under consideration to include parametric polymorphism, as found in Typed Racket [28, 63] and the Polymorphic Blame Calculus [2]. Consider the following programs in which a test-testing function is passed to another function, either simply as $\star$ or at the universal type $\forall \alpha. \alpha \to \alpha$.

\[
(\lambda f : \star. f[\text{int}] 5) \quad (\Lambda \alpha. \lambda x : \star. x \text{ is int})
\]

\[
(\lambda f : \forall \alpha. \alpha \to \alpha. f[\text{int}] 5) \quad (\Lambda \alpha. \lambda x : \star. x \text{ is int})
\]

In the bottom program, 5 is sealed when it is passed to the polymorphic function $f$. In Typed Racket, a sealed value is never an integer, so the type test returns false. The program on the top evaluates to true, so this is a counterexample to part 2 of the gradual guarantee.

In the Polymorphic Blame Calculus, applying a type test to a sealed value always produces a trapped error, so this is not a counterexample under that design. We conjecture that one could extend the GTLC with polymorphism and compile it to the Polymorphic Blame Calculus to obtain a language that satisfies the gradual guarantee.

5.7 Reticulated Python and Object Identity

During the evaluation of Reticulated Python, a gradually typed variant of Python, Vitousek et al. [66] encountered numerous problems when adding types to third-party Python libraries and applications. The root of these problems was a classic one: proxies interfere with object identity [20]. (The standard approach to ensuring soundness for gradually typed languages is to create proxies when casting higher-order entities like functions and objects.) Consider the GTLC extended with mutable references and an operator named alias? for testing whether two references are aliased to the same heap cell. Then in the following examples, the bottom program evaluates to true whereas the top program evaluates to false.

\[
\begin{align*}
\text{let } r : \text{ref int} &= \text{ref 0} \text{ in } (\lambda x : \text{ref int} \quad \lambda y : \star. \text{alias? } x y) \; r \; r \\
\text{let } r : \text{ref int} &= \text{ref 0} \text{ in } (\lambda x : \text{ref int} \quad \lambda y : \text{ref int}. \text{alias? } x y) \; r \; r 
\end{align*}
\]

There are several approaches to mitigate this problem, such as changing alias? to see through proxies, use the membrane abstraction [64], or avoid proxies altogether [69, 66, 53]. One particularly thorny issue for Reticulated Python is that the use of the foreign-function interface to C is common in Python programs and the foreign functions are privy to a rather exposed view of Python objects.

6 The Proof of the Gradual Guarantee for the GTLC

Here we summarize the proof of the gradual guarantee for the GTLC. All of the definitions, the proof of the main lemma (Lemma 7), and its dependencies, have been verified in Isabelle [43]. They are available at the following URL:

https://dl.dropboxusercontent.com/u/10275252/gradual-guarantee-proof.zip

Part 1 of the gradual guarantee is easy to prove by induction on $e \subseteq e'$. The proof of part 2 is interesting and will be the focus of our discussion. Part 3 is a corollary of part 2.

Because the semantics of the GTLC is defined by translation to the cast calculus, our main lemma concerns a variant of part 2 that is adapted to the cast calculus. For this we
need a notion of precision for the cast calculus. Further, the translation to the cast calculus needs to preserve precision. Figure 9 defines precision for the cast calculus in a way that satisfies this need by adding rules that allow extra casts on both the left and right-hand side.

Lemma 6 (Cast Insertion Preserves Precision). Suppose $\Gamma \vdash e \rightsquigarrow f : T$, $\Gamma' \vdash e' \rightsquigarrow f' : T'$, $\Gamma \subseteq \Gamma'$, and $e \subseteq e'$. Then $\Gamma, \Gamma' \vdash f \subseteq f'$ and $T \subseteq T'$.

This lemma is interesting in that it was, in fact, not true for the original formulation of the GTLC [50]. In that version, there were two cast insertion rules for function application, one where the term in function position had an arrow type and one where it had type $\star$. The latter case used the following rule.

$$\frac{\Gamma \vdash e_1 \rightsquigarrow f_1 : \star \quad \Gamma \vdash e_2 \rightsquigarrow f_2 : T}{\Gamma \vdash (e_1 \ e_2) \rightsquigarrow ((f_1 : \star \Rightarrow T \Rightarrow \star) \ f_2) : \star}$$

Using this rule, if we take $e_1 = (((\lambda g : \star \Rightarrow \star, g) \ (\lambda x : \star \cdot x)) \ 42)$ and $e_2 = (((\lambda g : \star \cdot g) \ (\lambda x : \star \cdot x)) \ 42)$, we have that $e_1 \subseteq e_2$. However, when we obtain $f_1, f_2$ by $\emptyset \vdash e_1 \rightsquigarrow f_1 : \star$ and $\emptyset \vdash e_2 \rightsquigarrow f_2 : \star$, we get

$$f_1 = (((\lambda g : \star \Rightarrow \star, g) \ (\lambda x : \star \cdot x)) \ (42 : \text{Int} \Rightarrow \star))$$

$$f_2 = (((\lambda g : \star \cdot g) \ ((\lambda x : \star \cdot x) : \star \Rightarrow \star) : \star \Rightarrow \text{Int} \Rightarrow \star) \ 42)$$

and $f_1 \not\subseteq f_2$.

The following is the statement of the main lemma, which establishes that less-precise programs simulate more precise programs.

Lemma 7 (Simulation of More Precise Programs). Suppose $f_1 \subseteq f_1', \vdash f_1 : T$, and $\vdash f_1' : T'$. If $f_1 \sbysub{\ell} f_2$, then $f_1' \sbysub{\ell} f_2'$ and $T \subseteq T'$ for some $f_2'$.

The proof of the Lemma 7 is by induction on the derivation of $f_1 \subseteq f_1'$ followed by case analysis on $f_1 \sbysub{\ell} f_2$. The proof required four major lemmas (and numerous minor lemmas).

Because the precision relation of the cast calculus allows extra casts on the right-hand side, we prove the following lemma by case analysis on $T_1'$ and $T_2'$. The precision relation also allows extra casts on the left, but we handled those cases in-line in the proof of Lemma 7.

Lemma 8 (Extra Cast on the Right). Suppose $\vdash_C v : T, \vdash_C v' : T_1', T \subseteq T_1', \text{ and } T \subseteq T_2'$. If $v \subseteq v'$, then $v' : T_1' \Rightarrow v''$ and $v \subseteq v''$ for some $v''$.

To handle cases where the more-precise program is already a value, we prove that the less-precise program can reduce to a related value. This proof is by induction on the derivation of $v \subseteq f'$. 
Lemma 9 (Catchup to Value on the Left). Suppose $\vdash_C v : T, \vdash_C f' : T', and v \subseteq f'$. Then $f' \rightsquigarrow^* v'$ and $v \subseteq v'$.

The most complex part of the proof involved application, as functions may be wrapped in a series of casts. We prove the following lemma by induction on the derivation of $(\lambda x : T_1, f) \subseteq v'_1$.

Lemma 10 (Simulation of Function Application). Suppose $\vdash_C (\lambda x : T_1, f) : T_1 \rightarrow T_2, \vdash_C v : T_1, \vdash_C v'_1 : T'_1 \rightarrow T'_2, \vdash_C v'_2 : T'_1, and T_1 \rightarrow T_2 \subseteq T'_1 \rightarrow T'_2$. If $(\lambda x : T_1, f) \subseteq v'_1$ and $v \subseteq v'_2$, then $v'_1 v'_2 \rightsquigarrow^* f', |x| : v |f| \subseteq f'$, and $\vdash_C f' : T'_2$.

We prove the next lemma by induction on $(v_1 : T_1 \rightarrow T_2 \Rightarrow T_3 \rightarrow T_4) \subseteq v'_1$.

Lemma 11 (Simulation of Unwrapping). Suppose $\vdash_C v_1 : T_1 \rightarrow T_2, \vdash_C v_2 : T_1, \vdash_C v'_1 : T'_1 \rightarrow T'_2, \vdash_C v'_2 : T'_1, and T_1 \rightarrow T_2 \subseteq T'_1 \rightarrow T'_2$. If $(v_1 : T_1 \rightarrow T_2 \Rightarrow T_3 \rightarrow T_4) \subseteq v'_1$ and $v_2 \subseteq v'_2$, then $v'_1 v'_2 \rightsquigarrow^* f'$ and $(v_1 : v_2 : T_3 \Rightarrow T_1) : T_2 \Rightarrow T_4 \subseteq f'$.

With Lemma 7 in hand, we prove part 2 of the gradual guarantee by induction on the number of reduction steps. Part 3 is a corollary of part 2, as follows. Assume that $e'$ evaluates to $v'$. Because $e$ is well typed, it may either evaluate to a value $v$, evaluate to a trapped error, or diverge. If it evaluates to some $v$, then we have $v \subseteq v'$ by part 2 and because reduction is deterministic. If $e$ results in a trapped error, we are done. If $e$ diverges, then so does $e'$ by part 2, but that is a contradiction.

7 Conclusion

Gradual typing should allow programmers to straightforwardly evolve their programs between the dynamic and static typing disciplines. However, this is only available to the programmer if the language designer formulates their language in a specific way. In this paper, we emphasize the need for formal criteria for gradually typed languages and offer a new criterion, the gradual guarantee. This formal property captures essential aspects of the evolution of code between typing disciplines. The current landscape of gradually typed languages reveals that this aspect has been either silently included or unfortunately overlooked, but never explicitly taken into consideration. That we could formally prove that GTLC obeys the gradual guarantee is a promising step and indicates that it is a realistic goal for researchers designing gradually typed systems. It remains to be investigated whether the gradual guarantee can be proven for a full-blown language with modern features (such as polymorphism, recursive types, type inference, etc.). We look forward to working with the research community to address this challenge.
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Abstract
We observe that compared to natural and modelling languages, the differences in expression required to deal with no, one, or many objects in programming languages are particularly pronounced. We identify some problems inherent in type-based unifications of different numbers, and advocate a solution that builds on the introduction of multiplicity as a new grammatical category of programming languages.
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1 Introduction

Programming languages like Smalltalk, Java, and C♯ abstract from pointers in that variables holding (heap) objects have reference semantics by default. However, the pointers (or references) become apparent, and need to be dealt with explicitly, in two not so rare cases: when a variable holds no object, and when a variable holds many objects. The first is usually represented by the null pointer; since its dereferencing causes the notorious null pointer exception, accessing variables that may hold null must be explicitly guarded, requiring stereotypical (and hence annoying) coding patterns. The second is usually implemented using a collection, which reifies pointers to many objects as one object; accessing the many objects then requires going through the collection, an indirection that is not unlike the explicit dereferencing of a pointer (and that also requires stereotypical code). It follows that each of the three cases, namely that a variable holds no, one, or many objects, must be handled differently.

By looking at the differences in handling comparable cases in other disciplines, notably natural language and modelling (Section 2), we find that the differences are not necessarily grounded in the nature of the matter. Indeed, as we discuss in some detail in Section 3 (using the programming languages Xen [11], Cω [1], and C♯ with LINQ [2] as examples), there have been previous attempts at smoothing out the differences of none, one, and many in object-oriented programming, but as we find, these attempts (which are mostly type-based) have been only partly successful. In Section 4, we therefore advocate our own solution based on the separation of type and multiplicity (previously studied in [19, 20]) which, given the new insights presented here, amounts to introducing the grammatical category number to programming. Section 5 then discusses some questions that may arise in the context of our solution. We conclude by reporting on how we have come to depart from our previous view on how number should be handled by programming languages (Section 6), and by outlining research questions for future work (Section 7).
2 The Differences from Different Perspectives

2.1 Linguistic Perspective

In the English language, the difference between one and many materializes in the grammatical category number, whose values are singular and plural. Number surfaces in the declension of nouns (“person” – “persons”), and also in the conjugation of verbs (“laugh” – “laughs”); in a sentence, the number of the verb representing the predicate must match the number of the noun representing the subject. However, singulars can be combined to form plurals. For instance, “Peter and Mary laugh.” is a grammatically well-formed sentence.

Interestingly, in English the word “many” can only be used with nouns that refer to separate items, or individuals, such as “person”, “car”, etc. These nouns are called countable; as their name suggests, only countable nouns can be used with cardinals (e.g., “one person”, “two cars”). To make uncountable nouns such as “information” or “rain” countable nevertheless (so that we can use them with “one” or “many”), they can be wrapped by countable nouns, as in “piece of information” or “occasion of rain”.

Converting singulars to plurals, and uncountables to countables, is complemented by the possibility to cast plurals to singulars, using the means of reification: e.g., “Peter and Mary are a couple.” is grammatically well-formed. Reifications of many individuals, like “couple”, are usually themselves countable, meaning that there can be many instances of them, which can in turn be reified. It is characteristic for these kinds of reifications that they have properties of their own, i.e., properties that are not (derived from) properties of the individuals they reify. Neither nesting nor the attachment of properties are available for plurals; instead, plurals are unstructured (“flat”), and properties associated with plurals are lifted over the individual entities they represent: e.g., “Peter and Mary are happy.” means that both are happy – a happy couple is something else.

There is however one property associated with plurals which is not lifted, and this is the number of individuals being denoted. Few would dissent that when determining this number (via counting), each individual is counted only once; e.g., for the sentence “Two people laughed.” it is clear that the two are different entities. This appears to give plurals set semantics, and yet counting each individual only once is different from saying that each individual is contained only once, as the latter would require a container and hence a reification of the plural. Also note that countability does not imply order; in fact, there is nothing in a plural that would suggest an ordering – this is either an extrinsic property implied by properties of the individuals (such as their age, position in space, etc.), or an intrinsic property of the container (e.g., a sequence).

2.2 Modelling Perspective

Natural language is highly informal: Using it, misunderstandings are difficult to avoid and resolve. Philosophers have therefore long strived for “the perfect language” (see, e.g., [5]).

The language of mathematics can be considered perfect: it has been used with great success in modelling much of our world. Somewhat surprisingly, however, it was not before the end of the 19th century that mathematicians formalized the notion of many as what is today known under the term “set”. Interestingly, set is a reification, not a plural (a set of mathematical entities is itself a mathematical entity)\(^1\), and indeed, there are sets of sets; at

\(^1\) but note that mathematical entities are not considered to have identity; sets in particular are extensionally defined, i.e., two sets are the same (or identical) if their elements are the same
the same time, however, there are multitudes that cannot be reified as sets – for instance, what would naively be referred to as “the set of all sets” (which would need to contain itself) is commonly not considered to be a set.

While there are multitudes that cannot be reified as sets, sets are sufficient to represent many other kinds of collections that are in use in mathematics today (including vectors, tuples, and sequences). Sets also capture the notion of none, namely as the empty set, and hence can be used to express non-existence (for instance, that an equation has no solution). Regarding one, however, mathematics distinguishes between a singleton set and its (sole) member, as evidenced by the different operations available for each (unless of course the member is itself a set).

In software modelling, various languages are in use. Interestingly, in several of these languages, many appears as a plural (i.e., the many objects are not reified): for instance, entity-relationship diagrams [4] (and in its wake also the class diagrams of the UML [12]) use multiplicity annotations at the places of relationships (or ends of associations) to distinguish numbers. In fact, it is these modelling languages that make the least difference between none, one, and many – multiplicities are uniformly represented by (intervals of) cardinals², and changing a multiplicity never affects more than a single place. This ease of change is intriguing; it is not found in mathematics (where a change from scalar to vector or vice versa means a change of type) and not even in natural language (where, e.g., a change of number propagates from the predicate to its subject or vice versa).

Other modelling languages have embraced this smooth transition from none to many, and extended it to the expression of constraints and specifications. For instance, Alloy [8] does not distinguish between single objects and sets, but treats the former as singletons. Variables in Alloy are multiplicity-annotated, e.g. with one (for precisely one object), or with set (for any number of objects). A navigation expression $x.y$, where $x$ and $y$ are variables, always evaluates to a flat set, independently of the multiplicities of $x$ and $y$. Navigation expressions of OCL [13] are evaluated similarly: even though OCL does not represent single objects as singletons, a navigation expression can mix multiplicities freely, and the resulting collection (if any) is always flat. The difference in type of an expression with multiplicity one (the type of the object) and with multiplicity many (a collection) that exists in OCL is mitigated by allowing collection operations (such as forAll) on single objects also.

2.3 Computing Perspective

In the pre-object-oriented era of programming, when data items did not have identity, the difference between one and many was basically that between a value and an array of values.³ However, this distinction was already quite prominent, as an array represents a different data type than its values. Languages like APL eliminated this difference, by interpreting scalars as special arrays, and by lifting functions defined on scalars over arrays; however, the lifted functions may pose size constraints on their arguments, and may use padding to meet them (see, e.g., [15], for a recent account). While this approach is well-suited to remove boilerplate iterations from array computations, it seems less ideal for the handling of many objects (plurals) in object-oriented programs, which are mostly about updating object structures.

---

² Semantically, multiplicities as used in these languages can be interpreted as the cardinalities of sets, but these sets never surface, not even at the instance level, where many objects at a place of a relationship (at an association end) appear as just that: many objects (e.g., in a UML instance diagram).

² There were of course dynamic data structures and pointers (including the null pointer), but the notion of identity – a prerequisite of reifying many as one – had yet to emerge.
Table 1 Seven differences to be observed by the object-oriented programmer when implementing relationships to many, rather than one or no, objects using collections (see [19, 20] for details).

<table>
<thead>
<tr>
<th>Manifestation of Difference in</th>
<th>none or one</th>
<th>many</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: type of expression</td>
<td>Account a;</td>
<td>Set&lt;Account&gt; as;</td>
</tr>
<tr>
<td></td>
<td>a = new Account(); //OK</td>
<td>as = new Account(); //type error</td>
</tr>
<tr>
<td></td>
<td>... a.owner ... //OK</td>
<td>... as.owner ... //type error</td>
</tr>
<tr>
<td>2: “no object”</td>
<td>a == null? ...</td>
<td>a.isEmpty()? ...</td>
</tr>
<tr>
<td>3: subtyping conditions</td>
<td>Account a = new SavAccount();</td>
<td>Set&lt;? extends Account&gt; as =</td>
</tr>
<tr>
<td></td>
<td></td>
<td>new HashSet&lt;SavAccount&gt;();</td>
</tr>
<tr>
<td>4: encapsulation</td>
<td>Account getA() { return a; }</td>
<td>Set&lt;Account&gt; getAs() { return as.clone();</td>
</tr>
<tr>
<td>5: assignment semantics</td>
<td>Account backup = a;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a = null; // oops!</td>
<td>Set&lt;Account&gt; backups = as;</td>
</tr>
<tr>
<td></td>
<td>a = backup; // phew!</td>
<td>as.clear(); // oops!</td>
</tr>
<tr>
<td></td>
<td></td>
<td>as = backups; // what??!</td>
</tr>
<tr>
<td>6: call semantics</td>
<td>swap(a, backup); //cannot work</td>
<td>sort(as); //no problem</td>
</tr>
<tr>
<td>7: meaning of final</td>
<td>final Account forLife = new Account();</td>
<td>final Set&lt;Account&gt; allForLife =</td>
</tr>
<tr>
<td></td>
<td>forLife = null; //compile error</td>
<td>Arrays.asList(forLife);</td>
</tr>
<tr>
<td></td>
<td></td>
<td>allForLife.remove(forLife); //OK</td>
</tr>
</tbody>
</table>

With the advent of object-oriented programming languages, the differences between one and many became considerably more pronounced. At first glance, this may appear paradoxical, as in object-oriented programming, collections are objects in the same right as all others. Indeed, as mentioned in the introduction, with all objects residing on the heap, a relationship to no object can be represented as the null pointer, a relationship to one object as a pointer to that object, and a relationship to many objects as a pointer to a collection (i.e., a relationship to one object) reifying the multitude. However, the indirection introduced for implementing relationships to many objects does not only dominate the type of the expressions representing the relationship (the dominance of the container over the content noted in [19]), the reification of the relationship (in the form of the collection object) also allows its aliasing. The same kind of aliasing is not possible for a relationship to one object, unless this relationship is also reified (e.g., by using a singleton container type such as Option<T>).

In previous work, we have identified seven practically relevant differences between implementing relationships to no or one object on the one hand, and any number of (here referred to as many) objects on the other [19, 20]. The differences are summarized in Table 1; for reasons of space, we do not explain them further here, but point the reader to our earlier works. Note that all differences not only have to be fully understood by programmers (which may be a problem especially for beginners, or for people with a strong modelling background); they also present tough maintenance problems, namely when multiplicities change.

3 Type-based Reconciliation of None, One, and Many

There have of course been previous attempts of reconciling representations of no, one, and many objects in object-oriented programming (see, e.g., [19, 20] for overviews). However, except for the indexed instance variables of Smalltalk, which let objects possess an arbitrary number of pointers to other objects [7], the uniform solution seems to be that of going through
some kind of container. To highlight the problems this causes, we use the Xen/C\omega/C\# with language-integrated querying (LINQ) line of programming languages \[1, 2, 11\] as a representative here. Note that the scope of these languages is bridging the gap between object-oriented programming and relational and XML-based representations of data, which is much wider, but here, we focus on their contributions to our problem, the reconciliation of none, one, and many.

### 3.1 The Streams of Xen

In Xen \[11\], occurrences of no, one, and many objects are unified as streams, i.e., ordered homogeneous collections of objects that can be iterated over. Streams are immutable, i.e., elements of a stream cannot be overwritten. Like other reifications of many objects, streams have identity; however, like plurals, they are always flat, meaning that there are no streams over streams. Hence, from a linguistic perspective, they are hybrids of reified multitudes and plurals (cf. Section 2.1).

Xen introduces three different types of streams: \(T!\), a stream of one object of type \(T\), \(T?\), a stream of no or one object (also called an optional), and \(T*\), a stream of any number of objects. In addition, \texttt{null} is interpreted as the empty stream, resolving Item 2 in Table 1. The subtyping relationship of Xen (and with it assignment compatibility) observes the axioms

\[
T! <: T \quad T <: T? \quad T? <: T*
\]

\[1\], which suggests that literals and constructor invocations of type \(T\) have type \(T!\) instead (otherwise, type \(T!\) would have no instances). The insertion of the element type \(T\) in the hierarchy of stream types seems awkward\(^4\), yet provides for convenient assignment compatibilities, partly resolving the difference noted under Item 1 in Table 1. Because streams are immutable, covariance of streams in their element types is safe, resolving Item 3; at the same time, immutability makes the remaining differences of Table 1 obsolete. However, we note that immutability is not generally a useful property for variables holding (one or many) objects; we will therefore drop it in our own approach (Section 4).

One of the most salient features of streams in Xen is that operations – including member access – defined for a stream’s element type are lifted over the stream, resolving the remaining difference of Item 1. For instance, if \texttt{as} has type \texttt{Account*} and \texttt{owner} is a field of \texttt{Account}, \texttt{as.owner} evaluates to a stream of the owners of the accounts in \texttt{as}. At the type level, the flattening of streams that is required when accessing stream-typed members on stream-typed receivers is achieved in Xen by a type equivalence relation \(\approx\) defined so that

\[
T!! \approx T! \quad T?? \approx T? \quad T!* \approx T*
\]

\[
T!* \approx T* \quad T?? \approx T* \quad T*?? \approx T* \quad T*!* \approx T*
\]

\[2\]

Member access on an empty stream (represented by the value \texttt{null}; cf. above) results in no member access rather than a null pointer exception; if the member is non-void, it returns an empty stream of the member type. Since optionals are special streams, they share this behaviour, gracefully handling the null case that makes other solutions (including the use of

\(^4\) In particular, it means that stream types cannot be subtypes of \texttt{Object}, since otherwise, \texttt{Object} \(\ll\) \texttt{Object*} \(\ll\) \texttt{Object}. Also, \(T! \ll T\) seems strange, since it allows a stream to be its own element (the same would hold for \texttt{Object*}, if it were a subtype of \texttt{Object}; note that neither recursion can be cured by flattening).
Nullable<T> in C♯; see below) so awkward. This kind of propagation of null is also known from other programming languages; however, the subsumption of member access on no object and on one object under the general member access on streams goes further, and in any case is very much in favour of unifying none, one, and many as we aspire for.

Unary and binary operators are lifted element-wise over streams in Xen [11]. For option streams on value types, particularly on Booleans and numbers, this means that operations can evaluate to “no value” (represented by null), effectively requiring introduction of a ternary logic and calculation with null. For streams with more elements, lifting of binary operators would either require that both streams have equal length (a dynamic multiplicity check), or mean that all elements of the left operand are combined with all elements of the right operand. In any case, one could argue that if binary operators receive special treatment, binary methods [3] should receive it as well. We will return to this at the end of Section 4.

3.2 The Streams of Cω

While the nature of Xen appears to be more that of a proposal, its successor language, Cω [1], comes with a formally specified type system which, compared to Xen, makes a number of simplifications. In particular, it drops the streams T! containing precisely one element (whose full exploitation would require solving the problem of initializing circular structures; see, e.g., [14]); however, as we will see below, the multiplicity one of types T! is actually useful in bypassing the problems with lifting operations on value types sketched above.

Except for the omission of T!, Cω adopts the subtyping relationship of Xen, and explicitly adds Object as a supertype of all stream types\(^5\) [1]:

\[
\text{null} <: T \quad T <: T? \quad T? <: T\ast \quad T\ast <: \text{Object}
\]

The type equivalence relation of the streams of Xen (Eq. 2) is retained in Cω, but remains implicit in the type rules, which code the flattening directly. These rules allow iterators to contain themselves; e.g., \(\text{int}\ast i = \{\text{yield return } i;\}\), which lets iteration attempts over \(i\) recurse until stack overflow, is legal Cω code. Note that the same self-containment is not allowed for arrays and generic collections (unless their element type is object): e.g., \(\text{int}\{} i = \text{new int}\{}\{i\}\) is ill-typed (cf. Section 2.2; note how this type-based exclusion of self-containment, which is lifted for streams through flattening, is reminiscent of Russell’s type theory).

The lifting of operators over streams, which we reviewed critically in Section 3.1, is not addressed in [1]; the Cω compiler appears to implement it only very selectively.

3.3 The Iterators of C♯, and Language-Integrated Querying (LINQ)

In C♯, the stream types T* and T? of Xen and Cω materialize as iterators (implementing the IEnumerable<T> interface) and nullables (instances of struct Nullable<T> where T : struct), respectively [2]. Unlike the streams of of Xen and Cω, however, iterators can be nested in C♯; their flattening can be enforced by using the SelectMany method (instead of Select) in LINQ expressions (see below). By contrast, nesting is illegal for Nullable<T>, even though its above definition would permit it: the declaration Nullable<Nullable<int>> n, for example, does not compile (another ad hoc type check required by coding multiplicity in the type).

\(^5\) The Cω compiler, which can be obtained from http://research.microsoft.com/comega, refuses implicit conversion from object to object*, hence breaking the circularity noted in footnote 4.
Using the language-integrated querying (LINQ) facilities of C♯, member access on objects can be lifted over collections of objects. E.g., revisiting our running example, the expression `from a in as select a.owner` yields an iterator over owners. If owners have a field `name`, `from a in as select a.owner.name` yields an iterator over names (or a null pointer exception if an account has no owner). On the other hand, the analogous query `from a in as select a.owners.name`, where `owners` is iterable, will not compile — instead, the query must be written as `from a in as from o in a.owners select o.name`, which is the sugared version of `as.SelectMany(a => a.owners).Select(o => o.name)`, and which differs from the one account case.

A related issue is the fact that in C♯, `Nullable<T>` is not a subtype of `IEnumerable<T>`, so that nullables cannot be the subject of language-integrated queries, losing much of the uniform access of `none`, `one`, and `many` that was granted by Xen and Cω. Instead, avoiding null pointer exceptions when accessing members on nullable receivers requires explicit tests for nullness and explicit retrieval of the value, exposing the wrapper nature of `Nullable<T>` to the programmer much like collections did before the introduction of LINQ.

### 3.4 Summary

To summarize, it appears that while Xen started off heading for a far-reaching reconciliation of `none`, `one`, and `many`, casting its respective contributions into the rules of a formal type system required certain concessions such as introducing type equivalences for the purpose of flattening and ad hoc type checks preventing circularity and ill-defined behaviour. Carrying over the contributions of Xen and Cω to C♯ and LINQ seems to have meant further abandonment of the reconciliation, to the extent that it has almost disappeared.

### 4 Separating Multiplicity from Type

To improve on this situation, we learn from natural language and complement the collections of programming (as reified multitudes) with (non-reified) plurals of countable entities. For this, we extend the grammars of programming languages by introducing `number` or, to use a more customary term, `multiplicity`, as a category that is largely orthogonal to `type`. In so-extended languages, expressions can evaluate to many, rather than just one or no, objects — they can be plural. The use and propagation of multiplicities is subject to specific rules that, like type rules, can be checked statically. For instance, multiplicities are not allowed for types whose instances do not have identity (value types); if multiplicity is required for these types nevertheless, the values need to be wrapped first (observe the analogy with natural language; cf. Section 2.1).

Following the example of Xen and several other (especially modelling) languages, we introduce three static multiplicity annotations, named `one` (for precisely one object), `option` (for no or one object), and `any` (for any number of, including many, objects). In addition, to cater for the absence of a multiplicity annotation, we introduce a pseudo-multiplicity `bare`, which, like `option`, means that there can be no or one object; its use will become clear below. Also, for completeness, we add `none` (for no object) as the multiplicity of `null` (which makes `null` the literal representation of “no object”). Like `bare`, `none` never appears literally in declarations. All non-`bare` expressions can be converted to iterables (or streams) so that they can be used in external and internal iterations.

---

6 _as_ is a keyword in C♯; however, we use it as an identifier here.
Table 2 Dependence of the multiplicity of a member access expression \( r.m \) on the multiplicities of the receiver \( r \) and the member \( m \).

<table>
<thead>
<tr>
<th>Multiplicity of:</th>
<th>Member ( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver ( r )</td>
<td>one</td>
</tr>
<tr>
<td>one</td>
<td>one</td>
</tr>
<tr>
<td>bare</td>
<td>one</td>
</tr>
<tr>
<td>option</td>
<td>option</td>
</tr>
<tr>
<td>any</td>
<td>any</td>
</tr>
</tbody>
</table>

The numbers of objects each multiplicity represents give rise to the subsumption hierarchy

\[
\text{none} \leq \text{bare} \leq \text{bare} \leq \text{option} \leq \text{option} \leq \text{any}
\]  

(note the partial ordering required by consideration of none and one; also note the absence of a type \( T \); cf. this with Eqs. 1 and 3). This hierarchy, which is largely orthogonal to the type hierarchy, says that expressions having a lesser multiplicity can occur where a greater multiplicity is required (a multiplicity upcast is always safe and hence remains implicit). In the reverse direction, explicit multiplicity downcasts are required which, except for casts from option to bare, may fail at runtime (e.g., when an any expression which evaluates to two objects is cast to option, or when an option expression evaluating to no object is cast to one). A downcast from option to bare by itself cannot cause a runtime multiplicity error; however, accessing a member on an option receiver cast to bare can cause a null pointer exception (which is why bare is considered “less” than option). Note that such a cast may be required, namely when a bare member is to be accessed on an option receiver (see below).

Table 2 shows how multiplicities propagate through member access expressions. Note how the table corresponds to the type equivalence relation of Xen (Eq. 2), extending it with rules for bare, disallowing the access of bare members on receivers having multiplicity option or any. Together with the rule that all members having value types must be declared bare (i.e., without an explicit multiplicity annotation; cf. above), this ensures that expressions having value types always remain bare. This restriction of the use of multiplicities avoids the problems of lifting (built-in) binary operations on value types over multitudes of values (cf. Section 3.1); it is further justified in Section 5.2.

To be able to update variables having non-bare multiplicity, we provide three assignment operations: \( = \), letting the variable on the left-hand side hold (pointers to) the objects the expression on the right-hand side evaluates to; \( += \), letting the variable hold the objects of the expression, plus any objects it held before; and \( -= \), letting the variable hold the objects it held before, minus the objects of the expression (the latter two are reserved for any variables). Note that since we do not use containers, \( = \) cannot create an alias for a container; therefore, updating the right-hand side of an assignment after the assignment cannot affect the variable on its left-hand side. Hence, all differences of Table 1 that can be reduced to differences between value semantics and reference semantics dissolve.

With multiplicity and type separated as suggested, all differences of Table 1 that are related to type also disappear. In particular, the following declarations and updates are all well-typed:

\[ \text{Note that this displaces Object (with bare multiplicity) from the top of the assignment compatibility hierarchy, which is now occupied by any Object.} \]
any SavAccount ss = new SavAccount();
any Account as = ss;
as += new Account();
any Owner os = as.owner;

Note that the last statement assigns the owners of the accounts held by as (a savings account and an ordinary account) to os, which must therefore be annotated with any; as in Xen and Cω, member access is applied to all objects held by as.

The use of multiplicities allows a number of simplifications of programs. Obviously, an iteration like

```java
for (Account a : as) a.changeToEuro();
```

can be replaced by

```java
as.changeToEuro();
```

if as has multiplicity any. Also, guards for not null can be dropped if the null case means “no operation” or “evaluate to null”:

```java
owner = a.owner;
```

completely replaces for

```java
if (a != null) owner = a.owner;
else owner = null;
```

A pair of overloaded methods such as

```java
void add(Account a) { as.add(a); }
void add(Collection<Account> as) { this.as.addAll(as); }
```

can be replaced by the single method

```java
void add(any Account as) { this.as += as; }
```

More generally, changing the multiplicity of formal parameters to any where this makes sense can save loops in method invocations in which the many objects occur in the argument rather than the receiver position:

```java
for (Account a : as) registry.add(a.owner);
```

can be replaced with the more fluent

```java
registry.add(as.owner);
```

The inherent asymmetry in method invocations with respect to multiplicity (while a method invoked on many receivers is dispatched to each of the receivers separately, many arguments passed in a single argument position are always passed together) prevents the application of binary methods [3] to pairs of many receivers and many arguments in an APL-like manner. For instance, invocation of `equals(.)` on many receivers passing many objects as the argument will match each receiver individually with all arguments jointly. However, while the problems of applying binary methods to many objects are largely the

8 http://martinfowler.com/bliki/FluentInterface.html
same as for lifting binary operations over streams as discussed in Section 3.1, we note here that it is possible to combine all receiver objects with all argument objects, by extending the technique of double dispatching to multiplicity:

```c
void pair(one Object arg) {
    // this and arg make a pair
}
void pair(any Object args) {
    args.pair(this);
}
```

(note that the multiplicity of this is one).

5 Discussion

5.1 More Multiplicity Annotations

While the static multiplicity annotations `option`, `one`, and `any` appear to be necessary for achieving what we strive for, more can certainly be added. For instance, Alloy offers `some`, meaning one or more [8]. More generally, since static multiplicities represent possible numbers of objects, integer intervals can be used to express them (e.g., [0, 1] for `option`, [1, 1] for `one`, [0, ∞) for `any`, etc.). Interval-based multiplicities can then be propagated through expressions, but due to the imprecision of static data-flow and control-flow analyses, it is difficult to see how this would work without ubiquitous use of dynamic multiplicity checks and casts. For instance, subtracting objects from a [1, ∞) variable (multiplicity `some`) using -= would require a dynamic check that its multiplicity remains greater than zero. Given that numeric multiplicity intervals account for only a small fraction of all desirable invariants regarding the number of objects (others are non-contiguous intervals, predicates such as `odd`, relative multiplicities [9], or arbitrary constraints relating multiplicities of different expressions), the value they add seems somewhat limited (yet may pay off in certain domains).

5.2 Why `bare`?

English and other natural languages suggest that there are things of which one cannot have many, namely those that are uncountable (cf. Section 2.1). However, values do not seem to fall into this category: in computing, we have two Boolean values and countable numbers of characters, integers, dates, etc. So, why do we require value-typed expressions to have multiplicity `bare`, denying programmers the possibility to have many values in non-reified form?

There are various reasons for this. One is that lifting operations defined for single values (scalars) over many values (vectors) in a way that makes sense for these values requires mechanisms like those of APL, which do not seem to carry over well to objects (cf. Sections 2.3 and 3.1). Another is that values typically do not have identity, which appears to be a prerequisite for countability in natural language (cf. Section 2.1). While this argument may appear weak, it gives rise to a third one.

In object-oriented programming, pointers to objects are typically used to express relationships between objects, and annotations like `option` and `any` as put forward here are meant to constrain the multiplicities of these relationships. However, objects typically do not relate to values: a person for instance does not relate to her name, height, or date of birth. Data models like the entity relationship model acknowledge this by storing values in attributes, which are distinct from relationships. Wrapping values in objects may remove the distinction...
between values and objects technically, but conceptually, it remains intact: it is still unclear why an object should relate to stateless and propertyless data items. Hence, in the context of relationships, the distinction between objects and values is justified; given that natural languages distinguish between countables and uncountables, we should not be too worried about using different means for representing multitudes of objects and multitudes of values.

A last argument is technically motivated: bare introduces backward compatibility with code that does not use multiplicity annotations. In fact, in contexts where one object is expected, bare can by considered a dynamically checked variant of one, and the null pointer exception the result of a failed dynamic multiplicity check.

5.3 Multiplicity and Identity

Identity is a trait of single objects\(^9\) – two objects are identical if they are in fact the same object. It follows that more than one object (a plural in non-reified form) cannot be identical to anything. For analogue reasons, it is meaningless to ask whether an object is identical to no object. Tests for identity (==) should therefore be reserved for arguments with multiplicity one (with \(e == \text{null}\) being shorthand for checking whether the dynamic multiplicity of expression \(e\) is none).

It is however reasonable to ask whether two expressions with multiplicity other than one evaluate to the same objects or, more specifically, to pairs of identical objects. This would be the case if mutually applied subtractive updates (i.e., \(x_1 -= x_2\) and \(x_2 -= x_1\)) both evaluate to no objects. Equality of two expressions (in the sense of \(e_1.equals(e_2)\)) is harder to define, since each expression by itself may evaluate to any number of equal (but not identical) objects.

6 Experience Gained from a Previous Case Study

Jesper Öqvist from Lund University implemented a variant of the multiplicities as described in Section 4 as an extension to the Java 7 programming language, which we evaluated in a case study [20]. The case study provided valuable insights, which in turn led to the writing of this paper.

The main differences between our original design and what has been proposed here are:
1. The original design and its implementation do not consider multiplicity one.
2. The original design and its implementation allow any annotations to be complemented with a collection type, which is used by the compiler to store the many objects internally. The first proved to be a handicap for using multiplicities, since it required an explicit downcast of an option receiver to bare whenever a value-typed member was to be accessed on it (see Table 2), a constellation that occurred rather frequently in our case study. If the receiver would have had multiplicity one instead, no such cast would have been necessary. However, statically ensuring one-ness shares many of the problems of checking non-null annotations (see, e.g., [14]), which is why we left it to future work.

The second was a tribute to earlier reviewers’ comments suggesting that in practice, the programmer would want to have some control over the nature of a multitude. However, from a theoretical stance, a non-reified multitude does not have a nature, which hence cannot be controlled; if anything, it appears that when counting many objects, each counts only once (and, as a corollary, iterating over many objects can yield each object only once). Any other

---

\(^9\) In object-oriented programming, the term object is defined as an item that has identity.
property, such as sequence or order, would presuppose a container, suggesting that reification of the multitude (with all its associated problems) is more appropriate (cf. the discussion at the end of Section 2.1). Interestingly, the reverse dilemma exists in the relational database world: originally (i.e., in the pure relational calculus), many entities could not be reified as one entity, and all grouping and ordering had to be done in queries; only with the advent of object-relational extensions, entities could be wrapped in containers, and stored as attributes [6]. However, to our knowledge, these object-oriented extensions have not been embraced in practice, perhaps because with non-reified multitudes available, their reification appears unnecessary.

Concerning the utility of our multiplicities in practical programming, our case study showed that, while incurring no measurable computing overhead, multiplicities offer many opportunities for rewriting object-oriented code into more fluent style, avoiding the use of control structures (see [20] for examples). With hindsight, this should not have been surprising, given that we extended programming languages with a grammatical form that is quite useful in natural language: the plural.

7 Research Opportunities

The author’s original motivation to conduct this work was to support his conception of object-relational programming, that is, to enhance object-oriented programming with relationships that are not first-class, but instead extend the object-oriented notion of a reference as a unidirectional pointer to no or a single object (which is likewise not first-class) to bidirectional to-many pointers.

7.1 Adding Bidirectionality

In object-oriented programming, a standard way of implementing bidirectional relationships using pointers is to identify “opposite” fields that implement the reverse direction of a pointer, a practice which is also adopted by object-relational mappers. For instance, to implement a bidirectional relationship between objects of classes A and B, the declaration of a field B b in class A would be annotated to indicate that field A a in class B implements its reverse direction. Updating field a or b would then be complemented under the hood with the necessary update of the opposite field. The to-many pointers advocated in this paper can readily be used to implement one half of non-first-class many-to-many relationships using fields; at the same time, extending multiplicities to other declared entities provides for straightforward integration of bidirectional relationships with arbitrary expressions, without having to resort to containers.

7.2 Connection with Roles

While the implementation of relationships using bidirectional to-many pointers is more or less a technical detail (yet one which raises many interesting questions!), the notion of interfaces as roles [17] is more central to the author’s notion of object-relational programming. In the relational realm, roles are defined as the places of relationships, and every binary relationship comes with two roles, a role and its counter-role. By a suitable definition of role-playing [16], an object playing one role is necessarily related to one or more objects playing the counter-role. The behaviour associated with a role (as expressed by the methods offered by the corresponding interface) is then the behaviour available for the collaboration relying on the defining relationship [18]. Conceptually, an upcast of an object to a role it
plays (an interface it implements) uniquely identifies the objects related to it by playing the counter-role; technically, this can be realized by letting each role define access and update operations for an implicit bidirectional to-many pointer to the objects playing the counter-role. Hence, binary relationships and the collaborations between the participating objects can be specified by pairing interfaces (a role with its counter-role), and by letting classes declare to implement these interfaces (meaning that the classes’ instances can play the associated roles). Conceptually simple as this may seem, it raises many research questions, such as specializing relationships via subtyping roles and the relationship of roles to traits (see [21] for a proposal of stateful traits that would lend itself to implementing roles as envisioned here).

7.3 Adding Swarm Behaviour

Section 4 ended with a brief example of overloading methods with different argument multiplicities. The example suggests that, in analogy to type-based dispatch, static method dispatching always selects the method with the most specific argument multiplicities. However, differing from type-based dispatch, we do no dispatch on the receiver’s multiplicity (the inherent asymmetry noted above): invoking a method on many receivers is implicitly resolved by invoking it on each.

The notion of *swarm behaviour* put forward in [10] suggests that there is a different interpretation of invoking a method on many receivers: that the receivers are expected to act as a swarm. Multiplicity-based swarm behaviour could be implemented by static methods that have access to a pseudo-variable *these* whose static multiplicity is *any* (or *many*) and which evaluates to the objects the method was invoked on. In fact, one could assume a default implementation of swarm behaviour, which dispatches a method invocation on many objects to the individual objects and which can be overridden when needed (just like the implicit default constructor can be overridden). Using multiplicities, no container would be required to reify the swarm in swarm methods (as in [10]); *these* is simply the plural of *this*.

Pushing the idea of dispatching on multiplicities further, one could even provide methods for multiplicity none (i.e., no receiver object), replacing for the Null Object pattern [22]. However, this would require *dynamic dispatching* on the receiver multiplicity.

8 Conclusion

The addition of multiplicity to programming languages as a new grammatical category appears similarly fundamental as the introduction of types. It may prove a better foundation for ridding programming of null pointer exceptions than current type-based approaches (using containers), and can generalize non-null annotations to handling more multiplicities than just bare and one. At the same time, the dropping of containers promises to solve a number of anomalies that force code for handling many objects to look very different from code for handling one or no object. However, as the author himself experienced during the writing of this paper, there exists a mental obstacle to adopting multiplicities as proposed here, and this is rooted in the entire dismissal of reification: sets in particular have become so fundamental in our thinking that it is difficult to even talk about occurrences of many objects without implicitly or explicitly reifying them into a set. It will be interesting to see whether programming without collections comes more natural, at least in places where the container is irrelevant.

10 Here it would pay that Java allows static member access on object expressions.
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Abstract

Contracts, gradual typing, and hybrid typing all permit less-precisely typed and more-precisely typed code to interact. Blame calculus encompasses these, and guarantees blame safety: blame for type errors always lays with less-precisely typed code. This paper serves as a complement to the literature on blame calculus: it elaborates on motivation, comments on the reception of the work, critiques some work for not properly attending to blame, and looks forward to applications. No knowledge of contracts, gradual typing, hybrid typing, or blame calculus is assumed.
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1 Introduction

Findler and Felleisen [5] introduced two seminal ideas: higher-order contracts to dynamically monitor adherence to a type discipline, and blame to indicate which of two parties is at fault if the contract is violated. Siek and Taha [17] introduced gradual types to integrate untyped and typed code, while Flanagan [6] introduced hybrid types to integrate simple types with refinement types. Both used similar source languages, similar target languages with explicit casts, and similar translations between source and target. Both depended upon contracts, but neither used blame.

Motivated by the similarities between gradual and hybrid types, Wadler and Findler [25] introduced blame calculus, which unifies the two by encompassing untyped, simply-typed, and refinement-typed code. As the name indicates, it also restores blame, which enables a proof of blame safety: blame for type errors always lays with less-precisely typed code – “well-typed programs can’t be blamed”. Blame safety may seem obvious (of course the blame lies with the less-precisely typed code!), so why bother with a proof? Because programming language researchers have learned that formal statement and proof help guide sound language design.

Findler and Felleisen [5] introduce blame, but give no general results on when blame can or cannot arise. Tobin-Hochstadt and Felleisen [22] and Matthews and Findler [14] both offer proofs that when integrating untyped and typed code, blame must always lay with the untyped code; each requires a sophisticated proof based on operational equivalence. Siek and Taha [17] and Flanagan [6] say nothing about blame safety, since they ignore blame. Wadler and Findler [25] generalise blame safety to levels of precision (untyped, simply-typed, and refinement typed), and introduce a new proof technique that avoids operational equivalence, instead using the standard progress and preservation approach to type soundness of Wright and Felleisen [27].

Arguably, gradual and hybrid types can have a stronger foundation if based on blame calculus (or some other formulation of blame). Subsequent work on gradual typing does
exactly this; Siek is a coauthor of several of the blame papers cited below. However, further
work on hybrid types continues to ignore blame.

Section 2 summarises blame calculus. Section 3 critiques two studies that relate contracts
to hybrid types. Section 4 makes some observations about notation. Section 5 discusses
related work, notably in industry. Section 6 speculates on who might benefit from blame.

2 Blame calculus in a nutshell

Blame calculus is developed in a series of papers. Wadler and Findler [25] introduces the
calculus, which is based on casts, and applies it to gradual and refinement types. Siek and
Wadler [18] observes that every cast can be decomposed into an upcast and a downcast,
and applies this to derive a new space-efficient implementation. Ahmed et al. [1] extends
blame calculus to polymorphic types; remarkably, an untyped program cast to a polymorphic
type is guaranteed to satisfy relational parametricity – “theorems for free” [15, 23]. Siek
et al. [16] relates the blame calculus to two new calculi, one inspired by the coercion calculus
of Henglein [11] and one inspired by the space-efficient calculus of Herman et al. [12], and
shows that translations between the three are fully abstract.

From untyped to typed. The blame calculus provides a framework for integrating less-
precisely and more-precisely typed programs. One scenario is that we begin with a program
in an untyped language that we wish to convert to a typed language.

Here is an untyped program.

\[
\begin{align*}
\text{let } x = 2 \\
\text{let } f = \lambda y. y + 1 \text{ in} \\
\text{let } h = \lambda g. g (g x) \text{ in} \\
\text{h f}
\end{align*}
\]

The term evaluates to \([4] : \star\).

By default, our programming language is typed, so we indicate untyped code by sur-
rounding it with ceiling brackets, \([\cdot]\). Untyped code is typed code where every term has the
dynamic type, \(\star\). Dana Scott [19] and Robert Harper [9] summarise this characterisation
with the slogan “untyped is uni-typed”.

As a matter of software engineering, when we add types to our code we may not want
to do so all at once. Of course, it is trivial to rewrite a four-line program. However, the
technique described here is intended to apply also when each one-line definition is replaced
by a thousand-line module. We manage the transition between untyped and typed code by a
new construct with an old name, “cast”.

Here is our program, mostly typed, with one untyped component cast to a type.

\[
\begin{align*}
\text{let } x = 2 \\
\text{let } f = [\lambda y. y + 1] : \star \Longrightarrow^p \text{Int} \rightarrow \text{Int} \\
\text{let } h = \lambda g: \text{Int} \rightarrow \text{Int}. g (g x) \\
\text{in } h f
\end{align*}
\]

The term evaluates to \(4 : \text{Int}\).

In general, a cast has the form \(M : A \Longrightarrow^p B\), where \(M\) is a term, \(A\) and \(B\) are types,
and \(p\) is a blame label. Term \(M\) has type \(A\), while the type of the cast as a whole is \(B\). The
blame label \(p\) is used to indicate where blame lies in event of a failure. For instance, if we
replace
\[ \lambda y. y > 0 \] by \[ \lambda y. y + 1 \]

then the term evaluates to blame \( p \), indicating that the party at fault is the term contained in the cast labeled \( p \). Cast failures may not be immediate: in this case, the cast fails only when the function contained in the cast is applied and returns a boolean rather than an integer.

Here is our program, mostly untyped, but with one typed component cast to untyped.

\[
\begin{align*}
\text{let } x &= [2] \\
\text{let } f &= (\lambda y : \text{Int}. y + 1) : \text{Int} \rightarrow \text{Int} \\
\text{let } h &= [\lambda g. g (g x)] \\
\text{in } [h f]
\end{align*}
\]

Variables bound to untyped code or appearing in an untyped region must have type \( \star \). The term evaluates to \( [4] : \star \).

Blame in a cast may lie either with the term contained in the cast or the context containing the cast. For instance, if we replace \( \lambda y : \text{Int}. y + 1 \) by \( \lambda y : \text{Int}. y - 2 \) then the term evaluates to blame \( \overline{p} \), indicating that the party at fault is the context containing the cast labeled \( p \). The complement of blame label \( p \) is written \( \overline{p} \). Complementation is involutive, \( \overline{\overline{p}} = p \).

When blame lies with the term contained in the cast (that is, a term with a cast labeled \( p \) evaluates to blame \( p \)), we say we have positive blame, and when blame lies with the context containing the cast (that is, a term with a cast labeled \( p \) evaluates to blame \( \overline{p} \)), we say we have negative blame.

In our examples, positive blame arose when casting from untyped to typed, and negative blame arose when casting from typed to untyped. In both cases blame lies on the less precisely typed side of the cast. This is no coincidence, as we will see.

**From simply typed to refinement typed.** Refinement types are base types that additionally satisfy a predicate. For instance, \( (x : \text{Int}) \{ x \geq 0 \} \) is the type of integers that are greater than or equal to zero, which we abbreviate \( \text{Nat} \). In general, refinement types have the form \( (x : \iota) \{ M \} \) where \( \iota \) is a base type, and \( M \) is a term of type \( \text{Bool} \).

Just as casts take untyped code to typed, they also can take simply-typed code to refinement-typed. For example

\[
\begin{align*}
\text{let } x &= 2 : \text{Int} \implies \text{Nat} \\
\text{let } f &= (\lambda y : \text{Int}. y + 1) : \text{Int} \rightarrow \text{Int} \implies \text{Nat} \rightarrow \text{Nat} \\
\text{let } h &= \lambda g : \text{Nat} \rightarrow \text{Nat}. g (g x) \\
\text{in } h f
\end{align*}
\]

returns \( 4 : \text{Nat} \).

As before, casts can fail. For instance, if we replace \( \lambda y : \text{Int}. y + 1 \) by \( \lambda y : \text{Int}. y - 2 \) then the term evaluates to blame \( p \), indicating that the party at fault is the term contained in the cast labeled \( p \). In this case, the cast fails when the function contained in the cast returns \(-2\), which fails the dynamic test applied when casting \( \text{Int} \) to \( \text{Nat} \).

Analogous to previously, positive blame arises when casting from simply-typed to refinement-typed, and negative blame arises when casting from refinement-typed to simply-typed. As before, in both cases blame lies on the less precisely typed side of the cast.
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How blame works. The blame calculus consists of typed lambda calculus plus casts $M : A \rightarrow^{p} B$ and failure blame $\text{blame } p$. Let $L, M, N$ range over terms, $V, W$ range over values, $A, B$ range over types, and $p, q$ range over blame labels.

We used the construct $\lceil \cdot \rceil$ to indicate untyped code, but it is easily defined in terms of the other constructs. For instance, $\lceil \lambda g. g 2 \rceil$ translates to

$$\lambda g : \star. (g : \star \rightarrow^{p_1} \star) (2 : \text{Int} \rightarrow^{p_2} \star) : \star \rightarrow^{p_3} \star$$

where $p_1, p_2, p_3$ are fresh blame labels introduced by the translation.

The most important reduction rule of the blame calculus is the $(\text{Wrap})$ rule, which descends directly from the handling of higher-order contracts in Findler and Felleisen [5].

$$(V : A \rightarrow^{p} A' \rightarrow^{p'} B') W \rightarrow (V (W : A' \rightarrow^{\overline{p}} A)) : B \rightarrow^{p} B' \quad \text{(Wrap)}$$

A cast of a function applied to a value reduces to a term that casts on the domain, applies the function, and casts on the range. To allocate blame correctly, the blame label on the cast of the domain is complemented, corresponding to the fact that the argument $W$ is supplied by the context. In the cast for the domain the types are swapped ($A'$ to $A$) and the blame label is complemented ($p$), while in the cast for the range the order is retained ($B$ to $B'$) and the blame label is unchanged ($p$), corresponding to the fact that function types are contravariant in the domain and covariant in the range.

It is straightforward to establish type safety, using preservation and progress as usual.

▶ Theorem 1 (Type safety).
1. If $\vdash M : A$ and $M \rightarrow N$ then $\vdash N : A$.
2. If $\vdash M : A$ then either
   a. there exists a term $N$ such that $M \rightarrow N$, or
   b. there exists a value $V$ such that $M = V$, or
   c. there exists a label $p$ such that $M = \text{blame } p$.

Here type safety is a weak result, as it cannot rule out the possibility that a term reduces to the form $\text{blame } p$, which is akin to a type error. How to guarantee blame cannot arise in certain circumstances is the subject of the next section.

Blame safety. The statement and proof of blame safety is relatively straightforward. However, it requires four different subtyping relations: $<: <:^{+}, <:^{-}$, and $<:_{n}$, called ordinary, positive, negative, and naive subtyping respectively.

Why do we need four different subtyping relations? Each has a different purpose. Relation $A <: B$ characterizes when a cast from $A$ to $B$ never yields blame; relations $A <:^{+} B$ and $A <:^{-} B$ characterize when a cast from $A$ to $B$ cannot yield positive or negative blame, respectively; and relation $A <:_{n} B$ characterizes when type $A$ is more precise than type $B$.

We omit the details of the definitions here; see Wadler and Findler [25]. As is standard, $<:, <:^{+}$, and $<:^{-}$ are contravariant in the domain and covariant in the range of function types, while $<:_{n}$ is (perhaps surprisingly) covariant in both the domain and the range.

These four relations are closely connected: ordinary subtyping decomposes into positive and negative subtyping, which can be reassembled to yield naive subtyping.

▶ Lemma 2 (Tangram).
2. $A <:_{n} B$ iff $A <:^{+} B$ and $B <:^{-} A$. 
I named the result by analogy to the well-known tangram puzzle, where a square decomposes into parts that recombine into a different shape (Figure 1).

We can now characterise under what circumstances reduction of a term can never blame $p$.

\begin{definition}
Term $M$ is \textit{safe} for label $p$, written $M \text{ safe } p$, if every cast in $M$ of the form $A \Rightarrow^p B$ satisfies $A <^+ B$, and every cast of the form $A \Rightarrow^q B$ where $q = p$ satisfies $A <^\neg B$.
\end{definition}

If $M \text{ safe } p$ then $M \not\rightarrow^* \text{ blame } p$. This is established via a variant of preservation and progress.

\begin{theorem}[Blame Safety]
1. If $M \text{ safe } p$ and $M \rightarrow N$ then $N \text{ safe } p$.
2. If $M \text{ safe } p$ then $M \not\rightarrow \text{ blame } p$.
\end{theorem}

The proof is by straightforward case analysis of each of the reduction rules, and involves checking that the reduction rules preserve the desired invariants. For instance, for (Wrap),

$$(V : A \rightarrow B \Rightarrow^p A' \rightarrow B') \rightarrow (V \ (W : A' \Rightarrow^p A)) : B \Rightarrow^p B'$$

we must check that if $A \rightarrow B <^+ A' \rightarrow B'$ then $A' <^\neg A$ and $B <^+ B'$; and similarly with $<^+ \text{ and } <^\neg$ interchanged. In fact, this easily follows from the definitions of $<^+ \text{ and } <^\neg$. While the basic proof of blame safety is mine, the formulation in terms of preservation and progress is due to Robby Findler.

Let $C$ range over contexts, terms containing a hole. Assume $p$ and $\overline{p}$ do not appear in context $C$ or term $M$. Combining the Tangram Lemma with Blame Safety we can characterise casts that never fail, and show that when casting between a less precise type and a more precise type that the more-precisely-typed side of the cast is never to blame.

\begin{corollary}[Blame Theorem]
1. If $A < B$ then $C[M : A \Rightarrow^p B] \not\rightarrow^* \text{ blame } p$ and $C[M : A \Rightarrow^p B] \not\rightarrow^* \text{ blame } \overline{p}$.
2. If $A <^\neg B$ then $C[M : A \Rightarrow^p B] \not\rightarrow^* \text{ blame } p$.
3. If $B <^\neg A$ then $C[M : A \Rightarrow^p B] \not\rightarrow^* \text{ blame } \overline{p}$.
\end{corollary}

The last two points are summarised by the motto “well-typed programs can’t be blamed”.

For instance, in the earlier examples, the untyped term in a typed context can never blame the context because $\star <^\neg \text{ Int } \rightarrow \text{ Int}$, while the typed term in an untyped context can never blame the term because $\text{ Int } \rightarrow \text{ Int } <^+ \star$, and both of these follow from (and indeed are equivalent to) $\text{ Int } \rightarrow \text{ Int } <^\neg \star$.

The result for ordinary subtyping is not nearly so useful as the results for naive subtyping. Cast between ordinary subtypes, such as $\text{ Int } \rightarrow \text{ Nat } < \text{ Nat } \rightarrow \text{ Int }$, rarely arise, while
casts between naive subtypes, such as \( \text{Int} \to \text{Int} \leftarrow \text{Nat} \to \text{Nat} \) arise often. Despite this, the literature often presents the result for ordinary subtyping, while the results for naive subtyping are ignored.

**An encouraging discovery and a disappointing reception.** I was amazed and delighted to discover the Tangram Lemma. When defining the four relations, I had in mind that \( \prec \) should imply \( \prec^{+} \) and \( \prec^{-} \), and that \( \prec_{n} \) should imply \( \prec^{+} \) and the converse of \( \prec^{-} \). But it was a complete surprise to find that the implications I had in mind could be replaced by equivalences.

The Tangram Lemma convinced me that there must be mathematical substance to the Blame Calculus. I felt less like I was inventing, and more like I was discovering. Interestingly, I know of no analogues of the Tangram Lemma in other areas of mathematics, where two relations refactor into two other relations.

So far as I can tell, I am alone in my enthusiasm for the Tangram Lemma and the Blame Theorem. Others don’t find them as exciting as I do. Perhaps one reason why is because the Tangram Lemma is stated in terms of four subtyping relations, which may be three too many to easily absorb.

I’m particularly disturbed that researchers tend to formulate systems without complement, which renders the Blame Theorem impossible to formulate or prove, and which discards useful debugging information, as described in the next section.

### 3 To complement or not to complement?


Interestingly, the cited works relate contracts where blame is complemented to casts where blame is not complemented. This section begins by presenting a variation of their results, using our casts with complement; and then compares it to their version, where casts are not complemented.

I’ve translated the notation of the cited papers to the notation used here. Among other things, “casts with complement” here corresponds to “casts with two blame labels” in those papers; and “casts without complement” corresponds to “casts with one blame label”; see “Two against one” in Section 4.

We write contracts of Findler and Felleisen [5] as \( M @^p A \), indicating term \( M \) is subject to contract \( A \) with blame label \( p \). The equivalent of the \((\text{Wrap})\) rule is

\[
(V @^p A \to B) W \longrightarrow (V (W @^p A)) @^p B.
\]

Observe the blame label \( p \) is complemented for the domain but not the range, just as with \((\text{Wrap})\) in the blame calculus.

Gronski and Flanagan [8] give a map \( \phi \) from contracts to casts. It is defined using a supplementary function that removes refinements to yield ordinary types.

\[
[(x : \iota) \{M\}] = \iota \\
[A \to B] = [A] \to [B]
\]

The key equation of the map from contracts to casts is

\[
\phi(M @^p A) = \phi(M) : [A] \Longrightarrow^p \phi(A) \Longrightarrow^p [A]
\]

(Here \( M : A \Longrightarrow^p B \Longrightarrow^q C \) abbreviates \( (M : A) : B : C \).) The other equations are homomorphic; and \( \phi(A) \) applies \( \phi \) to each term \( M \) in a refined type in \( A \). The explanation
of this translation is straightforward. The type system for contracts requires that a term \( M \) with contract \( A \) must have type \( \lfloor A \rfloor \), and after applying the contract it must have the same type. Hence the two casts ensure the terms have the proper type, while the application of \( \phi(A) \) in the middle enforces the conditions imposed by the contract \( A \).

However, the actual mapping given in Gronski and Flanagan [8] and Greenberg et al. [7] use a variant of casts that does not complement the blame label, which we indicate by adding a subscript \( \text{no} \). The system is essentially identical to ours, save that the equivalent of \( \text{Wrap} \) does not complement blame labels in the domain.

\[
(V : A \rightarrow B \implies^\text{no} \ A' \rightarrow B') \ W \rightarrow (V (W : A' \implies^\text{no} A)) : B \implies^\text{no} B'
\]

The key equation of the translation is now

\[
\phi(M \ @^p A) = \phi(M) : [A] \implies^\text{no} \phi(A) \implies^\text{no} [A]
\]

The only difference in the equation is that the second cast, which was previously labelled \( p \), is now labelled \( \overline{p} \).

The reason why the version without complement works can be easily understood by an application of the Blame Theorem. It is easy to see that a refinement type \( A \) is more precise than the equivalent simple type \( \lfloor A \rfloor \). Hence, in \( \phi(M) : [A] \implies^p \phi(A) \implies^p [A] \) the leftmost cast can only blame \( p \) while the rightmost cast can only blame \( \overline{p} \). This is why using casts without complement yields the same answer, by simply introducing the complement instead as part of the translation.

Gronski and Flanagan [8] observe that contracts with complement are potentially more expressive than casts without complement. The mapping \( \phi \) shows that expressiveness is preserved, and they take this as a justification for limiting themselves to casts without complement. Note that, ironically, we require the Blame Theorem, which depends upon casts with complement, in order to show why the casts without complement are adequate for translating contracts with complement.

Greenberg et al. [7] introduce the name “latent” for the system with contracts and “manifest” for the system with casts. They note that either system can be formulated with or without complement, arguing as follows. [I have updated their notation to match this paper.]

This difference is not fundamental, but rather a question of the pragmatics of assigning responsibility: both latent and manifest systems can be given more or less rich algebras of blame. Informally, a function contract check \( f \ @^p A \rightarrow B \) divides responsibility for \( f \)’s behaviour between its body and its environment: the programming is saying “If \( f \) is ever applied to an argument that doesn’t pass \( A \), I refuse responsibility (blame \( \overline{p} \)), whereas if \( f \)’s result for good arguments doesn’t satisfy \( B \), I accept responsibility (blame \( p \)).” In a manifest system, the programmer who writes \( f : A \rightarrow B \implies^\text{no} A' \rightarrow B' \) is saying “Although all I know statically about \( f \) is that its results satisfy \( B \) when it is applied to arguments satisfying \( A \), I assert that it’s OK to use it on arguments satisfying \( A' \) (because I believe that \( A' \) implies \( A \)) and that its results will always satisfy \( B' \) (because I believe that \( B \) implies \( B' \)).” In the latter case, the programmer is taking responsibility for both assertions (so blame \( p \) makes sense in both cases), while the additional responsibility for checking that arguments satisfy \( A' \) will be discharged elsewhere (by another cast with a different label).

However, this throws away useful information to no benefit. If one uses complement with manifest casts, then blame \( p \) tells us the claim that \( A' \) implies \( A \) is incorrect, while blame \( \overline{p} \) tells us the claim that \( B \) implies \( B' \) is incorrect, a huge aid to debugging.
Whether one is interested in systems with complement depends on the results one finds of interest. If one has a sophisticated notion of subtyping, where \((x : A)\{M\} <: (x : A)\{N\}\) if \(M\) implies \(N\) for all \(x\), then \(A \rightarrow B <: A' \rightarrow B'\) holds exactly when \(A'\) implies \(A\) and \(B\) implies \(B'\). The system without complement is adequate if one’s interest is only in clause 1 of the Blame Theorem (Corollary 5), showing that a cast \(A \implies^p B\) never fails if \(A <: B\), while the system with complement is essential if one’s interest is in clause 2 or clause 3, showing that a cast \(A \implies^p B\) never blames \(p\) if \(A <: n\) and never blames \(\overline{p}\) if \(B <: n\) \(A\).

I argue it is better to formulate a system with complement. Complement yields useful information for debugging; and without complement there is no way to formulate Blame Safety or the Blame Theorem, and hence to assure that blame never lies with the more-precisely-typed side of a cast. If for some reason one wishes to ignore the distinction between \(p\) and \(\overline{p}\) (for instance, because we want to assign responsibility to the same programmer in either case), that is easy to do. But one should make the distinction and then ignore it; if one fails to make the distinction from the start, then Blame Safety and the Blame Theorem become impossible to prove. Above I’ve sketched a reformulation of Gronski and Flanagan [8] and Greenberg et al. [7] in a system with complement, and it would be nice to see this worked out in detail.

4 Notation

As observed by Whitehead [26, Chapter V], notation can crucially effect our thought. I expend much effort on choice of notation, yet often find I don’t get it right the first time. This section reviews changes to notation for blame during a decade.

Two against one. Findler and Felleisen [5] indicate blame using a pair of labels, \(p\) and \(n\), standing for positive and negative blame; their version of \((\text{Wrap})\) swaps \(p, n\) so the contract for the domain is labeled \(n, p\). Wadler and Findler [25] indicate blame with a single label \(p\); their \((\text{Wrap})\) complements \(p\) so the contract for the domain is labeled \(p\). The change is at best a small step forward, but nonetheless I am proud of it. Fewer variables is better, and the abstract notion of complement may open the way to further generalisation.

Casts. Siek and Taha [17] write \(\langle B \rangle M\) to cast term \(M\) to type \(B\). The type \(A\) of \(M\) is easily inferred, and is omitted to save space. But a consequence is that their equivalent of \((\text{Wrap})\) must mix type inference and reduction. They use no blame labels.

Flanagan [6] writes \(\langle A \triangleright B \rangle^p M\) to cast term \(M\) from type \(A\) to type \(B\). For me, the idea that one might explicitly list both source and target types of the cast was an eye opener. While too prolix for practice, it clarifies the core calculus by highlighting the contravariant and covariant treatment of the domain and range in \((\text{Wrap})\). As explained in Section 3, Flanagan’s interpretation of blame label \(p\) differs from ours, in that it lacks complement.

Wadler and Findler [25] write \(\langle B \Leftarrow A \rangle^p M\) to cast term \(M\) from type \(A\) to type \(B\), a variation of Flanagan [6] that allows reading uniformly from right to left. Blame label \(p\) now supports complement.

Ahmed et al. [1] write \(M : A \implies^p B\) to cast term \(M\) from type \(A\) to type \(B\). I remember the day we introduced the new notation: Amal Ahmed, Robby Findler, and myself were hosted by Jacob Matthews at Google’s Chicago office, where we had an unused floor to ourselves. I didn’t think direction of reading was a big deal, but I had underestimated the extent to which my reading of prose influenced my reading of formulas. When we reversed right-to-left to left-to-right it was as if a weight lifted from my brow!
The new notation suggests a natural abbreviation, replacing \((M : A \Rightarrow^p B) : B \Rightarrow^q C\) by \(M : A \Rightarrow p B \Rightarrow^q C\). Again, the abbreviation helped more than I might have imagined, rendering rules and calculations far easier to read.

**Refinement types and dependent function types.** I also want to draw attention to an improvement in notation that had nothing to do with me.

In standard notation (found in Flanagan [6] and many others), refinement types are written \(\{x : A \mid M[x]\}\), where \(x\) is a variable of type \(A\), and \(M[x]\) is a boolean-valued term that may refer to \(x\); and dependent function types are written \(x : A \rightarrow B[x]\), where \(x\) is a variable of type \(A\), and \(B[x]\) is a type that may refer to \(x\). For instance,

\[ x : \{x : \text{Int} \mid x \geq 0\} \rightarrow \{y : \text{Int} \mid y \geq x\} \]

is the dependent function type that accepts a natural, and returns an integer greater than its argument. A drawback of this notation is duplication of \(x\), bound once in the refinement type and again in the dependent function type.

An improved notation is suggested by Swamy et al. [20] for \(F^\ast\), where refinement types are written \((x : A)\{M[x]\}\), and dependent function types are written as before. For instance,

\[ x : (x : \text{Int})\{x \geq 0\} \rightarrow (y : \text{Int})\{y \geq x\} \]

is the dependent function type that accepts a natural, and returns an integer greater than its argument. This notation lends itself naturally to the abbreviation

\[ (x : \text{Int})\{x \geq 0\} \rightarrow (y : \text{Int})\{y \geq x\} \]

which avoids the annoying duplication of \(x\).

**Interplay with implementation.** The choice between target-alone or source-and-target casts is not only about concision versus clarity, but also relates to implementation. Simply-typed lambda calculus is typically written with types in lambda abstractions, \(\lambda x : A. N\), which ensures each closed term has a unique type. But types play no part in the reduction rules, and so can be erased before evaluation. As noted above, target-alone casts must mix type inference and reduction in \((\text{Wrap})\), so erasure is not an option. However, source-and-target casts need no type inference in \((\text{Wrap})\), and so support erasure. To be precise, types may be erased in lambda abstractions (and related constructs), but source and target types cannot be erased from casts.

Hence, a source language should use target-alone casts for concision, and translate to an intermediate language with source-and-target casts to aid implementation. So far as I know, this observation has not been written down previously. I think one reason why is that authors are reluctant to make a claim – even if the point is as obvious as the one made here – without either writing out the relevant bit of the theory or building an actual implementation, both of which can be costly.

5 Practice and theory

Nothing is so practical as a good theory.

**C#**. C# introduces a type `dynamic`, which plays a role almost identical to our \(*\) [3]. As with gradual typing, a translation introduces casts to and from `dynamic` where needed. However, the introduced casts are first-order; higher-order casts must be written by hand, implementing the equivalent of \((\text{Wrap})\).
TypeScript. TypeScript allows the programmer to specify in an interface declaration types for a JavaScript module or library supplied by another party [10]. The DefinitelyTyped repository contains over 150 such declarations for a variety of popular JavaScript libraries [28]. Interestingly, TypeScript is not concerned with type soundness, which it does not provide, but instead with exploiting types to provide effective prompts in Visual Studio, for instance to populate a pulldown menu with methods that might be invoked at a given point.

TS*. TS* is a variant of TypeScript which ensures type safety by assigning run-time type information (RTTI) to some JavaScript objects [21]. One desirable property of gradual typing is a type guarantee: any untyped program can be cast to any type so long as its semantic properties correspond to that type. The embedding of untyped programs into blame calculus satisfies the type guarantee, while the use of RTTI violates it. Assessing the tradeoffs between blame calculus and TS* remains interesting future work.

TypeScript TNG. In TypeScript, the information supplied by interface declarations is taken on faith; failures to conform to the declaration are not reported. Microsoft has funded myself and a PhD student to build a tool, TypeScript TNG, that uses blame calculus to generates wrappers from TypeScript interface declarations. The wrappers monitor interactions between a library and a client, and if a failure occurs then blame will indicate whether it is the library or the client that has failed to conform to the declared types. Our design satisfies the type guarantee described above.

Initial results appear promising, but there is much to do. We need to assess how many and what sort of errors are revealed by wrappers, and measure the overhead wrappers introduce. It would be desirable to ensure that generated wrappers never change the semantics of programs (save to detect more errors) but aspects of JavaScript (notably, that wrappers affect pointer equality) make this difficult in problematic cases; we need to determine to what extent these cases are an issue in practice.

Wide-spectrum language. Programming languages offer a range of type structures. Here are four of the most important, listed from weakest to strongest:

1. Dynamic types, as in Racket, Python, and JavaScript.
2. Polymorphic types, as in ML, Haskell, and F#.
3. Refinement types, as in Dependent ML and F7.
4. Dependent types, as in Coq, Agda, and F*.

A variant of blame calculus augmented with polymorphic types, refinement types, and dependent types might be used to mediate between each of these systems. Kinds or effects could delimit where programs may loop and where they are guaranteed to terminate, as required for the strongest form of dependent types. We hypothesise that a wide-spectrum language will increase the utility of the different styles of typing, by allowing dynamic checks to be used as a fallback when static validation is problematic.

6 Who needs gradual types?

I always assumed gradual types were to help those poor schmucks using untyped languages to migrate to typed languages. I now realise that I am one of the poor schmucks. My recent research involves session types, a linear type system that declares protocols for sending messages along channels. Sending messages along channels is an example of an effect. Haskell uses monads to track effects [24], and a few experimental languages such as Links [4], Eff [2],
and Koka [13] support effect typing. But, by and large, every programming language is untyped when it comes to effects. To encourage migration from legacy code to code with effect types, such as session types, some form of gradual typing may be essential.
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\textbf{Abstract}

Many of today’s programming languages are broken. Poor performance, lack of features and hard-to-reason-about semantics can cost dearly in software maintenance and inefficient execution. The problem is only getting worse with programming languages proliferating and hardware becoming more complicated. An important reason for this brokenness is that much of language design is implementation-driven. The difficulties in implementation and insufficient understanding of concepts bake bad designs into the language itself. Concurrency, architectural details and garbage collection are three fundamental concerns that contribute much to the complexities of implementing managed languages.

We propose the \textit{micro virtual machine}, a thin abstraction designed specifically to relieve implementers of managed languages of the most fundamental implementation challenges that currently impede good design. The micro virtual machine targets abstractions over memory (garbage collection), architecture (compiler backend), and concurrency. We motivate the micro virtual machine and give an account of the design and initial experience of a concrete instance, which we call Mu, built over a two year period. Our goal is to remove an important barrier to performant and semantically sound managed language design and implementation.
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\section{Introduction}

Today’s programming landscape is littered with otherwise important languages that are inefficient and/or hard to program. The proliferation of these languages is not symptomatic of a disease but evidence of a vibrant programming language ecosystem. The appeal of such languages has seen them become heavily used in critical settings. Unfortunately, the
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Performance overheads in many cases are best measured on a log scale, leading to very real costs for the companies that have come to depend on them. Likewise, inscrutable semantics cost dearly as systems grow and maintenance becomes a nightmare. The vibrancy of the language ecosystem and rapid changes in the nature of the systems on which they are deployed suggests to us that this is a problem that is set only to get worse.

Our position is that many of the performance and semantic issues that befall such languages can be traced to fundamental implementation challenges. For example, PHP’s confounding copy-on-write semantics [16], can be traced directly to a bug report dating to 2002, in which a user first observed the behavior [15]. Five days later, upon realizing that the fix would be challenging, the developers declared the “broken” semantics to be a feature of the language, and it has remained so to this day. The engineering challenge of implementing a garbage collector has led many languages to depend on naïve reference counting in their earliest implementations despite its well-known performance limitations and inability to collect cycles [11, 2]. When the owners of the language then make virtue of necessity and expose reference counting semantics in the language, this expensive but expedient implementation choice gets baked in. Similarly, the intellectual challenge of correctly supporting concurrency has led many languages to have a weak, broken, or absent model of concurrency, a limitation that grows increasingly embarrassing as stock hardware offers higher and higher degrees of parallelism.

Three fundamental concerns contribute to much of the complexity of language implementation: compiler back ends, garbage collection, and concurrency. Each are technical minefields in their own right but when brought together in a language runtime, their respective complexities combine in very challenging ways. Each of these concerns is rich enough to warrant a well developed research sub-community and rich literature of its own. We surveyed a handful of language maintainers and found a near-universal desire to be unburdened of the need to deal with these elements of language implementation, which cannot be ignored and yet frequently distract from the language implementer’s principal interest in the higher levels of the language’s design and implementation.

We propose a micro virtual machine as a robust, performant and lightweight abstraction over just three concerns: hardware (compiler back end), memory (garbage collector), and concurrency (scheduler and memory model for language implementers). Such a foundation
attacks many of the issues that face existing language designs and implementations, leaving language implementers free to focus on the higher levels of the language design.

Unlike LLVM [13], a micro virtual machine is not a compiler framework, it natively supports garbage collection and concurrency, while performance-critical language-specific optimizations are performed outside the micro virtual machine in higher layers of the runtime stack. Unlike monolithic language implementations, a micro virtual machine explicitly supports cross-language reuse of demanding implementation details. Unlike the JVM, CLR, and LLVM, a micro virtual machine is minimalist, and explicitly designed to support the development of new languages, targeting a low level of abstraction, minimizing the semantic gap [5].

We have embarked on the ambitious project of designing and constructing a concrete instantiation of a micro virtual machine, with the goal of testing our hypothesis that it will advance the cause of language design and implementation. This paper reports on our motivation and two years of experience in designing and building a prototype micro virtual machine, which we call Mu. The current Mu specification is available online [14]. We will discuss a few of the more interesting aspects of the system design and implementation, including the type system, exact garbage collection, dynamism including OSR, the IR and API, and the pervasive design requirement of minimalism. We will include discussion of our preliminary experience in targeting Lua and Python implementations to Mu.

Ambitious as it is, our primary goal is that future languages will be less likely to have their semantics and performance dictated by fundamental implementation hurdles imposed upon the designers early in the language’s life. A secondary goal is to improve existing language implementations, unburdening developers from elements of the language implementation that are critical but relatively uninteresting to them. It is not a goal of our project to improve upon language implementations that have benefited from massive commercial investments, such as Java.

2 Motivation

A large fraction of today’s software is written in managed languages. Examples include JavaScript, PHP, Objective-C, Java, C#, Python, and Ruby. These languages are economically important. For example, Facebook depends on servers running PHP for its core business of efficiently delivering hundreds of billions of page views a month, Apple depends on Objective-C for every iPhone app, while Google depends on Java for its Android apps, and uses JavaScript to power its most widely used web applications including search and Gmail. Unfortunately, some of these languages are notoriously inefficient, imposing overheads as large as a factor of fifty compared to orthodox language choices such as C. The source of this inefficiency often lies in the language implementation (rather than the language itself), and this systemically impedes all applications written in that language. Moreover, early implementation choices often impede evolution of the language and/or implementation by baking implementation decisions into the language definition. A classic example is the transition from the early implementation “mistake” that resulted in dynamic scoping for LISP to the much saner static scoping. Similarly, PHP and Perl assume that their implementations use an extremely naïve reference counting memory management strategy [18]. As another example, Python’s infamous “global interpreter lock” (GIL) [3] is a relic of an early implementation decision that limits Python and its GIL-infected peers (e.g., Ruby) to sequential (non-parallel) execution, preventing programs from fully exploiting modern parallel hardware.

Implementing a new language can be easy when it is done naïvely, but taking the care to avoid early bad design decisions is hard. Enthusiastic implementers want to get their
new language up and running without initially worrying about performance. But improving performance can require significant investment to achieve: witness the large investment by Sun/Oracle, IBM and others over many years to get Java to perform, and the competition among companies to make their JavaScript implementations outperform their competitors. And bad early language design and implementation decisions can cost even more to overcome.

The origins of systemic inefficiency of new languages often comes from the way they are implemented. When a language is implemented from the ground up in a monolithic fashion, developers must directly address every performance challenge. The problem is that different challenges often have subtle interactions. For example, the compiler, garbage collector, and thread subsystems must be designed to work together, but few developers have expertise in more than one of these subsystems. Fewer still will have expertise in their intersection, such as in the design and implementation of GC maps. An alternative approach is to avoid implementation challenges by building on top of existing language infrastructures, such as the JVM or .NET. These are large, heavily-invested platforms supporting advanced memory management, portability, aggressive just-in-time compilation, advanced support for concurrency, and come with extensive libraries. Both the JVM and CLR dictate a high level of abstraction tailored to the languages they support, which reduces the implementation effort, but which can be a poor match to the new language [5]. There are less obvious disadvantages. For example, the ease of integration of JRuby with Java leads developers to write performance-critical code in Java. Though inefficient compared to C, JRuby outperforms other Ruby implementations, so performance-critical Ruby applications inadvertently and unintentionally become dependent on Java.

Other infrastructures as a supporting substrate for language implementation, such as LLVM, have their own deficiencies. LLVM’s focus on C means that support for garbage collection, concurrency, and dynamic typing are minimal or weak. Moreover, LLVM’s focus on heavy-duty static optimizing compilation of C/C++ leaves its support for dynamic just-in-time (JIT) compilation as somewhat of an afterthought, receiving less attention to quality and maintenance. In contrast, dynamic languages rely heavily on on-going run-time (re)compilation to achieve good performance. Nonetheless, LLVM offers a good model with respect to intermediate language design and level of abstraction. Other infrastructures such as VMkit are composed from discrete library components that do not address the need for cross-cutting designs that span compilation, concurrency, and memory management, as discussed earlier.

The lack of suitable infrastructures drives us to propose micro virtual machines as a unifying substrate for language implementers that will support efficient execution of the abstractions it presents. We describe a micro virtual machine instance that will execute low-level code issued by high-level language compilers and/or run-time systems, sitting at the base of language implementations. It will take care of the most fundamental concerns of managed languages, with the bulk of the client run-time system above providing the personality of the specific client language. A micro virtual machine offers implementers a “third way,” giving them access to state of the art foundations, whilst freeing them to implement language-specific semantics with maximum liberty and efficiency. Moreover, we hope that by keeping its code base as small as possible (approximately 25K lines of code), our micro virtual machine will present a suitable target for verification, allowing it to join the trusted computing base.
3 Mu: A Concrete Micro Virtual Machine

We now flesh out the design and implementation of Mu, our initial instantiation of a micro virtual machine. Space constraints limit the discussion here to a high level with a few key details, but Mu is open source, and both the specification and the source code of reference implementations are available on our website [14].

The broad architecture of Mu is reminiscent of other virtual machines such as the JVM or .NET. It executes dynamically loaded code by interpretation or compilation. A language-specific run-time system and supporting libraries sits above it. The principal difference is in the much lower level of abstraction at which micro virtual machines operate. The Mu instruction set is SSA-based rather than stack-based, the type system is much simpler, the concurrency primitives are low-level, and all high-level optimizations are the responsibility of the client run-time system, not the micro virtual machine.

A number of principles underpin the design of Mu: (1) Mu is explicitly minimal; any feature or optimization that can be deflected to the higher layers will be. (2) Minimalism will be compensated for by client libraries that sit above Mu, implementing higher level features, conveniences, transformations, and optimizations common to more than one language client. (3) The specification allows for formally verifiable instantiations, supporting our long term goal of a formally verified Mu instance. (4) Mu’s client is trusted; it is allowed to shoot itself in the foot. (5) We use LLVM IR [13] as a common frame of reference for our IR, deviating only where we find compelling cause to do so. (6) We separate specification and implementation; Mu is an open specification against which clients can program and which different instantiations may implement. (7) We aim to support diverse language clients. (8) The Mu design will facilitate high performance language implementations.

Our goal is that Mu will facilitate the design and implementation of new and existing languages by abstracting over three of the most fundamental implementation concerns. Our focus is on languages most exposed to these concerns, namely dynamic managed languages. However, we are exploring clients for languages as diverse as Erlang, Haskell, Go, Lua and Python. It is not our goal to provide an implementation layer that will compete with mature, highly tuned runtimes such as the HotSpot JVM, which have benefited from enormous investment over a decade or more.

3.1 Mu Architecture

The Mu specification consists of the Mu intermediate representation and the Mu client interface. The Mu IR is the low-level language accepted and executed on Mu, while the Mu client interface defines the programming interface for client language runtimes. The client language runtime is responsible for (JIT-) compiling source code, bytecode or recorded traces into Mu IR. Mu IR code is delivered to Mu in the unit of code bundles, the counterpart of LLVM modules and Java class files. The Mu client interface specifies how the client may directly manipulate the state of Mu, including loading Mu IR bundles by sending messages to Mu, and how Mu-generated asynchronous events are handled by the client.

The abstract state of an executing Mu instance comprises some number of execution engines (threads), execution contexts (stacks), and memory accessed via references. Mu’s abstract threads are similar to (and may directly map to) native OS/hardware threads. Stacks contain frames, each containing the context of a function activation, including its current instruction and values of local variables. Memory consists of a garbage-collected heap, a global memory, and memory cells allocated on the stacks. The abstract state can be changed by executing Mu IR code directly or by invocation of operations by the client through the Mu client interface.
The Mu project is under active development. The website [14] includes an initial Mu specification and source code for a reference implementation (which does not consider performance). We are concurrently developing a high performance Mu implementation. The reference implementation is intended for early evaluators to experiment with Mu.

3.2 Type System

The Mu type system is very simple, and designed to support both safe and unsafe memory operations. It features integer types in varying bit-widths, two floating point types, vector types for SIMD instructions, composite types in the form of structs and arrays, multiple kinds of memory reference types and opaque reference types:

\[
\tau_0 ::= \text{void} \mid \text{int}(n) \mid \text{float} \mid \text{double} \\
| \text{vector}(\text{int}(n); m) \mid \text{vector}(\text{float}; n) \mid \text{vector}(\text{double}; n) \\
| \text{struct}(\tau_0^0) \mid \text{array}(\tau_0; n) \\
| \text{func}(\tau_0^0; \tau_0) \mid \text{thread} \mid \text{stack} \\
| \text{ref}(\tau) \mid \text{iref}(\tau) \mid \text{weakref}(\tau) \mid \text{ptr}(\tau) \mid \text{tagref64} \\
\tau ::= \tau_0 \mid \text{hybrid}(\tau_0^0; \tau_0)
\]

Types can be recursive under the reference types. The most basic types are scalar and vector integer and floating point types. Integers do not have signedness, but concrete operations, including \text{UDIV} and \text{SDIV}, may treat integer operands as signed or unsigned.

Object references \text{ref}(\tau) are references to \text{objects}\footnote{In Mu, an \textit{object} is defined as the unit of memory allocation in the heap. We are deliberately agnostic about the sorts of languages and type systems implemented by clients; our use of the term \textit{object} does not presuppose any sort of object-orientation. From the client’s perspective, objects are headerless.} that have been allocated in the heap, and that will be managed by the garbage collector. Internal references \text{iref}(\tau) provide references to memory locations that may be internal to objects (e.g., array elements or struct fields). Both object references and internal references are traced, and will keep their referents alive on the heap if the reference is itself reachable from GC roots. Weak references \text{weakref}(\tau) are object references that may be set to \texttt{NULL} when their referent is not otherwise (strongly) reachable. The \text{ptr}(\tau) type is an untraced pointer type, which can be used to reference memory locations potentially visible to native programs outside Mu.\footnote{The \texttt{ptr} type is a feature planned to be added in the next version of Mu. It may not be visible in the Mu specification when this paper appears.}

The type system also includes a number of opaque reference types, referring to Mu-specific entities: \text{thread}, \text{stack}, \text{func}(\tau_0^0; \tau_0) referring to threads, stacks and functions, respectively.

A type of the form \text{hybrid}(F; V) is akin to a \text{struct} with a fixed prefix \( F \), followed by an array of unspecified size having elements from (non-hybrid) type \( V \). The size of the variable-length array part in a \text{hybrid} is specified at allocation time. We expect, for example, that most language clients would implement their string types with a \text{hybrid} type. Similarly, a Java client might represent Java arrays as a fixed prefix \texttt{int} holding the size of the array and a variable-length part for the payload.

All variables and memory locations in Mu must hold values with well-defined Mu types. This restriction eliminates the option of letting the client customize the object layout and identify references in objects as VMKit does [9]. However, the Mu type system is powerful enough to express complex high-level types using a combination of nested aggregate types including \text{structs}, \text{arrays} and \text{hybrids}. Mu does not have a “union” type because a union of reference and value types will make a memory location ambiguous to the garbage collector.
with respect to its contents holding a reference or not. However, Mu provides a tagged reference type \texttt{tagref64}. It uses several bits of a 64-bit word to indicate whether it currently holds an object reference, an integer or a double. In this way, exact garbage collection is still possible.

### 3.3 Intermediate Representation

The Mu IR is low-level and language-neutral. It is similar to the SSA-based LLVM IR [13]. This grounds our design, providing a reference against which each Mu IR design decision can be measured and audited with respect to Mu design principles.

The top-level unit of the Mu IR is a code bundle, which contains definitions of types, function signatures, constants, global cells and functions. A function has basic blocks and instructions. The Mu instruction set contains LLVM-like primitive arithmetic and logical instructions as well as Mu-specific garbage-collection-aware memory operations, thread/stack operations, and traps.

#### 3.3.1 Basic Instructions

A Mu instruction can be very simple. For example, an \texttt{ADD} instruction "$c = \texttt{ADD <@i64> \%a \%b}$" adds two numbers and a \texttt{SITOFP} instruction "$r = \texttt{SITOFP <@i64 @double> \%x}$" converts an integer to a floating point number, treating the integer operand as signed. For the convenience of the micro virtual machine rather than the client, the types of the operands are explicitly written as type arguments so that Mu does not need to infer the type of any instruction from the types of its operands.

#### 3.3.2 Function Calls and Exception Handling

A \texttt{CALL} instruction "$rv = \texttt{CALL <@sig> @func (%arg1 %arg2)}$" calls a Mu function. Mu IR programs must explicitly truncate, extend, convert or cast the arguments to match the signature. Mu also provides a \texttt{TAILCALL} instruction which directly replaces the stack frame of the caller with a frame of the callee rather than pushing a new frame. The client must explicitly generate \texttt{TAILCALL} instructions to utilize this feature. Mu implementations need not automatically convert conventional \texttt{CALL}s into \texttt{TAILCALL}s, though an implementation might.

Mu has built-in exception handling primitives that do not depend on system libraries, unlike LLVM. The \texttt{THROW} instruction generates an exceptional transfer of control to the caller of the current function. The exception is caught by the nearest caller’s \texttt{CALL} instruction with an \texttt{exception clause} of the form "CALL <@sig> @func (%arg) EXC(%nor %exc)", which branches to the designated basic block where a \texttt{LANDINGPAD} instruction receives the exception value. Unlike LLVM, an exception in Mu is an arbitrary object reference. This kind of \texttt{CALL} unconditionally catches all exceptions and the return type of \texttt{LANDINGPAD} is \texttt{ref<void>}. The client is responsible for implementing its own exception hierarchy which can be complex (like Java’s and Python’s) or simple (like Lua’s and Haskell’s, where an error is simply a

---

3 Calling a native function requires a foreign function interface (FFI) that is still under design.

4 Exception handling within a function, for example, a \texttt{throw} statement in a \texttt{try-catch} block in Java, should be translated to branching instructions (\texttt{BRANCH} and \texttt{BRANCH2}) in the Mu IR. In this case, Mu is not aware of any exceptions being thrown.
string message). The client should generate Mu IR code to check the run-time type of the exception object, and decide whether to handle, re-throw or clean up the current context.\(^5\)

### 3.3.3 Memory Operations

Support for precise (exact) garbage collection is integral to the design of the instruction set. Heap memory allocation is a primitive operation in Mu. The `NEW` and the `NEWHYBRID` instructions allocate fixed and variable-length objects in the heap, respectively, automatically managed by the garbage collector. Memory can also be dynamically allocated on stacks or statically allocated in the global memory.

To implement exact garbage collection, Mu must be able to identify all references into the Mu heap. The GC root set is precisely defined as all references in live local variables, stack memory, global memory, and those explicitly held by the client. Because all values in Mu come from the Mu type system, which never confuses references and untraced values, the micro virtual machine can perform garbage collection internally without client intervention.

### 3.3.4 Atomic Instructions and Concurrency

Mu is designed with multi-threading in mind. Mu has threads and a C11/C++11-like memory model, allowing annotation of memory operations with the desired memory ordering semantics. Mu threads may execute simultaneously. Like LLVM, Mu has no “atomic data types”, but defines a set of primitive data types eligible for atomic accesses. The supported memory orders are `NOT_ATOMIC`, `RELAXED`, `CONSUME`, `ACQUIRE`, `RELEASE`, `ACQ_REL` (acquire and release), and `SEQ_CST` (sequentially consistent). This gives the client the freedom and responsibility to implement whatever memory model is imposed (or not) by the client language. For example, the very weak `CONSUME` order is essential in the efficient implementation of the read-copy-update (RCU) pattern which facilitates extremely low-overhead lock-free concurrent memory accesses. Outdated records left by RCU updates can be garbage-collected when unused, which has been a major difficulty in implementing RCU in the Linux kernel without GC.

Supporting relaxed memory models is not trivial. As a design principle, the client is trusted, and can to shoot itself in the foot. Abusing the memory model may result in program errors or even undefined behaviors. However, Mu does not force all users to understand the most subtle memory orders. A novice language-client implementer can exclusively use the `SEQ_CST` order even though the Mu implementation supports weaker orderings. Conversely, a conservative implementer of Mu itself can always correctly implement a stronger memory model than required, for example, implementing `CONSUME` as `ACQUIRE` or implementing all memory models as `SEQ_CST`, which will trade performance for simplicity and perhaps ease of verification of the micro virtual machine.

In addition to the standard C11-like atomic operations (such as compare-and-swap) Mu provides a futex-like \[8\] wait mechanism, as well as basic thread park/unpark operations. The client is responsible for implementing other shared-memory machinery such as blocking locks and semaphores. As these can be difficult and tedious to implement, they may be provided by client-level libraries, enabling complex implementations to be shared among multiple language clients.

---

\(^5\) There is no `finally` in Mu, but it can be implemented as an unconditional catch followed by the actions in the `finally` block and another `THROW` instruction.
3.3.5 Stack Binding and the Swap-stack Operation

Unlike many language runtimes, Mu clearly distinguishes between threads (executors) and stacks (execution contexts).

A thread is an abstraction of a processor, while a stack is the context in which a thread runs. Each stack includes abstract execution state such as the program counter and the values of local variables in each frame. A thread is not permanently bound to any particular stack.

The SWAPSTACK instruction unbinds a thread from one context and rebinds it to another context [6]. When rebound, the thread continues from the corresponding instruction (usually another SWAPSTACK) where the destination context paused when last active (bound to a thread). This semantics directly provides an implementation of symmetric co-routines, which can in turn implement high-level language features including user-level “green” threads, the \( m \times n \) threading model, generators, and one-shot continuations.

Dolan et al. [6] showed that this lightweight context switching mechanism can be implemented fully in user space with only a few instructions, so it is more efficient than native threads which inevitably involve transitioning through the kernel. Mu also assumes a client code generator that knows and can specify the liveness of variables at each SWAPSTACK, so only the needed registers are saved. This is impossible for library-based approaches, including setjmp/longjmp, swapcontext or customized assembly code, which have no information from a compiler and must conservatively save all registers.

The same stack binding and unbinding mechanisms are also used in other places besides the SWAPSTACK instruction, and many Mu design choices are based on this mechanism. Unbound threads and stacks are inactive. Only when a thread is bound to a stack context does it begin/resume executing from that context. Stack binding and unbinding are also used in trap handling, which are discussed below as part of the Mu client interface.

3.3.6 Traps and Watchpoints

A Mu IR program can temporarily pause execution and transfer control to the client by executing a TRAP instruction, which is trivial in Mu: “\( \text{\%\text{trap\_name} = TRAP <\text{RetTy}>} \)”.

Traps give clients the opportunity to introspect execution state to adapt and optimize the running program. The WATCHPOINT instruction is a conditional variant of TRAP which is disabled in the common case but can be enabled asynchronously by a client thread. WATCHPOINT is particularly useful for invalidating speculatively optimized code.

3.4 Client Interface

The Mu client interface is bi-directional. The client can send messages to Mu for the purposes of: (1) loading Mu IR code bundles into Mu, (2) accessing the Mu memory, and (3) introspecting and manipulating the state of Mu threads and stacks. Mu sends messages to the client if a TRAP or WATCHPOINT instruction is executed, or a declared but not defined function is called.

All Mu values, including references, may be indirectly exposed to the client via opaque handles tracked by Mu. This makes exact GC easy to implement because all externally held
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references are tracked. Copying and concurrent GC is also easier with a level of indirection. This design, which is also used by JNI and the Lua C API [10], also segregates the different type systems of Mu and the language the client is written in and, thus, makes the interface cleaner.

3.4.1 Bundle Loading and Code Redefinition

The client submits Mu IR code bundles to Mu via the interface. When a declared but not defined function is called, Mu will send a message to the client, which will be handled by a registered handler. The client should define the function by submitting another bundle containing the function definition. The client can also redefine existing functions. All existing call sites remain valid and Mu always calls the newest version of any function. This feature allows optimizing compilers to replace functions with (re-)optimized versions.

3.4.2 Traps and Stack Operations

Traps and watchpoints use the same stack binding mechanism as the SWAPSTACK instruction. When a TRAP or WATCHPOINT instruction is executed, the current thread is unbound from its current stack just before entering the registered trap handler in the client, leaving the stack in a clean state ready for introspection and on-stack replacement (OSR). During execution of the trap handler, the client can introspect the state of the stack frames, including the current function, the current instruction and the value of local variables. At the end of the trap handler, the client designates an unbound stack to which the original thread will be rebound. This stack does not need to be the same stack to which the thread was bound before the trap, so the thread may continue in a brand new context.

Some optimizations involve on-stack replacement: replacing a stack frame with a new frame of an optimized version of a function and continuing from the equivalent place it paused at. The Mu client interface supports this by providing two primitive operations: (1) popping a frame from a stack, and (2) making a new frame for a given function and its arguments on the top of a stack, and continuing from the beginning of that function. The client can emulate continuing from the middle of a function by inserting branches in the high-level language; a well-established approach [7].

3.4.3 Miscellaneous Operations

Many operations available as Mu IR instructions are intentionally duplicated to be used via the Mu client interface. The client can allocate and access the Mu memory via this interface, too. With an layer of indirection, this interface is designed for infrequent introspection. The client can also create threads and stacks, which is the proper way to start new Mu IR programs.

4 Building Mu Clients

The client is the program sitting on top of Mu, the micro virtual machine. It is the user of Mu and the implementer of the concrete high-level programming language, ‘LVM’ in Figure 1c. The Mu specification defines an interface for clients to manipulate and control the virtual machine, but does not impose any other requirements on the client. Here, we describe a number of strategies for building Mu clients, client-level libraries, and other higher-level client-specific abstractions.
4.1 Strategies for Building Clients

Mu supports a number of different approaches for implementing client languages. A client might dynamically compile to Mu IR just-in-time, compile to Mu IR ahead-of-time, or execute as an interpreter against either the Mu API or running itself as a Mu-coded client. We now discuss these options.

4.1.1 Just-in-time Compiling

The Mu client interface gives the client the power and responsibility to deliver Mu IR code to Mu. The most intuitive strategy is a compile-only approach, just-in-time compiling the higher-level language source code or byte code into the Mu IR, possibly via several extra layers of higher-level intermediate representations and optimizations. It is up to the client to decide how much optimization it does to balance between compile time and code performance.

The generated Mu functions need not mirror high-level language functions. A tracing JIT compiler may deliver a recorded trace as a Mu function which may cross the boundary of many high-level functions, or may be a single loop within a high-level function.

4.1.2 Ahead-of-time Compiling

The Mu specification does not require code to be generated at run time. In fact, a valid implementation could ahead-of-time compile the high-level language program into the Mu IR before execution. In this way, the client merely loads Mu IR code from the disk and delivers it directly to Mu without further processing.

A valid full ahead-of-time implementation could also generate a single binary which behaves like an amalgamation of the micro virtual machine, a set of bundles, and a client which loads the bundles, starts with a particular Mu function and handles specific trap events. This approach is similar to the “boot image” of JikesRVM [1]. In this way, a Mu implementation of a client language might behave much like traditional ahead-of-time compilers.

4.1.3 Interpreting

For the ease of engineering, the first implementation of many languages is usually an interpreter. Although implementing the interpreter in the client and using the Mu heap via the Mu client interface is possible, it is not recommended because the interface is not designed for frequent lightweight calls, so will introduce an overhead.

One strategy would be to implement the interpreter itself in the Mu IR, or in any language that already compiles to the Mu IR. For example, if there is a client for Java running on Mu, then interpreters written in Java, including Jython and JRuby, will run on Mu. Currently we are working on translating RPython into Mu IR. The PyPy interpreter (written in RPython) will then run on Mu, as will other languages that have an implementation in RPython, including Prolog, Scheme and Erlang. Like Jython, this implementation strategy makes use of the concurrency and GC provided by the underlying VM, but does not directly utilize the underlying JIT compiler.

The Truffle/Graal project demonstrated that it is possible to generate a specializing JIT compiler from an interpreter by partial evaluation. In this way, the language implementer only needs to write an interpreter, but ultimately makes use of the JIT compiler.
4.2 Client-level Libraries

A micro virtual machine is minimalist, providing only a thin layer on which a language runtime can be built. Mu aims to deal with three of the most fundamental and conceptually challenging concerns within this layer. However the client is left with much to do. Rather than succumbing to the temptation to grow Mu, we adopt the principle of lifting additional features and amenities to client-level libraries, sitting above Mu. These may include helper features for generating SSA-form Mu IR, and Mu IR to Mu IR optimization libraries for common higher-level optimizations.

For example, there may be library support for dynamic languages that provides common specialization mechanisms, support for functional languages that handles higher-order functions, a library for concurrent languages which provides code snippets that implement synchronization primitives, etc. High-level frameworks, similar to RPython, Truffle, Terra or Lancet, can also be provided as libraries on the client side. In this way, the high-level language implementer can work on a much higher level, and does not always need to work with Mu directly.

4.3 Metacircular Clients

The client is just a program interacting with the micro virtual machine and, in theory, can be implemented in any language. It is possible to implement a metacircular client which runs as a Mu IR program inside the same Mu instance hosting other high-level programs. In this approach, the border between the client and the micro virtual machine is blurred. The client can directly refer to values or objects in Mu, and API messages can be implemented as simple function calls or SWAP-STACK operations. Special Mu IR instructions will give Mu IR programs access to the internals of Mu, including loading bundles, handling traps and introspecting stack states.\(^7\)

4.4 Higher-level Abstraction

Mu is minimal, and does not provide any abstractions of classes, type hierarchies, methods, virtual dispatching, run-time type checking, strings, character encoding, higher-order functions, closures, events or message passing. The client is supposed to map its high-level language elements to the Mu IR. Two clients may map these elements differently even if they implement the same language.

Mu is designed to support multiple languages by minimizing semantic mismatching. However, unlike the .NET framework, Mu does not provide an abstract platform where programs in different languages can call each other. A client may implement such a platform by mapping different languages in a uniform way so that they can exchange data and make cross-language calls on the micro virtual machine level. The client can also implement a specific common intermediate language (like Java bytecode or the .NET CIL) above the Mu IR, and different languages can interoperate on that level. Mu understands only the Mu IR and remains oblivious of the actual high-level languages.

\(^7\) Mu IR instructions to facilitate metacircular clients are still under consideration at the time of writing. Even without special instructions, such Mu IR-initiated introspection and controlling operations can be supported by traps and the assistance of a “conventional” client. This allows some Mu IR programs, such as an interpreter, to manage the state of Mu in a non-metacircular Mu implementation.
5 Related Work

5.1 Java Virtual Machines

The Java Virtual Machine (JVM) was originally designed for the Java programming language, but its portable Java Bytecode, clearly specified behaviors and performance attracted a wide range of language implementations to be hosted on the JVM, including Jython, JRuby, Scala, X10, etc.

This approach – reusing the existing JVM for new languages – bears several fundamental problems. The obvious one is the semantic gap between the new language and Java. The JVM implements many Java-specific semantics which are irrelevant to other languages. Working around them introduces overheads. On the other hand, Mu takes the lesson and is carefully designed to be language-agnostic at a much lower level to avoid the semantic gap.

Another problem is the JVM’s lack of optimizations for languages other than Java. These optimizations include type inference and specialization, which are vital to dynamic languages [5], and inline caches for languages with dynamic dispatching. Mu, on the other hand, assumes most optimizations will be done by a client above it. For this reason, Mu exposes many low-level mechanisms, including vector instructions, on-stack replacement, swap-stack, tagged references, traps and watchpoints, to the client. Those mechanisms are either private or non-existent in the JVM, but they enable many advanced implementation techniques. For example, it is expensive to map Erlang processes to Java threads, which are usually mapped to native threads. In Mu, we believe stacks would work well in this role. Similarly, Mu’s tagged reference type is a good candidate for implementing Lua’s values, which have reference semantics, but refer to floating point numbers most of the time.

Besides, Mu aims to be a thin substrate while the JVM is a monolithic VM.

5.2 LLVM

The Low Level Virtual Machine (LLVM) [13] is a compiler framework including a collection of modular and reusable compilation and toolchain technologies. The LLVM compiler framework and its code representation (LLVM IR) together provide a combination of key capabilities that are important for language implementations. LLVM is the main reference according to which we designed Mu.

Mu also includes a number of significant differences from the LLVM. Firstly, Mu is designed to support managed languages while the LLVM is designed for C-like languages. Like C, the LLVM IR type system contains raw pointer types but not reference types. The LLVM does not provide a garbage collector, instead defining intrinsic functions including read/write barriers and yieldpoints, on top of which garbage collection must be implemented or inserted by the language frontend. Secondly, Mu is designed to be minimal while the LLVM is maximal. The LLVM tries to minimize the job of language frontends and include many optimization passes, while the Mu pushes as much work to the client as possible.

5.3 VMKit

VMKit [9] is a common substrate for the development of high-level managed runtime environments (client language runtimes), providing abstractions for concurrency, JIT-compiling and garbage collection. VMKit glues together three existing libraries: LLVM as the JIT compiler, MMTk as the memory manager, and POSIX threads for threading. The VMKit developers built two clients, for the CLI and JVM respectively as a proof of concept.
As the name suggests, VMKit is not a self-contained virtual machine, but a toolkit that provides incomplete abstractions over certain features. For example, VMKit leaves the object layout to be implemented by the client. As a consequence, the client runtime developed by the high-level language developer, must participate in object scanning and the identification of GC roots. VMKit’s solution to concurrency is the POSIX Threads library, but threads cannot be implemented as a library [4], and require a carefully defined memory model involving both garbage collection and the JIT compiler.

Nonetheless, VMKit demonstrates that a toolkit that abstracts over the common key features can ease the burden of the development of language implementations, which is also part of the motivation for a micro virtual machine.

5.4 Others

Common Language Infrastructure

The Common Language Infrastructure (CLI) is Microsoft’s counterpart to the JVM. Its Common Intermediate Language (CIL) is designed for several languages with similar level to VB.NET, C#, etc., but also hosts many different languages including Managed C++, F# and JavaScript. The CLI shares similar problems to the JVM in that it is a monolithic VM and was designed for certain kinds of languages.

Truffle/Graal

Truffle and Graal [17] are reusable VM components for code execution developed by Oracle. Truffle serves as an AST interpreter with speculative execution and AST rewriting. Graal takes stabled Truffle AST and uses partial evaluation to JIT compile AST nodes. They aim to provide a reusable code execution engine for implementations of object-oriented languages. This goal sits on a much higher level than Mu.

6 Status and Future Work

During the early prototyping phase, we implemented a subset of Lua on a prototype micro virtual machine. Such a prototype could run simple Lua programs. It proved feasible to offload basic control flow analysis, including the conversion to the SSA form, up to the client. It also showed the usefulness of tagged references in the implementation of a dynamic language.

Currently we are experimenting with using Mu as a backend of RPython, the lower level of the PyPy project. Currently Mu can run simple RPython programs. This effort will eventually bring about a high-performance micro VM-based implementation of Python as well as other languages on RPython.

In the future, we will evaluate a diverse collection of languages, with Python, Haskell and Erlang having high priority, to test the ability of Mu to accommodate different languages. We will also bring transactional memory to Mu, which is known to solve the global interpreter lock (GIL) problem in Python and Ruby. Ultimately, we hope to produce a verified micro VM, perhaps combining it with the verified seL4 micro-kernel, thereby bringing us one step closer to a completely verified system with a managed runtime.

Mu abstracts over hardware. Although our immediate focus has been abstraction over ISAs and memory models, increasing hardware diversity invites a number of important future considerations. These include optimizing for energy as well as performance, abstracting over
single-ISA heterogeneous hardware, and more radical hardware heterogeneity such as GPUs and FPGAs. These are open topics for future research.

7 Conclusion

The current proliferation of new languages is evidence of a vibrant programming languages ecosystem. Unfortunately many languages are seriously inefficient, in terms of performance or maintenance, or both. We suggest that fundamental implementation challenges are a root cause of much of this inefficiency, and that a micro virtual machine may provide a solid foundation for the development of new languages. We describe a new micro virtual machine, Mu, developed over the past two years, with the specific goal of addressing this problem. Our hope is that micro virtual machines will change the way the next generation of languages are built, for the better.
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