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Abstract

We provide an exposition of the main results of the theory of bidimensionality in parameterized algorithm design. This theory applies to graph problems that are bidimensional in the sense that

1) their solution value is not increasing when we take minors or contractions of the input graph and

2) their solution value for the (triangulated) \((k \times k)\)-grid graph grows as a quadratic function of \(k\). Under certain additional conditions, mainly of logical and combinatorial nature, such problems admit subexponential parameterized algorithms and linear kernels when their inputs are restricted to certain topologically defined graph classes. We provide all formal definitions and concepts in order to present these results in a rigorous way and in their latest update.
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1 Introduction

The theory of bidimensionality, was introduced in [27] and has been developed further during the last decade in [33, 35, 28, 38, 55, 59, 67, 54, 53] (see also [30, 34, 52, 26, 39, 32]). It provides general techniques for designing efficient fixed-parameter algorithms and approximation schemes for \(NP\)-hard graph problems in broad classes of graphs.

A parameterized problem on graphs can be seen as a subset \(\Pi\) of \(G \times \mathbb{N}\) where \(G\) is some graph class (for instance, planar graphs) and the question is whether an instance \((G, k)\) is a member of \(\Pi\), where \(k\) is the parameter of the problem. The main objective is to design an \(f(k) \cdot n^{O(1)}\)-step algorithm that answers this question while keeping the parametric dependence \(f(k)\) as low as possible. This implies that, for each fixed value \(k\), the problem can be solved by an algorithm running in polynomial-time where the degree of this polynomial does not depend on the value of \(k\).

The combinatorial base of bidimensionality is the celebrated grid-exclusion theorem from the Graph Minors series of Robertson and Seymour [82, 81]. This theorem states that every graph excluding a \((r \times r)\)-grid as a minor should have treewidth bounded by some function of \(r\) (see Subsection 2.1 for the formal definition of treewidth and the minor relation). Treewidth

\* The work of this paper was co-financed by the European Union (European Social Fund ESF) and Greek national funds through the Operational Program “Education and Lifelong Learning” of the National Strategic Reference Framework (NSRF) - Research Funding Program: ARISTEIA II.
is a cornerstone parameter in algorithmic graph theory measuring the topological resemblance of a graph to the structure of a tree.

The central idea of bidimensionality resides in the fact, that for many parameterized graph problems, the presence in their input graphs of a (bidimensional) $(\Omega(\sqrt{k}) \times \Omega(\sqrt{k}))$-grid as a minor is directly providing a positive (or a negative) answer to the problem. The bidimensionality condition, together with certain conditions on $G$, is able to reduce the problem to the case where the treewidth of the input graph is sublinear in the problem parameter $k$.

A graph of bounded treewidth can be viewed as a “monodimensional” tree-like structure. According to Courcelle’s theorem [21], if the problem is expressible in Monadic Second Order Logic (MSO), then it is possible to process this tree-like structure as the input of a tree automaton that can solve the problem in time that is linear in the size of the input graph. If the parametric dependence of this algorithm can be made singly exponential, the sublinear (on $k$) treewidth of $G$ yields a parameterized algorithm with subexponential parameterized dependence. This simple reasoning, provides a generic way to design parameterized algorithms with subexponential parametric dependence. In many cases, this provides algorithms running in $2^{O(\sqrt{k})} \cdot n^{O(1)}$ which appears to be the best parametric dependence one may expect, according to the results in [14].

In Section 2 we provide all definitions and theorems that support the above ideas. The concept of bidimensionality is formally defined in Section 3 and in Section 4 we abstract the above methodology into a single theorem on subexponential parameterized algorithms (Theorem 7).

Another, somehow more technical, application of bidimensionality is kernelization. A kernelization algorithm for a parameterized graph problem $\Pi$ is a polynomial-time algorithm that reduces every instance $(G, k)$ to an equivalent one (a kernel) whose size is bounded only by a function of $k$. When this function is linear on $k$, we say that $\Pi$ admits a linear kernel (see Subsection 5 for the formal definitions). Kernelization has been a vibrant field of parameterized complexity and a lot of research has been oriented to the derivation of linear kernels for parameterized problems. Bidimensionality theory has meta-algorithmic applications in the derivation of linear kernels. It follows that, given a parameterized problem $\Pi \subseteq G \times \mathbb{N}$ where $G$ satisfies certain (topological) conditions, a linear kernel is automatically derived when $\Pi$ is bidimensional, is expressible in Counting Monadic Second Order Logic, and satisfies some separability condition. We describe this result in Section 5. For this, we present the basic tools supporting it, namely, the notions of protrusion decomposition and protrusion replacement. We also point out some methodological analogies with the previous case of subexponential algorithms, mainly in what concerns the classification of the required tools into algorithmic and combinatorial ones.

In our exposition we present the contributions of bidimensionality theory to parameterized algorithms in their most general, up to now, version. In contrast to previous surveys on this topic [34, 52], we preferred to insist on the rigorous mathematical formalization of this theory which may require (not only for the unexperienced reader) to go through the definitions of Sections 3 and 4. The exposition concludes by some open problems and further directions in Section 6.

2 Basic concepts

In this section we give some basic definitions that are necessary for the exposition of the rest of the paper.
2.1 Graphs

All graphs in this paper are undirected and without multiple edges or loops. Given a graph $G$, we use the notation $V(G)$ and $E(G)$ for the vertex set and the edge set of $G$ respectively. We say that a graph $H$ is a subgraph of $G$ if $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. Given a set $S \subseteq V(G)$ we denote by $G[S]$ the subgraph $G'$ of $G$ where $V(G') = S$ and $E(G') = \{ (x, y) \in E(G) \mid \{x, y\} \subseteq S \}$ and we call $G'$ the subgraph of $G$ induced by $S$ or we simply say that $G'$ is an induced subgraph of $G$. Given a set $S \subseteq V(G)$, we denote by $\partial_G(S)$ the set of all vertices in $S$ that are adjacent in $G$ with vertices not in $S$. We also define the neighborhood of $S$ in $G$ by $N_G(S) = \partial_G(V(G) \setminus S)$.

Treewidth. A tree decomposition of a graph $G$ is a pair $T = (T, \{X_t\}_{t \in V(T)})$, where $T$ is a tree whose every node $t$ is assigned a vertex subset $X_t \subseteq V(G)$, called a bag, such that the following three conditions hold:

- $\bigcup_{t \in V(T)} X_t = V(G)$, i.e., every vertex of $G$ is in at least one bag.
- For every $\{u, v\} \in E(G)$, there exists a node $t$ of $T$ such that $u, v \in X_t$.
- For every $u \in V(G)$, the graph $T[\{t \in V(T) : u \in X_t\}]$ is connected.

The width of a tree decomposition $T = (T, \{X_t\}_{t \in V(T)})$ equals $\max_{t \in V(T)} |X_t| - 1$. The treewidth of a graph $G$, denoted by $\text{tw}(G)$, is the minimum possible width of a tree decomposition of $G$.

Minors and contractions. Given an edge $e = \{x, y\}$ of a graph $G$, the graph $G/e$ is obtained from $G$ by contracting the edge $e$, that is, the endpoints $x$ and $y$ are replaced by a new vertex $v_{x,y}$ which is adjacent to the old neighbors of $x$ and $y$ (except from $x$ and $y$). A graph $H$ obtained by a sequence of edge-contractions is said to be a contraction of $G$. We denote it by $H \leq_e G$. A graph $H$ is a minor of a graph $G$ if $H$ is the contraction of some subgraph of $G$ and we denote it by $H \leq_m G$. We say that a graph $G$ is $H$-minor-free when it does not contain $H$ as a minor. We also say that a graph class $\mathcal{G}$ is $H$-minor-free (or, excludes $H$ as a minor) when all its members are $H$-minor-free. A graph $G$ is an apex graph if there exists a vertex $v$ such that $G \setminus v$ is planar. A graph class $\mathcal{G}$ is apex-minor-free if there exists an apex graph $H$ that is not in $\mathcal{G}$.

Grids and triangulated grids. Given a positive integer $k$, we denote by $\boxtimes_k$ the $(k \times k)$-grid. Formally, for a positive integer $k$, a $(k \times k)$-grid $\boxtimes_k$ is a graph with vertex set $\{(x, y) : x, y \in \{1, \ldots, k\}\}$. Thus $\boxtimes_k$ has exactly $k^2$ vertices. Two different vertices $(x, y)$ and $(x', y')$ are adjacent if and only if $|x - x'| + |y - y'| = 1$.

For an integer $t > 0$, the graph $\Gamma_t$ is obtained from the grid $\boxtimes_t$ by adding, for all $1 \leq x, y \leq t - 1$, the edge $(x + 1, y), (x, y + 1)$, and additionally making vertex $(t, t)$ adjacent to all the other vertices $(x, y)$ with $x \in \{1, t\}$ or $y \in \{1, t\}$, i.e., to the whole border of $\boxtimes_t$. Graph $\Gamma_9$ is shown in Fig. 1.

2.2 Properties of graph classes

A graph class $\mathcal{G}$ is said to be minor-closed/contraction-closed if every minor/contraction of a graph in $\mathcal{G}$ also belongs to $\mathcal{G}$.
In general, it is known that there exists a constant $c$ such that any graph $G$ which excludes a $\mathbb{P}_5$ as a minor has treewidth at most $O(t^c)$. The exact value of $c$ remains unknown, but it is more than 2 and at most 36 [15, 20], while it is believed that $c \leq 3$ [36]. We will restrict our attention to graph classes on which $c < 2$ as it is then when bidimensionality theory applies. In particular we say that a graph class $\mathcal{G}$ has the subquadratic grid minor property (SQGM property for short) if there exist constants $\lambda > 0$ and $1 \leq c < 2$ such that any graph $G \in \mathcal{G}$ which excludes $\mathbb{P}_5$, as a minor has treewidth at most $\lambda t^c$.

Problems that are contraction-closed but not minor-closed are considered on more restricted classes of graphs. We say that a graph class $\mathcal{G}$ has the subquadratic gamma contraction (SQGC property for short) if there exist constants $\lambda > 0$ and $1 \leq c < 2$ such that any connected graph $G \in \mathcal{G}$ excluding $\Gamma_t$ as a contraction has treewidth at most $\lambda t^c$.

The following proposition, for the case of SQGM, follows directly from the linearity of excluded grid-minor in $H$-minor-free graphs proven by Demaine and Hajiaghayi [35], while for the case if SQGC it follows from [54].

**Proposition 1.** For every graph $H$, $H$-minor-free graph class $\mathcal{G}$ has the SQGM property for some $\lambda$ depending on $H$ and with $c=1$. If $H$ is an apex graph, then $\mathcal{G}$ has the SQGC property for some $\lambda$ depending on $H$ and with $c=1$.

Notice that every graph class $\mathcal{G}$ with the SQGC property has the SQGM property. Clearly, the class of planar graphs has both above properties as there is an apex graph containing both $K_5$ and $K_{3,3}$ as a minor.

Recently, graph classes with the SQGM property that are not defined in the context of minor exclusion where detected. In [57] it was proven that unit disk graphs with maximum degree $\Delta$ have the SQGM property for some $\lambda$ depending on $\Delta$ and with $c=1/2$. This result has been extended for more general families of geometric intersection graphs in [67].

### 2.3 Parameterized problems on graphs

**Parameterized problems.** A parameterized problem $\Pi$ can be seen as a subset of $\Sigma^* \times \mathbb{N}$ (we denote by $\mathbb{N}$ the set of all non-negative integers). We say that two instances $(x, k)$ and $(x', k')$ of some parameterized problem $\Pi$ are equivalent if and only if $(x, k) \in \Pi \iff (x', k') \in \Pi$.

**Parameterized tractable problems.** Let $\Pi$ be a parameterized problem. We say that $\Pi$ is fixed parameter tractable if there exists a function $f : \mathbb{N} \to \mathbb{N}$ and an algorithm deciding whether $(x, k) \in \Pi$ (i.e., whether $(x, k)$ is a YES-instance of $\Pi$) in $f(k) \cdot |x|^{O(1)}$ steps. We call such an algorithm an FPT-algorithm. A parameterized problem belongs to the parameterized class FPT if it can be solved by an FPT-algorithm. (See the monographs [46, 77, 50, 23] on parameterized algorithms and complexity.)

**Parameterized graph problems.** We say that a parameterized problem $\Pi$ is a parameterized graph problem when in each instance $(x, k) \in \Pi$, $x$ encodes a graph. From now on, we deal with parameterized graph problems as subsets of $\mathcal{G}_{all} \times \mathbb{N}$ where $\mathcal{G}_{all}$ is the set of all graphs. Let $\mathcal{G}$ be a class of graphs, i.e., $\mathcal{G} \subseteq \mathcal{G}_{all}$. The restriction of a parameterized problem $\Pi$ to $\mathcal{G}$ is defined as $\Pi \cap \mathcal{G} = \{(G, k) \mid (G, k) \in \Pi \text{ and } G \in \mathcal{G}\}$.

### 2.4 Counting Monadic Second Order Logic

The syntax of Monadic Second Order Logic (MSO) of graphs includes the logical connectives $\lor, \land, \neg, \leftrightarrow, \Rightarrow$, variables for vertices, edges, sets of vertices, and sets of edges, the quantifiers $\forall, \exists$ that can be applied to these variables, and the following five binary relations:
1. \( u \in U \) where \( u \) is a vertex variable and \( U \) is a vertex set variable;
2. \( d \in D \) where \( d \) is an edge variable and \( D \) is an edge set variable;
3. \( \text{inc}(d, u) \), where \( d \) is an edge variable, \( u \) is a vertex variable, and the interpretation is that the edge \( d \) is incident with the vertex \( u \);
4. \( \text{adj}(u, v) \), where \( u \) and \( v \) are vertex variables and the interpretation is that \( u \) and \( v \) are adjacent;
5. equality of variables representing vertices, edges, sets of vertices, and sets of edges.

In addition to the usual features of monadic second-order logic, if we have atomic formulas testing whether the cardinality of a set is equal to \( q \) modulo \( r \), where \( q \) and \( r \) are integers such that \( 0 \leq q < r \) and \( r \geq 2 \), then this extension of the MSO is called counting monadic second-order logic. Thus CMSO is MSO enriched with the following atomic formula for a set \( S : \text{card}_{q, r}(S) = \text{true} \) if and only if \( |S| \equiv q \pmod{r} \). We refer to [4, 21, 22] for a detailed introduction on CMSO and its algorithmic consequences.

## 3 Bidimensionality

In this section we define all concepts that are necessary for the definition of the bidimensionality property of parameterized graph problems.

### 3.1 Subset problems

A vertex subset (resp. edge subset) certifying function \( \phi \) is a computable function which takes as input a graph \( G \) and a set \( S \subseteq V(G) \) (resp. a set \( S \subseteq E(G) \)) and outputs \text{true} or \text{false}.

A vertex (resp. edge) subset minimization/maximization problem II is a parameterized problem on graphs for which there exists a vertex (resp. edge) certifying function \( \phi \) such that for every \( (G, k) \in \mathcal{G} \times \mathbb{N} \) it holds that \( (G, k) \in \Pi \) if and only if there exists a set \( S \subseteq V(G) \) (resp. \( S \subseteq E(G) \)) such that \(|S| \leq k \) for minimization problems (or \(|S| \geq k \) for maximization problems) so that \( \phi(G, S) = \text{true} \). If, additionally, there exists a CMSO formula \( \psi \) such that \( \phi(G, S) = \text{true} \) if and only if \( (G, S) \models \psi \), then we say that \( \Pi \) is a \text{min-CMSO} problem (or a \text{max-CMSO} problem).

For an example, for the DOMINATING SET problem we have that \( \phi(G, S) = \text{true} \) if and only if \( \forall v \in V(G) (v \in S \lor \exists u \in V(G) : \text{adj}(v, u)) \). Therefore DOMINATING SET is a vertex subset minimization problem that is also as min-CMSO problem.

For simplicity, we will also use the term \text{subset problems} instead of vertex or edge subset minimization/optimization problems. Let us remark that there are many subset problems which at a first glance do not look as if they could be captured by this definition. An example is the CYCLE PACKING problem. Here the input is a graph \( G \) and integer \( k \), and the task is to determine whether \( G \) contains \( k \) pairwise vertex-disjoint cycles \( C_1, C_2, \ldots, C_k \). This is a vertex subset maximization problem because \( G \) has \( k \) vertex-disjoint cycles if and only if there exists a set \( S \subseteq V(G) \) of size at least \( k \) and \( \phi(G, S) \) is true, where \( \phi(G, S) \) is defined such that \( \phi(G, S) = \text{true} \iff G \) contains a subgraph \( G' \) such that each connected component of \( G' \) is a cycle and each connected component of \( G' \) contains exactly one vertex from \( S \).

The above definition of CYCLE PACKING may seem bizarre, since checking whether \( \phi(G, S) \) is true for a given graph \( G \) and set \( S \) is NP-complete. In fact this problem is considered as a more difficult problem than CYCLE PACKING. Nevertheless, this definition shows that CYCLE PACKING is indeed a subset problem.
3.2 Optimality functions

For any vertex or edge subset minimization problem \( \Pi \) we have that \((G,k) \in \Pi\) implies that \((G,k') \in \Pi\) for all \(k' \geq k\). Similarly, for a vertex or edge subset maximization problem we have that \((G,k) \in \Pi\) implies that \((G,k') \in \Pi\) for all \(k' \leq k\). Thus the notion of “optimality” is well defined for subset problems.

▶ Definition 2. For a vertex or edge subset minimization problem \( \Pi \), we define

\[
OPT_\Pi(G) = \min \{ k : (G,k) \in \Pi \}.
\]

If no \(k\) such that \((G,k) \in \Pi\) exists, \(OPT_\Pi(G) = +\infty\). For a vertex or edge subset maximization problem \( \Pi \),

\[
OPT_\Pi(G) = \max \{ k : (G,k) \in \Pi \}.
\]

If no \(k\) such that \((G,k) \in \Pi\) exists, \(OPT_\Pi(G) = -\infty\). We define \(SOL_\Pi(G)\) to be a function that, given as an input a graph \(G\), returns a set \(S\) of size \(OPT_\Pi(G)\) such that \(\phi(G,S) = \text{true}\), and returns \(\text{null}\) if no such set \(S\) exists.

▶ Definition 3. A subset problem \( \Pi \) is contraction-closed (resp. minor-closed) if for any two graphs \(G_1\) and \(G_2\) it holds that \(G_1 \leq c G_2 \Rightarrow OPT_\Pi(G_1) \leq OPT_\Pi(G_2)\) (resp. \(G_1 \leq m G_2 \Rightarrow OPT_\Pi(G_1) \leq OPT_\Pi(G_2)\)).

3.3 Bidimensional problems

We are now ready to introduce the concept of bidimensionality.

▶ Definition 4 (Bidimensional problem). A subset problem \( \Pi \) is

\[
\begin{align*}
\text{minor-bidimensional if} & \quad \Pi \text{ is minor-closed, and} \\
& \lim_{k \to \infty} \frac{OPT_\Pi(\Gamma_k)}{k^2} = \delta > 0
\end{align*}
\]

\[
\begin{align*}
\text{contraction-bidimensional if} & \quad \Pi \text{ is contraction-closed, and} \\
& \lim_{k \to \infty} \frac{OPT_\Pi(\Gamma_k)}{k^2} = \delta > 0
\end{align*}
\]

In each of the above cases (when applicable), we say that the positive real \(\delta\) is the density of the problem \( \Pi \). A subset problem \( \Pi \) is bidimensional if it is minor or contraction bidimensional.

Examples of bidimensional subset problems are (Connected) Vertex Cover, (Connected) Feedback Vertex Set, Induced Matching, Longest Cycle, (Induced) Cycle Packing, \(d\)-Scattered Set, Longest Path, (Connected) \(r\)-Dominating Set, Diamond Hitting Set, Face Cover, (Connected) Edge Dominating Set, and Unweighted TSP Tour.

It is usually quite easy to determine whether a problem is contraction (or minor) bidimensional. Take as an example Independent Set. Contracting an edge may never increase the size of the maximum independent set, so the problem is contraction-closed. Furthermore it is easy to verify that \(\Gamma_k\) contains an independent set of size \(\frac{(k-1)^2}{4}\). Thus Independent Set is contraction-bidimensional with density \(1/4\). On the other hand deleting edges may increase the size of a maximum-size independent set in \(G\). Thus Independent Set is not minor-bidimensional.
Subexponential parameterized algorithms

A central problem in parameterized algorithm design is to investigate in which cases and under which input restrictions a parameterized problem belongs to FPT and, if so, to find algorithms with the simplest possible parameter dependence.

Let $\Pi$ be a parameterized graph problem in FPT that can be solved in $f(k) \cdot n^{O(1)}$ steps$^1$. When $f(k) = 2^{o(k)}$ we say that $\Pi$ admits a subexponential parameterized algorithm (see [44] for a survey on subexponential parameterized algorithms).

In [14], Cai and Juedes proved that several parameterized problems do not admit subexponential parameterized algorithms, unless 3-SAT can be solved in time subexponential in the number of its variables$^2$. Among them, one can distinguish core problems such as the standard parameterizations of Vertex Cover, Dominating Set, and Feedback Vertex Set. However, the results of [14] indicated that many parameterized problems admit subexponential parameterized algorithms running in $2^{O(\sqrt{k})} \cdot n^{O(1)}$ steps when their inputs are restricted to planar graphs or other classes of surface embeddable graphs. Moreover, the results of [14] indicated that the parameterized dependence $2^{O(\sqrt{k})}$ is the best we may expect when the planarity restriction is imposed. The first subexponential parameterized algorithm on planar graphs appeared in [1] for Dominating Set, Independent Dominating Set, and Face Cover. After that, subexponential parameterized algorithms where designed for many other problems [85, 31, 1, 71, 19, 29, 48, 49, 70, 62, 72, 37, 24, 58]. Most of these results are now covered by the main result of this section (Theorem 7).

4.1 Singly exponentially solvable problems w.r.t. treewidth

Let $\Pi$ be a subset problem. We say that $\Pi$ is singly exponentially solvable with respect to treewidth if there exists an algorithm that computes $OPT_\Pi(G)$ in $2^{O(tw(G))} n^{O(1)}$ steps.

Typically, to prove that a subset problem $\Pi$ is singly exponentially solvable with respect to treewidth requires the design of dynamic programming algorithms on tree decompositions of width at most $w$ whose tables are of singly exponential size on $w$. The design of such algorithms has occupied a lot of research in parameterized complexity [8, 87, 83, 13, 3, 5, 40, 6, 25, 45, 42, 43, 84]. In most of the cases, such algorithms run in $2^{O(tw(G))} n$ steps. A general meta-algorithmic condition implying that a problem is singly exponentially solvable with respect to treewidth was given in [78] and is a model of Modal Logic called Existential Counting Modal Logic (ECM-Logic).

4.2 Bidimensionality and subexponential parameterized algorithms

Let $\Pi$ be a vertex/edge subset minimization (resp. maximization) problem. Consider the following two conditions for $\Pi$.

A [Algorithmic] $\Pi$ is singly exponentially solvable with respect to treewidth.

B [Combinatorial] If $(G, k)$ is a yes- (resp. no-) instance of $\Pi$, then $tw(G) = o(k)$.

Proposition 5. If $\Pi$ is a vertex/edge subset minimization (resp. maximization) problem satisfying conditions A and B, then $\Pi$ admits a subexponential parameterized algorithm.

Proof. Let $(G, k)$ be an input for $\Pi$. If the treewidth of the input graph exceeds the upper bound of the combinatorial condition B, then we can safely report that $(G, k)$ is a no- (resp.
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...instance and we are done. This step can be supported by the algorithm in [9] that, given a graph $G$ and an integer $w$, either returns that $tw(G) > w$, or outputs a tree-decomposition of $G$ of width $\leq 5w$. If now the bound of the combinatorial condition $B$ holds, we have a tree-decomposition of $G$ of width $5 \cdot tw(G) = o(k)$ and the result follows directly from the algorithmic condition $A$. ▷

The following is an important combinatorial consequence of bidimensionality. It reflects the original idea of [27].

Proposition 6. If $\Pi$ is a subset problem that is minor (resp. contraction) bidimensional and $\mathcal{G}$ is a graph class with the $SQGM$ (resp. $SQGC$) property, then $\Pi \circ \mathcal{G}$ satisfies the combinatorial condition $B$.

Proof. We give the proof in the case where $\Pi$ is a vertex/edge subset minimization problem. For this, we have to show that if $(G, k)$ is a $\text{YES}$-instance of $\Pi \circ \mathcal{G}$, then $tw(G) = o(k)$. Indeed, if $(G, k) \in \Pi$ then
\begin{equation}
OPT_{\Pi}(G) \leq k. \tag{1}
\end{equation}
If $\boxplus_r \leq_m G$, then $OPT_{\Pi}(\boxplus_r) \leq OPT_{\Pi}(G)$. \tag{2}

As $\Pi$ is minor (resp. contraction) bidimensional, then
\begin{equation}
OPT_{\Pi}(\boxplus_r) = \Omega(r^2). \tag{3}
\end{equation}

From (1), (2), and (3), it follows that if $\boxplus_r \leq_m G$, then $r = O(\sqrt{k})$ which, from the $SQGM$ (resp. $SQGC$) property of $\mathcal{G}$ implies that $tw(G) = o(k)$. ▷

Using Propositions 5 and 6, we easily conclude with the following.

Theorem 7. Let $\Pi$ be a vertex/edge subset minimization (resp. maximization) problem that
\begin{enumerate}
  \item is singly exponentially solvable with respect to treewidth and
  \item is minor- (resp. contraction-) bidimensional
\end{enumerate}
and let $\mathcal{G}$ be a graph class with the $SQGM$ (resp. $SQGC$) property. Then the restriction of $\Pi$ to $\mathcal{G}$ admits a subexponential parameterized algorithm.

Notice that the above theorem can become purely meta-algorithmic if we replace condition i. by the expressibility of $\Pi$ in ECM-Logic, as indicated by the results in [78]. Clearly, for the applicability of the above approach, it is important to detect graph classes with the $SQGM$ (resp. $SQGC$) property. Historically, this was first done for bounded genus graphs in [27] and in [38], for $H$-minor free graphs in [35], [28], and [54], and for families of geometric graphs in [57] and [67]. Finally, results that either use ideas similar to bidimensionality o provide alternative techniques for the derivation of subexponential (or low-exponential) parameterized algorithms have been examined in [47, 56, 79, 41, 80, 66].

5 Kernelization

Kernelization has been extensively studied in parameterized complexity. It can be seen as the strategy of analyzing preprocessing or data reduction routines from a parameterized complexity perspective.
5.1 Kernelization algorithms

The notion of kernelization is formally defined as follows.

Definition 8. A kernelization algorithm, or simply a kernel, for a parameterized problem \( \Pi \) is an algorithm \( A \) that, given an instance \((x, k)\) of \( \Pi \), runs in polynomial, on \(|x|\), time and outputs an equivalent instance \((x', k')\) of \( \Pi \) where \(|x'| + k' \leq g(k)\) for some computable function \( g : \mathbb{N} \to \mathbb{N} \) called the size of the kernel. In this case we say that \( \Pi \) admits a \( g \) kernel and if the size \( g \) is a polynomial (resp. linear) function of the parameter \( k \), then we say that \( \Pi \) admits a polynomial (resp. linear) kernel. As we agreed for parameterized graph problems, we will assume that \( x \) corresponds to a graph and we treat the size of a kernel as a function on the number of vertices of the graph in the equivalent instance.

Notable examples of known kernels are a \( 2k \) kernel for Vertex Cover [18], a \( 355k \) kernel for Dominating Set on planar graphs [2], which later was improved to a \( 67k \) kernel [17] and an \( O(k^2) \) kernel for Feedback Vertex Set [86] parameterized by the solution size. One of the most intensively studied directions in kernelization is the study of problems on planar graphs and other classes of sparse graphs. This study was initiated by Alber et al. [2] who gave the first linear-sized kernel for the Dominating Set problem on planar graphs. The work of Alber et al. [2] triggered an explosion of papers on kernelization, and kernels of linear sizes were obtained for a variety of parameterized problems on planar graphs including Connected Vertex Cover, Minimum Edge Dominating Set, Maximum Triangle Packing, Efficient Edge Dominating Set, Induced Matching, Full-Degree Spanning Tree, Feedback Vertex Set, Cycle Packing, Blue-Red Dominating Set, and Connected Dominating Set [2, 11, 12, 17, 51, 68, 69, 75, 76, 64, 60]. Most of these results are now covered by the main result of this section (Theorem 13). We refer to the surveys [73, 74] for a detailed exposition of the area of kernelization.

5.2 Separability

We now restrict our attention to problems \( \Pi \) that are somewhat well-behaved in the sense that whenever we have a small separator in the graph that splits the graph in two parts \( L \) and \( R \), the intersection \(|X \cap L|\) of \( L \) with any optimal solution \( X \) to the entire graph is a good estimate of \( OPT_\Pi(G[L]) \). This behavior is called separability and variants of it have been used, combined with bidimensionality, for the derivation of Efficient Polynomial Time Approximation Schemes (EPTAS), see [33, 55].

Definition 9 (Separability). Let \( f : \mathbb{N} \to \mathbb{N} \). We say that a subset problem \( \Pi \) is \( f \)-separable if for any graph \( G \) and \( L \subseteq V(G) \) such that \( |\partial_G(L)| \leq t \), it holds that

\[
|SOL_\Pi(G) \cap L| - f(t) \leq OPT_\Pi(G[L]) \leq |SOL_\Pi(G) \cap L| + f(t).
\]

\( \Pi \) is called separable if there exists a function \( f \) such that \( \Pi \) is \( f \)-separable. \( \Pi \) is called linearly separable if it is \( f \)-separable for some linear function \( f \).

5.3 Protrusion decompositions and replacements

We introduce the notions of protrusion, protrusion decomposition, and protrusion replacement.

Protrusion decompositions. Given a graph \( G \), we say that a set \( X \subseteq V(G) \) is an \( t \)-protrusion of \( G \) if \(|\partial(G[X])| \leq t \) and \( \text{tw}(G[X]) \leq t \). An \((\alpha, \beta)\)-protrusion decomposition of a graph \( G \) is a partition \( \mathcal{P} = \{R_0, R_1, \ldots, R_\rho\} \) of \( V(G) \) such that
\( \max\{\rho, |R_0|\} \leq \alpha \),

- each \( R_i^+ = G[R_i], i \in \{1, \ldots, \rho\} \), is a \( \beta \)-protrusion of \( G \), and
- for every \( i \in \{1, \ldots, \rho\}, N_G(R_i) \subseteq R_0 \).

**Protrusion replacement algorithms.** Let \( \Pi \) be a parameterized graph problem and let \( f : \mathbb{Z}^+ \to \mathbb{Z}^+ \) be a non-decreasing function. An \( f \)-protrusion replacement family for \( \Pi \) is a collection \( \mathcal{A} = \{A_i \mid i \geq 0\} \) of algorithms, such that algorithm \( A_i \) receives as input a pair \((I, X)\), where \( I = (G, k) \) is an instance of \( \Pi \) and \( X \) is an \( i \)-protrusion of \( G \) with at least \( f(i) \) vertices and outputs an equivalent instance \( I^* = (G^*, k^*) \) where \( |V(G^*)| < |V(G)| \) and \( k^* \leq k \). We say that \( \Pi \) has a protrusion replacement family if it has a \( f \)-protrusion replacement family for some \( f : \mathbb{Z}^+ \to \mathbb{Z}^+ \).

### 5.4 Meta-algorithmic results for kernels

Let \( \Pi \) be a vertex/edge subset minimization (resp. maximization) problem. The following two conditions for such a problem \( \Pi \) were defined in [10, 7]. They can be seen as the “kernelization counterparts” of the properties \( A \) and \( B \) that we introduced in Subsection 4.2.

**A** [Algorithmic] \( \Pi \) has a protrusion replacement family.

**B** [Combinatorial] If \( (G, k) \) is a yes- (resp. no-) instance of \( \Pi \), then \( G \) has an \((O(k), O(1))-protrusion decomposition.

The next result is a special case of Theorem 4.6 in [10, 7].

▶ **Proposition 10.** If a parameterized graph problem \( \Pi \) has properties \( A \) and \( B \), then \( \Pi \) admits a linear kernel.

The following result is based on the property that a problem has Finite Integer Index (FII). In [10, Lemma 5.19] it was proved that this problem property is able to yield property \( A \) and, as it has recently been proved in [61], FII is a consequence of CMSO expressibility and the separability property.

▶ **Proposition 11.** Every min/max-CMSO subset problem \( \Pi \) that is linearly separable has property \( A \).

We now present one of the main combinatorial consequences of bidimensionality. It has been proved in [59, 61].

▶ **Proposition 12.** Let \( \mathcal{G} \) be a graph class with the SQGM (resp. SQGC) property and let \( \Pi \) be a subset problem that is minor- (resp. contraction-) bidimensional and linear-separable. Then \( \Pi \cap \mathcal{G} \) satisfies property \( B \).

Using Propositions 10, 11, and 12, one can easily derive the following meta-algorithmic result.

▶ **Theorem 13.** Let \( \Pi \) be a subset problem that

i. is a min/max-CMSO problem,
ii. is minor- (resp. contraction-) bidimensional,
iii. is linearly separable,

and let \( \mathcal{G} \) is a graph class with the SQGM (resp. SQGC) property. Then the restriction of \( \Pi \) to \( \mathcal{G} \) admits a linear kernel.
6 Further extensions

In this paper we presented two consequences of bidimensionality, namely Theorem 7 (subexponential parameterized algorithms) and 13 (linear kernelization). Further applications of bidimensionality on the automatic derivation of EPTAS can be found in [33] and [55]. It is an interesting question whether this problem property can be exploited to other algorithmic paradigms.

For the existing applications, there are two main directions. The first is to enlarge the set of graph classes satisfying the SQGM or the SQGC property. A first step, escaping from the graph minors framework, are the results of [57] and [67] on geometric graphs. Another direction is to make the constants involved in Theorems 7 and 13 explicit so as to optimize the running times of the derived algorithms. A step in this direction was taken in [63] using dynamic programming for certain families of problems. It is also interesting to build extensions of bidimensionality for problems that instead of being closed under minors or contractions are closed under some other partial ordering on graphs such as topological minors, immersions, induced minors and others. We believe that recent results such as those in [65, 88, 16] might be helpful starting points in this direction.
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Abstract

Algorithmic research strives to develop fast algorithms for fundamental problems. Despite its many successes, however, many problems still do not have very efficient algorithms. For years researchers have explained the hardness for key problems by proving NP-hardness, utilizing polynomial time reductions to base the hardness of key problems on the famous conjecture \( P \neq NP \). For problems that already have polynomial time algorithms, however, it does not seem that one can show any sort of hardness based on \( P \neq NP \). Nevertheless, we would like to provide evidence that a problem \( A \) with a running time \( O(n^k) \) that has not been improved in decades, also requires \( n^{k-o(1)} \) time, thus explaining the lack of progress on the problem. Such unconditional time lower bounds seem very difficult to obtain, unfortunately. Recent work has concentrated on an approach mimicking NP-hardness: (1) select a few key problems that are conjectured to require \( T(n) \) time to solve, (2) use special, fine-grained reductions to prove time lower bounds for many diverse problems in \( P \) based on the conjectured hardness of the key problems. In this abstract we outline the approach, give some examples of hardness results based on the Strong Exponential Time Hypothesis, and present an overview of some of the recent work on the topic.
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1 Introduction

The core goal of algorithmic research is to determine how fast computational problems can be solved in the worst case. Important time hierarchy theorems from complexity theory imply that (for natural models of computation) for all time-constructible functions \( T(n) \), there are problems that can be solved in \( T(n) \) time but not in \( O(T(n)^{1-\varepsilon}) \) time for \( \varepsilon > 0 \). The main challenge is to determine where in this hierarchy various natural and fundamental problems lie. Throughout the years, many ingenious algorithmic techniques have been developed and applied to obtain blazingly fast algorithms for many important problems. For instance, many useful graph problems can be solved in near-linear time (e.g., finding connected components or computing single source shortest paths). Recent breakthroughs have shown that problems like graph matching, linear programming and max flow have surprisingly fast algorithms as

* This work was partially supported by NSF Grants CCF-1417238 and CCF-1514339, and BSF Grant BSF:2012338.
well ([46, 42, 43]). Nevertheless, for many other central problems the best known running times are essentially those of the classical algorithms devised for them in the 1950s and 1960s.

A prominent example is the CNF-SAT problem: given a boolean formula on \( n \) variables in conjunctive normal form, determine whether it has a satisfying assignment. The naïve algorithm for the problem is to try all possible \( 2^n \) assignments to the variables and check whether they satisfy the clause. This algorithm runs in \( O^*(2^n) \) time, where \( O^* \) hides polynomial factors in the number of variables and clauses. When the maximum clause length is a constant \( k \), CNF-SAT is called \( k \)-SAT. This problem can be solved in \( O^*(2^{n-\alpha n/k}) \) for various constants \( \alpha \) independent of \( n \) and \( k \) (e.g., [36, 48, 51, 50, 56, 57]), thus improving over the \( 2^n \) running time exponentially. Nevertheless, as \( k \) grows, this running time approaches \( 2^n \). Thus the naïve algorithm is essentially the best known algorithm for CNF-SAT even when the clause length is (an arbitrary) constant.

The theory of NP-hardness has been the main tool for explaining why problems such as CNF-SAT are hard. The seminal result that \( k \)-SAT is NP-complete for all \( k \geq 3 \) [41] implies that if we believe that \( P \neq NP \), \( k \)-SAT cannot have a polynomial time algorithm. NP-hardness however, does not say anything about running times that are not polynomial, and it seems difficult, if not impossible, to show that the \( 2^n \) time algorithm for CNF-SAT is optimal, assuming only \( P \neq NP \). The optimality of the \( 2^n \) time algorithm for CNF-SAT is currently only a conjecture, known as the Strong Exponential Time Hypothesis (SETH).

The type of hardness that SETH asserts about CNF-SAT is not unique to NP-hard problems. Although for the purposes of complexity theory, problems in the class \( P \) are considered “easy”, this is not because anyone believes that running times such as \( O(n^{100}) \) or even \( O(n^2) \) are efficient. \( P \) was initially studied mainly because polynomials have useful properties, e.g., they are closed under composition and also polynomial running times allow us model independence. It became interesting to distinguish the problems in \( P \) from those that require superpolynomial time, and questions such as \( P \) vs \( NP \) emerged.

There are many important problems within \( P \) that have (often brute-force) classical algorithms running in \( O(n^k) \) time for some constant \( k \),\(^1\) but whose running time has not been improved upon except (possibly) by \( n^{o(1)} \) factors. Some prominent examples of such problems from different areas of computer science include: (1) from graph algorithms: the center of a graph \( G \), i.e., \( \arg \min_{v \in G} \max_{x \in G} \text{dist}(v, x) \), can be computed in \( O(n^3) \) time using Floyd–Warshall’s classical algorithm for All-Pairs Shortest Paths, and no faster algorithm is known; (2) from computational biology: given two length \( n \) DNA sequences, their longest common subsequence (LCS) can be computed in \( O(n^2 \log n) \) time using a classical dynamic programming algorithm, and the fastest known algorithm runs faster but only by logarithmic factors [47, 16, 35]; (3) from computational geometry, given \( n \) points in the plane, one can determine whether they are in general position with a simple classical algorithm in \( O(n^2) \) time, and this is the best known, up to \( n^{o(1)} \) factors.

Unconditional lower bounds seem very difficult to obtain – it is not even known whether SAT can be solved in linear time. Mimicking NP-hardness, we would like to give evidence that for problems like the above, the classical algorithms are probably optimal, and that the polynomial time solvable problem is “hard”. NP-hardness itself seems to have little use in showing that problems that already have polynomial time algorithms are hard. Instead, a more fine-grained approach has been used in recent years. In this approach, we pick a widely believed hypothesis about the time complexity of a key problem, and then use fine-grained reductions to reduce this key problem to other important problems, giving conditional lower bounds on how fast these problems can be solved.

---

\(^1\) Here, \( \tilde{O} \) hides \( n^{o(1)} \) factors.
2 The key problems

The majority of conditional hardness results for problems within P are based on the conjectured hardness of three problems: 3SUM, All-Pairs Shortest Paths, and CNF-SAT. Since we are focusing on exact running times, we need to fix the model of computation. Here we assume that we are working with a Word RAM model with $O(\log n)$ bit words.

2.1 3SUM

The 3SUM problem asks to determine whether a given set of $n$ integers contains three integers $a, b, c$ so that $a + b = c$. The problem has a simple $O(n^2)$ time algorithm: sort the integers, and for every pair $a, b$, check whether their sum is in the list. Baran, Demaine and Pătrașcu [14] showed that in the Word RAM model with $O(\log n)$ bit words, 3SUM can be solved in $O(n^3(\log \log n)^2 / \log n)$ time, thus obtaining a speed-up\(^2\). Chan and Lewenstein [20] showed that some interesting structured instances of 3SUM can be solved in $O(n^{1.9})$ time. However, there are no known $O(n^{2-\varepsilon})$ time (so-called “truly subquadratic”) algorithms for the general problem for any $\varepsilon > 0$, even when randomization can be used. The lack of progress on the problem has led to the following conjecture [53, 32].

\begin{itemize}
  \item \textbf{Conjecture 1 (No truly subquadratic 3SUM).} In the Word RAM model with $O(\log n)$ bit words, any algorithm requires $n^2-o(1)$ time in expectation to determine whether a set $S \subseteq \{-n^3, \ldots, n^3\}$ of size $n$ contains three distinct elements $a, b, c \in S$ with $a + b = c$.
\end{itemize}

(By standard hashing arguments, one can assume that the size of the integers in the 3SUM instance is $O(n^3)$, and so the conjecture is not for a restricted version of the problem.)

The 3SUM conjecture is widely believed, especially in computational geometry. In 1995, Gajentaan and Overmars [32] formed a theory of “3SUM-hard problems” by showing that one can reduce 3SUM to many problems in computational geometry and that the conjecture above implies that none of these problems have truly subquadratic algorithms. One example of a 3SUM-hard problem is the planar points in general position problem that we mentioned earlier. Following [32] many other papers proved the 3SUM hardness of geometric problems, e.g., [28, 45, 29, 10, 30, 12, 22, 15]. Vassilevska Williams and Williams [58, 59] showed that a certain weighted graph triangle problem cannot be found efficiently unless Conjecture 1 is false, relating 3SUM to problems in weighted graphs. Their work was extended [4] for other weighted subgraph problems. The 3SUM conjecture has also recently been shown to imply hardness for various problems on strings such as jumbled indexing [11] and versions of sequence local alignment [7]. Pătrașcu [53] initiated the research of proving lower bounds on dynamic problems based on Conjecture 1. He showed that for several dynamic problems Conjecture 1 implies update time lower bounds that are \textit{polynomial} in the input size, whereas the best (unconditional) cell probe lower bounds known are polylogarithmic at best. Follow-up work by [5] extended and tightened Pătrașcu’s results.

2.2 All-Pairs Shortest Paths

The All-Pairs Shortest Paths problem (APSP) is as follows: given a directed or undirected graph with integer edge weights, determine the distances between every pair of vertices in the graph. Classical algorithms such as Floyd–Warshall’s provide $O(n^3)$ running times for

\(^2\) When the inputs are real numbers, the problem can also be sped up by a logarithmic factor [40].
APSP in \( n \)-node graphs. For years, researchers obtained larger and larger polylogarithmic improvements over the cubic running time, until in a breakthrough result Williams [64] designed an algorithm that runs faster than \( O(n^3/(\log n)^c) \) time for all constants \( c \); the exact running time is \( n^3/\exp(\Theta(\sqrt{\log n})) \). Nevertheless, no truly subcubic time \( (O(n^{3-\varepsilon}) \) for \( \varepsilon > 0 \) algorithm for APSP is known. This led to the following conjecture assumed in many papers, e.g. [55, 61].

▶ Conjecture 2 (No truly subcubic APSP). There is a constant \( c \), such that in the Word RAM model with \( O(\log n) \) bit words, any algorithm requires \( n^{3-o(1)} \) time in expectation to compute the distances between every pair of vertices in an \( n \) node graph with edge weights in \( \{1, \ldots, n^c\} \).

Vassilevska Williams and Williams [61] and Abboud, Grandoni and Vassilevska Williams [3] showed that many other graph problems are equivalent to APSP under subcubic reductions, and as a consequence any truly subcubic algorithm for them would violate Conjecture 2. Some examples of these problems include detecting a negative weight triangle in a graph, computing replacement paths and finding the radius of a graph. The APSP conjecture implies strong lower bounds for dynamic problems [55, 5], e.g., for single source shortest paths even if the algorithm is required to support only insertions and deletions.

2.3 Satisfiability

Here we formally describe the Strong Exponential Time Hypothesis (SETH) that we discussed in the introduction. Impagliazzo, Paturi, and Zane [37, 38] introduced SETH to address the question of how fast one can solve \( k \)-SAT as \( k \) grows. They define:

\[
 s_k = \inf\{ \delta \mid \text{there is a } O^*(2^{\delta n}) \text{ time algorithm for } k \text{-SAT with } n \text{ variables} \}.
\]

The sequence \( s_k \) is clearly nondecreasing. As the best known algorithms for \( k \)-SAT have running times that converge to \( O^*(2^n) \) as \( k \) grows, it is natural to conjecture that \( \lim_{k \to \infty} s_k = 1 \), which is exactly what SETH hypothesizes.

▶ Conjecture 3 (SETH). For every \( \varepsilon > 0 \), there exists an integer \( k \), such that Satisfiability on \( k \)-CNF formulas on \( n \) variables cannot be solved in \( O(2^{(1-\varepsilon)n} \text{ poly } n) \) time in expectation.

SETH is an extremely popular conjecture in the exact exponential-time algorithms community. For instance, Cygan et al. [24] showed that the SETH is also equivalent to the assumption that several other NP-hard problems cannot be solved faster than by exhaustive search, and the best algorithms for these problems are the exhaustive search ones. Some other work that proves conditional lower bounds based on SETH for NP-hard problems includes [24, 18, 27, 44, 26, 65, 52, 23, 25, 31]. SETH has been the basis for many conditional hardness results for problems in \( P \), including edit-distance [13], LCS [2, 17], graph diameter [54, 21] and many others.

2.4 Orthogonal Vectors

Many hardness results based on SETH go through an intermediate problem, Orthogonal Vectors (OV). In this problem, we are given two sets \( U \) and \( V \) of \( n \) vectors each over \( \{0, 1\}^d \) where \( d = \omega(\log n) \), and want to determine whether there are \( u \in U \) and \( v \in V \) such that \( \sum_{i=1}^d u_i \cdot v_i = 0 \). An equivalent version of the problem has \( U = V \).
The naïve algorithm for the problem runs in $O(n^2d) \leq \tilde{O}(n^2)$ time, and the best known algorithm [9] runs slightly faster, in $O(n^{2-1/O(\log(d/\log n))})$ time. Obtaining a truly subquadratic algorithm for OV has been elusive, and Williams [63] showed that SETH implies the nonexistence of such an algorithm. (We will see the proof of this later.) No reduction is known from OV to CNF-SAT, and the OV problem may require essentially quadratic time even if SETH is false. Thus it is often better to base hardness on the following OV conjecture.

**Conjecture 4 (OVC).** In the Word RAM model with $O(\log n)$ bit words, any algorithm requires $n^{2-o(1)}$ time in expectation to determine whether a set of $n$ vectors over $\{0,1\}^d$ for $d = \omega(\log n)$ contains an orthogonal pair.

### 2.5 The Small Universe Hitting Set Problem

A version of the Orthogonal Vectors problem is the Small Universe Hitting Set (HS) problem: given two sets $U$ and $V$ of $n$ sets each over the universe $\{1,\ldots,d\}$ where $d = \omega(\log n)$, determine whether there is a $u \in U$ that hits every $v \in V$ in at least one element. The HS problem can be described analogously as, given two sets $U$ and $V$ of vectors over $\{0,1\}^d$ for $d = \omega(\log n)$, is there a $u \in U$ such that for all $v \in V$, we have $\sum_{i=1}^{d} u_i \cdot v_i > 0$.

Just as with OV, the fastest known algorithm for HS runs in $n^{2-o(1)}$ time. Similar to OVC, there is a conjecture concerning the HS problem:

**Conjecture 5 (HSC).** In the Word RAM model with $O(\log n)$ bit words, any algorithm, given two sets $U$ and $V$ of $n$ vectors each over $\{0,1\}^d$ for $d = \omega(\log n)$, requires $n^{2-o(1)}$ time in expectation to determine if $U$ contains a vector that is not orthogonal to any vector in $V$.

We will show that HSC implies OVC and is thus potentially stronger. An example hardness result based on HSC is that computing the radius of a sparse graph requires $n^{2-o(1)}$ time. Such a result does not seem to be possible based on OVC.

### 2.6 Relationships between the conjectures

Besides the reduction from CNF-SAT to OV by Williams [63], there are no known reductions between the main key problems. Potentially, any subset of the first three key conjectures could be true while the others are false. Recent work [19] gives evidence that it might be difficult to reduce these conjectures to one another, showing that if for instance one could reduce OV to 3SUM or APSP in a tight way, then a nondeterministic version of SETH would fail. It seems to be difficult to solve SAT quickly even by an algorithm that can exploit nondeterminism since showing that the formula is unsatisfiable seems to require a lot of nondeterministic time. Nevertheless, in recent work, Williams [62] has shown that if the nondeterministic algorithm can use randomness, $k$-SAT can be solved (for all $k$), in $O((2 - \varepsilon)^n)$ time for a constant $\varepsilon > 0$. Derandomizing Williams’ algorithm seems challenging, however, so that the nondeterministic version of SETH might still hold.

Even though there are no known (tight) reductions between CNF-SAT, 3SUM and APSP, there are two known problems that one can reduce all three problems to.

The first problem, Matching Triangles, takes as an input an integer $\Delta$, a graph $G = (V,E)$ on $n$ nodes, and a coloring of the nodes $c : V \rightarrow \{1,\ldots,n\}$. The problem asks, is there a triple of colors, $a,b,c \in \{1,\ldots,n\}$, such that the number of triangles in $G$ that have node colors $a,b,c$, is at least $\Delta$.

The second problem, Triangle Collection, takes as an input a graph $G = (V,E)$ on $n$ nodes, and a coloring of the nodes $c : V \rightarrow \{1,\ldots,n\}$, and asks whether there there is a
triple of colors, \( a, b, c \in \{1, \ldots, n\} \), such that there are no triangles in \( G \) that have node colors \( a, b, c \). (An alternative name for this problem might be Triangle-Free Color Triple.)

Both Triangle Collection and Matching Triangles can be solved in \( O(n^3) \) time by enumerating all triangles in the input graph. A surprising result \cite{2009} is that if either of these problems has an \( O(n^{3-\varepsilon}) \) time algorithm for \( \varepsilon > 0 \), then the 3SUM, APSP and SETH conjectures are all false. The result holds for Matching Triangles even when \( \Delta \) is polylogarithmic, and it also holds for a restricted version of Triangle Collection called Triangle Collections*. The latter problem has been used as a basis for hardness for several problems in dynamic algorithms, such as maintaining the strongly connected components of a graph, and for a few static problems related to Max Flow.

3 The reductions

To prove tight reductions between the running times for solving problems in \( P \), one cannot merely use polynomial time reductions since these do not distinguish between different polynomial running times. Instead, we define fine-grained reductions that for problems \( A \) and \( B \) running times \( a(n), b(n) \) imply that an \( O(b(n)^{1-\varepsilon}) \) time algorithm for \( B \) for constant \( \varepsilon > 0 \) would imply an \( O(a(n)^{1-\delta}) \) algorithm for \( A \) for constant \( \delta \). Notice that we allow \( \delta \) to be different from \( \varepsilon \). This is fine since we merely want to know when any improvement for \( B \) carries over to some improvement for \( A \). Having \( \delta \) and \( \varepsilon \) differ gives us much more freedom in designing reductions.

An initial attempt would be to say that given an instance of \( A \), the reduction should transform it into a single instance of \( B \), i.e., giving a many-one reduction. This, however, limits us quite a bit. For instance, we wouldn’t be able to show that a multi-output problem such as APSP can be reduced to a decision problem such as whether the radius of the graph is less than \( R \). Instead, we define the reductions as special Turing reductions, i.e., each instance of \( A \) can be reduced to multiple instances of \( B \).

▶ Definition 6 (Fine-grained reduction). Let \( a(n) \) and \( b(n) \) be nondecreasing functions of \( n \). Problem \( A \) is \((a, b)\)-reducible to problem \( B \), denoted as \( A \leq_{a,b} B \), if for every \( \varepsilon > 0 \), there is a \( \delta > 0 \), an algorithm \( F \) with access to an oracle to \( B \), a constant \( d \), and for every \( n \geq 1 \) an integer \( k(n) \), such that for every \( n \), the algorithm \( F \) takes any instance of \( A \) of size \( n \) and

- \( F \) runs in at most \( d \cdot (a(n))^{1-\delta} \) time,
- \( F \) produces at most \( k(n) \) instances of \( B \) adaptively, that is, the \( j \)th instance \( B_j \) is a function of \( \{B_i, a_i\}_{1 \leq i < j} \) where \( B_i \) is the \( i \)th instance produced and \( a_i \) is the answer of the oracle for \( B \) on instance \( B_i \), and
- the sizes \( n_i \) of the instances \( B_i \) for any choice of oracle answers \( a_i \) obey the inequality \( \sum_{i=1}^{k(n)} (b(n_i))^{1-\varepsilon} \leq d \cdot (a(n))^{1-\delta} \).

An immediate consequence of the reductions is that improvements over \( b(n) \) for \( B \) imply improvements over \( a(n) \) for \( A \). More formally, if there is an algorithm for \( B \) of running time \( c \cdot N^{1-\varepsilon} \) on instances of size \( N \), then composing the algorithm with a fine-grained \((a, b)\)-reduction from \( A \) to \( B \) produces an algorithm for \( A \) running in time

\[
d \cdot (a(n))^{1-\delta} + \sum_{i=1}^{k(n)} c \cdot (b(n_i))^{1-\varepsilon} \leq d \cdot (c + 1) \cdot (a(n))^{1-\delta},
\]

where the first summand is for running the reduction algorithm \( F \), and the second summand is for running the algorithm for \( B \) on the instances \( \{B_i\} \). As \( c \) and \( d \) are constants, the running time for \( A \) is \( O(a(n)^{1-\delta}) \).
Notice that by the above definition, the instance sizes may depend on \( n \) and \( \varepsilon \), and \( d \) can depend on \( \varepsilon \), but not on \( n \).

4 Example results

A partial summary of the implications of the main conjectures (3SUM, OV, SETH and APSP) can be found in Figure 1. Many of the reductions in the known results are quite intricate. Here we will present a few simple proofs to illustrate the approach.

We begin with the starting point of many of the reductions from SETH to problems in P. This is Williams’ reduction from CNF-SAT to OV.

**Theorem 7** \((k\text{-SAT} \leq_{2^n,n^2} \text{OV}[63])\). For each positive integer \( k \), the \( k\text{-SAT} \) problem on \( n \) variables is \((2^n,n^2)\)-reducible to Orthogonal Vectors on \( n \) vectors.

**Proof.** Let \( F \) be a \( k\)-SAT formula on \( n \) variables. Using the sparsification lemma [38], we can assume that \( F \) has \( m = O(n) \) clauses, as this only gives a \( 2^{\alpha n} \) overhead for arbitrarily small \( \alpha > 0 \). Create two sets \( U_1, U_2 \) of vectors over \( \{0,1\}^m \). Split the variables into two sets \( V_1 \) and \( V_2 \) of size \( n/2 \) each. For each \( i \in \{1,2\} \) and each partial assignment \( \phi \) to the variables of \( V_i \), add a vector \( v_{i,\phi} \) to \( U_i \) where \( v_{i,\phi}[c] = 1 \) if \( \phi \) does not satisfy clause \( c \). Now, \( v_{0,\phi} \) and \( v_{1,\psi} \) are orthogonal if and only if for every clause \( c \) at least one of \( \phi \) and \( \psi \) satisfies clause \( c \). Thus, there is an orthogonal pair if and only if \( \phi \) and \( \psi \) together form a satisfying assignment. The number of vectors in the instances created is \( N = O(2^n/2) \) and the number of coordinates is \( O(n) = O(\log N) \).

Due to the use of the sparsification lemma, the above reduction produces an exponential number of instances. However, the instances do not depend on the answers of the OV oracle. Below we give a different reduction that is actually adaptive and each new instance depends on the answers to the previous ones.
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1. **Theorem 8** (HS \(\leq_{n^2,n^2}\) OV [9, 6]). Small-Universe Hitting Set on \(n\) vectors is \((n^2, n^2)\)-reducible to Orthogonal Vectors on \(n\) vectors.

**Proof.** Let \(U, V\) be an instance of HS where \(|U| = |V| = n\). Let \(s\) be a parameter to be set later. Partition \(U\) into \(s\) sets \(U_1, \ldots, U_s\) of size at most \(n/s\) each. Similarly, partition \(V\) into \(V_1, \ldots, V_s\) of size at most \(2n/s\).

Now, for every choice of \(i, j \in \{1, \ldots, s\}\) in turn: while \((U_i, V_j)\) contains an orthogonal pair \((u, v)\), remove \(u\) from \(U\) (and hence from all \(U_k\)) and ask about \((U_i, V_j)\) again; if no orthogonal pair is found, continue to the next choice of \((i, j)\).

If at the end of this procedure \(U\) contains some \(u\), then \(u\) must be nonorthogonal to all vectors in \(V\), and hence the HS instance is a “yes” instance. Otherwise, if \(U\) is empty, then every \(u \in U\) was orthogonal to some \(v \in V\) and the HS instance is a “no” instance.

The running time is as follows: every call to the OV problem either returns an orthogonal pair \((u, v)\) or determines that no such pair exists in \(U_i \times V_j\). The number of times an orthogonal pair can be returned is at most \(n\) since when \((u, v)\) is discovered, \(u\) is removed from \(U\). On the other hand, each \((U_i, V_j)\) instance can be a “no”-instance of OV at most once, so that the number of calls that return a “no” is at most \(s^2\). Thus, if we set \(s = \sqrt{n}\), the number of instances created of OV is at most \(2n\) and their sizes are all at most \(2 \sqrt{n}\).

Hence, for every \(\varepsilon > 0\), there is a fine-grained reduction that creates at most \(2n\) instances whose sizes \(n_i\) obey \(\sum_{i=1}^{2n} n_i^{2-\varepsilon} \leq 4 \sum_{i=1}^{2n} n_i^1 = 2n^{2-\varepsilon/2} = 8n^2 - \varepsilon/2\). The reduction only does simple partitioning of the instance and removals from \(U\), and hence runs in \(O(n^2 - \varepsilon/2)\) time.

Finally, we give a reduction from OV to the problem of approximating the diameter of a sparse graph, i.e., the largest distance. There is a \(\frac{\sqrt{2}}{2}\)-approximation algorithm for diameter that runs in \(O(n^{3/2})\) time in \(n\)-node, \(O(n)\)-edge graphs [54, 21]. In such graphs, the diameter can be computed exactly in \(O(n^2)\) time by computing APSP. The theorem below shows that, assuming OVC (or SETH), if you want a \((\frac{3}{2} - \varepsilon)\)-approximation, you might as well compute all pairwise distances in the graph.

2. **Theorem 9** (OV \(\leq_{n^2,n^2}\) (3/2 – \(\varepsilon\))-Diameter [54]). Orthogonal Vectors on \(n\) vectors is \((n^2, n^2)\)-reducible to distinguishing between diameter 2 and 3 in a graph with \(n\) nodes and \(O(n)\) edges.

**Proof.** Let \(U, V\) be an instance of OV. For each \(u \in U\) create a node \(u\) (abusing notation) and for each \(v \in V\) create a node \(v\). For each coordinate \(c\), create a node \(c\). For any vector node \(x\) (in \(U\) or \(V\)), add an edge from \(x\) to any coordinate node \(c\) if and only if \(x[c] = 1\). Add two extra nodes \(\alpha\) and \(\beta\) with an edge between them. Add an edge from all \(u \in U\) to \(\alpha\) and from \(\beta\) to all \(v \in V\). Now, all pairs of nodes except those in \(U \times V\) are at distance at most 2. Two nodes \(u \in U\) and \(v \in V\) are at distance 2 if there is some \(c\) for which \(u[c] = v[c] = 1\), and are at distance 3 otherwise, via \((\alpha, \beta)\). Thus the diameter is 3 if there is an orthogonal pair and is 2 otherwise.

### 5 Some open problems

#### 5.1 Connections to exact exponential-time algorithms

Many problems in P have fine-grained reductions from CNF-SAT. There are other NP-hard problems, however, that are not known to be equivalent (in the fine-grained sense) to CNF-SAT.

**What problems in P do other NP-hard problems reduce to?**
Recent work by Abboud et al. [1] gives fine-grained reductions from \(k\)-Clique (for any constant \(k\)) to two problems in cubic time, CFG recognition and RNA folding. When \(k\) is divisible by 3, the fastest known algorithm for \(k\)-Clique runs in \(n^{\omega k/3+o(k)}\) time [49] where \(\omega < 2.373\) is the matrix multiplication exponent [60, 33]. Via the reduction from [1], the conjecture that this algorithm is optimal implies \(n^{\omega-o(1)}\) conditional lower bounds for both RNA folding and CFG recognition. Valiant showed in the 1970s that the latter problem can be solved in \(O(n^\omega)\) time, and hence this running time is tight assuming the \(k\)-clique conjecture.

Williams [63] gave a fine-grained \((c^n, nk)\)-reduction from any \(2\)-CSP, i.e., any constraint satisfaction problem with at most two variables per constraint (such as MAX-CUT or MAX-2-SAT) to \(k\)-Clique for any constant \(k \geq 3\). Here \(c^n\) represents the brute-force running time for the \(2\)-CSP problem, and for MAX-CUT and MAX-2-SAT, \(c = 2\). Since one can find a triangle (i.e., a 3-clique) in a graph in \(O(n^{2.373})\) time [39], this immediately gave faster than brute-force algorithms for these problems. Due to Williams’ reduction, one can view the result of Abboud et al. [1] as reducing any \(2\)-CSP to CFG recognition and RNA folding. The fine-grained reduction implies that any improvement over the current algorithms for the latter two problems would improve upon the best known algorithms for solving 2-CSPs.

What other problems can one reduce \(2\)-CSPs to? What can we reduce Set Cover, TSP, etc. to?

### 5.2 Connections to fixed parameter tractability

The fixed parameter tractability community studies which NP-hard problems, when parameterized by some parameter \(k\) of the input, can be solved in \(f(k)\poly n\) time, where \(n\) is the size of the input. The idea is that while we believe that NP-hard problems cannot be solved in polynomial time, the hardness can be pushed into some parameter \(k\), so that for all constant values of \(k\), the running time is the same polynomial, independent of \(k\). In a sense, \(f(k)\) can be thought of as the constant factor overhead in the running time.

This idea does not have to be restricted to NP-hard problems. Consider a problem that can be solved in \(O(n^c)\) time for some constant \(c\) and is believed to also require \(n^{c-o(1)}\) time. Then, we can ask, for what parameters \(k\) is this problem in \(f(k)n^{c-\varepsilon}\) time for \(\varepsilon > 0\)? This question was asked independently by Giannopoulou et al. [34] and Abboud et al. [6]. Giannopoulou et al. consider the Longest Path on interval graphs that is known to be solvable in \(O(n^4)\) time. They show that when parameterized by the vertex deletion number \(k\) to proper interval graphs, the problem has an \(O(k^3n)\) time algorithm. Abboud et al. explored the diameter problem in sparse graphs which is solvable in \(O(n^2)\) time. They developed a fixed parameter subquadratic \(2^{O(t \log t)} n\) time algorithm, where \(t\) is the treewidth of the input graph, also showing an almost matching lower bound, under SETH.

*Under what parameters are APSP, 3SUM, OV in fixed-parameter linear time?*

The above question is of course interesting for all hard problems in \(P\).
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Abstract

The Plane Diameter Completion problem asks, given a plane graph $G$ and a positive integer $d$, if it is a spanning subgraph of a plane graph $H$ that has diameter at most $d$. We examine two variants of this problem where the input comes with another parameter $k$. In the first variant, called BPDC, $k$ upper bounds the total number of edges to be added and in the second, called BFPDC, $k$ upper bounds the number of additional edges per face. We prove that both problems are $\text{NP}$-complete, the first even for 3-connected graphs of face-degree at most 4 and the second even when $k = 1$ on 3-connected graphs of face-degree at most 5. In this paper we give parameterized algorithms for both problems that run in $O(n^3) + 2^{2O(kd^2 \log d)} \cdot n$ steps.
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1 Introduction

In 1987, Chung [1, Problem 5] introduced the following problem\textsuperscript{1}: find the optimum way to add $q$ edges to a given graph $G$ so that the resulting graph has minimum diameter. This problem was proved to be $\text{NP}$-hard if the aim is to obtain a graph of diameter at most 3 [14], and later the $\text{NP}$-hardness was shown even for the Diameter-2 Completion problem [9]. It is also know that Diameter-2 Completion is $\text{W}[2]$-hard when parameterized by $q$ [6].

For planar graphs, Dejter and Fellows introduced in [3] the Planar Diameter Completion problem that asks whether it is possible to obtain a planar graph of diameter at most...
from a given planar graph by edge additions. It is not known whether Planar Diameter Completion admits a polynomial time algorithm, but Dejter and Fellows showed that, when parameterized by $d$, Planar Diameter Completion is fixed parameter tractable [3]. The proof is based on the fact that the yes-instances of the problem are closed under taking minors. Because of the Robertson and Seymour theorem [13] and the algorithm in [11], this implies that, for each $d$, the set of graphs $G$ for which $(G,d)$ is a yes-instance can be characterized by a finite set of forbidden minors. This fact, along with the minor-checking algorithm in [12] implies that there exists an $O(f(d) \cdot n^3)$-step algorithm (i.e. an FPT-algorithm) deciding whether a plane graph $G$ has a plane completion of diameter at most $d$. Using the parameterized complexity, this means that Planar Diameter Completion is FPT, when parameterized by $d$. To make this result constructive, one requires the set of forbidden minors for each $d$, which is unknown. To find a constructive FPT-algorithm for this parameterized problem remains a major open problem in parameterized algorithm design.

Our results. We denote by $S_0$ the 3-dimensional sphere. By a plane graph $G$ we mean a simple planar graph $G$ with the vertex set $V(G)$ and the edge set $E(G)$ drawn in $S_0$ such that no two edges of this embedding intersect. A plane graph $H$ is a plane completion (or, simply completion) of another plane graph $G$ if $H$ is a spanning subgraph of $G$. A $q$-edge completion of a plane graph $G$ is a completion $H$ of $G$ where $|E(H)| - |E(G)| \leq q$. A $k$-face completion of a plane graph $G$ is a completion $H$ of $G$ where at most $k$ edges are added in each face of $G$. We consider the following problem:

**Problem 1. (Plane Diameter Completion)**

**Input:** a plane graph $G$ and $d \in \mathbb{N}_{\geq 1}$.

**Output:** is there a completion of $G$ with diameter at most $d$?

An important difference between PDC and the aforementioned problems is that we consider plane graphs, i.e., the aim is to reduce the diameter of a given embedding of a planar graph preserving the embedding. In particular, we are interested in the following variants:

**Bounded Budget PDC (BPDC)**

**Input:** a plane graph $G$ and $q \in \mathbb{N}, d \in \mathbb{N}_{\geq 1}$.

**Question:** is there a completion $H$ of $G$ of diameter at most $d$ that is also a $q$-edge completion?

**Bounded Budget/Face PDC (BFPDC)**

**Input:** a plane graph $G$ and $k \in \mathbb{N}, d \in \mathbb{N}_{\geq 1}$.

**Question:** is there a completion $H$ of $G$ of diameter at most $d$ that is also a $k$-face completion?

We examine the complexity of the two above problems. Our hardness results are the following.

**Theorem 1.** Both BPDC and BFPDC are NP-complete. Moreover, BPDC is NP-complete even for 3-connected graphs of face-degree at most 4, and BFPDC is NP-complete even for $k = 1$ on 3-connected graphs of face-degree at most 5.

The hardness results are proved using a series of reductions departing from the Planar 3-Satisfiability problem that was shown to be NP-hard by Lichtenstein in [10].

The results of Theorem 1 prompt us to examine the parameterized complexity of the above problems (for more on parameterized complexity, we refer the reader to [5]). For this, we consider the following general problem:
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Bounded Budget and Budget/Face BDC (BBFPDC)

**Input:** a plane graph $G$, $q \in \mathbb{N} \cup \{\infty\}$, $k \in \mathbb{N}$, and $d \in \mathbb{N}_{\geq 1}$.

**Question:** is there a completion $H$ of $G$ of diameter at most $d$ that is also a $q$-edge completion and a $k$-face completion?

Notice that when $q = \infty$ BBFPDC yields BFPDC and when $q = k$ BBFPDC yields BPDC. Our main result is that BBFPDC is fixed parameter tractable (belongs in the parameterized class FPT) when parameterized by $k$ and $d$.

> **Theorem 2.** It is possible to construct an $O(n^3) + 2^{O((kd \log d))} \cdot (\alpha(q))^2 \cdot n$-step algorithm for BBFPDC.

In the above statement and in the rest of this paper we use the function $\alpha : \mathbb{N} \cup \{\infty\} \rightarrow \mathbb{N}$ such that if $q = \infty$, then $\alpha(q) = 1$, otherwise $\alpha(q) = q$.

The main ideas of the algorithm of Theorem 2 are the following. We first observe that yes-instances of PDC and all its variants have bounded branchwidth (for the definition of branchwidth, see Section 2). The typical approach in this case is to derive an FPT-algorithm by either expressing the problem in Monadic Second Order Logic – MSOL (using Courcelle’s theorem [2]) or to design a dynamic programming algorithm for this problem. However, for completion problems, this is not really plausible as this logic can quantify on existing edges or vertices of the graph and not on the “non-existing” completion edges. This also indicates that to design a dynamic programming algorithm for such problems is, in general, not an easy task. In this paper we show how to tackle this problem for BBFPDC (and its special cases BPDC and BFPDC). Our approach is to deal with the input $G$ as a part of a more complicated graph with $O(k^2 \cdot n)$ additional edges, namely its **cylindrical enhancement** $G'$ (see Section 3 for the definition). Informally, sufficiently large cylindrical grids are placed inside the faces of $G$ and then internally vertex disjoint paths in these grids can be used to emulate the edges of a solution of the original problem placed inside the corresponding faces. Thus, by the enhancement we reduce BBFPDC to a new problem on $G'$ certified by a suitable 3-partition of the additional edges. Roughly, this partition consists of the 1-weighted edges that should be added in the completion, the 0-weighted edges that should link these edges to the boundary of the face of $G$ where they will be inserted, and the $\infty$-weighted edges that will be the (useless) rest of the additional edges. The new problem asks for such a partition that simulates a bounded diameter completion. The good news is that, as long as the number of edges per face to be added is bounded, which is the case for BBFPDC, the new graph $G'$ has still bounded branchwidth and it is possible, in the new instance, to quantify this 3-partition of the graph $G'$. However, even under these circumstances, to express the new problem in Monadic Second Order Logic is not easy. For these reasons we decided to follow the more technical approach of designing a dynamic programming algorithm that leads to the (better) complexity bounds of Theorem 2. This algorithm is quite involved due to the technicalities of the translation of the BBFPDC to the new problem. It runs on a sphere-cut decomposition of the plane embedding of $G'$ and its tables encode how a partial solution is behaving inside a closed disk whose boundary meets only (a few of) the edges of $G'$. We stress that this encoding takes into account the topological embedding and not just the combinatorial structure of $G'$. Sphere-cut decompositions as well as some necessary combinatorial structures for this encoding are presented in Section 4. The dynamic programming algorithms is presented in Section 5 and is the most technical part of this paper.

Due to space restrictions, various proofs are omitted in this extended abstract and are available in [7].
2 Definitions and preliminaries

Given a graph $G$, we denote by $V(G)$ (respectively $E(G)$) the set of vertices (respectively edges) of $G$. A graph $G'$ is a subgraph of a graph $G$ if $V(G') \subseteq V(G)$ and $E(G') \subseteq E(G)$, and we denote this by $G' \subseteq G$. Also, in case $V(G) = V(G')$, we say that $H$ is a spanning subgraph of $G$. If $S$ is a set of vertices or a set of edges of a graph $G$, the graph $G \setminus S$ is the graph obtained from $G$ after the removal of the elements of $S$. If $S$ is a set of edges, we define $G[S]$ as the graph whose vertex set consists of the endpoints of the edges of $E$ and whose edge set of $E$.

Distance and diameter. Let $G$ be a graph and let $w : E(G) \to \mathbb{N} \cup \{\infty\}$ ($w$ is a weighting of the edges of $G$). Given two vertices $x, x' \in V(G)$ we call $(x, x')$-path every path of $G$ with $x$ and $x'$ as endpoints. We also define $w$-dist$_G(x, x') = \min\{w(E(P)) \mid P$ is an $(x, x')$-path in $G\}$.

Plane graphs. To simplify notations on plane graphs, we consider a plane graph $G$ as the union of the points of $S_0$ in its embedding corresponding to its vertices and edges. That way, a subgraph $H$ of $G$ can be seen as a graph $H$ where $H \subseteq G$. The faces of a plane graph $G$, are the connected components of the set $S_0 \setminus G$. A vertex $v$ (an edge $e$ resp.) of a plane graph $G$ is incident to a face $f$ and, vice-versa, $f$ is incident to $v$ (resp. $e$) if $v$ (resp., $e$) lies on the boundary of $f$. The degree of a face $f$ of $G$ is the number of edges incident to $f$ where bridges of $G$ count double in this number. The face-degree of $G$ is the maximum degree of a face in $F(G)$. A set $\Delta \subseteq S_0$ is an open disc if it is homeomorphic to $\{(x, y) : x^2 + y^2 < 1\}$. Also, $\Delta$ is a closed disk of $S_0$ if it is the closure of some open disk of $S_0$.

Branch decomposition. Given a graph $H$ with $n$ vertices, a branch decomposition of $H$ is a pair $(T, \mu)$, where $T$ is a tree with all internal vertices of degree three and $\mu : L \to E(H)$ is a bijection from the set of leaves of $T$ to the edges of $H$. For every edge $e$ of $T$, we define the middle set mid$(e) \subseteq V(H)$ as follows: if $T \setminus \{e\}$ has two connected components $T_1$ and $T_2$, and for $i \in \{1, 2\}$, let $H^e_i = H[(\mu(f) : f \in L \cap V(T_i))]$, and set $\text{mid}(e) = V(H^e_1) \cap V(H^e_2)$. The width of $(T, \mu)$ is the maximum order of the middle sets over all edges of $T$, i.e. $\max\{|\text{mid}(e)| : e \in T\}$. The branchwidth of $H$ is the minimum width of a branch decomposition of $H$ and is denoted by $bw(H)$.

We use the following lemma.

Lemma 3. There exists a constant $c_1$ such that if $(G, d)$ is a yes-instance of PDC, then $bw(G) \leq c_1 \cdot d$. The same holds for the graphs in the yes-instances of BPDC, BFPDC, and BBFPDC.

3 The reduction

Edge colorings of new edges. Let $G$ and $H$ be two plane graphs such that $G$ is a subgraph of $H$ and let $q \in \mathbb{N} \cup \{\infty\}$, $k \in \mathbb{N}$, and $d \in \mathbb{N}_{\geq 1}$. Given a 3-partition $p = \{E^0, E^1, E^\infty\}$ of $E(H) \setminus E(G)$, we define the function $w_p : E(H) \to \mathbb{N}$ such that

$$w_p = \{(e, 1) \mid e \in E(G)\} \cup \{(e, 0) \mid E \in E^0\} \cup \{(e, 1) \mid E \in E^1\} \cup \{(e, d + 1) \mid E \in E^\infty\}.$$ 

We say that $G$ has $(q, k, d)$-extension in $H$ if there is a 3-partition $p = \{E^0, E^1, E^\infty\}$ of $E(H) \setminus E(G)$ such that the following conditions hold

A. There is no path in $H$ with endpoints in $V(G)$ that consists of edges in $E^0$,

B. every face $F$ of $G$ contains at most $k$ edges of $E^1$, 
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C. \( \forall x, y \in V(G), w_D \text{-dist}_H(x, y) \leq d \), and
D. \(|E| \leq q\).

Given a 3-partition \( p = \{E^0, E^1, E^\infty\} \) of \( E(H) \setminus E(G) \) we refer to its elements as the 0-edges, the 1-edges, and the \( \infty \)-edges respectively. We also call the edges of \( G \) old-edges.

\[ \text{Lemma 4. There exists a } c_2 \in \mathbb{Z}_{\geq 1} \text{ and an algorithm that receives as input a planar graph } \]
\[ G \text{ on } n \text{ vertices and a positive integer } k \text{ and outputs a 3-connected planar graph } G_w \text{ where} \]
\[ \text{bw}(G_k) \leq c_2 \cdot k \cdot \text{bw}(G). \]
\[ \text{For every } q \in \mathbb{N} \cup \{\infty\} \text{ and } d \in \mathbb{N}_{\geq 1}, (G, q, k, d) \text{ is a yes-instance of BBFPDC if and only if } G \text{ has a } (q,k,d)-\text{extension in } G_k. \]

Moreover, this algorithm runs in \( O(k^2 \cdot n) \) steps.

4 Structures for dynamic programming

For our dynamic programming algorithm we need a variant of branchwidth for plane graphs whose middle sets have additional topological properties.

**Sphere-cut decomposition.** Let \( H \) be a plane graph. An arc is a subset \( O \) of the plane homeomorphic to a circle and is called a noose of \( H \) if it meets \( H \) only in vertices. We also set \( V_O = V(H) \cap O \). An arc of a noose \( O \) is a connected component of \( O \setminus V_O \) while in the trivial case where \( V_O = \emptyset \), \( O \) does not have arcs. A sphere-cut decomposition or sc-decomposition of \( H \) is a triple \((T, \mu, \pi)\) where \((T, \mu)\) is a branch decomposition of \( H \) and \( \pi \) is a function mapping each \( e \in E(T) \) to cyclic orderings of vertices of \( H \), such that for every \( e \in E(T) \) there is a noose \( O_e \) of \( H \) where the following properties are satisfied:

\[ O_e \text{ meets every face of } H \text{ at most once,} \]
\[ H^+_e \text{ is contained in one of the closed disks bounded by } O_e \text{ and } H^-_e \text{ is contained in the other } (H^+_e \text{ and } H^-_e \text{ are as in the definition of branch decomposition}). \]
\[ \pi(e) \text{ is a cyclic ordering of } V_{O_e} \text{ defined by a clockwise traversal of } O_e \text{ in the embedding of } H. \]

We denote \( X_e = V_{O_e} \) and we always assume that its vertices are clockwise enumerated according to \( \pi(e) \). We denote by \( A_e \) the set containing the arcs of \( O_e \). Also, if \( \pi(e) = [a_1, \ldots, a_k, a_1] \), then we use the notation \( A_e = \{a_{1,2}, a_{2,3}, \ldots, a_{k-1,k}, a_{k,1}\} \) where the boundary of the arc \( a_{i+1} \) consists of the vertices \( a_i \) and \( a_{i+1} \). We also define \( H^+_e = (V(H), E(H \cup A_e)) \), i.e., \( H^+_e \) is the embedding occurring if we add in \( H \) the arcs of \( O_e \) as edges. A face of \( H^+_e \) is called internal if it is not incident to an arc in \( A_e \), i.e., it is also a face of \( H \). A face of \( H^+_e \) is marginal if it is a properly included is some face of \( H \).

For our dynamic programming we require to have in hand an optimal sphere-cut decomposition. This is done combining the main result of [8] and [15, (5.1)] (see also [4]) and is summarized to the following.

\[ \text{Proposition 5. There exists an algorithm that, with input a 3-connected plane graph } G \]
\[ \text{and } w \in \mathbb{N}, \text{ outputs a sphere-cut decomposition of } G \text{ of width at most } w \text{ or reports that} \]
\[ \text{bw}(G) > w. \]

Our next step is to define a series of combinatorial structures that are necessary for our dynamic programming. Given two sets \( A \) and \( B \) we denote by \( A^B \) the set of all functions from \( B \) to \( A \).
(d, k, q)-configurations. Given a set X and a non-negative integer t, we say that the pair (X, χ) is a t-labeled partition of X if X is a collection of pairwise disjoint non-empty subsets of X and χ is a function mapping the integers in \{1, \ldots, |X|\} to integers in \{0, \ldots, t\}. In case X = ∅, a t-labeled partition corresponds to the pair \{∅, ∅\} where ∅ is the “empty” function, i.e. the function whose domain is empty. Let X and A be two finite sets. Given d, k ∈ N and q ∈ N ∪ {∞}, we define a (d, k, q)-configuration of (X, A) as a quintuple ((X, χ), (A, α), (F, E), δ, z) where

1. (X, χ) is a 1-labeled partition of X,
2. (A, α) is a k-labeled partition of A,
3. (F, E) is a graph (possibly with loops) where F ⊆ \{0, \ldots, d + 1\}^X,
4. δ ∈ \{0, \ldots, d + 1\}^{X^2}, and
5. if q ∈ N, then z ≤ q, otherwise z = ∞.

Fusions and restrictions. Let (X_1, χ_1) and (X_2, χ_2) be two t-labeled partitions of the sets X_1 and X_2 respectively such that X_i = \{X_{i1}, \ldots, X_{ip_i}\}, i ∈ \{1, 2\}. We define X_1 ⊕ X_2 as follows: if x, x’ ∈ X_1 ∪ X_2 we say that x ∼ x’ if there is a set in X_1 ∪ X_2 that contains both of them. Let ∼_T be the transitive closure of ∼. Then X_1 ⊕ X_2 contains the equivalence classes of ∼_T. We now define χ_1 ⊕ χ_2 as follows: let X_1 ⊕ X_2 = \{Y_1, \ldots, Y_q\}. Then for each i ∈ \{1, \ldots, p\}, we define χ_1 ⊕ χ_2(i) = min(t, ∑_{X_{1i} \subseteq Y_i} χ_1(i) + ∑_{X_{2i} \subseteq Y_i} χ_2(i))

The fusion of the t-labeled partitions (X_1, χ_1) and (X_2, χ_2) is the pair (X_1 ⊕ X_2, χ_1 ⊕ χ_2) that is a (t+1)-labeled partition and is denoted by (X_1, χ_1) ⊕ (X_2, χ_2). Given a t-labeled partition (X, χ) of a set X and given a subset X’ of X we define the restriction of (X, χ) to X’ as the t-labeled partition (X’, χ’) of X’ where X’ = \{X_i ∩ X’ | X_i ∈ X\} \{∅\} and χ’ = \{(i, χ(i)) | X_i ∩ X’ ≠ ∅\} and we denote it by (X, χ)|_{X’}. We also define the intersection of (X, χ) with X’ as the t-labeled partition (X”, χ”) where X” = \{X_i ∈ X | X_i ∩ (X \ X’) = ∅\} and χ” = \{(i, χ(i)) | X_i ∩ X” = ∅\} where X” = ∪_{X_i ∈ X’} X_i and we denote it by (X, χ) ∩ X’.

Notice that (X, χ)|_{X’} and (X, χ) ∩ X’ are not always the same.

5 Dynamic programming

The following result is the main algorithmic contribution of this paper.

Lemma 6. There exists an algorithm that, given (G, H, q, k, d, D, b) as input where G and H are plane graphs such that G is a subgraph of H, H is 3-connected, q ∈ N ∪ {∞}, k ∈ N, d ∈ N\geq 1, b ∈ N, and D = (T, μ, π) is a sphere-cut decomposition of H with width at most b, decides whether G has (q, k, d)-extension in H in (α(q))^2 \cdot 2^{O(b^2 \log d)} \cdot 2^{O(\log d)} \cdot n steps.

Proof. We use the notation E^old = E(G) and E^new = E(H) \ E(G), V^old = V(G) and V^new = V(H) \ V(G). We choose an arbitrary edge e^* ∈ E(T), subdivide it by adding a new vertex v_{new} and update T by adding a new vertex r adjacent to v_{new}. We then root T at this vertex r and we extend μ by setting μ(r) = ∅. In T we call leaf-edges all its edges that are incident to its leaves except from the edge e_r = \{r, v_{new}\}. An edge of T that is not a leaf-edge is called internal. We denote by L(T) the set of the leaf-edges of T and we denote by I(T) the internal edges of T. We also call e_r root-edge. For each e ∈ E(T), let T_e be the tree of the forest T \ {e} that does not contain r as a leaf and let E_e be the edges that are images, via μ, of the leaves of T that are also leaves of T_e. We denote H_e = H[E_e] and V_e = V(H_e) and observe that H_e = H. For each edge e ∈ I(T), we define its children as the two edges that both belong in the connected component of T \ e that does not contain the root r and that share a common endpoint with e. Also, for each edge e ∈ E(T), we
define $D_e$ as the closed disk bounded by $O_e$ such that $G \cap D_e = H_e$. Finally, for each edge $e \in E(T)$, we set $X_e = \text{mid}(e)$, $V_{e}^{\text{old}} = V_e \cap V^{\text{new}}$, $V_{e}^{\text{new}} = V_e \cap V^{\text{old}}$, $E_{e}^{\text{new}} = E_e \cap E^{\text{new}}$, and $E_{e}^{\text{old}} = E_e \cap E^{\text{old}}$.

**Distance signatures and dependency graphs.** Let $p = \{E_{e}^{0}, E_{e}^{1}, E_{e}^{\infty}\}$ be a 3-partition of $E_{e}^{\text{new}}$. For each vertex $v \in V_{e}$, we define the $(X_e, p)$-distance vector of $v$ as the function $\phi_{v} : X_{e} \to \{0, \ldots, d + 1\}$ such that if $x \in X_{e}$ then $\phi_{v}(x) = \min\{w_{p} - \text{dist}_{G_e}(v, x), d + 1\}$. We define the $(e, p)$-dependency graph $G_{e, p} = (F_{e, p}, E_{e, p})$ (that may contain loops) where $F_{e, p} = \{\phi_{v} \mid v \in V_{e}\}$ and such that two (not necessarily distinct) vertices $\phi$ and $\phi'$ of $F_{e, p}$ are connected by an edge in $E_{e, p}$ if and only if there exist $v, v' \in V_{e}$ such that $\phi = \phi_{v}$, $\phi' = \phi_{v'}$ and $w_{p} - \text{dist}_{H_e}(v, v') > d$. Notice that the set $\Phi_{e} = \{G_{e, p} \mid p \text{ is a 3-partition of } E_{e}^{\text{new}}\}$ has at most $2^{(d+2)(N_e)}$ elements because $\{F_{e, p} \mid p \text{ is a 3-partition of } E_{e}^{\text{new}}\} \subseteq \{0, \ldots, d + 1\}^{X_e}$, and, to each $F_{e, p}$, assign a unique edge set $E_{e, p}$. Intuitively, each $F_{e, p}$ corresponds to a partition of the elements of $V_{e}$ such that vertices in the same part have the same $(X_e, p)$-distance signature. Moreover the existence of an edge in the $(e, p)$-dependency graph between two such parts implies that they contain vertices, one from each part, whose $w_{p}$-distance in $H_e$ is bigger than $d$.

**The tables.** Our aim is to give a dynamic programming algorithm running on the sc-decomposition $T$. For this, we describe, for each $e \in E(T)$, a table $\Sigma(e)$ containing information on partial solutions of the problem for the graph $G_e$ in a way that the table of an edge $e \in E(T)$ can be computed using the tables of the two children of $e$, the size of each table does not depend on $G$ and the final answer can be derived by the table of the root-edge $e_r$.

We define the function $\Sigma$ mapping each $e \in E(T)$ to a collection $\Sigma(e)$ of $(d, k, q)$-configurations of $(X_e, A_e)$. In particular, $Q = ((\mathcal{X}, \chi), (A, \alpha), (\mathcal{F}, \delta), \delta, z) \in \Sigma(e)$ iff there exists a $3$-partition $p = \{E_{e}^{0}, E_{e}^{1}, E_{e}^{\infty}\}$ of $E_{e}^{\text{new}}$ such that the following hold:

1. $C_1, \ldots, C_h$ are the connected components of $(V(H_e), E_{e}^{0})$, then

   - $\mathcal{X} = \{V(C_1) \cap X_e, \ldots, V(C_h) \cap X_e\}$ and
   - $\forall i \in \{1, \ldots, h\}$, $\chi(i) = 1$ if $C_i$ contains some vertex of $V_{e}^{\text{old}}$, otherwise $\chi(i) = 0$.

   (The pair $(\mathcal{X}, \chi)$ encodes the connected components of the 0-edges that contain vertices of $X_e$ and for each of them registers the number (0 or 1) of the vertices in $V_{e}^{\text{old}}$ in them. This information is important to control Condition A.)

2. $A$ is a partition of $A_e$ such that two arcs $A, A' \in A_e$ belong in the same set, say $A_i$ of $A$, if and only if they are incident to the same marginal face $f_i$ of $H_e$. Moreover, for each $i \in \{1, \ldots, |A_i|\}$, $\alpha(i)$ is equal to the number of edges in $E_{e}^{1}$ that are inside $f_i$.

   (Here $(A, \alpha)$ encodes the “partial” faces of the embedding of $G_e$ that are inside $D_e$. To each of them we correspond the number of 1-edges that they contain in $H_e$. This is useful in order to guarantee that during the algorithm, faces that stop being marginal do not contain more than $k$ 1-edges, as required by Condition B.)

3. $(\mathcal{F}, \delta)$ is the $(e, p)$-dependency graph, i.e., the graph $G_{e, p} = (F_{e, p}, E_{e, p})$.

   (Recall that $\mathcal{F}$ is the collection of all the different distance vectors of the vertices of $V_e$. Notice also that there might be pairs of vertices $x, x' \in V_e$ whose $w_{p}$-distance in $G_e$ is bigger than $d$. In order for $G$ to have a completion of diameter $d$, these two vertices should become connected, at some step of the algorithm, by paths passing outside $D_e$. To check this possibility, it is enough to know the distance vectors of $x$ and $x'$ and these are encoded in the set $\mathcal{F}$. Moreover the fact that $x$ and $x'$ are still “far away” inside $G_e$ is certified by the existence of an edge (or a loop) between their distance vectors in $\mathcal{F}$.)
4. For each pair \( x, x' \in X_e \), \( \delta(x, x') = \min\{w_{p^{-\text{dist}}}(x, x'), d + 1\} \).
(This information is complementary to the one stored in \( \mathcal{F} \) and registers the distances of the vertices in \( X_e \) inside \( H_e \). As we will see, \( \mathcal{F} \) and \( \delta \) will be used in order to compute the distance vectors as well as their dependencies during the steps of the algorithm.)

5. There is no path in \( H_e \) with endpoints in \( V_e^{\text{old}} \) that consists of edges in \( E_e^0 \).
(This ensures that Condition A is satisfied for the current graph \( G_e \).)

6. Every internal face of \( G_e^+ \) contains at most \( k \) edges in \( E_e^1 \).
(This ensures that Condition B holds for all the internal faces of \( G_e \).)

7. \( \forall v, v' \in V_e \), either \( w_{p^{-\text{dist}}}(v, v') \leq d \) or there are two vertices \( x, x' \in X_e \) such that \( \phi_v(x) + \phi_{v'}(x') \leq d \).
(Here we demand that if two vertices \( x_1, x_2 \) of \( V_e \) are “far away” (have \( w_{p^{-\text{dist}}} \)-distance \( \geq d \)) inside \( H_e \) then they have some chance to come “close” (obtain \( w_{p^{-\text{dist}}} \)-distance \( \leq d \)) in the final graph, so that Condition C is satisfied. This fact is already stored by an edge in \( \mathcal{E} \) between the two distance vectors of \( x \) and \( x' \) and the possibility that \( x_1 \) and \( x_2 \) may come close at some step of the algorithm, in what concerns the graph \( G_e \), depends only on these distance vectors and not on the vertices \( x_1 \) and \( x_2 \) themselves.)

8. There are at most \( z \) edges of \( E_e^1 \) inside the internal faces of \( G_e^+ \) (clearly, this last condition becomes void when \( q = \infty \)).
(This information helps us control Condition D during the algorithm.)

Notice that in case \( X_e = \emptyset \) the only graph that can correspond to the 6th step is the graph \( \{\{\emptyset\}, \emptyset\} \), which, from now on will be denoted by \( G_\emptyset \).

Bounding the set of characteristics. Our next step is to bound \( |\Sigma(e)| \) for each \( e \in E(T) \).
Notice first that \( |X_e| = |A_e| \leq b \). This means that there are \( 2^{O(b \log b)} \) instantiations of \( (X, \chi) \) and \( 2^{O(k + b \log b)} \) instantiations of \( (A, \alpha) \). As we previously noticed, the different instantiations of \( (\mathcal{F}, \mathcal{E}) \) are \( |\Phi_e| = 2^{2^{O(b \log d)}} \). Moreover, there are \( 2^{O(k^2 \log d)} \) instantiations of \( \delta \) and \( \alpha(q) \) instantiations of \( z \). We conclude that there exists a function \( f \) such that for each \( e \in V(T) \), \( |\Sigma(e)| \leq f(k, q, b, d) \). Moreover, \( f(k, q, b, d) = \alpha(q) \cdot 2^{O(b^2 \log d)} \).

The characteristic function on the root edge. Observe that \( E_{\text{new}} \) is \((k, d, q, w)\)-edge colorable in \( H \) if and only if \( \Sigma(e_r) \neq \emptyset \), i.e., \( (\emptyset, \emptyset), (\emptyset, \emptyset), G_\emptyset, \emptyset, z \in \Sigma(e_r) \) for some \( z \leq q \).
Indeed, if this happens, conditions 1–4 become void while conditions 5, 6, 7, and 8 imply that \( H = H_e \) satisfies the conditions A, B, C, and D respectively in the definition of the \((k, d, q, w)\)-edge colorability of \( E_{\text{new}} \).

The computation of the tables. We will now show how to compute \( \Sigma(e) \) for each \( e \in E(T) \).
We now give the definition of \( \Sigma(e) \) in the case where \( e \) is a leaf of \( T \) is the following:
Given a \( q \in \mathbb{N} \cup \{\infty\} \), we define \( A(q) = \{\infty\} \) if \( q = \infty \), otherwise \( A(q) = \{z | z \leq q\} \).
Suppose now that \( e_l \) is a leaf-edge of \( T \) where \( \pi(e_l) = [a_1, a_2, a_1] \) and \( A_{e_l} = \{a_1, a_2, a_1\} \).

1. If \( \{a_1, a_2\} \in E_e^{\text{old}} \), then
   \[
   \Sigma(e_l) = \{ \{(\{a_1\}, \{a_2\}), \{(1, 1), (2, 1)\}), \\
   \{(\{a_1\}, \{a_2\}), \{(1, 0), (2, 0)\}) \}, \\
   \{(\{a_1\}, (a_2), w(\{a_1, a_2\}))\}, \{(a_1, w(\{a_1, a_2\})), (a_2, 0))\}, \emptyset \}, \\
   \{(\{a_1, a_2\}, w(\{a_1, a_2\})), z | z \in A(q)\}\}.
   \]
2. if \( \{a_1, a_2\} \in E^\text{new} \) and \( \{a_1, a_2\} \subseteq V^\text{old} \), then \( \Sigma(e) = Q^1 \cup Q^\infty \) where

\[
Q^1 = \{ (\{(a_1), \{a_2\}\}, \{(1, 1), (2, 1)\}) \\
\{(a_1, a_2), z\} \mid z \in A(q) - \{0\}\}
\]

\[
Q^\infty = \{ (\{(a_1), \{a_2\}\}, \{(1, 1), (2, 1)\}) \\
\{(a_1, a_2), z\} \mid z \in A(q)\}
\]

(the set \( K \) above contains a single edge that is not a loop), and if \( \{a_1, a_2\} \in E^\text{new} \) and \( \{a_1, a_2\} \not\subseteq V^\text{old} \), then \( \Sigma(e) = Q^1 \cup Q^\infty \cup Q^0 \) where

\[
Q^0 = \{ (\{(a_1), \{a_2\}\}, \{1, 1 - \{(a_1, a_2) \subseteq V^\text{new}\}\}) \\
\{(a_1, a_2), z\} \mid z \in A(q)\}
\]

Assume now that \( e \) is a non-leaf edge of \( T \) with children \( e_l \) and \( e_r \), the collection \( \Sigma(e) \) is given by \( \text{join}(\Sigma(e_l), \Sigma(e_r)) \) where \( \text{join} \) is a procedure that is depicted below. Notice that \( A_e \) is the symmetric difference of \( A_{e_l} \) and \( A_{e_r} \), and \( X_e \) consists of the endpoints of the arcs in \( A_e \). We also set \( X^e_e = (X_{e_l} \cup X_{e_r}) \setminus X_e \).

**Procedure join**

*Input:* two collections \( C_{e_l} \) and \( C_{e_r} \) of \((d, k, q)\)-configurations of \((X_{e_l}, A_{e_l})\) and \((X_{e_r}, A_{e_r})\).

*Output:* a collection \( C_e \) of \((d, k, q)\)-configurations of \((X_e, A_e)\).

1. set \( C_e = \emptyset \)
2. for every pair \((Q_{e_l}, Q_{e_r}) \in C_{e_l} \times C_{e_r}, \) if \( \text{merge}(Q_{e_l}, Q_{e_r}) \neq \emptyset \)
   then let \( C_e \leftarrow C_e \cup \{\text{merge}(Q_{e_l}, Q_{e_r})\} \)
3. return \( C_e \)

It remains to describe the routine \( \text{merge} \). For this, assume that it receives as inputs the \((d, k, q)\)-configurations \( Q_l = ((X_l, \chi_l), (A_{l}, \alpha_l), (F_l, \delta_l), z_l) \) and \( Q_r = ((X_r, \chi_r), (A_r, \alpha_r), (F_r, \delta_r), z_r) \) of \((X_{e_l}, A_{e_l})\) and \((X_{e_r}, A_{e_r})\) respectively. Procedure \( \text{merge}(Q_{e_l}, Q_{e_r}) \) returns a \((d, k, q)\)-configuration \(((X, \chi), (A, \alpha), (F, \delta, z))\) of \((X_e, A_e)\) constructed as follows:

1. If \( z_r + z_r > q \), then return \( \text{void} \), otherwise \( z = z_l + z_r \) (This controls the number of 1-edges that are now contained in \( \Delta_e \)).
2. Let \((X', \alpha') = (X_l, \chi_l) \odot (X_r, \chi_r)\) and if \( \chi^{-1}(2) \neq \emptyset \) then return \( \text{void} \). (This computes the “fusion” of the connected components of \((V(H_{e_l}, E_{e_l}')\)) and \((V(H_{e_r}, E_{e_r}'\))\) with vertices in \( V_{e_l} \) and \( V_{e_r} \), and makes sure that none of the created components contains 2 or more 0-vertices.)
3. Let \((X, \chi) = (X', \chi')|_V\) (This computes the fusion \((X', \chi')\) is restricted on the boundary \( O_e \) of \( \Delta_e \).)
4. Let \((A', \alpha') = (A_l, \alpha_l) \odot (A_r, \alpha_r)\) and if \( \alpha'^{-1}(k + 1) \neq \emptyset \) then return \( \text{void} \).
5. Let \((A, \alpha) = (A_l, \alpha_l) \oplus (A_r, \alpha_r)|_{A_e} \).
6. Compute the function \( \gamma : (F_{e_l} \cup F_{e_r} \cup X_e) \times (F_{e_l} \cup F_{e_r} \cup X_e) \rightarrow \{0, \ldots, d + 1\}\) whose description is given latter.
7. Take the disjoint union of the graphs \((F_i, E_i)\) and \((F_r, E_r)\) and remove from it every edge \( \{\phi_1, \phi_2\} \) for which \( \gamma(\phi_1, \phi_2) \leq d \). Let \( G^+ = (F^+, E^+) \) be the obtained graph.
8. If for some edge \( \{ \phi_1, \phi_2 \} \in E^+ \) it holds that for every \( x_1, x_2 \in V_e, \gamma(\phi_1, x_1) + \gamma(\phi_2, x_2) > d \), then return \( \text{void} \).

9. Consider the function \( \lambda : F_l \cup F_r \to \{ 1, \ldots, d \}^X \) such that \( \lambda(\phi) = \{ (x, \gamma(\phi, x)) \mid x \in X_\gamma \} \).

10. For every \( \phi' \in \lambda(F_l \cup F_r) \), do the following for every set \( F = \lambda^{-1}(\phi') \): identify in \( \mathcal{G}^+ \) all vertices in \( F \) and if at least one pair of them is adjacent in \( G^+ \), then add an edge on the vertex created after this identification. Let \( \mathcal{G} = (\mathcal{F}, \mathcal{E}) \) be the resulting graph (notice that \( \mathcal{F} = \lambda(F_l \cup F_r) \)).

11. \( \delta = \{ ((x, x'), \gamma(x, x')) \mid x, x' \in V_e \} \).

**The definition of function \( \gamma \).** We present here the definition of the function \( \gamma \) used in the above description of the tables of the dynamic programming procedure.

Given a non-empty set \( X \) and \( q \in \{ 0, 1 \} \) we define

\[
\text{ord}^q(X) = \{ \pi \mid \exists X' \subseteq X : X' \neq \emptyset \land |X'| \mod 2 = q \\
\land \pi \text{ is an ordering of } X' \}
\]

Given \( \gamma_l \) and \( \gamma_r \), we define \( \gamma : (F_{l_1} \cup F_{l_2} \cup X_e) \times (F_{r_1} \cup F_{r_2} \cup X_e) \to \{ 0, \ldots, d + 1 \} \) by distinguishing the following cases:

1. If \((x \in X_e \setminus X_{e_1} \cap \phi \in F_{l_1}) \) or \((x \in X_e \setminus X_{e_2} \cap \phi \in F_{r_2}) \), then
\[
\gamma(\phi, x) = \min \{ \phi(x), \min \{ \phi(p_1) + \sum_{[1, \rho-1]} \delta_{u(i)}(p_1, p_1+1) + \delta_{u'(j)}(p_1, p_1+1) + \delta_{u''(k)}(p_1, p_1+1) + \delta_{u'''}(p_1, p_1+1) \mid [p_1, \ldots, p_\rho] \in \text{ord}^q(X^e_\phi) \} \}
\]
where \( s(i) = "l" \) if \( \langle x \in X_e \setminus X_{e_1} \rangle = (i \mod 2) \), otherwise \( s(i) = "r" \).

2. If \((x \in X_e \setminus X_{e_1} \cap \phi \in F_{l_1}) \) or \((x \in X_e \setminus X_{e_2} \cap \phi \in F_{r_2}) \), then
\[
\gamma(\phi, x) = \min \{ \phi(p_1) + \sum_{[1, \rho-1]} \delta_{u(i)}(p_1, p_1+1) + \delta_{u'(j)}(p_1, p_1+1) + \delta_{u''(k)}(p_1, p_1+1) + \delta_{u'''}(p_1, p_1+1) \mid [p_1, \ldots, p_\rho] \in \text{ord}^q(X^e_\phi) \} \}
\]
where \( t(i) = "l" \) if \( \langle x \in X_e \setminus X_{e_1} \rangle \neq (i \mod 2) \), otherwise \( t(i) = "r" \).

3. If \( x \) is one of the (at most two) vertices in \((X_{e_1} \cap X_{e_2}) \setminus X^e_\phi \) and \( \phi \in F_{l_1} \cup F_{r_2} \), then
\[
\gamma(\phi, x) = \min \{ \phi(x), \phi(p_1) + \sum_{[1, \rho-1]} \delta_{u(i)}(p_1, p_1+1) + \delta_{u'(j)}(p_1, p_1+1) + \delta_{u''(k)}(p_1, p_1+1) + \delta_{u'''}(p_1, p_1+1) \mid [p_1, \ldots, p_\rho] \in \text{ord}^q(X^e_\phi) \} \}
\]
where \( u(i) = "x" \) if \( \langle \phi \in F_{l_1} \rangle = (i \mod 2) \), otherwise \( u(i) = "y" \).

4. If \( \phi, \phi' \in F_l \cup F_r \), then
\[
\gamma(\phi, \phi') = \min \{ \phi(p_1) + \sum_{[1, \rho-1]} \delta_{u(i)}(p_1, p_1+1) + \phi'(p_\rho) \mid [p_1, \ldots, p_\rho] \in \text{ord}^q(X^e_\phi) \} \}
\]
In this equality, \( q = 1 \) if \( \phi \) and \( \phi' \) belong in different sets in \( \{ F_l, F_r \} \), otherwise \( q = 0 \).

The function \( u \) is the same as in the previous case.

5. If \( x_1, x_2 \in X_e \setminus X_{e_1} \) or \( x_1, x_2 \in X_e \setminus X_{e_2} \), then
\[
\delta(x_1, x_2) = \min \{ \delta_{y(0,x_1)}(x_1, x_2), \min \{ \delta_{y(0,x_1)}(x_1, p_1) + \sum_{[1, \rho-1]} \delta_{y(i,x_1)}(p_1, p_1+1) + \delta_{y(0,x_1)}(p_1, x_2) \mid [p_1, \ldots, p_\rho] \in \text{ord}^q(X^e_\phi) \} \}
\]
In this equality \( y(i, x) = "l" \) if \( \langle x \in X_e \setminus X_{e_1} \rangle = (i \mod 2) \), otherwise \( y(i, x) = "r" \).
If exactly one, say $x_2$, of $x_1, x_2$ belongs in $X_{e_1} \cap X_{e_2}$, then
\[
\delta(x_1, x_2) = \min \left\{ \delta_y(0, x_1)(x_1, x_2), \min \left( \delta_y(0, x_1)(x_1, p_1) + \sum_{i=p-1}^{1} \delta_y(i, x_1)(p_i, p_{i+1}) \right) \right\}
\]

The function $y$ is the same as in the previous case.

7. If both $x_1, x_2$ belong in $X_{e_1} \cap X_{e_2}$, then
\[
\delta(x_1, x_2) = \min \left\{ \min \left( \delta_y(0, x_1)(x_1, x_2), \min \left( \delta_y(0, x_1)(x_1, p_1) + \sum_{i=p-1}^{1} \delta_y(i, x_1)(p_i, p_{i+1}) \right) \right) \right\}
\]

The function $y$ is the same as in the two previous cases. In case $x_1$ belongs in $X_{e_1} \cap X_{e_2}$, just swap the positions of $x_1$ and $x_2$ in the above equation.

8. If both $x_1, x_2$ belong in $X_{e_1} \cap X_{e_2}$, then
\[
\delta(x_1, x_2) = \min \left\{ \delta_1(x_1, x_2) + \delta_2(x_1, x_2), \min \left( \delta_1(0, j)(x_1, p_1) + \sum_{i=p-1}^{1} \delta_1(i, j)(p_i, p_{i+1}) \right) \right\}
\]

Running time analysis. It now remains to prove that procedure \texttt{join} runs in $(\alpha(q))^2 \cdot 2^{O((k^2d)^2)} + 2^{O((b \log b)^2)}$ steps. Recall that there exists a function $f$ such that $|E(e)| \leq f(k, q, b, d)$. Therefore \texttt{merge} will be called in Step (2) at most $f(k, q, b, d)^2$ times. The first computationally non-trivial step of \texttt{merge} is Step 5, where function $\gamma$ is computed. Notice that $\gamma$ has at most $(|X_{e_1}| + d + 1)^2 |X_{e_1}| = 2^{O(b \log b)}$ entries and each of their values require running over all permutations of the subsets of $X_{e_1}$ that are at most $b! = 2^{O(b \log b)}$. These facts imply that the computation of $\gamma$ takes $2^{O(b \log b)}$ steps. As Steps 6–10 deal with graphs of $2^{O(b \log b)}$ vertices, the running time of \texttt{join} is the claimed one.

We are now in position to prove the main algorithmic result of this paper.

Proof of Theorem 2. Given an input $I = (G, q, k, d)$ of BBFPDC, we run the algorithm of Lemma 4 with $G$ and $k$ as input. Let $H = G_k$ be the output of this algorithm. From the same lemma, he construction of $H$ takes $O(k^2 n)$ steps. Then we run the algorithm of Proposition 5 with $(H, w)$ as input, where $w = c_1 \cdot c_2 \cdot k \cdot d$. If the answer is that $bw(H) > w$, then, from Lemma 4, $tw(G) > c_1 \cdot d$, therefore, from Lemma 3, we can safely report that $I$ is a no-instance. If the algorithm of Proposition 5 outputs a sphere-cut decomposition $D = (T, \mu)$ of width at most $w = O(k \cdot d)$ then we call the dynamic programming algorithm of Lemma 6, with input $(G, H, q, k, d, D, b)$. This, from Lemma 4, provides an answer to BBFPDC for the instance $I$ in $(\alpha(q))^2 \cdot 2^{O((kd)^2 \log d)} + 2^{O((kd)^2 \log d)} \cdot n = (\alpha(q))^2 \cdot 2^{O((kd)^2 \log d)} \cdot n$ steps and this completes the proof of the theorem.

## Discussion

We remark that our algorithm still works for the classic PDC problem when the face-degree of the input graph is bounded. For this we define the following problem:
Bounded Face BDC (FPDC)

Input: a plane graph $G$ with face-degree at most $k \in \mathbb{N}_{\geq 3}$, and $d \in \mathbb{N}$

Question: is it possible to add edges in $G$ such that the resulting embedding remains plane and has diameter at most $d$?

We directly have the following corollary of Theorem 2.

**Theorem 7.** It is possible to construct an $O(n^3) + 2^{O((k+d) \log d)} \cdot n$-step algorithm for FPDC.

To construct an FPT-algorithm for PDC when parameterized by $d$ remains an insisting open problem. The reason why our approach does not apply (at least directly) for PDC is that, as long as a completion may add an arbitrary number of edges in each face, we cannot guarantee that our dynamic programming algorithm will be applied on a graph of bounded branchwidth. We believe that our approach and, in particular, the machinery of our dynamic programming algorithm, might be useful for further investigations on this problem.

All the problems in this paper are defined on plane graphs. However, one may also consider the “non-embedded” counterparts of the problems PDC and BPDC by asking that their input is a planar combinatorial graphs (without a particular embedding). Similarly, such a counterpart can also be defined for the case of BFPDC if we ask whether the completion has an embedding with at most $k$ new edges per face. Again, all these parameterized problems are known to be (non-constructively) in FPT, because of the results in [13, 11]. However, our approach fails to design the corresponding algorithms as it strongly requires an embedding of the input graph. For this reason we believe that even the non-embedded versions of BPDC and BFPDC are as challenging as the general Planar Diameter Completion problem.

**Acknowledgement.** We would like to thank the anonymous referees of an earlier version of this paper for their remarks and suggestions that improved the presentation of the paper.
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Abstract

Let \( c, k \) be two positive integers. Given a graph \( G = (V, E) \), the \( c \)-Load Coloring problem asks whether there is a \( c \)-coloring \( \varphi : V \to [c] \) such that for every \( i \in [c] \), there are at least \( k \) edges with both endvertices colored \( i \). Gutin and Jones (IPL 2014) studied this problem with \( c = 2 \). They showed that 2-Load Coloring is fixed-parameter tractable (FPT) with parameter \( k \) by obtaining a kernel with at most \( 7k \) vertices. In this paper, we extend the study to any fixed \( c \) by giving both a linear-vertex and a linear-edge kernel. In the particular case of \( c = 2 \), we obtain a kernel with less than \( 4k \) vertices and less than \( 8k \) edges. These results imply that for any fixed \( c \geq 2 \), \( c \)-Load Coloring is FPT and the optimization version of \( c \)-Load Coloring (where \( k \) is to be maximized) has an approximation algorithm with a constant ratio.
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1 Introduction

Given a graph \( G = (V, E) \) and an integer \( k \), the 2-Load Coloring Problem introduced in [1], asks whether there is a coloring \( \varphi : V \to \{1, 2\} \) such that for \( i = 1 \) and 2, there are at least \( k \) edges with both endvertices colored \( i \). This problem is NP-complete [1], and Gutin and Jones studied its parameterization by \( k \) [9]. They proved that 2-Load Coloring is fixed-parameter tractable (FPT) by obtaining a kernel with at most \( 7k \) vertices. It is natural to extend 2-Load Coloring to any number \( c \) of colors as follows. Henceforth, for a positive integer \( p \), \( [p] = \{1, 2, \ldots, p\} \).

Definition 1 (\( c \)-Load Coloring). Let \( c \) be a positive integer. Given a positive integer \( k \) and a graph \( G = (V, E) \), the \( c \)-Load Coloring problem asks whether there is a \( c \)-coloring \( \varphi : V \to [c] \) such that for every \( i \in [c] \), there are at least \( k \) edges with both endvertices colored \( i \). If such a coloring \( \varphi \) exists, we call \( \varphi \) a \( (c, k) \)-coloring of \( G \) and we write \( G \in (c, k) \)-LC.

The \( c \)-Load Coloring problem can be viewed as a subgraph packing problem: decide whether a graph \( G \) contains \( c \) disjoint \( k \)-edge subgraphs.

Observe first that \( G \in (1, k) \)-LC if and only if \( |E(G)| \geq k \). In this paper, we consider \( c \)-Load Coloring parameterized by \( k \) for every fixed \( c \geq 2 \). Note that \( c \)-Load Coloring is NP-complete for every fixed \( c \geq 2 \). Indeed, we can reduce 2-Load Coloring to \( c \)-Load Coloring with \( c > 2 \) by taking the disjoint union of \( G \) with \( c - 2 \) stars \( K_{1,k} \).

1 For comprehensive introductions to parameterized algorithms and complexity, see recent monographs [4, 7]; [10, 11] are excellent recent survey papers on kernelization.
We prove that the problem admits a kernel with less than $2ck$ vertices. Thus, for $c = 2$ we improve the kernel result of [9]. To show our result, we introduce reduction rules, which are new even for $c = 2$. We prove that the reduction rules can run in polynomial time and that an irreducible graph with at least $2ck$ vertices is in $(c, k)$-LC.

While there are many parameterized graph problems which admit kernels linear in the number of vertices, usually only problems on classes of sparse graphs admit kernels linear in the number of edges (since in such graphs the number of edges is linear in the number of vertices), see, e.g., [3, 7, 11]. To the best of our knowledge, only trivial parameterized by solution size (Prieto [12] improved the trivial result by obtaining a kernel with at most $2k$ edges and at most $k$ vertices). Thus, our next result is somewhat unusual: $c$-LOAD COLORING admits a kernel with $O(k)$ edges for every fixed $c \geq 2$. Namely, the kernel has less than $8k$ edges when $c = 2$ and less than $6.25c^2k$ edges when $c > 2$.

The optimization version of $c$-LOAD COLORING is as follows: for a graph $G$, find the maximum $k$ such that $G \in (c, k)$-LC. We show that because of the above bounds on the number of edges in a kernel, this optimization problem, called the MAX $c$-LOAD COLORING problem, admits constant ratio approximation algorithms for any fixed $c$.

The paper is organized as follows. After providing additional terminology and notation on graphs in the remainder of this section, we show that the problem admits a kernel with less than $2ck$ vertices in Section 2. Then, in Section 3, we prove an upper bound on the number of edges in a kernel for every $c \geq 2$ and the corresponding approximation result for MAX $c$-LOAD COLORING. We improve our bound for $c = 2$ in Section 4. The bound implies the approximation ratio of $4 + \varepsilon$ for every $\varepsilon > 0$. We complete the paper with discussions in Section 5.

**Graphs.** For a graph $G$, $V(G)$ ($E(G)$, respectively) denotes the vertex set (edge set, respectively) of $G$, $\Delta(G)$ denotes the maximum degree of $G$, $n$ its number of vertices, and $m$ its number of edges. A vertex $u$ with degree 0 (1, respectively) is an isolated vertex (a leaf-neighbor of $v$, where $uv \in E(G)$, respectively). For a vertex $x$ and a vertex set $X$ in $G$, $N(x) = \{y : xy \in E(G)\}$ and $N_X(x) = N(x) \cap X$. For disjoint vertex sets $X, Y$ of $G$, let $G[X]$ be the subgraph of $G$ induced by $X$, $E(X) = E(G[X])$ and $E(X, Y) = \{xy \in E(G) : x \in X, y \in Y\}$. For a coloring $\varphi$, we say that an edge $uv$ is colored $i$ if $\varphi(u) = \varphi(v) = i$.

## 2 Bounding Number of Vertices in Kernel

In this section, we show that $c$-LOAD COLORING admits a kernel with less than $2ck$ vertices. The fact that $(ck - 1)K_2$ is a No-instance suggests that this bound is likely to be optimal.

For any integer $i \geq 1$ and $\tau \in \{<, \leq ,=, >, \geq\}$, $K_{1, \tau i}$ denotes a star $K_{1,j}$ such that $j \tau i$ and $j \geq 1$. For instance, $K_{1,\leq p}$ is a star with $q$ edges, $q \in [p]$. Then, a $K_{1,\tau i}$-graph is a forest in which every component is a star $K_{1,\tau i}$, and a $K_{1,\tau i}$-cover of $G$ is a spanning subgraph of $G$ which is a $K_{1,\tau i}$-graph. We call any $K_{1,\tau i}$-graph a star graph and any $K_{1,\tau i}$-cover a star cover.

We first prove the bound for star graphs with small maximum degree.

**Lemma 2.** If $G$ is a $K_{1, c2k}$-graph with $n \geq 2ck$, then $G \in (c, k)$-LC.

**Proof.** Let $G$ be a $K_{1, c2k}$-graph with $n \geq 2ck$. We prove the lemma by induction on $c$. The base case of $c = 1$ holds since a $K_{1, c2k}$-graph has no isolated vertices. Indeed, this property implies $G$ has at least $\frac{V(G)}{2} \geq k$ edges.
Since all components of $G$ are trees, for each one the number of vertices is one more than the number of edges. If there is a component $C$, with $k \leq |E(C)| < 2k$, we may color $V(C)$ with the same color (then, $G[V(C)] \in (1,k)$-LC). Since we only used $|V(C)| \leq 2k$ vertices, $H = G - V(C)$ has at least $2(c-1)k$ vertices and so $H \in (c - 1,k)$-LC by the induction hypothesis. Thus, $G \in (c,k)$-LC.

We may assume that every component has less than $k$ edges and let $C_1, \ldots, C_t$ be the components of $G$. Let $b$ be the minimum nonnegative integer for which there exists $I \subseteq [t]$ such that $\Sigma_{i \in I}|E(C_i)| = k + b \geq k$. Since there is no isolated vertex in a star graph, $m \geq n/2 \geq ck$, and thus such a set $I$ exists. Observe that for any $i \in I$, $|E(C_i)| > b$, as otherwise $\Sigma_{j \in I \setminus \{i\}}|E(C_j)| = k + b - |E(C_i)| \geq k$, a contradiction to the minimality of $b$. Since every component has less than $k$ edges, $b \leq k - 2$. For a star $(V,E)$, the ratio $\frac{|V|}{|E|}$ increases when $|E|$ decreases. Thus, we have $\Sigma_{i \in I}|E(C_i)| \leq \Sigma_{j \in I}|E(C_j)| \max_{h \in I}(\frac{|V(C_h)|}{|E(C_h)|}) \leq (k+b)\frac{k+2}{b+1}$. But $2k - (k+b)\frac{k+2}{b+1} = \frac{(k-2)b+b^2}{b+1} \geq 0$, and so $\Sigma_{j \in I}|V(C_j)| \leq 2k$. We may color the components $C_i$, $i \in I$, by the same color. Again, we have that $H = G - V(\bigcup_{i \in I} C_i)$ has at least $2(c-1)k$ vertices and so $H \in (c - 1,k)$-LC by the induction hypothesis. Thus, $G \in (c,k)$-LC.

Since $G \in (c,k)$-LC whenever $G$ has a subgraph $H \in (c,k)$-LC, we have that any graph with $n \geq 2ck$ and a $K_{1,\leq 2k}$-cover is in $(c,k)$-LC. To decide the second property, we introduce a family $(O_{i,k})_{i,k \in \mathbb{N}}$ of overloads.

**Definition 3.** We call a pair $(V_1, V_2)$ of disjoint vertex sets an **overload from $O_{i,k}$** if $|V_1| = i, N(v) \subseteq V_1$ for all $v \in V_2$, and for every $u \in V_1$ there is a set $V_u \subseteq N_{V_2}(u)$ such that $|V_u| \geq k$ and for every pair $u, v$ of distinct vertices of $V_1$, $V_u \cap V_v = \emptyset$ (see Fig. 1).

Note that if $v$ is an isolated vertex, the pair $(\emptyset, \{v\})$ is an overload from $O_{0,k}$. If a graph $G$ has an overload $(V_1, V_2)$ from $O_{i,k}$, then $G[V_1 \cup V_2] \in (i,k)$-LC: for each $u \in V_1$, color $V_u \cup \{u\}$ with one color. However, $G[V_1 \cup V_2] \notin (i + 1,k)$-LC. Indeed, an edge can only be colored with one of $|V_1| = i$ colors. So, in any coloring, an overload from $O_{i,k}$ may give $k$ edges for each of $i$ colors but cannot bring any edge for all the other colors. From this observation, we deduce the following set of reduction rules. (Note that our reduction rules generalize the well-known Crown Reduction Rule. Similar, but different, reduction rules were used in [8].)

**Reduction rule $R_{i,k}.$** If an instance $G$ for $(c,k)$-LC contains an overload $(V_1, V_2)$ from $O_{i,k}$, delete all the vertices of $V_1 \cup V_2$ from $G$ and decrease $c$ by $i$.

Since the existence of an overload from $O_{i,k}$ for $i \geq c$, in a graph $G$ implies $G \in (c,k)$-LC, we only consider $R_{i,k}$ for $i < c$. We now show rules $R_{i,k}$ are safe and can be applied in time polynomial in $n$ (recall that $c$ is fixed). We say that a graph is **irreducible for $(c,k)$-LC** if it is not possible to apply any rule $R_{i,k}$, $i < c$, to the graph.
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Lemma 4. Let \( G \) be a graph and \( G' \) be the graph obtained from \( G \) after applying reduction rule \( R_{i,k} \). Then \( G \in (c,k)\text{-}LC \) if and only if \( G' \in (c-i,k)\text{-}LC \).

Proof. Let \( (V_1,V_2) \) be the overload from \( O_{i,k} \) used to map \( (G,c) \) to \( (G',c-i) \). On the one hand, if \( G' \in (c-i,k)\text{-}LC \), there exists a \((c-i,k)\)-coloring of \( G' \) and together with a \((i,k)\)-coloring of the overload, we obtain a \((c,k)\)-coloring of \( G \): \( G \in (c,k)\text{-}LC \). On the other hand, observe that the vertices of \( V_2 \) are isolated in \( G - V_1 \). Thus \( E(G - V_1) = E(G - V_1 - V_2) = E(G') \). If \( G \in (c,k)\text{-}LC \), in any \((c,k)\)-coloring of \( G \), there are at least \( c - |V_1| = c - i \) colors with no edge with endvertices in \( V_1 \). These colors must have their \( k \) edges in \( E(G - V_1) = E(G') \). Thus \( G' \in (c-i,k)\text{-}LC \). □

Lemma 5. One can decide whether Rule \( R_{i,k} \) is applicable to \( G \) in time \( O(n^{i+O(1)}) \).

Proof. Generate all \( i \)-size subsets \( V_1 \) of \( V(G) \). For each \( V_1 \), construct the set \( V_2 \) that includes every vertex outside \( V_1 \) whose only neighbors are in \( V_1 \). If \( |V_2| \geq ik \), construct the following bipartite graph \( B \): the partite sets of \( B \) are \( V_1 \) and \( V_2 \), where \( V_1 \) contains \( k \) copies of every vertex \( v \) of \( V_1 \) with the same neighbors as \( v \). Observe that \( B \) has a matching covering \( V_1 \) if and only if \( R_{i,k} \) can be applied to \( G \) for the overload \( (V_1,V_2) \). It is not hard to turn the above into an algorithm of runtime \( O(n^{i+O(1)}) \). □

In fact, the running time in Lemma 5 can be improved: in the journal version of this paper, we will show that \( O(n^{i+O(1)}) \) can be replaced by \( O((cn)^2) \).

Now, we want to show that a graph without any overloads has a star cover with small degree. If so, since an irreducible graph has no overload from \( O_{i,k} \), \( i \in [c-1] \), an irreducible graph for \((c,k)\)-LC with at least \( 2ck \) vertices would be in \((c,k)\)-LC:

Lemma 6. Let \( G \) be a graph and \( k \) a positive integer. If \( G \) has no overload from \( O_{i,k} \) for any \( i \leq n \), then \( G \) has a \( K_{1,\leq \max\{3, k\}} \)-cover.

Proof. Let \( G \) be a graph with no overload from \( O_{i,k} \) for any \( i \leq n \). We first show that \( G \) has a star cover. Since it is not possible to apply \( R_{0,k} \), \( G \) has no isolated vertex. By choosing a spanning tree of each component of \( G \), we obtain a forest \( F \). If a tree in \( F \) is not a star, it has an edge between two non-leaves. As long as \( F \) contains such an edge, delete it from \( F \). Observe that \( F \) becomes a star cover of \( G \). However, the number of leaves in each star of \( F \) is only bounded by \( \Delta(G) \). We will show that among the possible star covers of \( G \), there exists a \( K_{1,\leq \max\{3, k\}} \)-cover.

For each star cover \( F \), we define the \( F \)-sequence \( (F_{\Delta(G)}, F_{\Delta(G)-1}, \ldots, F_1) \), where \( F_i \) is the number of stars with \( \leq i \) edges, \( i \in [\Delta(G)] \). We say a star cover \( F \) is smaller than a star cover \( F' \) if and only if the \( F \)-sequence is smaller than the \( F' \)-sequence lexicographically, i.e. there exists some \( i \in [\Delta(G)] \) such that \( F_i < F_i' \) and for every \( j > i \), \( F_j = F_j' \).

We select a star cover \( S \) of \( G \) which has the lexicographically minimum sequence, that is, for any star cover \( F \) of \( G \), the \( S \)-sequence is smaller or equal to the \( F \)-sequence. Suppose that \( \Delta(S) > \max\{3, k\} \). Let \( C_i \) (\( L_i \), respectively) be the set of all the centers (leaves, respectively) of all stars of \( S \) isomorphic to \( K_{1,i} \). We also define \( L_{\geq i} = \cup_{j \geq i} L_j \). We will now prove two claims.

Claim 1. There is no edge \( uv \in E(G) \setminus E(S) \) such that \( u \in L_{\geq 3} \) and \( v \in L_{\geq 1} \).

Indeed, suppose there exists one and let \( x, y \) be such that \( xu, yv \in E(S) \). If \( v \in L_{\geq 2} \), then by deleting edges \( xu, yv \) and adding edge \( uv \), we do not create any isolated vertex but we decrease the size of the stars centered at \( x \) and \( y \), and thus we get a smaller star cover than \( S \), a contradiction. Otherwise, \( v \) is an endvertex of an independent edge, and by deleting
edge $xy$ and adding edge $uv$, we decrease the size of the star centered at $x$, and create a star $K_{1,2}$ centered at $v$, which still induces a star cover smaller than $S$, a contradiction.

Claim 2. Suppose $S$ contains a star isomorphic to $K_{1,i}$ and centered at vertex $x$, and a star isomorphic to $K_{1,j}$ and centered at vertex $y$, such that $i - j \geq 2$. There is no path from $x$ to $y$ in which the odd edges are in $E(S)$ and go from a center to a leaf, and the even edges are in $E(G) \setminus E(S)$ and go from a leaf to a center. (see Fig. 2)

Suppose there exists such a path. Then by deleting the odd edges of the path and adding the even ones, we do not create isolated vertices because $x$ still has leaf-neighbors, $y$ gets a neighbor, every transitional center keeps the same number of leaf-neighbors and the transitional leaves always go to a new center. This operation only decreases the size of star centered at $x$ by 1 and increases the size of star centered at $y$ by 1, giving us a lexicographically smaller star cover, a contradiction.

Let $S'$ be the subgraph of $S$ containing all stars $K_{1,\Delta(S)}$ of $S$. While there is an edge $uv \in E(G) \setminus E(S)$ such that $u$ is a leaf of $S'$ and $v \in C_{\Delta(S)-1} \setminus S'$, we add the star centered at $u$ to $S'$. Let $C'$ ($L'$, respectively) be the centers (leaves, respectively) in $S'$. Suppose there is an edge $uv \in E(G) \setminus E(S)$ such that $u \in L' \subseteq L_{2,\Delta(S)-1} \subseteq L_{2,3}$ and $v \in V(G) \setminus C'$. By Claim 1, $v \notin L_{2,1}$. Since $v \notin C_{\Delta(S)} \subseteq C'$ and since the above procedure has terminated, $v \in C_j$ for some $j$ such that $\Delta(S) - j \geq 2$. Now, by construction, there is an alternating path from a vertex in $C_{\Delta(S)}$ to a vertex in $C_j$ of the type described in Claim 2, which is impossible.

So, there is no edge $uv \in E(G) \setminus E(S)$ such that $u \in L'$ and $v \notin C'$. This means that for any $u \in L', N(u) \subseteq C'$. Furthermore, for each $u \in C'$, we can define $V_u$ to be the leaves of the star centered at $u$, for which we have $|V_u| \geq \Delta(S) - 1 \geq k$. Thus, $(C', L')$ is an overload from $O_{|C'|,k}$, which is impossible. ▶

Since we obtain the expected result, we can deduce our theorem:

**Theorem 7.** For $k > 1$, if $G$ is irreducible for $(c,k)$-LC and has at least $2ck$ vertices, then $G \in (c,k)$-LC. Furthermore, for any fixed $c \geq 2$ and for any positive integer $k$, $c$-LOAD COLORING admits a kernel with less than $2ck$ vertices.

**Proof.** Observe first that for every $c \geq 2$, $G \in (c,1)$-LC if and only if $G$ has a matching with at least $c$ edges. Since this property can be decided in polynomial time, we just need to consider the case when $k > 1$.

By Lemmas 4 and 5, there is a polynomial algorithm that reduces an instance $(G, c)$ to an instance $(G', c')$ such that $c' \leq c$ and $G'$ is irreducible for $(c',k)$-LC. Suppose the kernel $G'$ has at least $2c'k$ vertices, but $G \notin (c',k)$-LC. Then, observe that $G'$ does not have an overload from $O_{c,k}, i \geq c'$, and thus $G'$ has a $K_{1,\Delta(G')}$-cover by Lemma 6. Since $k > 1$, this star cover is a $K_{1,2c'k}$-cover and Lemma 2 implies that $G' \in (c',k)$-LC, a contradiction. So, if $|V(G')| \geq 2c'k$, then $G' \in (c',k)$-LC and $G \in (c,k)$-LC, hence we may conclude the kernel $G'$ has less than $2c'k \leq 2ck$ vertices. ▶
3 Bounding Number of Edges in Kernel

Let \( S(c) \) be the integer sequence defined by induction by \( S(1) = 1, S(2c) = 4S(c) \) and \( S(2c+1) = 2S(c) + 2S(c+1) \). This sequence is known as A073121 in the Online Encyclopedia of Integer Sequences [13] (see also [2]). We will use the following technical result.

\[ \text{Lemma 8. If } c \text{ is even, } S(c) \leq \frac{9c^2-1}{8}. \text{ For arbitrary } c, \ S(c) \leq \frac{9c^2-1}{8}. \]

\[ \text{Proof. It is easy to check the base cases: } S(1) = 1 = \frac{9(1)^2-1}{8}, S(2) = 4 = \frac{9(2)^2-4}{8} \text{ and } S(3) = 10 = \frac{9(3)^2-1}{8}. \text{ We now assume the claim holds for every } c \leq 2c' - 1 \text{ and we will prove it for } c = 2c' \text{ and } c = 2c' + 1. \]

For even value, we have:
\[
S(2c) = 4S(c) \leq 4 \left( \frac{9c^2-1}{8} \right) = \frac{9(2c)^2-4}{8}.
\]

For odd value, we have:
\[
S(2c+1) = 2(S(c) + S(c+1)) \\
\leq 2 \left( \frac{9c^2 + 9(c+1)^2 - 1 - 4}{8} \right) = \frac{9(2c+1)^2 - 1}{8}.
\]

By using the kernel we proved in the previous section, we show that \( c \)-Load Coloring admits a kernel with less than \( (2S(c) + 4c^2 - 5c)k \) edges. Because of the upper bound on \( S(c) \) given by Lemma 8, the number of edges in a kernel may be bounded by \( 6.25c^2k \). We first prove a smaller bound for bipartite graphs.

\[ \text{Lemma 9. Let } b(c, k, n) = S(c)k + (c-1)n. \text{ For every positive integer } c \text{ and bipartite graph } G \text{ with } n \text{ vertices, if } m \geq b(c, k, n) \text{ then } G \in (c, k)\text{-LC}. \]

\[ \text{Proof. We prove the lemma by induction on } c. \text{ For the base case, observe that any graph with at least } k = b(1, k, n) \text{ edges is in } (1, k)\text{-LC} \text{ for every } k \text{ and } n. \text{ We now assume the claim holds for every } c \leq 2c' - 1 \text{ and we will prove it for } c = 2c' \text{ and } c = 2c' + 1. \]

Suppose that \( G = (A \cup B, E) \) is a bipartite graph with \( n \) vertices and at least \( b(c, k, n) \) edges, but \( G \not\in (c, k)\text{-LC} \). Let \( B_2 \) be a maximal subset of \( B \) such that
\[
|E(A, B_2)| < b(c - c', k, |A| + |B_2|) + b(c - c', k, |B_2|). \tag{1}
\]

So, for any vertex \( u \in B \setminus B_2 \), the set \( B_2 \cup \{u\} \) doesn’t satisfy (1). Such a set \( B_2 \) exists since the empty set satisfies (1). Moreover, for any partition \( (A_1, A_2) \) of \( A \), we know there exists \( i \in \{1, 2\} \) such that
\[
|E(A_i, B_2 \cup \{u\})| \geq b(c - c', k, |A_i| + |B_2 \cup \{u\}|) \tag{2}
\]
as otherwise, the linearity in \( n \) of \( b(c, k, n) \) implies a contradiction with the maximality of \( B_2 \):
\[
|E(A, B_2 \cup \{u\})| = |E(A_1, B_2 \cup \{u\})| + |E(A_2, B_2 \cup \{u\})| \\
< b(c - c', k, |A_1| + |B_2 \cup \{u\}|) + b(c - c', k, |A_2| + |B_2 \cup \{u\}|) \\
= b(c - c', k, |A| + |B_2 \cup \{u\}|) + b(b - c', k, |B_2 \cup \{u\}|).
\]

Let \( B_1 = B \setminus B_2, A_1 = A \) and \( A_2 = \emptyset \). We define the following inequalities.
\[
|E(A_1, B_1)| < b(c', k, |A_1| + |B_1|) + |A_1| \tag{3}
\]
\[
|E(A_2, B_1)| < b(c', k, |A_2| + |B_1|) + |A_2|. \tag{4}
\]
While (3) does not hold and (4) holds, we move an arbitrary vertex from $A_1$ to $A_2$. Suppose eventually (3) and (4) are both false and let $u$ be an arbitrary vertex in $B_1$. We deduce for both $i = 1$ and $i = 2$ that

$$|E(A_i, B_1 \setminus \{u\})| \geq b(c', k, |A_i| + |B_1|).$$

Thus, there exist disjoint vertex sets $X$ and $Y$ such that $|E(X)| \geq b(c', k, |X|)$ and $|E(Y)| \geq b(c - c', k, |Y|)$ (either $X = A_1 \cup B_1 \setminus \{u\}$ and $Y = A_2 \cup B_2 \cup \{u\}$, or $X = A_2 \cup B_1 \setminus \{u\}$ and $Y = A_1 \cup B_2 \cup \{u\}$), depending on whether (2) holds for $i = 1$ or $i = 2$. By taking a $(c', k)$-coloring of $X$ and a $(c - c', k)$-coloring of $Y$, we have that $G \in (c, k)$-LC, a contradiction.

So, we may assume (3) eventually holds. If $A_2 = \emptyset$, then $|E(A_2, B_1)| = 0$. Otherwise, let $v$ be the last vertex moved from $A_1$ to $A_2$. Observe that

$$|E(A_2, B_1)| \leq |E(A_2 \setminus \{v\}, B_1)| + |B_1| < b(c', k, |A_2 \setminus \{v\}| + |B_1|) + |A_2 \setminus \{v\}| + |B_1| = |E(A_2, B_1)|$$

(by (4)).

In both cases, (5) holds and we can bound the number of edges in $G$:

$$|E(G)| = |E(A, B_2)| + |E(A_1, B_1)| + |E(A_2, B_1)| < b(c - c', k, |A| + |B_2|) + b(c - c', k, |B_2|)$$

$$+ b(c', k, |A_1| + |B_1|) + |A_1|$$

$$+ b(c', k, |A_2| + |B_1|) + |A_2| + |B_1|$$

(by inequalities (1),(3),(5)).

If $c = 2c'$, we have $c - c' = c'$ and it is not hard to check that

$$|E(G)| < 4S(c')k + 2(c' - 1)n + n = b(c, k, n).$$

Otherwise, $c = 2c' + 1$ and then $c - c' = c' + 1$. Thus,

$$|E(G)| < 2S(c')k + 2S(c' + 1)k + 2(c' - 1)n$$

$$+ |A| + 2|B_2| + |A_1| + |A_2| + |B_1|$$

$$\leq S(2c' + 1)k + 2c'k + b(c, k, n).$$

Thus, for $c = 2c'$ and $c = 2c' + 1$, we have $|E(G)| < b(c, k, n)$, a contradiction. So, there is no bipartite graph with $n$ vertices and at least $b(c, k, n)$ edges such that $G \not\in (c, k)$-LC.

We now generalize this lemma for any graph. We would like to find a partition $(A, B)$ of $V$ such that $|E(A)| + |E(B)|$ is bounded, since $|E(A, B)|$ is bounded.

**Lemma 10.** Let $f(c, k, n) = (2S(c) - c)k + 2(c - 1)n$. For every positive integer $c$ and every graph $G$ with $n$ vertices, if $m \geq f(c, k, n)$ then $G \in (c, k)$-LC.

**Proof.** We prove the lemma by induction on $c$. For the base case, observe that any graph with at least $k = f(1, k, n)$ edges is in $(1, k)$-LC for every $k$ and $n$. We now assume the claim holds for every $c \leq 2c' - 1$ and we will prove it for $c = 2c'$ and $c = 2c' + 1$.

Consider a graph $G$ with $n$ vertices and at least $f(c', k, n)$ edges, such that $G \not\in (c, k)$-LC. We will first show that there exists a set $A \subseteq V(G)$ such that $f(c', k, |A|) \leq |E(A)| \leq f(c', k, |A|) + |A|$ (and thus $G[A] \in (c', k)$-LC). We may construct the set $A$ as follows:
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Initially, $A = \emptyset$ and while $|E(A)| < f(c', k, |A|)$, add an arbitrary vertex of $V(G) \setminus A$ to $A$. Let $u$ be the last added vertex. Then

$$|E(A)| \leq |E(A \setminus \{u\})| + |A \setminus \{u\}| < f(c', k, |A \setminus \{u\}|) + |A \setminus \{u\}| < f(c', k, |A|) + |A|.$$  

Let $B = V(G) \setminus A$. If $G[B] \notin (c - c', k)$-LC, then $G \in (c, k)$-LC, a contradiction. So $|E(B)| < f(c - c', k, |B|)$. Furthermore, $|E(A, B)| < b(c, k, n)$ by Lemma 9. Finally, we may bound $|E(G)|$.

If $c = 2c'$, we have $c - c' = c'$

$$|E(G)| < f(c', k, |A|) + f(c', k, |B|) + b(2c', k, n) + |A| \leq (2S(2c') - 2c'k) + (4c' - 2)n = f(c, k, n).$$

Otherwise, $c = 2c' + 1$ and $c - c' = c' + 1$. Thus,

$$|E(G)| < f(c', k, |A|) + f(c' + 1, k, |B|) + b(2c' + 1, k, n) + |A| \leq (2S(2c' + 1) - (2c' + 1))k + 4c'n = f(c, k, n).$$

Thus, in both cases $|E(G)| < f(c, k, n)$, as required.

**Theorem 11.** The $c$-Load Coloring Problem admits a kernel with less than $f(c, k, 2ck) < 6.25c^2k$ edges.

**Proof.** By Theorem 7, we can get a kernel with less than $2ck$ vertices. Thus by Lemmas 10 and 8, we get a kernel such that $|E(G)| < f(c, k, 2ck) < 6.25c^2k$.

The size of this kernel may be optimal up to a constant factor. Indeed, the complete bipartite graph $K_{c,c-1}$ is an irreducible graph for $(c, k)$-LC with $c^2k - c = O(c^2k)$ edges, but $K_{c,c-1} \notin (c, k)$-LC. We can increase this lower bound by joining all $c$ vertices on the smaller side of $K_{c,c-1}$. The resulting graph is not in $(c, k)$-LC either, and it has $c^2k + \frac{2(c-2c)}{2}$ edges.

We now consider an approximation algorithm for the Max $c$-Load Coloring problem:

Given a graph $G$ and integer $c$, we wish to determine the maximum $k$, denoted $k_{\text{opt}}$, for which $G \in (c, k)$-LC. Given an approximation algorithm, we define the approximation ratio $r(c) = \frac{k_{\text{opt}}}{k_{\text{opt}}}$. By Theorem 11, we may have $K(c) = 6.25c^2$.

**Theorem 12.** There is a $2^{c-1}P(c)$-approximation algorithm for Max $c$-Load Coloring.

**Proof.** We prove the claim by induction on $c$. For $c = 1$, we have $P(1) = 1$. Assume the theorem is true for all $c' < c$ and let $G$ be an instance for $c$-Load Coloring with $n$ vertices and $m$ edges. We may assume that $G$ has no isolated vertices. Clearly, $k_{\text{opt}} \leq \frac{m}{c}$. Consider $k = \lfloor \frac{m}{K(c)} \rfloor$.

- If $k = 0$, then $m < K(c)$ and we can find $k_{\text{opt}}$ in $O(1)$ time.
- Now let $k > 0$. If $n \leq 2ck$, then by the proof of Theorem 11, since $m \geq K(c)k$, $G \in (c, k)$-LC. So we return $k$, and $\frac{k_{\text{opt}}}{K(c)} \leq \frac{k}{K(c)} \leq \frac{k_{\text{opt}}}{c} \leq K(c)k_{\text{opt}} \leq 2K(c)k_{\text{opt}} \leq 2^{c-1}P(c)$.
- If $n \geq 2ck$ and $G$ is irreducible for $(c, k)$-LC, then by Theorem 7, $G \in (c, k)$-LC and we return $k$ as above. If $n \geq 2ck$ and $G$ is not irreducible for $(c, k)$-LC, we can use Lemma 5 to reduce $(G, c)$ to $(G', c')$ with $c' < c$. By induction we may find $k'$ such that $k_{\text{opt}}' \leq 2^{c' - 1}P(c)'k'$, where $k_{\text{opt}}'$ is the optimal solution for Max $c'$-Load Coloring on $G'$. Now consider three cases:
  - $k' \geq k$. Then $G' \in (c', k)$-LC and so $G \in (c, k)$-LC. This case also leads to the above conclusion.
We may find such a set $A$. Proof.

A graph $G$ has at least $2^k$ edges and there are at most $m$ edges colored 1 and there are at most $v$ edges colored with the same color. Thus every edge in the graph is colored with 1 or 2. Denote $E'$ as the set of edges colored 1.

If $G$ has at least two components, each with at least $2^{2k}$ edges, then keep adding to this set some neighbor of some vertex in $E''$. Since each component has less than $2^{2k}$ edges, trivially $G$ is irreducible. So assume that $G$ has at least $2^{2k}$ edges colored 1.

By Lemma 13, we may assume there exists a connected component $A$ with at least $2k$ edges colored 1. Color the selected vertices and put it into $E''$. Denote $E$ as the set of edges colored 1.

If $G$ has at least two components, each with at least $2k$ edges, then keep adding to this set some neighbor of some vertex in $E''$. Since each component has less than $2k$ edges colored 1, we get a new coloring of the graph. For the new coloring, denote the set of edges colored $i$ with $E'_i$, $i=1,2$. Since each component has less than $k$ edges, $|E_1| > |E'_1| > k$, $|E'_2| < 2k - 2k = 2k - 2$. So $|E_1| > |E'_1| > k$, $|E'_2| < 2k - 2$, a contradiction. Therefore we have $|E_1| > |E'_1| > k$, so $G$ is irreducible. ▶

4 Number of Edges in Kernel for $c = 2$

In this section, we look into the edge kernel problem for the special case when $c = 2$. By doing a refined analysis, we will give a kernel with less than $8k$ edges for $(2, k)$-LC, which is a better bound than the general one. Henceforth, we assume that $G$ is irreducible for $(2, k)$-LC, and just consider the case when $|V(G)| < 4k$, as we have proved that if $|V(G)| \geq 4k$ then $G \in (2, k)$-LC.

Lemma 13. If $G$ has at least $3k - 2$ edges and every component in $G$ has less than $k$ edges then $G \in (2, k)$-LC.

Proof. We consider colorings of the graph such that vertices in the same component are colored with the same color. Thus every edge in the graph is colored with 1 or 2. Denote the set of edges colored $i$ with $E_i$, $i = 1, 2$. Among all possible colorings, choose a coloring of the graph such that $|E_1| \geq |E_2|$ and $|E_1| - |E_2|$ is minimum. Suppose $|E_2| \leq k - 1$, then $|E_1| \geq 2k - 1$, $|E_1| - |E_2| > k$. Changing the color of one component from 1 to 2, we get a new coloring of the graph. For the new coloring, denote the set of edges colored $i$ with $E'_i$, $i = 1, 2$. Since each component has less than $k$ edges, $|E_1| > |E'_1| > k$, $|E'_2| < 2k - 2$. So $|E_1| - |E'_2| < |E_1| - |E_2|$, a contradiction. Therefore we have $|E_1| \geq |E_2| \geq k$, so $G \in (2, k)$-LC. ▶

If $G$ has at least two components, each with at least $k$ edges, it is obviously a Yes-instance. Therefore by Lemma 13, we may assume there is exactly one component $C$ with at least $k$ edges in the graph. Denote the total number of edges in $G - V(C)$ with $m'$. Observe that if $m' \geq k$, trivially $G \in (2, k)$-LC. So assume that $m' < k$.

Lemma 14. If $G$ is an irreducible graph for $(2, k)$-LC, $m' < k$ and $\Delta = \Delta(G) \geq 3k - 2m'$, then $G \in (2, k)$-LC.

Proof. Let $u$ be one of the vertices with degree $\Delta$ and $N(u)$ its neighbors. Because the graph is reduced by Reduction Rule $R_{1,k}$, $u$ has at least $2k - 2m'$ neighbors which are not leaves. Arbitrarily select $k - m'$ vertices among them and for each one, select any neighbor but $u$. Color the selected vertices and $G - V(C)$ by 1. By construction, there are at least $k$ edges colored 1 and there are at most $2k - 2m'$ colored vertices in $N(u)$. So there are at least $k$ uncolored vertices in $N(u)$. We color them and $u$ with 2. So $G \in (2, k)$-LC. ▶

Lemma 15. Let $G$ be a graph with $\Delta < 3k$ and $|E(G)| \geq 8k$, then $G \in (2, k)$-LC.

Proof. By Lemma 13, we may assume there exists a connected component $C$ with at least $k$ edges. In $C$, choose a minimal set $A \subseteq V(C)$ such that $|A| \leq k + 1$ and $|E(A)| = k + d \geq k$. We may find such a set $A$ in the following way. Select arbitrarily a vertex in $C$ and put it into $A$, then keep adding to this set some neighbor of some vertex in $A$ until $|E(A)| = k + d \geq k$. Since each time we select a neighbor of $A$ we strictly increase $|E(A)|$, $|A| \leq k + 1$. If there
is any vertex \( u \in A \) with \( |N_A(u)| \leq d \), then \( A' = A \setminus \{u\} \) is a smaller vertex set such that \( |E(A')| \geq k \). Thus, we may remove such vertices until \( |E(A)| = k + d \) and for each vertex

\( u \in A \), \( |N_A(u)| > d \). Denote \( B = V(G) \setminus A \). We may assume \( |E(B)| < k \), as otherwise \( G \in (2, k)\text{-LC} \).

We now show that \( |A| + d \leq k + 3 \). Since every vertex \( u \in A \) has \( d_A(u) > d \), \( |E(A)| = \frac{1}{2} \Sigma_{u \in A} d_A(u) \geq \frac{d + 1}{2} |A| \). We have \( k + d = |E(A)| \geq \frac{d + 1}{2} |A| \), thus \( |A| \leq \frac{2(k + d)}{d + 1} \). Moreover as \( d \leq |A| - 1 \),

\[
d + |A| \leq 2|A| - 1 \leq \frac{4(k + d)}{d + 1} - 1 < \frac{4k}{d + 1} + 3.
\]

If \( d \geq 3 \), we are done; otherwise \( d \leq 2 \) and \( d + |A| \leq 2 + k + 1 = k + 3 \).

Let \( A_1, A_2, B_1, B_2 \) be a partition of \( V(G) \) such that \( A = A_1 \cup A_2 \), \( B = B_1 \cup B_2 \), \( |A_2| = 1 \) and \( |E(A, B_2)| < 2k \). Such a partition is possible: let \( y = \arg\max \{|N_B(u)| : u \in A\} \) and initially take \( A_1 = A \setminus \{y\}, A_2 = \{y\}, B_1 = B, B_2 = \emptyset \). Suppose \( |E(A_1, B_1)| \leq k + |A_1| \). Then

\[
|E(G)| \leq |E(A)| + |E(B)| + |E(A_1, B_1)| + |E(A_2, B_1)|
\]

\[
\leq (k + d) + (k - 1) + (k + |A| - 1) + \Delta
\]

\[
\leq 7k + 1,
\]
a contradiction since \( |E(G)| > 8k \). So, \( |E(A_1, B_1)| > k + |A_1| \). We will consider two cases: \( \max \{|N_B(u)| : u \in A\} \) is greater than \( k \) or not.

If so, observe that \( |E(A_2, B_1)| = |E(\{y\}, B_1)| = \max \{|N_B(u)| : u \in A\} > k \). Move all vertices of \( B_1 \setminus N(y) \) to \( B_2 \). We still have \( |E(\{y\}, B_2)| > k \) and \( |E(\{y\}, B_2)| = 0 \). Moreover \( B_1 \subseteq N(y) \). If \( |E(A_1, B_2)| \geq k \), then \( G \) is in \( (2, k)\text{-LC} \), thus \( |E(A_1, B_2)| < k \). While \( |E(\{y\}, B_1)| \geq k + 1 \) and \( |E(A_1, B_1)| \geq k + |A_1| \), move an arbitrary vertex from \( B_1 \) to \( B_2 \). After each move, \( |E(\{y\}, B_1)| \geq k + 1 \) and \( |E(A_1, B_1)| \geq k + |A_1| \), move an arbitrary vertex from \( B_1 \) to \( B_2 \). Eventually, we have \( |E(A_1, B_1)| < k + |A_1| \) or \( |E(\{y\}, B_1)| = k \). Suppose \( |E(A_1, B_1)| < k + |A_1| \). Then

\[
|E(G)| \leq |E(A)| + |E(B)| + |E(A_1, B_1)| + |E(A_2, B_2)| + |E(\{y\}, B)|
\]

\[
\leq (k + d) + (k - 1) + (k + |A| - 1) + (k + 1) + \Delta
\]

\[
\leq 4k - 3 + (d + |A|) + \Delta
\]

\[
< 8k,
\]
a contradiction. Thus, \( |E(A_1, B_1)| \geq k + |A_1| \) and \( |E(\{y\}, B_1)| = k \). As \( B_1 \subseteq N(y) \), we have \( |B_1| = k \). We have found a new partition with the required properties and with \( \max \{|N_B(u)| : u \in A\} \leq |B_1| \leq k \).

We now consider the case \( \max \{|N_B(u)| : u \in A\} \leq k \). While there exists \( u \in B_1 \) such that \( |E(A, B_2 \cup \{u\})| < 2k \), move \( u \) from \( B_1 \) to \( B_2 \). Then, (if and) while \( |E(A_1, B_1)| \geq k + |A_1| \) and \( |E(A_2, B_1)| < k + |A_2| \), move an arbitrary vertex from \( A_1 \) to \( A_2 \).

After all such moves, suppose that \( |E(A_1, B_1)| < k + |A_1| \). If \( |A_2| = 1 \), we have \( |E(A_2, B_1)| \leq \max \{|N_B(u)| : u \in A\} \leq k \), otherwise we moved some vertices from \( A_1 \) to \( A_2 \). Let \( u \) be the last one. Since \( |E(A_2 \setminus \{u\}, B_1)| < k + |A_2 \setminus \{u\}| \), we know \( |E(A_2, B_1)| \leq |E(A_2 \setminus \{u\}, B_1)| + \max \{|N_B(u)| : u \in A\} < k + |A_2| - 1 + k = 2k + |A_2| - 1 \). For both
cases,
\[
|E(G)| = |E(A)| + |E(B)| + |E(A_1, B_1)| + |E(A_2, B_1)| + |E(A, B_2)|
\leq (k + d) + (k - 1) + (k + |A_1| - 1) + (2k + |A_2| - 2) + (2k - 1)
\leq 7k + d + |A| - 5
< 8k,
\]
which is impossible.

So, \(|E(A_1, B_1)| \geq k + |A_1|\) which implies \(|E(A_2, B_1)| \geq k + |A_2|\). For any vertex \(u \in B_1\), we have \(|E(A_1, B_1 \setminus \{u\})| \geq k\) and \(|E(A_2, B_1 \setminus \{u\})| \geq k\) and we also obtain \(|E(A, B_2 \cup \{u\})| \geq 2k\), i.e. \(E(A_1, B_2 \cup \{u\})\) or \(E(A_2, B_2 \cup \{u\})\) has at least \(k\) edges. Thus, \(G \in (2, k)\)-LC.

The lemmas of this section and the fact that their proofs can be turned into polynomial algorithms, imply the following:

\section*{Theorem 16.}
If \(G\) is irreducible for \((2, k)\)-LC and has at least 8k edges, then \(G \in (2, k)\)-LC. Thus, 2-Load Coloring admits a kernel with less than 8k edges.

Since we have a better bound for the number of edges in a kernel when \(c = 2\), we may get a better approximation when \(c = 2\).

\section*{Theorem 17.}
For every \(\varepsilon > 0\), there is a \((4 + \varepsilon)\)-approximation algorithm for 2-Max Load Coloring.

\section*{Proof.}
Let \(G\) be an instance for 2-Max Load Coloring with \(m = 8p + q\) edges, where \(0 \leq q < 8\). Let \(k_{opt}\) be the optimal solution of 2-Max Load Coloring on \(G\), and observe that \(k_{opt} \leq \left\lceil \frac{m}{2q} \right\rceil \leq 4p + 3\). Let \(p_0 = \left\lceil \frac{3}{2} \right\rceil\). If \(p \leq p_0 - 1\) then we can find \(k_{opt}\) in \(O(1)\) time.

So assume that \(p \geq p_0\). Note that \(\frac{k_{opt}}{p} \leq \frac{4p + 3}{2p} \leq 4 + \varepsilon\). If \(G\) is irreducible for \((2, p)\)-LC, \(G \in (2, p)\)-LC by Theorem 16, and so \(p\) gives the required approximation. We may assume that \(G\) is not irreducible for \((2, p)\)-LC and reduce \(G\) to \(G'\). If \(|E(G')| \geq p\), then \(G' \in (1, p)\)-LC, and by Lemma 4, \(G \in (2, p)\)-LC. Again, \(p\) gives the required approximation.

Now assume that \(|E(G')| < p\) and let \(k'_{opt} = |E(G')|\) be the optimal solution of Max 1-Load Coloring on \(G'\). Then \(k'_{opt} + 1 \leq p\) and so an overload from \(O_{1,p}\) is also an overload from \(O_{1,k'_{opt} + 1}\). Thus, \(G'\) can be derived from \(G\) using a reduction rule for \((2, k'_{opt} + 1)\)-LC. Since \(G' \notin (1, k'_{opt} + 1)\)-LC, \(G \notin (2, k'_{opt} + 1)\)-LC. Thus \(k_{opt} = k'_{opt} = |E(G')|\). So let our algorithm output \(|E(G')|\) in this case.

\section{Discussions}

To the best of our knowledge, we obtained the first nontrivial linear-edge kernel for a problem on general graphs. As we saw, such kernels can be used to obtain approximation algorithms. It would be interesting to obtain such kernels for other problems.

It is clear that our approximation algorithm is far from optimal; we will present an \(O(c)\)-approximation algorithm in the journal version of this paper.

Our linear-vertex kernel result implies an \(O^*(c^{2k})\)-time algorithm for \(c\)-Load Coloring, which simply tests all the \(c\)-colorings of the kernel. However, it is possible that there is a subexponential FPT algorithm, since the problem \(\text{No } c\text{-Load Coloring}\) (the complement of \(c\text{-Load Coloring}\)) has small, but not constant, forbidden minors and is minor-bidimensional (see [5, 6] for more information on forbidden minors and bidimensionality).

Let \(\text{tw}(G)\) denote the treewidth of \(G\). The \(O^*(2^\text{tw}(G))\)-time algorithm for 2-Load Coloring from [9] can be generalized to an \(O^*(c^{\text{tw}(G)})\)-time algorithm for \(c\)-Load Coloring.
By [5, 6], if we require that the input $G$ is $H$-minor-free for some fixed graph $H$, then we obtain an $O^*(c\sqrt{ck})$-time algorithm. Unfortunately, there is no constant forbidden minor for No c-LOAD COLORING as membership in $(c, k)$-LC requires at least $ck$ edges.

We think that there exists a subexponential algorithm for c-LOAD COLORING. By Theorem 4.12 of [5], and since branchwidth is linked to the treewidth up to a constant factor, any graph $G$ contains an $\Omega(\frac{tw(G)}{\text{gen}(G)}) \times \Omega(\frac{tw(G)}{\text{gen}(G)})$-grid as a minor, where $\text{gen}(G)$ is the genus of $G$. Since the $(r \times r)$-grid is a forbidden minor for No c-LOAD COLORING for $r = \lceil \sqrt{(c+1)k} \rceil$, we have $tw(G) = O(\sqrt{ck \text{gen}(G)})$. Thus, we obtain an $O^*(c\sqrt{ck \text{gen}(G)})$-time algorithm to solve c-LOAD COLORING, which is subexponential for graphs of bounded genus.
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Abstract

We study a scheduling problem where two agents (each equipped with a private set of jobs) compete to perform their respective jobs on a common single machine. Each agent wants to keep the weighted sum of completion times of his jobs below a given (agent-dependent) bound. This problem is known to be NP-hard, even for quite restrictive settings of the problem parameters.

We consider parameterized versions of the problem where one of the agents has a small number of jobs (and where this small number constitutes the parameter). The problem becomes much more tangible in this case, and we present three positive algorithmic results for it. Our study is complemented by showing that the general problem is NP-complete even when one agent only has a single job.
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1 Introduction

Scheduling is a well-studied research area which provides a fertile ground for combinatorial problems. In a typical scheduling problem, we are given a set of jobs that have to be scheduled on a set of machines, arranged according to a specific machine setting. The objective is to determine a schedule which minimizes a predefined scheduling criterion, such as the makespan, total weighted completion time, and total weighted tardiness. There are different machine settings such as a single machine, parallel machines, flow-shop and job-shop, and each scheduling problem may have different characteristics and constraints. We refer the reader, for example, to [22] for further examples of scheduling problems and for a detailed survey of classical results.

We consider a scheduling problem with two agents Alice and Bob who each own a set of jobs that are to be scheduled non-preemptively on a single machine. An instance of this scheduling problem consists of the following:

- two sets \( \{J^A_1, \ldots, J^A_n\} \) and \( \{J^B_1, \ldots, J^B_k\} \) of jobs;
- the processing times \( p^A_1, \ldots, p^A_n \) and \( p^B_1, \ldots, p^B_k \) of these jobs;
- the weights \( w^A_1, \ldots, w^A_n \) and \( w^B_1, \ldots, w^B_k \) of these jobs;
- two bounds \( A \) and \( B \).
All processing times, all weights, and both bounds $A$ and $B$ are positive integers (notice that $A$ and $B$ are used both as labels and as integers). A schedule is simply a permutation of the union of both job sets, specifying the ordering in which the machine is executing the jobs. A schedule assigns to every job a corresponding job completion time; we denote by $C^A_i$ and $C^B_i$ respectively the completion times of the $i$th job of Alice and the $i$th job of Bob in some given schedule. The goal is to find a so-called feasible schedule, which satisfies the conditions

$$\sum_i w^A_i C^A_i \leq A \quad \text{and} \quad \sum_i w^B_i C^B_i \leq B.$$ 

Throughout the paper we refer to this problem as the TWO AGENT SCHEDULING problem.

The TWO AGENT SCHEDULING problem belongs to the family of competitive multi-agent scheduling problems: the jobs are partitioned into subsets, each belonging to a different agent that has its own scheduling criterion to optimize. Multi-agent scheduling problems were first introduced by Baker and Smith [3] and Agnetis et al. [2], which focus on the case with only two agents. For various combinations of the scheduling criteria, the objective in [3] is to minimize the weighted sum of the agents criteria. On the other hand, the objective in [2] is to minimize the scheduling criterion of the first agent, subject to a hard upper bound on the value of the criterion of the second agent. Following these two fundamental papers, numerous researchers have studied various combinations of multi-agent scheduling problems (see for instance Yuan et al. [23], Leung et al. [16], Lee et al. [14], Mor and Mosheiov [18], and Kovalyov et al. [13]). Detailed surveys of these problems appear in Perez-Gonzalez and Framinan [21] and in a recent book by Agnetis et al. [1].

Agnetis et al. [2] established that TWO AGENT SCHEDULING with unit weights is NP-complete. Furthermore, they designed a pseudo-polynomial time algorithm (which becomes polynomial time if all processing times are given in unary) for the problem. Lee et al. [14] extended this pseudo-polynomial time result to the case where the number of agents is an arbitrary but fixed constant (which is not part of the input). Oron et al. [20] proved that TWO AGENT SCHEDULING is NP-complete even when the processing times of all jobs are unit. They also show that the special case where Alice’s jobs have unit weights is solvable in polynomial time.

1.1 Our contribution

It is natural to assume that the TWO AGENT SCHEDULING problem becomes more tangible if one of the agents has significantly fewer jobs than the other. Hence, we will parameterize the problem by the number $k$ of jobs of agent Bob; throughout, we will tacitly assume that $k \ll n$. We will derive the following results:

1. The case where Alice’s jobs have unit weights and the case where Alice’s jobs have unit processing times are both fixed-parameter tractable with respect to parameter $k$. In other words, the problem can be solved in $f(k) \cdot n^{O(1)}$ time, where $f()$ is a function independent of $n$.

2. In stark contrast to the above positive results, the case where Alice’s jobs have arbitrary weights and arbitrary processing times is NP-complete even if Bob has only a single job (that is, even if $k = 1$ holds).

3. If all job weights and processing times are given in unary and if Bob has a constant number of jobs, the problem is polynomial time solvable.

We also study another variant of TWO AGENT SCHEDULING where all jobs have unit weight: while Bob might have many jobs, we assume that his jobs have only a constant number $t$ of different processing times. We show that this case is polynomial time solvable.
For obtaining the algorithms mentioned above, we will carefully analyze the combinatorial structure of Two Agent Scheduling. In the case where Alice’s jobs have unit weights or unit processing times, it turns out that there is a very simple \( n^{O(k)} \)-time algorithm; however, it takes considerable work to improve this to a fixed-parameter algorithm. We model the problem in a non-trivial fashion as a mixed integer linear program (MILP), and then apply Lenstra’s celebrated algorithm to it. This MILP modelling approach does not work for the general case where Alice’s jobs have arbitrary weights and arbitrary processing times; in this general case we resort to dynamic programming to get an XP algorithm.

1.2 Further related work

The main contribution of this paper is a fixed-parameter algorithm for a natural scheduling problem. While scheduling theory and parameterized complexity (the study of fixed-parameter algorithms \([8, 10, 19]\)) are two well-studied research fields, it seems that up to now the research on the interface between both areas has been rather limited. In fact, we found only a few research papers that study classical scheduling problems from the perspective of parameterized complexity. Bodlaender and Fellows \([6]\) study the so-called precedence constrained \(k\)-processor scheduling problem. Fellows and McCartin \([9]\) study the problem of scheduling unit length jobs on a single machine with precedence constraints. Both papers \([6, 9]\) contain only hardness results. Some papers which include positive results on scheduling problems in the perspective of parameterized complexity are the paper by Halldórsson and Karlsson \([12]\), the papers by van Bevern et al. \([4, 5]\), and the paper by Mnich and Wiese \([17]\), which shows that various classical scheduling problems are fixed-parameter tractable with respect to certain natural parameters.

2 Unit Weights and Unit Processing Times

In this section we show that Two Agent Scheduling is fixed-parameter tractable with respect to parameter \(k\), the number of jobs that Bob has, in case Alice’s jobs have either unit weights or unit processing times. We begin with the unit weight case.

2.1 Unit weights

\(\textbf{Theorem 1.} \) Two Agent Scheduling where Alice’s jobs have unit weights is fixed-parameter tractable with respect to \(k\).

Agnetis et al. \([2]\) observed that if an instance of Two Agent Scheduling where both agents have unit weights has a feasible schedule, then there is always a feasible schedule where the relative order amongst the jobs of each agent is according to the SPT (Shortest Processing Time first) rule. That is, we can assume that each job of each agent proceeds all jobs with greater processing times of the same agent in a feasible schedule. This remains true for Alice’s jobs even if Bob’s jobs have arbitrary weights. Thus, we assume \(J^A_1, \ldots, J^A_n\) are already indexed according to the SPT order (that is, that \(p^A_i \leq p^A_{i+1}\) for all \(i \in \{1, \ldots, n-1\}\)). Since Bob has only \(k\) jobs, we can iterate through all relative orderings of his jobs and “guess” his relative order. Thus, by allowing an additional multiplicative factor of \(k!\) to the running time of our algorithm, we can assume that we know this ordering, and that \(J^B_1, \ldots, J^B_k\) are already sorted accordingly.

Therefore, to determine whether a feasible schedule is actually possible, we only need to figure out if it is possible to interleave the two ordered sets of jobs together in a way that satisfies both Alice’s and Bob’s bounds on their total weighted completion times. Towards
this aim, we formalize the problem as a mixed integer linear program (MILP) where the number of integer variables is \( k \). We complete the proof by using the celebrated result of Lenstra [15] which states that determining whether a given MILP has a feasible solution is fixed-parameter tractable with respect to the number of integer variables.

**Alice’s total completion time bound**

For each job \( J^A_i \), define an integer variable \( x_i \) representing the number of jobs belonging to Alice that are scheduled before \( J^A_i \). For each \( 1 \leq i \leq k \), we add a pair of constraints ensuring that \( 0 \leq x_i \leq n \), and for \( i \neq n \), we add the constraint \( x_i \leq x_{i+1} \). Using the variables \( x_i \), we encode the bound on the total completion time of Alice’s jobs by adding the linear constraint

\[
\left( \sum_{i=1}^{n} (n - i + 1) \cdot p^A_i \right) + \left( \sum_{i=1}^{k} (n - x_i) \cdot p^B_i \right) \leq A.
\]  

**Lemma 2.** Assuming the value of each variable \( x_i \) equals the number of Alice’s jobs that are scheduled before \( J^A_i \), the left-hand side of constraint (1) is precisely the total completion time of Alice’s jobs.

**Proof.** Observe that the first term in the left-hand side of constraint (1) is precisely the sum of completion times of Alice’s jobs when no job of Bob is scheduled at all. We now add Bob’s jobs according to the intended meaning of the variables \( x_1, \ldots, x_k \). If there are \( x_i \) jobs of Alice prior to \( J^B_i \) in the presumed schedule, then \( J^B_i \) causes an increase of \( p^B_i \) to the completion time of \( n - x_i \) jobs of Alice. Thus, adding all of Bob’s jobs causes an additional increase of \( \sum_{i=1}^{n} (n - x_i) \cdot p^B_i \) to the total completion time of Alice’s jobs.

**Bob’s total completion time bound**

The encoding of Bob’s bound is a bit more involved. Specifically, for each \( J^B_i \), we introduce a real-valued variable \( y_i \), which we would like to be equal to the contribution of Alice’s jobs to the completion time of \( J^B_i \). Note that by our intended meaning for variable \( x_i \), this is precisely \( \sum_{j=1}^{x_i} p^A_j \). However, we cannot encode this directly as a linear constraint. We therefore introduce \( n \) additional real-valued variables corresponding to \( J^B_i \), denoted as \( y_{i,j} \) for \( j \in \{1, \ldots, n\} \), which are ensured to be non-negative by adding constraints \( y_{i,j} \geq 0 \) for each \( j \). The \( y_{i,j} \) variables are used to provide upper-bounds to the “steps” in the contribution of Alice’s jobs as depicted in Fig. 1. Accordingly, we add the constraints \( y_{i,j} \geq (x_i - j + 1) \cdot (p^A_j - p^A_{j-1}) \), for each \( j \in \{1, \ldots, n\} \). (Naturally, we set here \( p^A_0 = 0 \).) Furthermore, we add the constraint \( y_i \geq \sum_{j=1}^{n} y_{i,j} \) so that \( y_i \) will equal its intended meaning.

Finally, to complete the construction of our MILP, we add the following constraint which encodes the bound on Bob’s total weighted completion time.

\[
\left( \sum_{i=1}^{k} w_i^B \cdot \sum_{j=1}^{i} p^B_j \right) + \left( \sum_{i=1}^{k} w_i^B \cdot y_i \right) \leq B.
\]  

**Lemma 3.** Assuming the value of each variable \( x_i \) equals the number of Alice’s jobs that are scheduled before \( J^A_i \), the left-hand side of constraint (2) is an upper-bound to the total completion time of Bob’s jobs in any feasible solution.

**Proof.** Observe that the first term in the left-hand side of constraint (2) is the total weighted completion time of Bob’s jobs ordered \( J^B_1, \ldots, J^B_k \), assuming no job of Alice has been
Figure 1 The contribution of $x_i$ jobs that belong to Alice which are scheduled prior to $J^B_i$ increases the completion time of this job by $\sum_{j=1}^{x_i} p^A_j$. The variable $y_{i,j}$ is intended to capture $j$'th “step” of this contribution.

scheduled. We argue that the second term upper-bounds the contribution of Alice’s jobs. For this, it suffices to show that the contribution of Alice’s jobs to the completion time of $J^B_i$, for each $i \in \{1,\ldots,k\}$, is at most $y_i$. We know that this contribution is $\sum_{j=1}^{x_i} p^A_j$, assuming $x_i$ is the number of Alice’s jobs that are scheduled prior to $J^B_i$. Since we are concerned only with feasible solutions where the constraints on the variables $y_i, y_{i,1}, \ldots, y_{i,n}$ are met, we have that the following hold, and we are done:

$$y_i \geq \sum_{j=1}^{n} y_{i,j} \geq \sum_{j=1}^{n} \max\{0, (x_i - j + 1) \cdot (p^A_j - p^A_{j-1})\} \geq \sum_{j=1}^{x_i} (x_i - j + 1) \cdot (p^A_j - p^A_{j-1})$$

$$= x_i p^A_1 + (x_i - 1)(p^A_2 - p^A_1) + \cdots + (p^A_{x_i} - p^A_{x_i-1}) = \sum_{j=1}^{x_i} p^A_j. \blacktriangle$$

To summarize, combining Lemma 2 and Lemma 3 shows that, assuming there exists a feasible schedule where Bob’s jobs are scheduled according to our assumed order, the MILP described above will have a feasible solution, and otherwise no such solution exists. Moreover, the MILP described has only $k$ integer variables. Thus, iterating through all possible orderings of Bob’s jobs, and using Lenstra’s algorithm to determine whether the MILP corresponding to each order has a feasible solution, gives us the fixed-parameter algorithm promised in Theorem 1.

2.2 Unit processing times

The somewhat symmetric problem, where Alice’s jobs have arbitrary weights and unit processing times can also be shown to be fixed-parameter tractable with respect to $k$ using similar ideas as above. The first crucial observation in this case, which can be seen by a simple exchange argument, is that we can assume that in any feasible schedule Alice’s jobs are sorted amongst themselves in a non-increasing weight order. Thus, assuming $w^A_1 \geq \cdots \geq w^A_n$, we know that $J^A_i$ will be scheduled before $J^A_{i+1}$ for all $i \in \{1,\ldots,n-1\}$. As in the proof of Theorem 1, by guessing the relative order of Bob’s job in the schedule, we can assume that the same applies for Bob’s jobs as well. Again we introduce variables $x_1,\ldots,x_k$, but this time $x_i$ represents the number of Alice’s jobs to be scheduled after $J^B_i$. Similarly to before, we add all constraints $0 \leq x_i \leq n$ and $x_i \geq x_{i+1}$. The bound on the weighted sum of completion times of Bob’s jobs can be expressed as

$$\left( \sum_{i=1}^k w^B_i \sum_{j=1}^i p^B_j \right) + \left( \sum_{i=1}^k w^B_i (n - x_i) \right) \leq B.$$
where the first term in the left-hand side is the contribution of Bob’s jobs, and the second term in the left-hand side is the contribution of Alice’s jobs.

For the total weighted completion time of Alice’s jobs, we again introduce a set of real-valued variables \( y_i, y_{1,1}, \ldots, y_{1,n} \) for each \( i \in \{1, \ldots, k\} \). Here, variable \( y_i \) is meant to encode the contribution of \( J_i^B \) to the total weighted completion time of Alice’s jobs. Note that this is precisely \( p_i^B \sum_{j=n-x_i+1}^n w_j^A \) (see Fig. 2). We use the variables \( y_{i,j} \) to encode lower-bounds on the steps of the sum \( \sum_{j=n-x_i+1}^n w_j^A \), as done in the proof of Theorem 1, by adding the constraints \( y_{i,j} \geq (x_i - n + j)(w_j^A - w_{j+1}^A) \) and \( y_{i,j} \geq 0 \) for all \( j \in \{1, \ldots, n\} \). (Naturally we set \( w_{n+1}^A = 0 \).) Finally, we encode the bound on Alice’s total weighted completion time by

\[
\left( \sum_{i=1}^n i w_i^A \right) + \left( \sum_{i=1}^k p_i^B y_i \right) \leq A.
\]

\[\Box\text{ Theorem 4. TWO AGENT SCHEDULING where Alice’s jobs have unit processing time is fixed-parameter tractable with respect to } k.\]

3 Single Job Bob

In the previous section we showed that when Alice’s jobs have either unit weights or unit processing times, TWO AGENT SCHEDULING becomes fixed-parameter tractable in the number of Bob’s jobs. In this section we complement this result by showing that when Alice’s jobs have arbitrary weights and processing times, the problem becomes NP-complete already when Bob has a single job. Note that this rules out a similar fixed-parameter algorithm for general TWO AGENT SCHEDULING in the strongest possible sense (indeed, even an XP-algorithm cannot exist); such an algorithm would imply P=NP.

\[\Box\text{ Theorem 5. TWO AGENT SCHEDULING where Bob has a single job is NP-complete.}\]

\[\text{Proof.}\] We provide a reduction from the NP-complete PARTITION problem [11]: Given a set \( X = \{x_1, \ldots, x_n\} \) of positive integers (encoded in binary) with \( \sum_{i=1}^n x_i = 2Z \), determine whether \( X \) can be partitioned into two sets \( S_1 \) and \( S_2 \) such that \( \sum_{x_i \in S_1} x_i = \sum_{x_i \in S_2} x_i = Z \).

Given an instance \( X \) to the PARTITION problem, we create for each element \( x_i \) a job \( J_i^A \) for Alice with both processing time and weight equal to \( x_i \). This gives \( n \) jobs for Alice with \( p_i^A = w_i^A = x_i \) for all \( i \in \{1, \ldots, n\} \). For Bob, we create a single job with both unit processing time and unit weight. Thus, \( p_i^B := w_i^B := 1 \). We set the bound \( A \) on the total weighted completion time of Alice’s jobs to be \( A = \sum_{i=1}^n \sum_{j=1}^i x_i x_j + Z \). We set the bound \( B \) for
Bob to be \( B = Z + 1 \). This completes our construction of the Two Agent Scheduling instance.

Suppose that \( X \) can be partitioned into two sets \( S_1 \) and \( S_2 \) with \( \sum_{i \in S_1} x_i = \sum_{i \in S_2} x_i = Z \). We create a schedule \( \sigma \) where we first schedule all of Alice’s jobs corresponding to elements of \( S_1 \) in an arbitrary order, followed by Bob’s job, followed by all of Alice’s jobs corresponding to the elements of \( S_2 \) in an arbitrary order. Observe that Bob’s job completes in \( \sum_{x \in S_1} x_i + 1 = Z + 1 \) time units, and so his total weighted completion time bound is met. To see that Alice’s bound is met, observe that without Bob’s job the total weighted completion time of Alice’s jobs in \( \sigma \) is precisely \( \sum_{i=1}^n x_i x_j \). Adding Bob’s job increases the competition time of Alice’s jobs that correspond to elements of \( S_2 \) by a unit. Thus, it contributes precisely \( \sum_{x \in S_2} x_i = Z \) to the total weighted completion time of Alice, and so Alice’s bound is met as well.

For the other direction, suppose there is a feasible schedule \( \sigma \) to our Two Agent Scheduling problem. Let \( J_1 \) denote the set of Alice’s jobs that are placed before Bob’s job in \( \sigma \), and let \( J_2 \) denote her remaining jobs. Since Bob’s bound is satisfied in \( \sigma \), it must be that \( \sum_{J^A \in J_1} p^A_i \leq B - p^B_i = Z \). Moreover, note that the total weighted completion time of Alice is \( \sum_{i=1}^n \sum_{j=1}^i x_i x_j + \sum_{J^A \in J_2} p^A_i \). Thus, since Alice’s bound is also met by \( \sigma \), it must be that \( \sum_{J^A \in J_2} p^A_i \leq Z \). Since the sum of all processing times of Alice’s jobs is \( 2Z \), we get that \( \sum_{J^A \in J_2} p^A_i = \sum_{J^A \in J_2} p^A_i = Z \), and so \( S_1 = \{ x_i : J^A_i \in J_1 \} \) and \( S_2 = \{ x_i : J^A_i \in J_2 \} \) is a solution to our Partition instance.

### 4 Unary Encoded Weights and Processing Times

Agnetis et al. [1] showed that Two Agent Scheduling is strongly NP-hard, even when the input is given in unary. The unit-weight variant of Two Agent Scheduling, however, can be solved by a dynamic programming that is based on the SPT ordering of the jobs of both agents [2]. Roughly speaking, the algorithm computes a table \( T[\cdot, \cdot, \cdot] \), where the entry \( T[C, i, j] \) stores the minimum total completion time of Bob’s jobs when \( \{ J^A_1, \ldots, J^A_k \} \cup \{ J^B_1, \ldots, J^B_k \} \) are scheduled together and Alice’s total completion time is at most \( C \). Note that this works because the SPT order of Alice’s and Bob’s jobs are preserved.

When jobs have arbitrary weights the SPT rule no longer applies, and we do not know the relative order of the jobs of each agent in advance. Nevertheless, we can easily extend the algorithm above to an algorithm which is fixed-parameter in \( k \) when only Bob’s jobs have arbitrary weights, by guessing the relative order of his jobs. For unary encoding, this gives a faster algorithm than the algorithm proposed in Theorem 1. However, when the jobs of both Alice and Bob have arbitrary weights, this strategy fails. In the remainder of the section we present a more elaborate dynamic program that will give the following:

\[ \text{\bf Theorem 6. Two Agent Scheduling can be solved in } O(n \cdot k! \cdot B(W_A P_A)^{k+1}) \text{ time,} \]

where \( W_A = \sum_{i=1}^n w_i^A \) and \( P_A = \sum_{i=1}^n p_i^A \). The algorithm is polynomial if Alice’s jobs’ weights and processing times, and Bob’s bound are given in unary, and \( k \) is a fixed constant.

In order to derive the result in Theorem 6 above, we start, as in Section 2, by fixing the sequence in which Bob’s jobs are scheduled. We then renumber Bob’s jobs according to this sequence such that \( J^B_i \) is scheduled before \( J^B_{i+1} \) for \( i = 1, \ldots, k - 1 \), and are left with the following feasibility subproblem: can Alice’s jobs be sequenced and the two ordered sets of jobs be interleaved such that the total weighted completion time of both Alice and Bob will not exceed the bounds \( A \) and \( B \), respectively? Clearly, there is a feasible schedule to
our Two Agent Scheduling problem if and only if at least one of our $k!$ instances of the feasibility subproblem has a solution.

Let $A_i$ be the set of Alice’s jobs that are scheduled between jobs $J_i^B$ and $J_{i+1}^B$ for $i \in \{1, ..., k-1\}$, and let $A_0$ and $A_k$ be the set of Alice’s jobs that are scheduled before job $J_1^B$ and after job $J_k^B$, respectively. The following lemma, easily proven by a simple pair-wise interchange argument, helps us to partially answer the sequencing part of the feasibility subproblem.

Lemma 7. If the answer to the feasibility problem is yes, then there is a schedule that yields a yes-answer where the jobs in each $A_i$ are scheduled in a non-decreasing order of their processing time by weight ratio (that is, according to the WSPT rule).

We next use the above lemma to construct a dynamic programming algorithm to answer the feasibility subproblem in $O(n \cdot B(W_A P_A)^{k+1})$ time. We start by renumbering Alice’s jobs in a non-increasing order of $p_i^A/w_i^A$, such that $p_i^A/w_i^A \geq p_{i+1}^A/w_{i+1}^A$ for $i = 1, ..., n-1$.

Now, let $F_j[C, W_0, ..., W_k, P_0, ..., P_k]$ be the minimum weighted sum of completion time of Alice’s jobs in a partial schedule that includes jobs $J_1^A, ..., J_j^A$ where $W_i$ and $P_i$ represents the total weight and processing time of Alice’s jobs that are assigned to $A_i$, and $C$ corresponds to the total weighted sum of completion times of Bob’s jobs.

Initially, we have that none of Alice’s jobs are scheduled. Thus, $A_i = \emptyset$ for $i = 0, \ldots, k$, and the total weighted completion time of Bob’s jobs is given by $C = \Sigma_{i=1}^k w_i^B \Sigma_{j=1}^i p_j^B$. Thus, the initial condition for our recursion is:

$$F_0[C, W_0, ..., W_k, P_0, ..., P_k] = \begin{cases} 0, & \text{if } C = \Sigma_{i=1}^k w_i^B \Sigma_{j=1}^i p_j^B \\ \infty, & \text{otherwise.} \end{cases} \quad (3)$$

Consider now a state value $F_j[C, W_0, ..., W_k, P_0, ..., P_k]$ and assume that job $J_j^A$ is assigned to $A_i$. Following Lemma 7, job $J_j^A$ is scheduled first in $A_i$, which leads to an increase of $p_j^A$ units of time in the completion time of Alice’s jobs that have already been assigned to sets $A_i, A_{i+1}, ..., A_k$, and in the completion time of all of Bob’s jobs $J_i^B$ for $j = i + 1, \ldots, k$. Given that $J_j^A$ is completed at time $\Sigma_{i=0}^{j-1} (P_i + p_i^B) + p_j^A$, we obtain the following recursion:

$$F_j[C, W_0, ..., W_k, P_0, ..., P_k] = \min_{0 \leq i \leq k} \{ F_{j-1}[C - p_j^A \Sigma_{i=0}^{j-1} w_i^B, W_0, ..., W_k', P_0, ..., P_k'] + p_j^A \Sigma_{i=0}^{j-1} (P_i + p_i^B) \}, \quad (4)$$

where $W_i' = W_i - w_j^A$ and $P_i' = P_i - p_j^A$ if $l = i$; and $W_i' = W_i$ and $P_i' = P_i$, otherwise.

Starting from the initial condition in (3), we compute $F_j[C, W_0, ..., W_k, P_0, ..., P_k]$ by using (4), for any $j \in \{1, ..., n\}$, $W_i \in \{0, 1, ..., \Sigma_{i=1}^j w_i\}$, $P_i \in \{0, ..., \Sigma_{i=1}^j p_i\}$, and $C \leq B$, where $i \in \{0, ..., k\}$. At the end of the dynamic programming procedure, we output a yes-answer for the feasibility subproblem if there exists a computed state with $F_n[C, W_0, ..., W_k, P_0, ..., P_k] \leq A$. Otherwise, we output a no-answer.

Given that $W_i \in [0, \Sigma_{i=1}^j w_i^A]$, $W_i \in [0, \Sigma_{i=1}^j p_i^A]$ for $i = 0, \ldots, k$, and $C \leq B$, it follows that our dynamic program algorithm runs in $O(n \cdot B(W_A P_A)^{k+1})$ time. The fact that there are only $k!$ possible ways to sequence Bob’s jobs yields the result in Theorem 6.

5 Bob Has Only a Few Job Types

In this section, we do not restrict the number $k$ of Bob’s jobs, but the number $t$ of types for his jobs. Specifically, we consider Two Agent Scheduling when all jobs are of unit
We would like to point out several directions for future research. We say that schedule $\sigma_1$ dominates schedule $\sigma_2$, if the sums of completion times for both Alice and Bob under $\sigma_1$ are smaller or equal to the sums of completion times for them under $\sigma_2$. A Pareto-optimal point (or, Pareto-optimal schedule) is a schedule which is not dominated by any other schedule. Crucially, if there is a feasible schedule to an instance of Two Agent Scheduling, then there is a feasible schedule to this instance which is a Pareto-optimal schedule.

The next lemma will be used to construct a polynomial-time algorithm for Two Agent Scheduling when all jobs are of unit weights and when $t$ is a constant, based on iterating over a representative set of Pareto-optimal points.

We say that job $J^A_i$ interleaves with $B_i$ in schedule $\sigma$, if $\sigma$ includes a subschedule of type $\{b_1, J^A_i, b_2\}$, where $b_1, b_2 \in B_i$ are non-empty sets (that is, the job $J^A_i$ is scheduled before each job of $b_2$ and after each job of $b_1$).

\textbf{Lemma 8.} For any Pareto-optimal point, there exists a Pareto-optimal schedule in which, for each $1 \leq i \leq t$, at most a single job of Alice interleaves with each $B_i$.

\textbf{Proof.} Consider a Pareto-optimal schedule $\sigma$ that includes, for some $1 \leq i \leq t$, at least two jobs of Alice, $J^A_i$ and $J^A_{i+1}$, both interleaving with $B_i$. Accordingly, $\sigma$ includes a subschedule $\{b_1, J^A_i, b_2, J^A_{i+1}, b_3\}$, where $b_1, b_2, b_3 \in B_i$ are non-empty sets. Construct an alternative schedule $\sigma'$ as follows: move $J^A_i: \min\{|b_1|, |b_3|\}$ positions to the left and $J^A_{i+1}: \min\{|b_1|, |b_3|\}$ positions to the right. Since all jobs in $B_i$ have the same processing time, the sum of completion times of Alice’s jobs remains the same. Moreover, the sum of completion times of Bob’s jobs decreases by $\min\{|b_1|, |b_3|\} \cdot (p^A_{i+1} - p^A_i)$. The lemma now follows from the fact that the jobs are numbered according to the SPT rule and that in $\sigma'$ at least one job out of the pair $\{J^A_i, J^A_{i+1}\}$ does not interleave with $B_i$.

Following Lemma 8 above, we can construct a set of Pareto-optimal points which represents all Pareto-optimal points (in the sense that we have a representative for each equivalence class of the Pareto-optimal points, where two Pareto-optimal points are in the same equivalence class if the sums of completion times for both Alice and Bob are the same in both schedules) by constructing the entire set of schedules in which, for each $1 \leq i \leq t$, at most a single job of Alice interleaves with each $B_i$. We call any schedule of this type a normal schedule, and note that any such schedule can be concisely described as: \quad $a_1b_1a_1, a_1b_1a_2b_2, b_2, \ldots, a_1b_1a_1, a_1a_{\text{rest}}$, where $a_{\text{rest}} + \sum_{i=1}^{t}(a_i + a_{i-}) = n, 0 \leq a_{i-} \leq 1$ for each $1 \leq i \leq t$, and $b_1 + b_{i-} = |B_i|$ for each $1 \leq i \leq t$, with the intended meaning that $a_1$ of Alice’s jobs are scheduled first, then $b_1$ of Bob’s jobs of the first type, then $a_{i-}$ of Alice’s jobs, then $b_{i-}$ of Bob’s jobs of the first type, then $a_2$ of Alice’s jobs, then $b_2$ of Bob’s jobs of the second type, then $a_{i-}$ of Alice’s jobs, then $b_{i-}$ of Bob’s jobs of the second type, and so on, until, finally, $a_{\text{rest}}$ of Alice’s jobs are scheduled.

The number of normal schedules is upper-bounded by $k^t2^{t}n^t$, since they are uniquely defined by all possible values of $b_1$, all possible (binary) values of $a_{i-}$, and all possible values of $a_i$, for $1 \leq i \leq t$. Polynomial-time algorithm then follows by iteratively checking the feasibility all possible normal schedules.

6 Discussion

We would like to point out several directions for future research.
While we determined the (parameterized) complexity of Two Agent Scheduling when the input is given in binary, our understanding of the complexity of Two Agent Scheduling when the input is given in unary is lacking.

It is natural to study Two Agent Scheduling when considering other objective functions. Similarly, it also makes sense to consider other, related, scheduling problems.

Finally, we believe that our MILP formulation and the ideas underlying it, as described in the proof of Theorem 1, might be useful for other problems. This is done, to some extent, in [7, Theorem 1 and Theorem 2], and we would like to see other problems which have a similar structure that might be utilized in similar ways.
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Abstract
A workflow specification defines sets of steps and users. An authorization policy determines for each user a subset of steps the user is allowed to perform. Other security requirements, such as separation-of-duty, impose constraints on which subsets of users may perform certain subsets of steps. The workflow satisfiability problem (WSP) is the problem of determining whether there exists an assignment of users to workflow steps that satisfies all such authorizations and constraints. An algorithm for solving WSP is important, both as a static analysis tool for workflow specifications, and for the construction of run-time reference monitors for workflow management systems. Given the computational difficulty of WSP, it is important, particularly for the second application, that such algorithms are as efficient as possible.

We introduce class-independent constraints, enabling us to model scenarios where the set of users is partitioned into groups, and the identities of the user groups are irrelevant to the satisfaction of the constraint. We prove that solving WSP is fixed-parameter tractable (FPT) for this class of constraints and develop an FPT algorithm that is useful in practice. We compare the performance of the FPT algorithm with that of SAT4J (a pseudo-Boolean SAT solver) in computational experiments, which show that our algorithm significantly outperforms SAT4J for many instances of WSP. User-independent constraints, a large class of constraints including many practical ones, are a special case of class-independent constraints for which WSP was proved to be FPT (Cohen et al., J. Artif. Intel. Res. 2014). Thus our results considerably extend our knowledge of the fixed-parameter tractability of WSP.

1 Introduction
It is increasingly common for organizations to computerize their business and management processes. The co-ordination of the tasks or steps that comprise a computerized business process is managed by a workflow management system (or business process management system). Typically, the execution of these steps will be triggered by a human user, or a software agent acting under the control of a human user, and each step may only be executed by an authorized user. Thus a workflow specification will include an authorization policy defining which users are authorized to perform which steps.

In addition, many workflows require controls on the users that perform certain sets of steps [1, 2, 3, 7, 14]. Consider a simple purchase-order system in which there are four steps: raise-order (s1), acknowledge-receipt-of-goods (s2), raise-invoice (s3), and send-payment (s4). The workflow specification for the purchase-order system includes rules to prevent fraudulent use of the system, the rules taking the form of constraints on users that can perform pairs of steps in the workflow: the same user may not raise the invoice (s3) and sign for the...
goods ($s_2$), for example. Such a constraint is known as a user-independent (UI) constraint, since the specific identities of the users that perform these steps are not important, only the relationship between them (in this example, the identities must be different).

Once we introduce constraints on the execution of workflow steps, it may be impossible to find a valid plan – an assignment of authorized users to workflow steps such that all constraints are satisfied. The Workflow Satisfiability Problem (WSP) takes a workflow specification as input and outputs a valid plan if one exists. WSP is known to be NP-hard, even when the set of constraints only includes constraints having a relatively simple structure (and arising regularly in practice). In particular, the Graph $k$-Colorability problem can be reduced to a special case of WSP in which the workflow specification only includes separation-of-duty constraints [14]. Clearly, it is important to be able to determine whether a workflow specification is satisfiable at design time. Equally, when users select steps to execute in a workflow instance, it is essential that the access control mechanism can determine whether (a) the user is authorized, (b) allowing the user to execute the step would render the instance unsatisfiable. Thus, the access control mechanism must incorporate an algorithm to solve WSP, and that algorithm needs to be as efficient as possible.

Wang and Li [14] observed that, in practice, the number $k$ of steps in a workflow will be small, relative to the size of the input to WSP; specifically, the number of users is likely to be an order of magnitude greater than the number of steps. This observation led them to set $k$ as the parameter and to study the problem using tools from parameterized complexity. In doing so, they proved that the problem is fixed-parameter tractable (FPT) for simple classes of constraints. However, Wang and Li also showed that for many types of constraints the problem is fixed-parameter intractable (unless FPT $\neq W[1]$ is false). Hence, it is important to be able to identify those types of practical constraints for which WSP is FPT.

Recent research has made significant progress in understanding the fixed-parameter tractability of WSP. In particular, Cohen et al. [5] introduced the notion of patterns and, using it, proved that WSP is FPT (irrespective of the authorization policy) if all constraints in the specification are UI. This result is significant because most constraints in the literature – including separation-of-duty, cardinality and counting constraints – are UI [5]. Using a modified pattern approach, Karapetyan et al. [11] provided both a short proof that WSP with only UI constraints is FPT and a very efficient algorithm for WSP with UI constraints.

However, it is known that not all constraints that may be useful in practice are UI. Consider a situation where the set of users is partitioned into groups (such as departments or teams) and we wish to define constraints on the groups, rather than users. In our purchase order example, suppose each user belongs to a specific department. Then it would be reasonable to require that steps $s_1$ and $s_2$ are performed by different users belonging to the same department. There is little work in the literature on constraints of this form, although prior work has recognized that such constraints are likely to be important in practice [7, 14], and it has been shown that such constraints present additional difficulties when incorporated into WSP [9].

In this paper, we extend the notion of a UI constraint to that of a class-independent (CI) constraint. In particular, every UI constraint is an instance of a CI constraint. Our second contribution is to demonstrate that patterns for UI constraints [5] can be generalized to patterns for CI constraints. The resulting algorithm, using these new patterns, remains FPT (irrespective of the authorization policy), although its running time is slower than that of the algorithm for WSP with UI constraints only. In short, our first two contributions identify a large class of constraints for which WSP is shown to be FPT, and subsume prior work in this area [9, 5, 14]. Our final contribution is an implementation of our algorithm in order to
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investigate whether the theoretical advantages implied by its fixed-parameter tractability can be realized in practice. We compare our FPT algorithm with SAT4J, an off-the-shelf pseudo-Boolean (PB) SAT solver. The results of our experiments suggest that our FPT algorithm enjoys some significant advantages over SAT4J for hard instances of WSP.

In the next section, we define WSP and UI constraints in more formal terms, discuss related work in more detail, and introduce the notion of class-independent constraints. In Sections 3 and 4, we state and prove a number of technical results that underpin the algorithm for solving WSP with class-independent constraints. We describe the algorithm and establish its worst-case complexity in Section 5. In Section 6, we describe our experimental methods and report the results of our experiments. We conclude in Section 7.

Proofs of results marked with a * are given in Appendix A of the full version [8] of the paper. We also provide some details about the implementation of our algorithm in Appendix B of [8]. In the main body of the paper, we focus on the case of a single non-trivial partition of the user set. In Appendix C of [8], we generalize our approach to handle multiple (nested) partitions of the user set. (Such partitions can be used to model hierarchical organizational structures, which can be useful in practice [9].)

2 Workflow Satisfiability

Let $S = \{s_1, \ldots, s_k\}$ be a set of steps, let $U = \{u_1, \ldots, u_n\}$ be a set of users in a workflow specification, and let $k \leq n$. We are interested in assigning users to steps subject to certain constraints. In other words, among the set $\Pi(S, U)$ of functions from $S$ to $U$, there are some that represent “legitimate” assignments of steps to users and some that do not.

The legitimacy or otherwise of an assignment is determined by the authorization policy and the constraints that complete the workflow specification. Let $A = \{A(u) : u \in U\}$ be a set of authorization lists, where $A(u) \subseteq S$ for each $u \in U$, and let $C$ be a set of (workflow) constraints. A constraint $c \in C$ may be viewed as a pair $(T, \Theta)$, where $T \subseteq S$ is the scope of $c$ and $\Theta$ is a set of functions from $T$ to $U$, specifying the assignments of steps in $T$ to users in $U$ that satisfy the constraint. In practice, we do not enumerate all the elements of $\Theta$. Instead, we define its members implicitly using some constraint-specific syntax. In particular, we write $(s, s', \rho)$, where $s, s' \in S$ and $\rho$ is a binary relation defined on $U$, to denote a constraint that has scope $\{s, s'\}$ and is satisfied by any plan $\pi : S \rightarrow U$ such that $(\pi(s), \pi(s')) \in \rho$. Thus $(s, s', \neq)$, for example, requires $s$ and $s'$ to be performed by different users (and so represents a separation-of-duty constraint). Also $(s, s', =)$ states that $s$ and $s'$ must be performed by the same user (a binding-of-duty constraint).

2.1 The Workflow Satisfiability Problem

A plan is a function in $\Pi(S, U)$. Given a workflow $W = (S, U, A, C)$, a plan $\pi$ is authorized if for all $s \in S$, $s \in A(\pi(s))$, i.e. the user assigned to $s$ is authorized for $s$. A plan $\pi$ is eligible if for all $(T, \Theta) \in C$, $\pi|_T \in \Theta$, i.e. every constraint is satisfied. A plan $\pi$ is valid if it is both authorized and eligible. In the workflow satisfiability problem (WSP), we are given a workflow (specification) $W$, and our aim is to decide whether $W$ has a valid plan. If $W$ has a valid plan, $W$ is satisfiable; otherwise, $W$ is unsatisfiable.

Note that WSP is, in fact, the conservative CSP (i.e., CSP with unary constraints corresponding to step authorizations in the WSP terminology). However, unlike a typical instance of CSP, where the number of variables is significantly larger than the number of values, a typical instance of WSP has many more values (i.e., users) than variables (i.e., steps).
We assume that in all instances of WSP we consider, all constraints can be checked in time polynomial in \( n \). Thus it takes polynomial time to check whether any plan is eligible. The correctness of our algorithm is unaffected by this assumption, but using constraints not checkable in polynomial time would naturally affect the running time.

> **Example 1.** Consider the following instance \( W' \) of WSP. The step and user sets are 
\[ S = \{s_1, s_2, s_3, s_4\} \text{ and } U = \{u_1, u_2, u_3, u_4, u_5\}. \]
The authorization lists are 
\[ A(u_1) = \{s_1, s_2, s_3, s_4\}, A(u_2) = \{s_1\}, A(u_3) = \{s_2\}, A(u_4) = A(u_5) = \{s_3, s_4\}. \]
The constraints are 
\[ (s_1, s_2, =), (s_2, s_3, \neq), (s_3, s_4, \neq), \text{ and } (s_4, s_1, \neq). \]

Observe that \( \pi' : S \to U \) with 
\[ \pi'(s_1) = \pi'(s_2) = u_1, \pi'(s_3) = u_3 \text{ and } \pi'(s_4) = u_4 \]
satisfies all constraints and authorizations, and thus \( \pi' \) is a valid plan for \( W' \).

**2.2 Constraints using Equivalence Relations**

Crampton et al. [9] introduced constraints defined in terms of an equivalence relation \( \sim \) on \( U \): a plan \( \pi \) satisfies constraint \( (s, s', \sim) \) if \( \pi(s) \sim \pi(s') \) (and satisfies constraint \( (s, s', \not\sim) \) if \( \pi(s) \not\sim \pi(s') \)). Hence, we could, for example, specify the pair of constraints \( (s, s', \not\sim) \) and \( (s, s', \sim) \), which, collectively, require that \( s \) and \( s' \) are performed by different users that belong to the same equivalence class. As we noted in the introduction, such constraints are very natural in the context of organizations that partition the set of users into departments, groups or teams.

Moreover, Crampton et al. [9] demonstrated that “nested” equivalence relations can be used to model hierarchical structures within an organization\(^1\) and to define constraints on workflow execution with respect to those structures. More formally, an equivalence relation \( \sim \) is said to be a refinement of an equivalence relation \( \approx \) if \( x \sim y \) implies \( x \approx y \). In particular, given an equivalence relation \( \sim = \) is a refinement of \( \sim \). Crampton et al. proved that WSP remains FPT when some simple extensions of constraints \( (s, s', \sim) \) and \( (s, s', \not\sim) \) are included [9, Theorem 5.4]. Our extension of constraints \( (s, s', \sim) \) and \( (s, s', \not\sim) \) is much more general: it is similar to generalizing simple constraints \( (s, s', =) \) and \( (s, s', \neq) \) to the wide class of UI constraints. This leads, in particular, to a significant generalization of Theorem 5.4 in [9].

Let \( c = (T, \Theta) \) be a constraint and let \( \sim \) be an equivalence relation on \( U \). Let \( U^\sim \) denote the set of equivalence classes induced by \( \sim \) and let \( u^\sim \in U^\sim \) denote the equivalence class containing \( u \). Then, for any function \( \pi : S \to U \), we may define the function \( \pi^\sim : S \to U^\sim \), where 
\[ \pi^\sim (s) = (\pi(s))^\sim. \]

In particular, \( \sim \) induces a set of functions \( \Theta^\sim = \{\theta^\sim : \theta \in \Theta\} \).

> **Example 2.** Continuing from Example 1, suppose \( U^\sim \) consists of two equivalence classes \( U_1 = \{u_1, u_2, u_3\} \) and \( U_2 = \{u_3, u_4\} \). Let us add to \( W' \) another constraint \( (s_1, s_3, \sim) \) (\( s_1 \) and \( s_3 \) must be assigned users from the same equivalence class) to form a new instance \( W'' \) of WSP. Then plan \( \pi' \) does not satisfy the added constraint and so \( \pi' \) is not valid for \( W'' \). However, \( \pi'' : S \to U \) with \( \pi''(s_1) = \pi''(s_2) = u_1, \pi''(s_3) = u_4 \) and \( \pi''(s_4) = u_5 \) satisfies all constraints and authorizations, and thus \( \pi'' \) is valid for \( W'' \). Here \( (\pi''^\sim)(s_1) = (\pi''^\sim)(s_2) = (\pi''^\sim)(s_4) = U_1 \) and \( (\pi''^\sim)(s_3) = U_2 \).

Given an equivalence relation \( \sim \) on \( U \), we say that a constraint \( c = (T, \Theta) \) is class-independent (CI) for \( \sim \) if \( \theta^\sim \in \Theta^\sim \) implies \( \theta \in \Theta \), and for any permutation \( \phi : U^\sim \to U^\sim \), \( \theta^\sim \in \Theta^\sim \) implies \( \phi \circ \theta^\sim \in \Theta^\sim \). In other words, if a plan \( \pi : s \mapsto \pi(s) \) satisfies a constraint \( c \),

---

\(^1\) Many organizations exhibit nested hierarchical structure. For example, the academic parts of many universities are divided into faculties/schools which are divided into departments.
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which is class-independent for \( \sim \), then for each permutation \( \phi \) of classes in \( U^\sim \) if we replace \( \pi(s) \) by any user in the class \( \phi(\pi(s)^\sim) \) for every step \( s \), then the new plan will satisfy \( c \).

We say a constraint is user-independent (UI) if it is CI for \( = \). In other words, if a plan \( \pi : s \mapsto \pi(s) \) satisfies a UI constraint \( c \) and we replace any user in \( \{ \pi(s) : s \in S \} \) by an arbitrary user such that the replacement users are all distinct, then the new plan satisfies \( c \).

We conclude this section with a claim whose simple proof is omitted.

\[\textbf{Proposition 3.} \text{ Given two equivalence relations } \sim \text{ and } \approx \text{ such that } \sim \text{ is a refinement of } \approx, \text{ and any plan } \pi : S \rightarrow U, \pi^\sim(s) = \pi^\approx(s') \implies \pi^\approx(s) = \pi^\approx(s').\]

3 Plans and Patterns

In what follows, unless specified otherwise, we will consider the equivalence relation \( = \) along with another fixed equivalence relation \( \sim \). We will write \([m]\) to denote the set \( \{1, \ldots, m\} \) for any integer \( m \geq 1 \). We assume that all constraints are either UI or CI for \( \sim \). For brevity, we will refer to constraints that are CI for \( \sim \) as simply CI. We consider only two equivalence relations for simplicity of presentation, but our results below can be generalized to any sequence \( \sim_1, \ldots, \sim_l \) of equivalence relations such that \( \sim_{i+1} \) is a refinement of \( \sim_i \) for all \( i \in [l - 1] \), see Appendix C in the full version [8] of the paper. It is important to keep in mind that we put no restrictions on authorizations.

We will represent groups of plans as patterns. The intuition is that a pattern defines a partition of the set of steps relevant to a set of constraints. For instance, suppose that we only have UI constraints. Then a pattern specifies which sets of steps are to be assigned to the same user. A pattern assigns an integer to each step and those steps that are labelled by the same integer will be mapped to the same user. A pattern \( p \) defines an equivalence relation \( \sim_p \) on the set of steps (where \( s \sim_p s' \) if and only if \( s \) and \( s' \) are assigned the same label). Moreover, this pattern can be used to define a plan by mapping each of the equivalence classes induced by \( \sim \) to a different user. Since we only consider UI constraints, the identities of the users are irrelevant (provided they are distinct). Conversely, any plan \( \pi : S \rightarrow U \) defines a pattern: \( s \) and \( s' \) are labelled with the same integer if and only if \( \pi(s) = \pi(s') \). And if \( \pi \) satisfies a UI constraint \( c \), then any other plan with the same pattern will also satisfy \( c \).

We can extend this notion of a pattern to CI constraints where entries in the pattern encode equivalence classes of users instead of single users.

More formally, let \( W = (S, U, A, C = C_u \cup C_c) \) be a workflow, where \( C_u \) is a set of UI constraints and \( C_c \) is a set of CI constraints. Let \( p_u = (x_1, \ldots, x_k) \) where \( x_i \in [k] \) for all \( i \in [k] \). We say that \( p_u \) is a UI-pattern for a plan \( \pi \) if \( x_i = x_j \Rightarrow \pi(s_i) = \pi(s_j) \), for all \( i, j \in [k] \), and \( p_u \) is eligible for \( C_u \) if any plan \( \pi \) with \( p_u \) as its UI-pattern is eligible for \( C_u \).

In Example 2, \( C_u = \{(s_1, s_2, =), (s_2, s_3, \neq), (s_3, s_4, \neq), (s_1, s_4, \neq)\} \) and \( C_c = \{(s_1, s_4, \sim)\} \). Tuples \((1, 1, 2, 3)\) and \((2, 2, 4, 3)\) are UI-patterns for plan \( \pi'' \) of Example 2.

\[\textbf{Proposition 4 \( (\ast) \).} \text{ Let } p_u \text{ be a UI-pattern for a plan } \pi. \text{ Then } p_u \text{ is eligible for } C_u \text{ if and only if } \pi \text{ is eligible for } C_u.\]

Let \( p_c = (y_1, \ldots, y_k) \), where \( y_i \in [k] \) for all \( i \in [k] \). We say that \( p_c \) is a CI-pattern for a plan \( \pi \) if \( y_i = y_j \Rightarrow \pi^\sim(s_i) = \pi^\sim(s_j) \), for all \( i, j \in [k] \), and \( p_c \) is eligible for \( C_c \) if any plan \( \pi \) with \( p_c \) as its CI-pattern is eligible for \( C_c \). For example, \((1, 1, 2, 1)\) and \((2, 2, 4, 2)\) are CI-patterns for plan \( \pi'' \) of Example 2. The next result is a generalization of Proposition 4.

\[\textbf{Proposition 5 \( (\ast) \).} \text{ Let } p_c \text{ be a CI-pattern for a plan } \pi. \text{ Then } p_c \text{ is eligible for } C_c \text{ if and only if } \pi \text{ is eligible for } C_c.\]
Now let \( p = (p_\pi, p_\sim) \) be a pair containing a UI-pattern and an CI-pattern. Then we call \( p \) a (UI, CI)-pattern. We say that \( p \) is a (UI, CI)-pattern for \( \pi \) if \( p_\pi \) is a UI-pattern for \( \pi \) and \( p_\sim \) is a CI-pattern for \( \pi \). We say that \( p \) is eligible for \( C = C_\pi \cup C_\sim \) if \( p_\pi \) is eligible for \( C_\pi \) and \( p_\sim \) is eligible for \( C_\sim \). The following two results follow immediately from Propositions 4 and 5 and definitions of UI- and CI-patterns.

**Lemma 6.** Let \( p = (p_\pi, p_\sim) \) be a (UI, CI)-pattern for a plan \( \pi \). Then \( p \) is eligible for \( C = C_\pi \cup C_\sim \) if and only if \( \pi \) is eligible for \( C \).

**Proposition 7.** There is a (UI, CI)-pattern \( p \) for every plan \( \pi \).

We say a (UI, CI)-pattern \( p \) is realizable if there exists a plan \( \pi \) such that \( p \) is authorized and \( p \) is a (UI, CI)-pattern for \( \pi \). Given the above results, in order to solve a WSP instance with user- and class-independent constraints, it is enough to decide whether there exists a (UI, CI)-pattern \( p \) such that (i) \( p \) is realizable, and (ii) \( p \) is eligible (and hence \( \pi \) is eligible) for \( C = C_\pi \cup C_\sim \).

We will enumerate all possible (UI, CI)-patterns, and for each one check whether the two conditions hold. We defer the explanation of how to determine whether \( p \) is realizable until Sec. 4. We now show it is possible to check whether a (UI, CI)-pattern \( p = (p_\pi, p_\sim) \) is eligible in time polynomial in the input size \( N \). Indeed, in polynomial time, we can construct plans \( \pi_{\pi} \) and \( \pi_{\sim} \) with patterns \( \pi_{\pi} \) and \( \pi_{\sim} \), respectively, where \( \pi_{\pi}(s_i) = \pi_{\sim}(s_j) \) if and only if \( x_i = x_j \) and \( \pi_{\sim}(s_i) \sim \pi_{\sim}(s_j) \) if and only if \( y_i = y_j \). (In particular, we can select a representative user from each equivalence class in \( U_\sim \).) By Lemma 6 and Propositions 4 and 5, \( p \) is eligible if and only if both \( \pi_{\pi} \) and \( \pi_{\sim} \) are eligible. By our assumption before Example 1, eligibility of both \( \pi_{\pi} \) and \( \pi_{\sim} \) can be checked in polynomial time.\(^2\) Note, however, that \( \pi_{\pi} \) and \( \pi_{\sim} \) may be different plans, so this simple check for eligibility does not give us a check for realizability of \( p \).

## 4 Checking Realizability

A partial plan \( \pi \) is a function from a subset \( T \) of \( S \) to \( U \). In particular, a plan is a partial plan. To avoid confusion with partial plans, sometimes we will call plans complete plans. We can easily extend the definitions of eligible, authorized and valid plans to partial plans: the only difference is that we only consider authorizations for steps in \( T \) and constraints with scope being a subset of \( T \).

We also define partial patterns. For a UI or CI-pattern \( q = (x_1, \ldots, x_k) \) and a subset \( T \subseteq S \), let the pattern \( q|_T = (x_1, \ldots, x_k) \), where \( x_i = x_j \) if \( s_i \in T \), and \( x_i = 0 \) otherwise. We say that \( p|_T \) is a (UI, CI)-pattern for a partial plan \( \pi : T \to U \) if \( p|_T \) with all coordinates with 0 values removed is a (UI, CI)-pattern for \( \pi \). We therefore have that if \( p \) is a (UI, CI)-pattern for a plan \( \pi \), then \( p|_T \) is a (UI, CI)-pattern for \( \pi \) restricted to \( T \).

Let \( p = (p_\pi = (x_1, \ldots, x_k), p_\sim = (y_1, \ldots, y_k)) \) be a (UI, CI)-pattern. We say that \( p \) is consistent if \( x_i = x_j \Rightarrow y_i = y_j \) for all \( i, j \in [k] \). Recall that if \( p \) is the (UI, CI)-pattern for \( \pi \), then \( x_i = x_j \Leftrightarrow \pi(s_i) = \pi(s_j) \), and \( y_i = y_j \Leftrightarrow \pi_\sim(s_i) = \pi_\sim(s_j) \). Thus Proposition 3 implies that if \( p \) is the (UI, CI)-pattern for any plan then \( p \) is consistent. Henceforth, we will only consider (UI, CI)-patterns that are consistent.

Given a (UI, CI)-pattern \( (p_\pi, p_\sim) \), we must determine whether this (UI, CI)-pattern can be realized, given the authorization lists defined on users. The patterns \( p_\pi \) and \( p_\sim \) define

\(^2\) Clearly, it is not hard to check eligibility of \( p \) without explicitly constructing \( \pi_{\pi} \) and \( \pi_{\sim} \), as is done in our algorithm implementation, described in Appendix B of [8].
two sets of equivalence classes on $S$: $s_i$ and $s_j$ are in the same equivalence class of $S$ defined by $p_\sim$ ($p_\sim$, respectively) if and only if $x_i = x_j$ ($y_i = y_j$, respectively).

Moreover each equivalence class induced by $p_\sim$ is partitioned by equivalence classes induced by $p_\sim$. We must determine whether there exists a plan $\pi: S \to U$ that simultaneously (i) has UI-pattern $p_\sim$; (ii) has CI-pattern $p_\sim$; and (iii) assigns an authorized user to each step. Informally, our algorithm for checking realizability computes two things.

- For each pair $(T, V)$, where $T \subseteq S$ is an equivalence class induced by $p_\sim$ and $V \subseteq U$ is an equivalence class induced by $\sim$, whether there exists an injective mapping from the equivalence classes in $T$ induced by $p_\sim$ to authorized users in $V$. We call such a mapping a second-level mapping.

- Whether there exists an injective mapping $f$ from the set of equivalence classes induced by $p_\sim$ to the set of equivalence classes induced by $\sim$ such that $f(T) = V$ if and only if there exists a second-level mapping from $T$ to $V$. We call $f$ a top-level mapping.

If a top-level mapping exists, then, by construction, it can be “deconstructed” into authorized partial plans defined by second-level mappings. We compute top- and second-level mappings using matchings in bipartite graphs, as described below.

The Top-level Bipartite Graph. The UI-pattern $p_\sim = (x_1, \ldots, x_k)$ induces an equivalence relation on $S = \{s_1, \ldots, s_k\}$, where $s_i$ and $s_j$ are equivalent if and only if $x_i = x_j$. Let $S = \{S_1, \ldots, S_l\}$ be the set of equivalence classes of $S$ under this relation. Similarly, the CI-pattern $p_\sim = (y_1, \ldots, y_k)$ induces an equivalence relation on $S$, where $s_i, s_j$ are equivalent if and only if $y_i = y_j$. Let $T = \{T_1, \ldots, T_m\}$ be the equivalence classes under this relation.

Observe that since $p$ is consistent, we have $k \geq l \geq m$ and for any $S_i, T_j$, either $S_i \subseteq T_j$ or $S_i \cap T_j = \emptyset$.

**Definition 8.** Given a (UI, CI)-pattern $p = (p_\sim, p_\sim)$, the top-level bipartite graph $G_p$ is defined as follows. Let the partite sets of $G_p$ be $T$ and $U^\sim$. For each $T_r \in T$ and class $u^\sim$, we have an edge between $T_r$ and $u^\sim$ if and only if there exists an authorized partial plan $\pi_r: T_r \to u^\sim$ such that $p_\sim|_{T_r}$ is a UI-pattern for $\pi_r$.

**Lemma 9.** If a (UI, CI)-pattern $p = (p_\sim, p_\sim)$ is realizable, then $G_p$ has a matching covering $T$.

**Proof.** Let $\pi$ be an authorized plan such that $p$ is a (UI, CI)-pattern for $\pi$. As $p_\sim$ is a CI-pattern for $\pi$, we have that for each $T_r \in T$ and all $s_i, s_j \in T_r$, $\pi^\sim(s_i) = \pi^\sim(s_j)$. Therefore $\pi(T_r) \subseteq u^\sim$ for some $u \in U$. Let $u^\sim_r$ be this equivalence class for each $T_r$. As $p_\sim$ is a CI-pattern for $\pi$, we have that for all $r \neq r'$ and any $s_i \in T_r, s_j \in T_r'$, $\pi^\sim(s_i) \neq \pi^\sim(s_j)$. It follows that $u^\sim_r \neq u^\sim_{r'}$ for any $r \neq r'$.

Let $M = \{T_r, u^\sim_r \in E(G_p): T_r \in T\}$. As $u^\sim_r \neq u^\sim_{r'}$ for any $r \neq r'$ we have that $M$ is a matching that covers $T$. It remains to show that $M$ is a matching of $G_p$ covering $T$, i.e. that $T_r u^\sim_r$ is an edge in $G_p$ for each $T_r$. For each $T_r \in T$, let $\pi_r$ be $\pi$ restricted to $T_r$. Then $\pi_r$ is a function from $T_r$ to $u^\sim_r$. As $\pi$ is authorized, $\pi_r$ is also authorized. As $p_\sim$ is a UI-pattern for $\pi$, we have that $p_\sim|_{T_r}$ is a UI-pattern for $\pi_r$. Therefore $\pi_r$ satisfies all the conditions for there to be an edge $T_r u^\sim_r$ in $G_p$.

We have shown that for any (UI, CI)-pattern to be realizable, it must be consistent and its top-level bipartite graph must have a matching covering $T$. We will now show that these necessary conditions are also sufficient.

**Lemma 10 (s).** Let $p = (p_\sim = (x_1, \ldots, x_k), p_\sim = (y_1, \ldots, y_k))$ be a (UI, CI)-pattern which is consistent, and such that $G_p$ has a matching covering $T$. Then $p$ is realizable.
The Second-level Bipartite Graph. For each (UI, CI)-pattern \( p = (p_u, p_v) \), we need to construct the graph \( G_p \) and decide whether it has a matching covering \( T \), in order to decide whether \( p \) is realizable. Given \( G_p \), a maximum matching can be found in polynomial time using standard techniques, but constructing \( G_p \) itself is non-trivial. For each potential edge \( T_r, u^- \) in \( G_p \), we need to decide whether there exists an authorized partial plan \( \pi_r : T_r \to u^- \) such that \( p_{\pi_r} \) is a UI-pattern for \( \pi_r \). We can decide this by constructing another bipartite graph, \( G_{T_r, u^-} \). Recall that \( S = \{ S_1, \ldots, S_l \} \) is a partition of \( S \) into equivalence classes, where \( s_i, s_j \) are equivalent if \( x_i = x_j \), and for each \( s_h \in S \), either \( S_h \subseteq T_r \) or \( S_h \cap T_r = \emptyset \). Define \( S_r = \{ S_h : S_h \subseteq T_r \} \).

\> Definition 11. Given a (UI, CI)-pattern \( p = (p_u = (x_1, \ldots, x_k), p_v = (y_1, \ldots, y_k)) \), a set \( T_r \in T \) and equivalence class \( u^- \in U^- \), the second-level bipartite graph \( G_{T_r, u^-} \) is defined as follows: Let the partite sets of \( G \) be \( S_r \) and \( u^- \) and for each \( s_h \in S_r \), and \( v \in u^- \), we have an edge between \( s_h \) and \( v \) if and only if \( v \) is authorized for all steps in \( s_h \).

\> Lemma 12 (\*) Given \( T_r \in T \), \( u^- \in U^- \), the following conditions are equivalent.

\begin{itemize}
  \item There exists an authorized partial plan \( \pi : T_r \to u^- \) such that \( p_{\pi_r} \) is a UI-pattern for \( \pi \).
  \item \( G_{T_r, u^-} \) has a matching that covers \( S_r \).
\end{itemize}

5 FPT Algorithm

Our FPT algorithm generates (UI, CI)-patterns \( p \) in a backtracking manner as follows. (Its implementation is described in Appendix B of [8].) It first generates partial patterns \( p_u = (x_1, \ldots, x_k) \), where the coordinates \( x_i = 0 \) are assigned one by one to integers in \([k']\), where \( k' = \max_{1 \leq j \leq k} \{x_j\} + 1 \). The algorithm checks that the pattern \( p_u \) does not violate any constraints whose scope contain the corresponding step \( s_i \). If an eligible pattern \( p_u = (x_1, \ldots, x_k) \) has been completed (i.e., \( x_j \neq 0 \) for each \( j \in [k] \)), the partial patterns \( p_v = (y_1, \ldots, y_k) \) are generated as above but with a difference: the algorithm ensures the consistency condition. If an eligible (UI, CI)-pattern \( p \) has been constructed, a procedure constructing bipartite graphs and searching for matchings in them as described in Section 4 decides whether \( p \) is realizable.

\> Theorem 13. We can solve WSP with UI and CI constraints in \( O^*(4^k \log^2 k) \) time.

Proof Sketch. Our algorithm is correct by Proposition 7 and the fact that every complete (UI, CI)-pattern can be generated. It remains to estimate the running time.

If \( p_v \) in our algorithm were generated as \( p_u \), i.e., consistency were not taken into consideration, the search tree \( T \) of our algorithm (nodes are partial (UI, CI)-patterns) would have at least as many nodes as the actual search tree of our algorithm. Observe that each internal node (corresponding to an incomplete (UI, CI)-pattern) in \( T \) has at least two children, and each leaf in this tree corresponds to a complete (UI, CI)-pattern. Thus, the total number of partial (UI, CI)-patterns considered by our algorithm is less than twice the number of complete (UI, CI)-patterns, which is \( k^{2k} = 4^k \log k \) as each of \( 2k \) coordinates takes values in \([k]\).

We have to compute a matching in the top-level bipartite graph and matchings for each second-level bipartite graph. The number of second-level bipartite graphs is bounded above by \( nk \) (since the number of equivalence classes in \( U \) and \( S \) cannot exceed \( n \) and \( k \), respectively). We can compute a maximum matching in time polynomial in the number of vertices in the top- and second-level bipartite graphs (which is bounded in all our graphs by \( n + k \)). The result follows.
There can be a huge difference between an algorithm in principle and its actual implementation as a computer code, e.g., see [13]. We have implemented the new pattern-backtracking FPT algorithm and a reduction to the pseudo-Boolean satisfiability (PB SAT) problem in C++, using SAT4J [12] as a pseudo-Boolean SAT solver. Reductions from WSP constraints to PB ones were done similarly to those in [4, 6, 11]. Our FPT algorithm extends the pattern-backtracking framework of [11] in a nontrivial way, for details see Appendix B of [8].

In this section we describe a series of experiments that we ran to test the performance of our FPT algorithm against that of SAT4J. Due to the difficulty of acquiring real-world workflow instances, we generate and use synthetic data to test our new FPT algorithm and reduction to the PB SAT problem (as in similar experimental studies [6, 11, 14]). All our experiments use a MacBook Pro computer having a 2.6 GHz Intel Core i5 processor, 8 GB 1600 MHz DDR3 RAM and running Mac OS X 10.9.5.

We generate a number of random WSP instances using not-equals (i.e, constraints of the form $(s, s', \neq)$), equivalence and non-equivalence constraints (i.e., constraints of the types $(s, s', \sim)$ and $(s, s', \not\sim)$), and at-most constraints. An at-most constraint is a UI constraint that restricts the number of users that may be involved in the execution of a set of steps. It is, therefore, a form of cardinality constraint and imposes a loose form of “need-to-know” constraint on the execution of a workflow instance, which can be important in certain business processes. An at-most constraint may be represented as a tuple $(t, Q, \leq)$, where $Q \subseteq S$, $1 \leq t \leq |Q|$, and is satisfied by any plan that allocates no more than $t$ users in total to the steps in $Q$. In all our at-most constraints $t = 3$ and $|Q| = 5$ as in [6, 11].

### 6.1 Experimental Parameters and Instance Generation

We summarize the parameters we use for our experiments in Table 1. Values of $k$, $n$ and $r$ were chosen that seemed appropriate for real-world workflow specifications. The values of the other parameters were determined by preliminary experiments designed to identify “challenging” instances of WSP: that is, instances that were neither very lightly constrained nor very tightly constrained. Informally, it is relatively easy to determine that lightly constrained instances are satisfiable and that tightly constrained instances are unsatisfiable. Thus the instances we use in our experiments are (very approximately) equally likely to be satisfiable or unsatisfiable. In particular, by varying the numbers of at-most constraints and constraints of the form $(s, s', \sim)$, we are able to generate a set of instances with the desired characteristics (as shown by the results in Table 2).

A constraint $(s, s', \sim)$ implies the existence of a constraint $(s, s', \neq)$, so we do not vary the number of not-equals a great deal (in contrast to existing work in the literature [6]). Informally, a constraint $(s, s', \sim)$ reduces the difficulty of finding a valid plan. Thus, given our desire to investigate challenging instances, we do not use very many of these constraints.

All the constraints, authorizations, and equivalence classes of users are generated for each instance separately, uniformly at random. The random generation of authorizations, not-equals, and at-most constraints uses existing techniques [6]. The generation of equivalence and non-equivalence constraints has to be controlled to ensure that an instance is not trivially unsatisfiable. In particular, we must discard a constraint of the form $(s, s', \sim)$ if we have already generated a constraint of the form $(s, s', \neq)$. The equivalence classes of the user set are generated by enumerating the user set and then splitting the list into contiguous sublists. The number of elements in each sublist varies between 3 and 7 (chosen uniformly at random and adjusted, where necessary, so that the total number of members in the $r$ sub-lists is $n$).
Table 1 Parameters used in our experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of steps $k$</td>
<td>$20, 25, 30$</td>
</tr>
<tr>
<td>Number of users $n$</td>
<td>$10k$</td>
</tr>
<tr>
<td>Number of user equivalence classes $r$</td>
<td>$2k$</td>
</tr>
</tbody>
</table>
| Number of constraints $(s, s', \neq)$          | $k = 20 \rightarrow 20, 25$
|                                                | $k = 25 \rightarrow 25, 30$
|                                                | $k = 30 \rightarrow 30, 35$ |
| Number of constraints $(s, s', \sim)$          | $k = 20 \rightarrow 0$ |
|                                                | $k = 25 \rightarrow 1$ |
|                                                | $k = 30 \rightarrow 2$ |
| Number of constraints $(s, s', \equiv)$        | $k = 20 \rightarrow 10, 15, 20, 25, 30$ |
|                                                | $k = 25 \rightarrow 15, 20, 25, 30, 35$ |
|                                                | $k = 30 \rightarrow 20, 25, 30, 35, 40$ |
| Number of at-most constraints                  | $k = 20 \rightarrow 10, 15, 20, 25, 30, 35, 40$ |
|                                                | $k = 25 \rightarrow 15, 20, 25, 30, 35, 40, 45$ |
|                                                | $k = 30 \rightarrow 20, 25, 30, 35, 40, 45, 50$ |

6.2 Results and Evaluation

We adopt the following labelling convention for our test instances: $a.b.c.d$ denotes an instance with $a$ not-equals constraints, $b$ at-most constraints, $c$ equivalence constraints, and $d$ non-equivalence constraints (as used in the first and fourth columns of Table 2, for instances with $k = 25$ and $k = 30$, respectively). In our experiments we compare the run-times and outcomes of SAT4J (having reduced the WSP instance to a PB SAT problem instance) and our FPT algorithm, which we will call PBA4CI (pattern-based algorithm for class-independent constraints). Table 2 shows some detailed results of our experiments (the results for $k = 20$ were excluded due to the space limit). We record whether an instance is solved, indicating a satisfiable instance with a ‘Y’ and an unsatisfiable instance with a ‘N’; instances that were not solved are indicated by a question mark. PBA4CI reaches a conclusive decision (Y or N) for every test instance, whereas SAT4J fails to reach such a decision for some instances, typically because the machine runs out of memory. The table also records the time (in seconds) taken for the algorithms to run on each instance. We would expect that the time taken to solve an instance would depend on whether the instance is satisfiable or not, and this is confirmed by the results in the table.

In total, the experiments cover 210 randomly generated instances, 70 instances for each number of steps, $k \in \{20, 25, 30\}$. PBA4CI successfully solves all of the instances, while SAT4J fails on almost 40% of the instances (mostly unsatisfiable ones). In terms of CPU time, SAT4J is more efficient only on 5 instances (2.4%) in total: 1 for 20 steps, 1 for 25 steps, and 3 for 30 steps, all of which are lightly constrained. For these instances PBA4CI has to generate a large number of patterns in the search space before it finds a solution.

Overall, PBA4CI is clearly more effective and efficient than SAT4J on these instances. Table 3 put in Appendix B of [8] shows the summary statistics for all the experiments. The numbers of unsolved instances by SAT4J are indicated in parenthesis. For average CPU time values, we assume that the running time on the unsolved instances can be considered as a lower bound on the time required to solve them. Therefore average CPU time values in Table 3 take into consideration unsolved instances for SAT4J: they are estimated lower bounds on its...
Table 2: Results for \( k = 25 \) and 30. Time in seconds. Y,N,? mean satisfied, unsatisfied, unsolved.

<table>
<thead>
<tr>
<th>Instance Data</th>
<th>SAT4J</th>
<th>PBA4CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.15.1.15</td>
<td>Y 2.62</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.20.1.15</td>
<td>Y 11.03</td>
<td>Y 2.778</td>
</tr>
<tr>
<td>25.30.1.15</td>
<td>Y 35.54</td>
<td>Y 2.323</td>
</tr>
<tr>
<td>25.35.1.15</td>
<td>N 1,439.94</td>
<td>Y 2.946</td>
</tr>
<tr>
<td>25.40.1.15</td>
<td>? 2,088.06</td>
<td>Y 50.804</td>
</tr>
<tr>
<td>25.45.1.15</td>
<td>Y 113.37</td>
<td>Y 0.010</td>
</tr>
<tr>
<td>25.15.1.20</td>
<td>Y 1.52</td>
<td>Y 2.20</td>
</tr>
<tr>
<td>25.20.1.20</td>
<td>Y 7.77</td>
<td>Y 2.72</td>
</tr>
<tr>
<td>25.30.1.20</td>
<td>Y 297.39</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.35.1.20</td>
<td>Y 48.29</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.40.1.20</td>
<td>N 105.48</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.45.1.20</td>
<td>? 2,105.61</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.15.1.25</td>
<td>Y 14.40</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.20.1.25</td>
<td>Y 80.25</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.30.1.25</td>
<td>N 442.91</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.35.1.25</td>
<td>N 1,562.30</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.40.1.25</td>
<td>N 950.25</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.15.1.30</td>
<td>Y 3.22</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.20.1.30</td>
<td>Y 240.59</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.30.1.30</td>
<td>N 66.74</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.35.1.30</td>
<td>N 1,524.68</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.40.1.30</td>
<td>N 1,001.67</td>
<td>Y 2.464</td>
</tr>
<tr>
<td>25.45.1.30</td>
<td>? 1,974.05</td>
<td>Y 2.464</td>
</tr>
</tbody>
</table>

average time performance. As the number of steps \( k \) increases, SAT4J fails more frequently and is unable to reach a conclusive decision for more than 65\% of instances when \( k = 30 \), some of which are satisfiable. However, SAT4J is clearly more efficient (and effective) on satisfiable instances than on the unsatisfiable ones, while for PBA4CI the converse is true. This can be explained by very different search strategies used by the solvers.

7 Conclusion

We have introduced the concept of a class-independent constraint, which significantly generalizes user-independent constraints and substantially extends the range of real-world business requirements that can be modelled. We have designed an FPT algorithm for WSP with
class-independent constraints. Our computational results demonstrate that our FPT algorithm is useful in practice for WSP with class-independent constraints, in particular for WSP instances that are too hard for SAT4J.

The full generalization of our approach is briefly described in Appendix C of [8] and the time complexity of the corresponding algorithm, $O^*(2^{rk\log_2 k})$ ($r$ is the number of nested equivalence relations including $\equiv$), indicates that it will remain practical at least when three rather than two equivalence relations are considered.
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Abstract

In this paper we design FPT-algorithms for two parameterized problems. The first is List Digraph Homomorphism: given two digraphs G and H and a list of allowed vertices of H for every vertex of G, the question is whether there exists a homomorphism from G to H respecting the list constraints. The second problem is a variant of Multiway Cut, namely Min-Max Multiway Cut: given a graph G, a non-negative integer ℓ, and a set T of r terminals, the question is whether we can partition the vertices of G into r parts such that (a) each part contains one terminal and (b) there are at most ℓ edges with only one endpoint in this part. We parameterize List Digraph Homomorphism by the number w of edges of G that are mapped to non-loop edges of H and we give a time \(2^{O(\ell \log h + \ell^2 \log \ell)} \cdot n^4 \cdot \log n\) algorithm, where h is the order of the host graph H. We also prove that Min-Max Multiway Cut can be solved in time \(2^{O((\ell r)^2 \log \ell r)} \cdot n^4 \cdot \log n\). Our approach introduces a general problem, called List Allocation, whose expressive power permits the design of parameterized reductions of both aforementioned problems to it. Then our results are based on an FPT-algorithm for the List Allocation problem that is designed using a suitable adaptation of the randomized contractions technique (introduced by [Chitnis, Cygan, Hajiaghayi, Pilipczuk, and Pilipczuk, FOCS 2012]).
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1 Introduction

The Multiway Cut problem asks, given a graph G, a set of r terminals T, and a non-negative integer ℓ, whether it is possible to partition V(G) into r parts such that each part contains exactly one of the terminals of T and there are at most ℓ edges between different parts (i.e., at most ℓ crossing edges). In the special case where |T| = 2, this gives the celebrated Minimum Cut problem, which is polynomially solvable [31]. In general, when there is no
restriction on the number of terminals, the Multiway Cut problem is $\mathsf{NP}$-complete [8] and a lot of research has been devoted to the study of this problem and its generalizations, including several classic results on its polynomial approximability [18, 3, 14, 17, 24, 30].

More recently, special attention to the Multiway Cut problem was given from the parameterized complexity point of view. The existence of an FPT-algorithm for Multiway Cut (when parameterized by $\ell$), i.e., an $f(\ell) \cdot n^{O(1)}$-step algorithm, had been a long-standing open problem. This question was answered positively by Marx in [26] with the use of the important separators technique which was also used for the design of FPT-algorithms for several other problems such as Directed Multiway Cut [4], Vertex Multicut, and Edge Multicut [28]. This technique has been extended to the powerful framework of randomized contractions technique, introduced in [5]. This made it possible to design FPT-algorithms for several other problems such as Unique Label Cover, Steiner Cut, Edge/Vertex Multicut-Uncut. We stress that this technique is quite versatile.

In this paper we use it in order to design FPT-algorithms for parameterizations of two problems that do not seem to be directly related to each other: the Min-Max-Multiway Cut problem [32] and the List Digraph Homomorphism problem.

1.1 Min-Max-Multiway Cut

In the Multiway Cut problem the parameter $\ell$ bounds the total number of crossing edges (i.e., edges with endpoints in different parts). Svitkina and Tardos [32] considered a “min-max” variant of this problem, namely the Min-Max-Multiway Cut, where $\ell$ bounds the maximum number of outgoing edges of the parts\(^1\). In [32], it was proved that Min-Max-Multiway Cut is $\mathsf{NP}$-complete even when the number of terminals is $r = 4$. As a consequence of the results in [32] and [29], Min-Max-Multiway Cut admits an $O(\log^2 n)$-approximation algorithm. This was improved recently in [1] to a $O((\log n \cdot \log r)^{1/2})$-approximation algorithm.

To our knowledge, nothing is known about the parameterized complexity of this problem. We prove the following.

▶ Theorem 1. There exists an algorithm that solves the Min-Max-Multiway Cut problem in $2^{O((\ell^2 \log r) \cdot n^4 \cdot \log n)}$ steps, i.e., Min-Max-Multiway Cut belongs to FPT when parameterized by both $r$ and $\ell$.

(Throughout the paper, we use $n = |V(G)|$ when we refer to the number of vertices of the graph $G$ in the instance of the considered problem.)

1.2 List Digraph Homomorphism

Given two directed graphs $G$ and $H$, an $H$-homomorphism of $G$ is a mapping $\chi : V(G) \to V(H)$ such that if $(x, y)$ is an arc of $G$, then $(\chi(x), \chi(y))$ is also an arc in $H$. In the List Digraph Homomorphism problem, we are given two graphs $G$ and $H$ and a list function $\lambda : V(G) \to 2^{V(H)}$ and we ask whether $G$ has a $H$-homomorphism such that for every vertex $v$ of $G$, $\chi(v) \in \lambda(v)$. Graph and digraph homomorphisms have been extensively studied both from the combinatorial and the algorithmic point of view (see e.g., [21, 2, 13, 15, 16]).

Especially for the List Digraph Homomorphism problem, a dichotomy characterizing the instantiations of $H$ for which the problem is hard was given in [22] (see also [12]). Notice that the standard parameterization of List Digraph Homomorphism by the size of the

\(^1\) Notice that under this viewpoint Multiway Cut can be seen as Min-Sum-Multiway Cut.
graph $H$ is para-NP-complete as it yields the 3-COLORING problem when $G$ is restricted to be a simple graph and $H = K_3$. A more promising parameterization of List Homomorphism (for undirected graphs) has been introduced in [10], where the parameter is a bound on the number of pre-images of some prescribed set of vertices of $H$ (see also [9, 11, 27]). Another parameterization, again for the undirected case, was introduced in [6], where the parameter is the number of vertices to be removed from the graph $G$ so that the remaining graph has a list $H$-homomorphism.

We introduce a new parameterization of List Digraph Homomorphism where the parameter is, apart from $h = |V(H)|$, the number of “crossing edges”, i.e., the edges of $G$ whose endpoints are mapped to different vertices of $H$. For this, we enhance the input with an integer $\ell$ and ask for a list digraph homomorphism with at most $\ell$ crossing edges. Clearly, when $\ell = |E(G)|$, this yields the original problem. We call the new problem Bounded List Digraph Homomorphism (in short, BLDH). Notice that the fact that List Digraph Homomorphism is NP-complete even when $h = 3$, implies that BLDH is para-NP-complete when parameterized only by $h$. The input of BLDH is a quadruple $(G, H, \lambda, \ell)$ where $G$ is the guest graph, $H$ is the host graph, $\lambda : V(G) \rightarrow 2^{|V(H)|}$ is the list function and $\ell$ is a non-negative integer. Our next step is to observe that BLDH is $\text{W}[1]$-hard, when parameterized only by $\ell$. To see this consider an input $(G, k)$ of the CLIQUE problem and construct the input $(K, G, \lambda, \ell)$ where $K$ is a the complete digraph on $k$ vertices, $G$ is the digraph obtained by $G$ by replacing each edge by two opposite direction arcs between the same endpoints, $\lambda = \{(v, V(G)) \mid v \in V(K)\}$, and $\ell = k(k - 1)$. Notice that $(G, k)$ is a YES-instance of CLIQUE iff $(K, G, \lambda, \ell)$ is a YES-instance of BLDH.

We conclude that when BLDH is parameterized by $\ell$ or $h$ only, then one may not expect it to be fixed parameter tractable. This means that the parameterization of BLDH by $h$ and $\ell$ is meaningful to consider. Our result is the following.

**Theorem 2.** There exists an algorithm that solves the Bounded List Digraph Homomorphism problem in $2^{O(\ell \log h + \ell^2 \log \ell)} \cdot n^4 \cdot \log n$ steps, i.e., Bounded List Digraph Homomorphism belongs to $\text{FPT}$ when parameterized by the number $\ell$ of crossing edges and the number $h$ of vertices of $H$.

### 1.3 List Allocation

In order to prove Theorems 1 and 2, we prove that both problems are Turing FPT-reducible to a single new problem that we call List Allocation (in short, LA).

The List Allocation problem is defined as follows: We are given a graph $G$ and a set of $r$ “boxes” indexed by numbers from $\{1, \ldots, r\}$. Each vertex $v$ of $G$ is accompanied with a list $\lambda(v)$ of indices corresponding to the boxes where it is allowed to be allocated. Moreover, there is a weight function $\alpha$ assigning to every pair of different boxes a non-negative integer. The question is whether there is a way to place each of the vertices of $G$ into some box of its list such that, for any two different boxes $i$ and $j$, the number of crossing edges between them is exactly $\alpha(i, j)$.

As we easily see in Subsection 2.3, List Allocation is NP-complete, even when $r = 2$. Throughout this paper, we parameterize the List Allocation problem by the total number $w$ of “crossing edges” between different boxes, i.e., $w = \sum_{1 \leq i < j \leq r} \alpha(i, j)$.

\[2 \text{ Let } A \text{ and } B \text{ be two parameterized problems. We say that a parameterized problem } A \text{ is Turing FPT-reducible to } B \text{ when the existence of an FPT-algorithm for } B \text{ implies the existence of an FPT-algorithm for } A. \text{ (For brevity, in this paper, we write “T-FPT” instead of “Turing FPT”.)} \]
Our main result is that this parameterization of LA is in FPT (the basic ideas of the algorithm are given in Section 4.

\textbf{Theorem 3.} There exists an algorithm that, given as input an instance \( I = (G, r, \lambda, \alpha) \) of \textsc{List Allocation}, returns an answer to this problem in \( 2^{O(w \cdot \log w)} \cdot n^4 \cdot \log n \) steps, where \( w = \sum_{1 \leq i < j \leq r} \alpha(i, j) \).

To witness the expressive power of \textsc{List Allocation}, let us first exemplify why \textsc{Multiway Cut}, parameterized by \( w \), is T-FPT-reducible to \textsc{List Allocation}. Given an instance of \textsc{Multiway Cut}, we first discard from its graph all the connected components that have at most 1 terminal. Clearly, this gives an equivalent instance \( (G, T = \{t_1, \ldots, t_r\}, w) \) where \( r \leq w + 1 \).

Next, we consider the set \( A \) containing every weight function \( \alpha \) such that \( \sum_{i<j \leq r} \alpha(i, j) \leq w \). Let also \( \lambda : V(G) \to 2^r \) be the list function such that if \( v = t_i \in T \), then \( \lambda(v) = \{i\} \), otherwise \( \lambda(v) = \{1, \ldots, r\} \). It is easy to verify that \( (G, T, w) \) is a yes-instance of \textsc{Multiway Cut} if and only if there exists some \( \alpha \in A \) such that \( (G, r, \lambda, \alpha) \) is a yes-instance of \textsc{List Allocation}. This yields the claimed reduction, as \( |A| \) is clearly bounded by some function of \( w \). This reduction to the \textsc{List Allocation} problem turns out to be quite flexible and, as we will see in Subsection 3.1 (Theorem 4), it can easily be adapted to a T-FPT-reduction of \textsc{Min-Max-Multiway Cut} to \textsc{List Allocation}. The reduction of \textsc{Bounded List Digraph Homomorphism} to \textsc{List Allocation} is more complicated and is described in Subsection 3.2 (Theorem 10). Theorem 3, together with the aforementioned reductions, yields Theorems 1 and 2.

\section{Preliminaries and the definition of \textsc{List Allocation}}

\subsection{Functions and allocations}

We use the notation \( \log(n) \) to denote \([\log_2(n)]\) for \( n \in \mathbb{Z}_{\geq 1} \) and we agree that \( \log(0) = 1 \). Given a non-negative integer \( n \), we denote by \([n]\) the set of all positive integers no bigger than \( n \). Given a finite set \( A \) and an integer \( s \in \mathbb{Z}_{\geq 0} \), we denote by \( \binom{A}{s} \) (resp. \( \binom{A}{s}^\lhd \) ) the set of all subsets of \( A \) with exactly (resp. at most) \( s \) elements. Given a function \( f : A \to \mathbb{Z}_{\geq 0} \) we define \( \sum f = \sum_{x \in A} f(x) \). An \( r \)-allocation of a set \( S \) is an \( r \)-tuple \( V = (V_1, \ldots, V_r) \) of, possibly empty, sets that are pairwise disjoint and whose union is the set \( S \). We refer to the elements of \( V \) as the \textit{parts} of \( V \) and we denote by \( V^{(i)} \) the \( i \)-th part of \( V \), i.e., \( V^{(i)} = V_i \).

\subsection{Definitions about graphs}

In this paper, when giving the running time of an algorithm of some problem whose instance involves a graph \( G \), we agree that \( n = |V(G)| \) and \( m = |E(G)| \).

All graphs in this paper are loopless and they may have multiple edges. The only exception to this agreement is in Subsection 3.2 where we also allow loops. If \( G \) is a graph and \( X, Y \) are two disjoint vertex subsets of \( V(G) \), we define \( \delta_G(X, Y) \) as the set of edges with one endpoint in \( X \) and the other in \( Y \). Given a graph \( G \), denote by \( C(G) \) the collection of all connected components of \( G \).

\subsection{The list allocation problem}

We define the problem \textsc{LA} as follows.
List Allocation (LA)
Input: A tuple $I = (G, r, \lambda, \alpha)$ where $G$ is a graph, $r \in \mathbb{Z}_{\geq 1}$, $\lambda : V(G) \rightarrow 2^{|r|}$, and $\alpha : \binom{|r|}{2} \rightarrow \mathbb{Z}_{\geq 0}$.
Output: An $r$-allocation $V$ of $V(G)$ such that
1. $\forall \{i, j\} \in \binom{|r|}{2}$, $|\delta_{G}(V_i, V_j)| = \alpha(i, j)$ and
2. $\forall v \in V(G), \forall i \in [r],$ if $v \in V_i$ then $i \in \lambda(v)$, or a correct report that no such $r$-allocation exists.

For simplicity, in the above definition we write $\alpha(\{i, j\})$ as $\alpha(i, j)$ and we agree that $\alpha(i, j) = \alpha(j, i)$. Also, given an instance $I$ of LA, we denote $^3 w(I) = \sum \alpha$. We will also use $w$ instead of $w(I)$ when it is clear what is the instance we are working with. We assume that the multiplicity of each edge in $G$ does not exceed $w$ as, if this happens, then reducing it to $w$ creates an equivalent instance of the problem.

In the definition of LA each vertex $v$ of $G$ carries a list $\lambda(v)$ indicating the parts where $v$ can be possibly allocated. Moreover, $\alpha$ is a function assigning weights to pairs of parts in $V$. The weights defined by $\alpha$ prescribe the precise number of crossing edges between distinct parts of $V$.

Notice that LA is an NP-hard problem by a simple reduction from the Max Cut problem, asking whether, for an input graph $G$ and some $w \in \mathbb{Z}_{\geq 0}$, whether there is a partition $V_1$, $V_2$ of $V(G)$ such that there are exactly $^4 w$ edges each with endpoints in both $V_1$ and $V_2$. Indeed, given an instance $I = (G, w)$ of Max Cut, construct the instance $I' = (G, 2, \lambda, \alpha)$ where $\lambda(v) = \{1, 2\}$ for every $v \in V(G)$ and $\alpha(1, 2) = w$. Note also that when $r = 2$, LA is polynomially solvable on planar graphs as it directly reduces to Planar Max Cut that is polynomially solvable [20].

3 Main reductions

In this section we formally define Min-Max-Multiway Cut and List Digraph Homomorphism and we reduce them to List Allocation.

3.1 Min-Max-Multiway Cut

The Min-Max-Multiway Cut problem is formally defined as follows:

Min-Max-Multiway Cut
Input: A tuple $I = (G, \ell, r, T)$ where $G$ is an undirected graph, $\ell, r \in \mathbb{Z}_{\geq 0}$, and $T \subseteq V(G)$ with $|T| = r$.
Output: A partition $\{P_1, \ldots, P_r\}$ of $V(G)$ such that for every $i \in [r]$, it holds that $|P_i \cap T| = 1$ and $|\delta_{G}(P_i, V(G) \setminus P_i)| \leq \ell$, or a correct report that no such partition exists.

Similarly to the case of LA, we assume that the multiplicity of each edge in $G$ does not exceed $\ell$.

Theorem 4. If there is an algorithm that solves LA in $T(n, w(I))$ steps, then there exists an algorithm that solves Min-Max-Multiway Cut in $2^{O(r \cdot \min(\ell \log \log r, r \log \ell))} \cdot T(n, r\ell)$ steps.

---

3 Given a function $\tau : A \rightarrow \mathbb{Z}_{\geq 0}$, we denote $\sum \tau = \sum_{x \in A} \tau(x)$.

4 It is straightforward to see that the standard reduction from NAE-3-Sat also works when the question of Max Cut asks for exactly $w$ crossing edges instead of at least $w$ crossing edges.
We now consider the family yields Theorem 2. The bijection parameterized by $\mu$ given an instance $G$ be directed graphs where $G$ is simple and $H$ may have loops but not multiple directed edges. A (directed) edge in the digraph $G$ from the vertex $x$ to the vertex $y$ is denoted by $(x, y)$. Let also $\lambda : V(G) \rightarrow 2^{V(H)}$. We denote by $E_1(H)$ the loops of $H$ and by $E_2(H)$ the edges of $H$ between distinct vertices. An $\lambda$-list $H$-homomorphism of $G$ is a function $\chi : V(G) \rightarrow V(H)$ such that

1. $\chi(v) \in \lambda(v)$ for every $v \in V(G)$, and
2. $(\chi(u), \chi(v)) \in E(H)$ for every $(u, v) \in E(G)$.

Given a list $H$-homomorphism $\chi$ of $G$ and an edge $e = (a, b) \in E_2(H)$ we define $C(e) = \{(u, v) \in E(G) \mid \chi(u) = a \text{ and } \chi(v) = b\}$.

**Bounded List Digraph Homomorphism** is formally defined as follows.

**Bounded List Digraph Homomorphism (BLDH)**

*Input*: A tuple $I = (G, H, \lambda, \ell)$ where $G$ and $H$ are digraphs, $\lambda : V(G) \rightarrow 2^{V(H)}$, and $\ell \in \mathbb{N}_{\geq 0}$.

*Output*: A $\lambda$-list $H$-homomorphism of $G$ where $\sum_{e \in E(H)} |C(e)| \leq \ell$ or a correct report that no such homomorphism exists.

We now define the following more general problem.

**Arc-Specified List Digraph Homomorphism (ASLDH)**

*Input*: A tuple $I = (G, H, \lambda, \alpha)$ where $G$ and $H$ are digraphs, $\lambda : V(G) \rightarrow 2^{V(H)}$, and $\alpha : E_2(H) \rightarrow \mathbb{Z}_{\geq 0}$.

*Output*: A $\lambda$-list $H$-homomorphism $\chi$ of $G$ such that $\forall e \in E_2(H)$ $|C(e)| = \alpha(e)$ or a correct report that no such $\lambda$-list $H$-homomorphism exists.

Given an instance $I = (G, H, \lambda, \alpha)$ of ASLDH we define $d(I) = \sum \alpha$. As we already did for the cases of LA and MIN-MAX-MULTIWAY CUT, we assume that the multiplicity of the edges of the instance of BLDH (resp. ASLDH) does not exceed $\ell$ (resp. $d(I)$).

In the next sections we will prove that there exists an FPT-algorithm for ASLDH, when parameterized by both $h = |V(H)|$ and $d = d(I)$. This fact together with the following result yields Theorem 2.
Theorem 5. If there is an algorithm that solves ASLDH in $T(n, d(I))$ steps, then there exists an algorithm that solves BLDH in $2^{|E(G)|} \cdot T(n, \ell)$ steps where $\ell = |V(H)|$.

Proof. Given an instance $I = (G, H, \lambda, \ell)$ of BLDH we set $U(I) = \{(G, H, \lambda, \alpha) \mid \sum \alpha \leq \ell\}$ and we observe that $I$ is a yes-instance of BLDH if and only if some $I' \in U(I)$ is a yes-instance of ASLDH. The lemma follows as $|U(I)| = 2^{|E(G)|}$ and $d(I') \leq \ell$.

3.3 A sparsifier for ASLDH

In order to prove that ASLDH admits an FPT-algorithm when parameterized by both $h = |V(H)|$ and $d = d(I)$, we will give a Turing-FPT reduction of ASLDH to LA in Subsection 3.4. The latter problem can be solved by an FPT-algorithm due to the result of Section 4. The reduction of Subsection 3.4 receives an instance $(G, H, \lambda, \alpha)$ of ASLDH and returns an equivalent instance $(G', r, \lambda', \alpha')$ of LA where $|V(G')| = O(|E(G)|)$ which is $O(w \cdot |V(G)|^2)$, in general. In order to avoid this blow-up in the polynomial running time of our final FPT-algorithm, we give a way to transform the instances of ASLDH to equivalent instances of the same problem whose graphs are sparse. This “sparsification” procedure is described below.

A graph is $d$-edge connected if it has at least two vertices and for every two vertices there are $d$ edge disjoint paths between them. We use the following result from [25].

Proposition 6. For every $d \in \mathbb{Z}_{\geq 1}$, every graph $G$ where $|E(G)| \geq d \cdot (|V(G)| - 1)$ contains a $d$-edge connected subgraph.

We also need the following result.

Lemma 7. Let $G$ be a graph and let $\mathcal{C} = \{C_1, \ldots, C_r\}$ be a collection of vertex disjoint connected subgraphs of $G$. Let also $G'$ be the graph obtained if we contract in $G$ all edges in the graphs in $\mathcal{C}$. If $G'$ is $d$-edge connected and each graph in $\mathcal{C}$ is $d$-edge connected or a single vertex, then $G$ contains a subgraph that is $d$-edge connected.

Given a graph $H$ and a positive integer $d$, we say that a subgraph $H$ of $G$ is a $d$-edge connected core of $G$ if every connected component of $H$ is $d$-edge connected and, among all such subgraphs of $G$, $H$ has maximum number of edges. The proof of the next lemma uses Proposition 6.

Lemma 8. For every $d \in \mathbb{Z}_{\geq 0}$, every graph $G$ with $m \geq d \cdot (n - 1)$ contains a unique $d$-edge connected core that can be found in $O(d \cdot n^3)$ steps.

Proof. The claimed $d$-edge connected core exists because of Proposition 6. Also, it is unique because if there are two $d$-edge connected cores $J_1$ and $J_2$, then it can be easily checked that the graph $J_1 \cup J_2$ is also a $d$-edge connected core of $G$. The algorithm repetitively removes from $G$ edges of min-cuts of size at most $d - 1$ in its connected components (each can be found in $O(d \cdot n^3)$ steps according to [31]) until this is not possible anymore (isolated vertices, when appearing during this procedure, are removed).

Note that the total number of steps of this procedure is bounded by the running time of the algorithm in [31] times the number of connected components of the resulting graph. This justifies the claimed running time. Let $J$ be the $d$-edge connected core of $G$. Notice that none of the edges of $J$ will be deleted by this procedure. Indeed, assuming the opposite, let $G'$ be the graph where for the first time a cut $(V_1, V_2)$ is found where the set $F$ of crossing edges contains some edge $e = \{x, y\}$ in $J$. Let also $C$ be the connected component of $G'$ containing this cut and let $C_J$ be a connected component of $J$ that is a subgraph of $C$ containing $e$. 

...
Notice that \( x \) and \( y \) belong to different connected components of \( C \setminus F \) and therefore also to different connected components of \( C_J \setminus F \), contradicting the fact that \( C_J \) is \( d \)-edge connected. We just proved that the output of the algorithm will be a subgraph of \( J \). Notice also that each connected component of this output is \( d \)-edge connected. By the maximality of \( J \), this output is necessarily \( J \).

\[ \]

\[ \text{Lemma 9.} \] There is an \( O(d(I) \cdot n^4) \)-step algorithm that given in instance \( I = (G, H, \lambda, \alpha) \) of ASLDH, outputs an equivalent instance \( I' = (G', H, \lambda', \alpha) \) of the same problem where \( |E(G')| = O(d(I) \cdot |V(G')|) \).

\[ \]

\[ \text{Proof.} \] Let \( \tilde{G} \) be the underlying graph of \( G \) (multiplicities of edges of opposite direction are summed up) and \( d = d(I) \). If \( \tilde{G} \) does not contains a \((d+1)\)-edge connected core, then, from Proposition 6, \( |E(G)| = O(d \cdot |V(G)|) \).

Suppose now that \( \tilde{G} \) has a \((d+1)\)-edge connected core \( J \) that, from Lemma 8, can be found in \( O(d \cdot |V(G)|^4) \) steps. We create a new graph \( G' \) as follows: for each \( C \in \mathcal{C}(J) \) we contract all vertices of \( C \) to a single vertex \( v_C \) and we update \( \lambda \) to \( \lambda' \) so that if \( x \not\in \{v_C \mid C \in \mathcal{C}(J)\} \), then \( \lambda'(x) = \lambda(x) \) and if \( x = v_C \), then \( \lambda'(x) = \cap_{y \in V(C)} \lambda(y) \). We claim that \( I' = (G', H, \lambda', \alpha) \) is an equivalent instance of ASLDH. Indeed, this is based on the fact that, given a \( \lambda \)-list \( H \)-homomorphism \( \chi \) of \( G \) and a connected component \( C \) of \( J \), all vertices of \( J \) should be the preimages via \( \chi \) of the same vertex of \( H \). To verify this fact, just observe that, if this is not the case, then the removal of the \( \leq d \) crossing edges from \( C \) (i.e., edges with endpoints mapped to different vertices of \( H \)) will disconnect \( C \), a contradiction to the \((d+1)\)-edge-connectivity of \( C \).

It now remains to prove that \( |E(G')| = O(d \cdot |V(G')|) \). If \( |E(G')| \geq (d+1) \cdot (|V(G')| - 1) \), then, again from Proposition 6, \( G' \) contains a \((d+1)\)-edge connected subgraph. This, because of Lemma 7, implies that \( G \) contains a subgraph that is \((d+1)\)-edge connected and has more edges than \( J \), a contradiction.

\[ \]

### 3.4 A reduction of ASLDH to LA

Given the results of the previous section we are now in position to prove the following.

\[ \text{Theorem 10.} \] If there is an algorithm that solves LA in \( T(n, w(I)) \) steps, then there exists an algorithm that solves ASLDH in \( T(O(d(I) \cdot n), O(d(I))) + O(d(I) \cdot n^4) \) steps.

\[ \]

\[ \text{Proof.} \] Let \( I = (G, H, \lambda, \alpha) \) be an instance of ASLDH. Using the algorithm of Lemma 9, we may assume that \( |E(G)| = O(d(I) \cdot |V(G)|) \). We then use \( I \) to generate an instance \( I' = (G', r, \lambda', \alpha') \) of LA, as follows:

\[ G' = (V', E'), \] where
\[ V' = V \cup V_F \cup V_L, \] where \( V = V(G), V_F = \{f_{uv} \mid (u, v) \in E(G)\}, \) and \( V_L = \{\ell_{uv} \mid (u, v) \in E(G)\} \) and
\[ E' = E \cup E_F \cup E_L, \] where \( E = \{f_{uv}, \ell_{uv}\} \mid (u, v) \in E(G)\}, E_F = \{f_{uv} \mid (u, v) \in E(G)\}, E_L = \{\ell_{uv}, v \mid (u, v) \in E(G)\}.\]
\[ r = |V(H)| + 2 \cdot |E_2(H)| \] and \( \sigma : V(H) \rightarrow [r] \) is a bijection where \( \tilde{H} \) is the graph obtained from \( H \) by subdividing twice each of its arcs that are not loops. For each arc \( (x, y) \in E_2(H) \), we denote its corresponding path in \( \tilde{H} \) as \( P_{xy} \), where \( V(P_{xy}) = \{x, \tilde{x}_{xy}, \tilde{y}_{xy}, y\}. \]
Let $\chi : V(G) \to V(H)$ be a $\lambda$-list $H$-homomorphism of $G$ where $\forall e \in E_2(H) \ |C(e)| = \alpha(e)$. We construct an $r$-allocation $V$ of $V(G')$ as follows:

- for every $u \in V = V(G)$, $u$ belongs to the part $V^i$, where $i = \sigma(\chi(u))$
- for every $f_{uv} \in V_F$, $f_{uv}$ belongs to the part $V^i$, where

$$i = \begin{cases} 
\sigma(\chi(u)) & \text{if } \chi(u) = \chi(v) \\
\sigma(\tilde{f}_{xy}) & \text{if } x = \chi(u) \neq y = \chi(v) 
\end{cases}$$

- for every $\ell_{uv} \in V_L$, $\ell_{uv}$ belongs to the part $V^i$, where

$$i = \begin{cases} 
\sigma(\chi(u)) & \text{if } \chi(u) = \chi(v) \\
\sigma(\tilde{\ell}_{xy}) & \text{if } x = \chi(u) \neq y = \chi(v) 
\end{cases}$$

It is easy to verify that $V$ is a solution for $I'$.

Now consider a solution $V$ for $I'$. From $V$, we define a mapping $\chi : V(G) \to V(H)$ so that for every $u \in V$, we have that $\chi(u) = \sigma^{-1}(i)$ if and only if $u \in V^i$. We claim that $\chi$ is a $\lambda$-list $H$-homomorphism of $G$ where $\forall e \in E_2(H) \ |C(e)| = \alpha(e)$. For this, we investigate $\chi$ upon two conditions: firstly, we verify that $\chi$ is a $\lambda$-list $H$-homomorphism, and secondly that $\forall e \in E_2(H) \ |C(e)| = \alpha(e)$.

Let us prove that $\chi$ is a $\lambda$-list $H$-homomorphism. To see that $\chi(u) \in \lambda(u)$ for every $u \in V(G)$, let $u$ be in the $i$-th part of $V$. Since $i \in \lambda(u)$, the construction of $\lambda'$ implies that $\sigma^{-1}(i) \in \lambda(u)$, and thus $\chi(u) \in \lambda(u)$. To see that $\chi$ is an $H$-homomorphism, for an arbitrary edge $(u, v) \in E(G)$ we shall show that $(\chi(u), \chi(v)) \in E_1(H) \cup E_2(H)$. Let $u$ and $v$ respectively belong to $\sigma(x)$-th and $\sigma(y)$-th parts of $V$, for some $x, y \in V(H)$. Note that $x \in \lambda(u) \subseteq V(H)$ and $y \in \lambda(v) \subseteq V(H)$. There are two possibilities: $x \neq y$ or $x = y$.

### Case 1: $x \neq y$. Since $\sigma$ is a bijection, this means $\sigma(x) \neq \sigma(y)$. From the way we construct $\lambda'$, the vertices $f_{uv}$ and $\ell_{uv}$ can be only allocated into the $\sigma(\tilde{f}_{xy})$-th part and the $\sigma(\tilde{\ell}_{xy})$-th part, respectively, in the solution $V$. Furthermore, the construction of $\lambda'$ also implies $(x, y) \in E_2(H)$. 
Case 2: \( x = y \). This means \( \sigma(x) = \sigma(y) \). The construction of \( \alpha' \) implies \( f_{uv} \) and \( \ell_{uv} \) are allocated into the \( \sigma(x) \)-th part of \( V \) as well. This, in turn, means that \( \sigma(x) \in \lambda'(f_{uv}) \) and \( \sigma(x) \in \lambda'(\ell_{uv}) \). Recall that \( \lambda'(f_{uv}) \) contains \( \sigma(x) \) only when \((x, x) \in E_1(H) \). Hence, \((x, y) \in E_1(H) \).

Now we verify that \( \forall e \in E_2(\gamma) \ |C(e)| = \alpha(e) \). Consider an arc \( e = (x, y) \in E_2(H) \). Note that for every directed edge \((u, v)\) in the \( \chi \)-arc charge \( C(e) \), the \((u, f_{uv})\) of \( E(G') \) contributes to \( \alpha'(\sigma(x), \sigma(f_{xy})) \) exactly by one unit. Conversely, for every edge \((u, f_{uv})\) of \( E(G') \) which contributes to \( \alpha'((\sigma(x), \sigma(f_{xy})) \), we have \( \chi(v) = y \) and thus the directed arc \((u, v)\) contributes to \( C(e) \) by one unit. This establishes that \( \forall e \in E_2(\gamma) \ |C(e)| = \alpha(e) \).

The claimed running time follows from the fact that \( w(I') = \sum \alpha' = 3 \cdot \sum \alpha = O(d(I)) \) and \( |V(G')| = O(|E(G)|) = O(d(I) \cdot |V(G)|) \).

4 An FPT-algorithm for List Allocation

In this section we give a brief description of the T-FPT-reductions required to prove that LA admits an FPT-algorithm, i.e., the proof of Theorem 3. This is the most technical part of our paper. Below we summarize the main steps.

1. **List Allocation** is T-FPT-reduced to its restriction, called CLA, where \( G \) is a connected graph and only \( O(w) \) boxes are used. This reduction takes care of the different ways connected components of \( G \) can entirely be placed into the boxes and is based on dynamic programming.

2. **CLA** is T-FPT-reduced to a restriction of it, called HCLA, where \( G \) is highly connected in the sense that there is no set of \( w \) edges that can separate \( G \) into two “big” connected components. This reduction uses the technique of recursive understanding, introduced in [23] and further developed in [7] and [5] (see also [19]), for generalizations of the **Multiway Cut** problem.

3. **HCLA** is T-FPT-reduced to a special enhancement of it, called S-HCLA, whose input additionally contains some set \( S \subseteq V(G) \) and the problem asks for a solution where all vertices of \( S \) are placed in a unique “big” box and all vertices of this box which are incident to crossing edges are contained in \( S \). This variant of the problem permits the application of the technique of randomized contractions, introduced in [5].

4. Finally, **S-HCLA** is T-FPT-reduced to **List Allocation** restricted to instances whose sizes are bounded by a function of the parameter. It is a dynamic programming based on the fact that an essentially equivalent instance of the problem can be constructed if, apart from \( S \), we remove from \( G \) all but a bounded number of the connected components of \( G \setminus S \).

5 Further research

In the definition of **List Allocation** we ask for a \( \lambda \)-list **H-homomorphism** of \( G \) where \( \sum_{e \in E(G)} |C(e)| \leq \ell \). A different parameterization of **List Allocation**, that is similar in flavor to **Min-Max Multiway Cut**, may instead ask for a \( \lambda \)-list **H-homomorphism** of \( G \) where \( \max_{v \in V(G)} \sum_{e \in E(v)} \) is incident to \( v \) \( |C(e)| \leq \ell \). We call this new problem **Max Bounded List Digraph Homomorphism** (in short **MBLDH**) As it is straightforward to prove an analogue of Theorem 5, where **BLDH** is now replaced by **MBLDH** and instead of \( 2^{O(\ell \log h)} \cdot T(n, \ell) \) steps we now have a reduction that takes \( 2^{O(\ell^2 \log h)} \cdot T(n, \ell) \) steps. This
implies that MBLDH, when parameterized by ℓ and h admits an FPT-algorithm that runs in $2^{O(\ell \cdot \max\{\log \ell, \log h\})} \cdot n^4 \cdot \log n$ steps.

A natural research direction is to improve the running time of our FPT-algorithms for MIN-MAX MULTIWAY CUT and BOUNDED LIST DIGRAPH HOMOMORPHISM. If we want to improve our running times using the techniques used in this paper it seems that we need to crucially improve upon the recursive understanding and randomized contractions technique.
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Abstract

We present improved exponential time exact algorithms for Max SAT. Our algorithms run in time of the form $O(2^{1-\mu(c)n})$ for instances with $n$ variables and $m = cn$ clauses. In this setting, there are three incomparable currently best algorithms: a deterministic exponential space algorithm with $\mu(c) = \frac{1}{O(c \log c)}$ due to Dantsin and Wolpert [SAT 2006], a randomized polynomial space algorithm with $\mu(c) = \frac{1}{O(c \log c)}$ and a deterministic polynomial space algorithm with $\mu(c) = \frac{1}{O(c \log c)}$ due to Sakai, Seto and Tamaki [Theory Comput. Syst., 2015]. Our first result is a deterministic polynomial space algorithm with $\mu(c) = \frac{1}{O(c \log c)}$ that achieves the previous best time complexity without exponential space or randomization. Furthermore, this algorithm can handle instances with exponentially large weights and hard constraints. The previous algorithms and our deterministic polynomial space algorithm run super-polynomially faster than $2^n$ only if $m = O(n^3)$. Our second results are deterministic exponential space algorithms for Max SAT with $\mu(c) = \frac{1}{O(c \log c)}$ and for Max 3-SAT with $\mu(c) = \frac{1}{O(c \log c)}$ that run super-polynomially faster than $2^n$ when $m = o(n^{5/2}/\log^{5/2} n)$ and $m = o(n^3/\log^2 n)$ respectively.
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1 Introduction

The maximum satisfiability problem (Max SAT) is, given a set of clauses, to find an assignment to Boolean variables that maximizes the number of satisfied clauses, where a clause is a disjunction of literals, a literal is a Boolean variable or its negation, and an assignment satisfies a clause if at least one literal in the clause becomes true under the assignment. Max SAT is one of the most fundamental problems in practice and theory. It is known to be

* This work was supported in part by MEXT KAKENHI (24106003); JSPS KAKENHI (25240002, 26330011, 26730007); JST ERATO Kawarabayashi Large Graph Project.
where an instance consists of a set of arbitrary constraints instead of clauses. In Max 2-wires, where polynomial space algorithm with \( \text{err} \) [9], a randomized polynomial space algorithm with \( \text{deterministic exponential space algorithm with } \mu(c) = \frac{1}{O(c \log c)} \) due to Dantsin and Wolpert [9], a randomized polynomial space algorithm with \( \mu(c) = \frac{1}{O(c \log c)} \) and a deterministic polynomial space algorithm with \( \mu(c) = \frac{1}{O(c^2 \log c)} \) due to Sakai, Seto and Tamaki [28].

### Table 1

A historical overview of upper bounds.

<table>
<thead>
<tr>
<th>Running time</th>
<th>Problem</th>
<th>Space</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( O(2^{0.441n}) )</td>
<td>Max SAT</td>
<td>polynomial</td>
<td>[3]</td>
</tr>
<tr>
<td>( O(2^{0.100n}) )</td>
<td>Max 2-SAT</td>
<td>polynomial</td>
<td>[13]</td>
</tr>
<tr>
<td>( O(2^{0.145n}) )</td>
<td>Max SAT</td>
<td>polynomial</td>
<td>[1]</td>
</tr>
<tr>
<td>( O(2^{0.158n}) )</td>
<td>Max 2-SAT</td>
<td>polynomial</td>
<td>[10]</td>
</tr>
<tr>
<td>( O(2^{0.180n}) )</td>
<td>Max 2-CSP</td>
<td>polynomial</td>
<td>[11]</td>
</tr>
<tr>
<td>( O(2^{0.405n}) )</td>
<td>Max SAT</td>
<td>polynomial</td>
<td>[5]</td>
</tr>
<tr>
<td>( O(2^{0.790n}) )</td>
<td>Max 2-CSP</td>
<td>exponential</td>
<td>[21, 35]</td>
</tr>
<tr>
<td>( O(\frac{1}{\log c}) ), ( \alpha(c) = \frac{1}{O(c \log c)} )</td>
<td>Max 2-CSP</td>
<td>polynomial</td>
<td>[12]</td>
</tr>
<tr>
<td>( O(\frac{1}{\log c}) ), ( \beta(c) = \frac{1}{O(c \log c)} )</td>
<td>Max SAT</td>
<td>exponential</td>
<td>[9]</td>
</tr>
<tr>
<td>( O(\frac{1}{\log c}) ), ( \gamma(c) = \frac{1}{O(c \log c)} )</td>
<td>Max SAT</td>
<td>polynomial</td>
<td>[24]</td>
</tr>
<tr>
<td>( O(\frac{1}{\log c}) ), ( \delta(c) = \frac{1}{O(c \log c)} )</td>
<td>Max SAT</td>
<td>polynomial</td>
<td>[28] (randomized)</td>
</tr>
<tr>
<td>( O(\frac{1}{\log c}) ), ( \epsilon(c) = \frac{1}{O(c \log c)} )</td>
<td>Max SAT</td>
<td>polynomial</td>
<td>[28] (deterministic)</td>
</tr>
<tr>
<td>( O(\frac{1}{\log c}) ), ( \zeta(c) = \frac{1}{O(c \log c)} )</td>
<td>Max SAT</td>
<td>polynomial</td>
<td>Theorem 1</td>
</tr>
<tr>
<td>( O(\frac{1}{\log c}) ), ( \eta(c) = \frac{1}{O(c \log c)} )</td>
<td>Max SAT</td>
<td>exponential</td>
<td>Theorem 2</td>
</tr>
<tr>
<td>( O(\frac{1}{\log c}) ), ( \tau(c) = \frac{1}{O(c \log c)} )</td>
<td>Max 3-SAT</td>
<td>exponential</td>
<td>Theorem 3</td>
</tr>
</tbody>
</table>

NP-hard. Max \( \ell \)-SAT is a special case of Max SAT with the restriction that each clause contains at most \( \ell \) literals. It is also NP-hard even when \( \ell = 2 \).

The time complexities of Max SAT and Max CSP (constraint satisfaction problem) have been studied with respect to several parameters such as an objective value \( k \), i.e., the number of constraints that must be satisfied, the length of an instance \( l \), i.e., the sum of arities of constraints, the number of constraints \( m \), and the number of variables \( n \), see, e.g., [1, 2, 3, 5, 9, 10, 11, 12, 13, 14, 16, 17, 19, 20, 21, 22, 23, 24, 26, 27, 28, 32, 33, 35]. We summarize the previous and our results in Table 1. We omit polynomial factors with respect to complexity parameters in the table. Recall that Max CSP is a generalization of Max SAT, where an instance consists of a set of arbitrary constraints instead of clauses. In Max \( \ell \)-CSP, each constraint depends on at most \( \ell \) variables.

An alternative way to parametrize MAX SAT is to ask whether at least \( m + k \) clauses can be satisfied, where \( m \) is the expected number of satisfied constraints by a uniformly random assignment, see, e.g., [15]. As for a special case of Max SAT, it is known that the satisfiability problem of CNF formulas with \( n \) variables and \( cn \) clauses can be solved in time \( 2^{(1-\mu(c))n} \), where \( \mu(c) = 1/O(\log c) \), see [8]. As for more general problems than Max SAT, Impagliazzo, Paturi and Schneider [18] showed a satisfiability algorithm for depth-2 threshold circuits that runs in time \( 2^{(1-\mu(c))n} \) and exponential space for circuits with \( n \) variables and \( cn \) wires, where \( \mu(c) = 1/e^{O(c^3)} \).

In this paper, we consider \( n \) and \( m \) as complexity parameters. This choice is appropriate for instances with \( m = cn \) clauses, where \( c > 0 \) is unbounded. Given an instance with \( n \) variables and \( m = cn \) clauses, Max SAT can be solved in time \( \text{poly}(m) \cdot 2^n \). Our goal is to design algorithms that run in time of the form \( \text{poly}(m) \cdot 2^{(1-\mu(c))n} \) with \( \mu(c) > 0 \) as large as possible. In this setting, there are three incomparable currently best algorithms: a deterministic exponential space algorithm with \( \mu(c) = \frac{1}{O(c \log c)} \) due to Dantsin and Wolpert [9], a randomized polynomial space algorithm with \( \mu(c) = \frac{1}{O(c \log c)} \) and a deterministic polynomial space algorithm with \( \mu(c) = \frac{1}{O(c^2 \log c)} \) due to Sakai, Seto and Tamaki [28].
In this paper, we present an algorithm that achieves the previous best time complexity without exponential space or randomization as follows.

**Theorem 1 (Polynomial Space).** Given an instance with \( n \) variables, \( m = cn \) clauses and the maximum weight \( W \), Max SAT can be solved deterministically in time \( \text{poly}(m, \log W) \cdot 2^{(1-\mu(c))n} \) and polynomial space, where \( \mu(c) = \frac{1}{O(c \log c)} \).

Furthermore, this algorithm can handle instances with hard constraints as well. The previous algorithms and our deterministic polynomial space algorithm run super-polynomially faster than \( 2^n \) only if \( m = O(n^2) \). In this paper, we present algorithms that run super-polynomially faster than \( 2^n \) for instances with \( \omega(n^2) \) clauses with the help of exponential space as follows.

**Theorem 2 (Exponential Space).** Given an instance with \( n \) variables, \( m = cn \) clauses and the maximum weight \( W \), Max SAT can be solved deterministically in time \( \text{poly}(m, W) \cdot 2^{(1-\mu(c))n} \) and exponential space, where \( \mu(c) = \frac{1}{O(c^{1/2})} \).

**Theorem 3 (Exponential Space, Max 3-SAT).** Given an instance with \( n \) variables, \( m = cn \) clauses and the maximum weight \( W \), Max 3-SAT can be solved deterministically in time \( \text{poly}(m, W) \cdot 2^{(1-\mu(c))n} \) and exponential space, where \( \mu(c) = \frac{1}{O(c^{1/2})} \).

These algorithms run super-polynomially faster than \( 2^n \) for instances of Max SAT and Max 3-SAT with \( m = o(n^{5/2}/\log^{5/2} n) \) and \( m = o(n^3/\log^2 n) \) respectively. They can handle instances with hard constraints as well.

After this paper was submitted to this conference, the authors learned that Chen and Santhanam [7] independently obtained similar but better results than ours, i.e., a deterministic polynomial space algorithm with \( \mu(c) = \frac{1}{O(c)} \) and a deterministic exponential space algorithm with \( \mu(c) = \frac{1}{O(c^{1/2})} \).

1.1 **Our technique**

Our algorithms are based on the combination of width reduction and greedy restriction due to Sakai, Seto and Tamaki [28]. The basic idea is as follows:

1. **Width reduction.** Given an instance of Max SAT with \( n \) variables and \( m \) clauses, we produce a collection of instances of Max \( \ell \)-SAT with \( \ell = O(\log(m/n)) \) such that the optimum of the original instance is equal to the maximum of the optima of the produced instances. Width reduction is originally invented by Schuler [31] to solve the CNF satisfiability problem, but we can modify it to handle Max SAT.

2. **Greedy restriction.** For each Max \( \ell \)-SAT instance, we repeat the following until Max 1-SAT instances are obtained: Pick a variable \( x \) that appears most frequently in clauses that contain at least 2 literals, then produce two instances by setting \( x = 0 \) and \( x = 1 \). Greedy restriction is inspired by the satisfiability algorithms for Boolean formulas due to Santhanam and others [6, 30, 34].

3. **Max 1-SAT.** We solve Max 1-SAT instances by a polynomial time algorithm (majority voting).

In the previous analysis of greedy restriction [28], they regard each clause as a De Morgan formula and apply the so-called shrinkage lemma for De Morgan formulas due to Chen, Kabanets, Kolokolova, Shaltiel and Zuckerman [6]. In this paper, we treat each clause as
it is and improve the analysis of greedy restriction. Furthermore, if we are allowed to use exponential space, we can replace the base case of Max 1-SAT by Max 2-SAT and apply Williams’ algorithm for Max 2-SAT [21, 35]. This further improves the efficiency of greedy restriction since we only have to consider clauses that contain at least 3 literals instead of at least 2 literals. Note that there is a difference between the polynomial time algorithm for Max 1-SAT and Williams’ algorithm for Max 2-SAT with respect to the dependency on the maximum weight \( W \) of instances: The running time of the former and the latter involve \( \text{poly}(\log W) \) and \( \text{poly}(W) \) factors respectively as seen in Theorem 1 and Theorems 2 and 3. If \((1 - \varepsilon)\)-multiplicative approximation is allowed, the dependency is improved to \( \text{poly}(\log W) \) in Williams’ algorithm, see Section 4.2 in [35].

## 2 Preliminaries

We denote by \( \mathbb{Z} \) the set of integers. We define \(-\infty \) as \(-\infty + z = z + -\infty = -\infty \) and \(-\infty < z \) for all \( z \in \mathbb{Z} \).

Let \( V \) be a set of Boolean variables \( \{x_1, \ldots, x_n\} \). We use the value 1 to indicate Boolean ‘true’, and 0 ‘false’. The *negation* of a variable \( x \in V \) is denoted by \( \overline{x} \). A literal \( v \) is either a variable or its negation. An \( \ell \)-constraint is a Boolean function \( \phi : \{0,1\}^\ell \to \{0,1\} \), which depends on \( \ell \) variables in \( V \). The *width* of \( \phi \) is \( \ell \). Note that a 0-constraint is either ‘0’ or ‘1’ (a constant function). An \( \ell \)-clause is an \( \ell \)-constraint represented as a disjunction of \( \ell \) literals, i.e., \( y_1 \lor \cdots \lor y_\ell \) for some literals \( y_1, \ldots, y_\ell \).

An instance \( \Phi \) of Max SAT consists of pairs of a constraint and a weight function, i.e., \( \Phi = \{(\phi_1, w_1), \ldots, (\phi_m, w_m)\} \), where each \( \phi_i \) is an \( \ell_i \)-clause and \( w_i : \{0,1\} \to \{-\infty\} \cup \mathbb{Z} \). We allow 0-constraints to appear in instances of Max SAT. The width of \( \Phi \) is \( m \ell \). In Max \( \ell \)-SAT, each instance has width at most \( \ell \). The maximum weight of \( \Phi \) is \( \max_{i,a: w_i(a) \neq -\infty} |w_i(a)| \). For a weight function \( w \), we denote by \( \tilde{w} \) the weight function defined as \( \tilde{w}(1) := w(1), \tilde{w}(0) := -\infty \). Note that a constraint with \( w_i(0) = -\infty \) (\( w_i(1) = -\infty \), resp.) must be satisfied (unsatisfied, resp.), i.e., it is a **hard constraint**. Without loss of generality, we do not consider instances with \( w_i(0) = w_i(1) = -\infty \) for some \( i \). We use the notation as \( \text{Val}(\Phi, a) := \sum_{i=1}^m w_i(\phi_i(a)) \) and \( \text{Opt}(\Phi) := \max_{a \in \{0,1\}^m} \text{Val}(\Phi, a) \).

The length of \( \Phi \), denoted by \( L(\Phi) \), is defined as the sum of widths of clauses, i.e., \( L(\Phi) := \sum_{i=1}^m \ell_i \). More generally, we define \( L_k(\Phi) := \sum_{i: \ell_i \geq k} \ell_i \). We denote by \( \text{var}(\Phi) \) the set of variables that appear as literals in \( \Phi \). The frequency of a variable \( x \) with respect to \( \Phi \) is the number of literals that appear in \( \Phi \) as \( x \) or \( \overline{x} \), and denoted by \( \text{freq}(\Phi, x) \). We define \( \text{var}_k(\Phi) \) and \( \text{freq}_k(\Phi, x) \) analogously to \( L_k(\Phi) \).

For any instance \( \Phi \) of Max SAT, any set of variables \( \{x_i_1, \ldots, x_i_k\} \) and any constants \( a_1, \ldots, a_k \in \{0,1\} \), we denote by \( \Phi[x_i_1 = a_1, \ldots, x_i_k = a_k] \) the instance obtained from \( \Phi \) by assigning to each \( x_i \), \( \overline{x}_j \), the value \( a_j, \overline{a}_j \) respectively and applying the following simplification rules repeatedly:

1. If \( \Phi \) contains a clause of the form \( \phi = 0 \lor \psi \) where \( \psi \) is a disjunction of literals, replace \( \phi \) by the clause \( \psi \).
2. If \( \Phi \) contains a clause of the form \( \phi = 1 \lor \psi \) where \( \psi \) is a disjunction of literals, replace \( \phi \) by 1 (as a 0-constraint).

We similarly define \( \phi[l_i_1 = a_1, \ldots, l_i_k = a_k] \) for any set of literals \( \{l_i_1, \ldots, l_i_k\} \).

## 3 Algorithms for Max 1-SAT and Max 2-SAT

In this section, we introduce a polynomial time algorithm for Max 1-SAT and an exponential space algorithm for Max 2-SAT. These algorithms serve as the base cases respectively in the
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...polynomial and exponential space algorithms for Max $\ell$-SAT in the next section.

Our polynomial time algorithm for Max 1-SAT is based on simple majority voting.

\begin{lemma}[Max 1-SAT] Given an instance of Max 1-SAT $\Phi$ ($L_2(\Phi) = 0$) with $m$ clauses and the maximum weight $W$, $Opt(\Phi)$ can be computed in time $poly(m, \log W)$.
\end{lemma}

\begin{proof}
Let $\Phi$ be an instance $\{(\phi_1, w_1), \ldots, (\phi_m, w_m)\}$ of Max 1-SAT. Since the width of $\Phi$ is at most 1, each $\phi_i$ is either ‘0’, ‘1’, ‘$x_j$’ or ‘$\neg x_j$’ (for some $j$). For each $x_i$, define $S_i(0), S_i(1)$ as

\begin{align*}
S_i(0) & := \sum_{j: \phi_j = x_i} w_j(0) + \sum_{j: \phi_j = \neg x_i} w_j(1), \\
S_i(1) & := \sum_{j: \phi_j = x_i} w_j(1) + \sum_{j: \phi_j = \neg x_i} w_j(0).
\end{align*}

If $S_i(0) = S_i(1)$, then set $x_i = *$ (don’t care), if $S_i(0) > S_i(1)$, then set $x_i = 0$, otherwise set $x_i = 1$. This assignment achieves $Opt(\Phi)$, where we assign arbitrary values to don’t care variables. Operations such as addition and comparison can be done in time $poly(m, \log W)$.
\end{proof}

Our exponential space algorithm for Max 2-SAT is based on Williams’ algorithm for Max 2-SAT [21, 35].

\begin{lemma}[Max 2-SAT] Given an instance of Max 2-SAT $\Phi$ ($L_3(\Phi) = 0$) with $n$ variables, $m$ clauses and the maximum weight $W$, $Opt(\Phi)$ can be computed in time $poly(m, W) \cdot 3^{n/2}$ and exponential space.
\end{lemma}

\begin{proof}
We use the following result.

\begin{theorem}[[21, 35]] Given an instance of Max 2-SAT with $n$ variables, $m$ clauses and the maximum weight $W$, where each constraint is different from the others and each weight function $w_i$ satisfies $w_i(1) > 0$ and $w_i(0) = 0$, $Opt(\Phi)$ can be computed in time $poly(m, W) \cdot 2^{\omega n/3}$ and exponential space, where $\omega < 2.3728639$ [25] denotes the exponent of the matrix multiplication.
\end{theorem}

Before applying Williams’ algorithm, we need preprocessing on a given instance because our instances are more general than those considered in [21, 35]. That is, we consider instances that contain two or more identical clauses, arbitrary weighted functions and hard constraints. We transform instances to a set of instances that do not contain identical clauses and whose weight functions are of the form $w_i(1) > 0$ and $w_i(0) = 0$. We ensure that the optimum of the original instance is equal to the maximum of the optima of the resulting instances. The preprocessing increases the running time, i.e., $3^{n/2} > 2^{\omega n/3}$.

Let $\Phi$ be an instance $\{(\phi_1, w_1), \ldots, (\phi_m, w_m)\}$ of Max 2-SAT. For simplicity, we treat only instances with $w_i(1) \geq w_i(0)$ for all $i$. The restriction on instances can be removed with additional transformation.

First, we replace each $w_i(a)$ with $w_i(0) \neq -\infty$ by $w_i(a) - w_i(0)$ to satisfy $w_i(1) > 0$ and $w_i(0) = 0$. This transformation increases the maximum weight of the instance by at most twice. We define $W_0 := \sum_{i:w_i(0) \neq -\infty} w_i(0)$ and use this later to reset the offset.

Next, we reduce the number of clauses that appear twice or more in the instance as follows: If the instance contains $(\phi_i, w_i)$ and $(\phi_j, w_j)$ such that $\phi_i = \phi_j$, then replace $(\phi_i, w_i)$ by $(\phi_i, w_i + w_j)$ and remove $(\phi_j, w_j)$. The maximum weight of the instance becomes at most $O(mW)$. 

Finally, we remove hard constraints and apply Williams’ algorithm. To do so, we consider a maximal independent set of hard constraints constructed as follows: Set $I = \emptyset$ and repeat the following: Pick arbitrary $(\phi_i, w_i)$ in $\Phi$ such that $w_i(0) = -\infty$ and add it to $I$ if $\phi_i$ is independent of $I$, i.e., the literals in $\phi_i$ do not appear in any clause in $I$. When $I$ becomes a maximal independent set, the cardinality of $I$, denoted by $|I|$, is at most $n/2$.

We try every assignment that satisfies all the clauses in $I$ one by one. The number of such assignments is $3^{|I|}$. Note that if we assign values to all the literals that appear in some clause in $I$, then we obtain an instance whose hard constraints are 0 or 1-constraints. Since hard 1-constraints only determine the values of some variables and hard 0-constraints determine the feasibility of the instance, now we can apply Williams’ algorithm. Note that we must add $W_0$ to the result of Williams’ algorithm to obtain $\text{Opt}(\Phi)$. The overall running time is $\text{poly}(m, W) \cdot 3^{|I|} \cdot 2^{(\omega/3)(n-2|I|)} \leq \text{poly}(m, W) \cdot 3^{n/2}$.

4 Greedy Restriction Algorithms for Max $\ell$-SAT

In this section, we present polynomial and exponential space algorithms for Max $\ell$-SAT based on the combination of greedy restriction and the algorithms in the previous section. These serve as subroutines in our main algorithms for Max SAT. For Max 3-SAT, our exponential space algorithm for Max $\ell$-SAT runs in time as stated in Theorem 3. First, we introduce shrinkage lemmas that are useful in the analysis of greedy restriction. Then, we describe our algorithms and their analyses.

4.1 Shrinkage Lemmas

In this section, we provide shrinkage lemmas that are useful in upper-bounding the length of instances with respect to $L_k(\cdot)$ after a sequence of greedy restriction. For an instance $\Phi$ of Max SAT with $n$ variables, we define a sequence of random variables $\Phi_0, \Phi_1, \ldots, \Phi_n$ inductively as follows: $\Phi_0 := \Phi$. Given $\Phi_0, \Phi_1, \ldots, \Phi_{i-1}$, $\Phi_i := \Phi_{i-1}[x = a]$, where $x = \arg \max_{x \in \text{var}(\Phi_{i-1})} \text{freq}_k(\Phi_{i-1}, x)$ and $a$ is a uniform random bit. We have the following lemma.

⊞ Lemma 7 (Shrinkage of Max SAT instances with respect to $L_k(\cdot)$, Lemma 4.2 in [29]). For $n' \geq 4$, we have

$$\Pr \left[ L_k(\Phi_{n-n'}) \geq 2^k \cdot L_k(\Phi) \cdot \left( \frac{n'}{n} \right)^{\frac{2k+2}{2}} \right] < 2^{-n'}.$$  

Note that the shrinkage lemma used in [28] is only for $k = 2$ and provides the bound

$$\Pr \left[ L_2(\Phi_{n-n'}) \geq 2 \cdot L_2(\Phi) \cdot \left( \frac{n'}{n} \right)^{\frac{2}{3}} \right] < 2^{-n'}.$$  

Thus, Lemma 7 generalizes the above by introducing a parameter $k$ and also improves the bound of it. For instances of Max 3-SAT with $n$ variables and $k = 3$, we further improve the bound of Lemma 7 as follows.

⊞ Lemma 8 (Shrinkage of Max 3-SAT instances with respect to $L_3(\cdot)$). For $n' \geq 1$, we have

$$L_3(\Phi_{n-n'}) \leq L_3(\Phi) \cdot \left( \frac{n'}{n} \right)^3.$$
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\[ \text{Max/SAT}(\Phi = \{(\phi_1, w_1), \ldots, (\phi_m, w_m)\}): \text{ instance, } n, n': \text{ integer} \]

01: if \( n > n' \), then
02: \( x \leftarrow \arg \max_{x \in \text{var}(\Phi)} \text{freq}_3(\Phi, x). \)
03: \( K_0 \leftarrow \text{Max/SAT}(\Phi[x = 0], n - 1, n'). \)
04: \( K_1 \leftarrow \text{Max/SAT}(\Phi[x = 1], n - 1, n'). \)
05: return \( \max\{K_0, K_1\}. \)
06: else
07: return \( \text{Opt}(\Phi) \) by Lemma 9.

\[ \text{Figure 1} \] Algorithm for Max \( \ell \)-SAT.

**Proof.** Let \( x = \arg \max_{x \in \text{var}(\Phi)} \text{freq}_3(\Phi, x) \). For all \( a \in \{0, 1\} \), we have \( L_3(\Phi_i[x = a]) = L_3(\Phi_i) - 3 \cdot \text{freq}_3(\Phi_i, x) \) because if a clause of width 3 contains \( x \) as a literal, it becomes a clause of width either 0 or 2 by assigning \( a \) to \( x \). Since \( \text{freq}_3(\Phi_i, x) \geq \frac{L_3(\Phi_i)}{n - 1} \), for all \( a \in \{0, 1\} \), we have

\[
L_3(\Phi_i[x = a]) = L_3(\Phi_i) - 3 \cdot \text{freq}(\Phi_i, x) \leq \left( 1 - \frac{3}{n - 1} \right) \cdot L_3(\Phi_i) \leq L_3(\Phi_i) \cdot \left( 1 - \frac{1}{n - 1} \right)^3.
\]

We complete the proof by induction. ▶

### 4.2 A Polynomial Space Algorithm

Before presenting our polynomial space algorithm for Max \( \ell \)-SAT, we show a simple algorithm for Max SAT that is efficient for instances with a small number of clauses of width at least 2.

**Lemma 9 (Algorithm for “almost” Max 1-SAT instances).** Given an instance \( \Phi \) of Max \( \ell \)-SAT with \( m \) clauses and the maximum weight \( W \), \( \text{Opt}(\Phi) \) can be computed in time \( \text{poly}(m, \log W) \cdot 2^{L_2(\Phi)}. \)

**Proof.** Recall that \( \text{var}_2(\Phi) \) is the set of variables that appear in clauses of width at least two. We assume \( \text{var}_2(\Phi) = \{x_{12}, x_{13}, \ldots, x_{\text{var}_2(\Phi)}\} \). For each assignment \( a_1, a_2, \ldots, a_{\text{var}_2(\Phi)} \in \{0, 1\} \) to \( \text{var}_2(\Phi) \), we can compute \( \text{Opt}(\Phi[x_{11} = a_1, x_{12} = a_2, \ldots, x_{\text{var}_2(\Phi)} = a_{\text{var}_2(\Phi)}]) \) in time \( \text{poly}(m, \log W) \) by Lemma 4 since \( L_2(\Phi[x_{11} = a_1, x_{12} = a_2, \ldots, x_{\text{var}_2(\Phi)} = a_{\text{var}_2(\Phi)}]) = 0 \). Define

\[
K := \max_{a_1, a_2, \ldots, a_{\text{var}_2(\Phi)} \in \{0, 1\}} \text{Opt}(\Phi[x_{11} = a_1, x_{12} = a_2, \ldots, x_{\text{var}_2(\Phi)} = a_{\text{var}_2(\Phi)}]),
\]

then \( \text{Opt}(\Phi) = K \) holds. The value \( K \) can be obtained in time \( \text{poly}(m, \log W) \cdot 2^{L_2(\Phi)} \) since \( |\text{var}_2(\Phi)| \leq L_2(\Phi) \). ▶

Our polynomial space algorithm for Max \( \ell \)-SAT is shown in Fig. 1. The same algorithm and its analysis for the so-called Max De Morgan formula SAT was given by [28]. We analyze the running time of the algorithm only for instances of Max \( \ell \)-SAT, which is a special case of Max De Morgan formula SAT, and obtain a better upper bound than that of [28]. Note that we may break ties arbitrarily in \( \arg \max \) in Line 02. In particular, when \( \text{var}_2(\Phi) = \emptyset \), we may choose any variable \( x \). In what follows, we give the running time analysis of the algorithm.

**Lemma 10 (Polynomial Space Algorithm for Max \( \ell \)-SAT).** Given an instance \( \Phi \) of Max \( \ell \)-SAT with \( n \) variables, \( m = cn \) clauses and the maximum weight \( W \), \( \text{Opt}(\Phi) \) can be computed in time \( \text{poly}(m, \log W) \cdot 2^{(1 - \frac{3}{n - 1})n} \) and polynomial space.
Proof. Let $\Phi$ be an instance $\{ (\phi_1, w_1), \ldots, (\phi_m, w_m) \}$ of Max $\ell$-SAT with $n$ variables, $m = cn$ clauses and the maximum weight $W$. Note that $L_2(\Phi) \leq \ell m = c\ell n$. We set the parameter $n'$ instead of Lemma 7 with $k = 3$. Let us regard the computation of the algorithm as a complete binary tree of depth $n - n'$ inductively defined as follows. The root is labeled with $\Phi$. The left and the right children of the root are labeled with $\Phi[x = 0]$ and $\Phi[x = 1]$ respectively, where $x = \arg\max_{x \in \text{var}(\Phi)} \text{freq}(\Phi, x)$. We define the children of $\Phi[x = 0]$ and $\Phi[x = 1]$ in the similar way and so on until depth $n - n'$ is reached.

To upper-bound the running time of the algorithm, we are interested in $L_2(\cdot)$ of instances that appear as leaves. Pick any leaf and assume its label is $\Psi$. Then, the algorithm executes Lines 06–07 on $\Psi$ and it takes $\text{poly}(m, \log W) \cdot 2^{L_2(\Phi)}$ time.

To estimate the average of $L_2(\Phi)$, we can apply Lemma 7 because the random sequence $\{ \Phi_i \}$ is exactly associated with the complete binary tree defined above. In particular, if we pick a leaf of the tree uniformly at random, then the distribution of its label is exactly the same as that of $\Phi_{n-n'}$.

By Lemma 7 with $k = 2$, we can bound the fraction of leaves labeled with $\Psi$, $L_2(\Psi) \geq n'/2$, from above by $2^{-n'}$ due to the choice of $n'$. Thus, the overall running time of the algorithm is at most

$$\text{poly}(m, \log W) \cdot 2^{n-n'} \cdot \{2^{-n'} \cdot 2^{n'} + (1 - 2^{-n'}) \cdot 2^{n'/2}\} = \text{poly}(m, \log W) \cdot 2^{(1 - 1/\sqrt{\ell})n}. \blacktriangle$$

### 4.3 An Exponential Space Algorithm

Our exponential space algorithm for Max $\ell$-SAT is almost the same as our polynomial space algorithm except that we use $L_3(\cdot)$ and the following lemma instead of $L_2(\cdot)$ and Lemma 9.

**Lemma 11** (Algorithm for “almost” Max 2-SAT instances). *Given an instance $\Phi$ of Max $\ell$-SAT with $n$ variables, $m$ clauses and the maximum weight $W$, $\text{Opt}(\Phi)$ can be computed in time $\text{poly}(m, W) \cdot 2^{L_3(\Phi)} \cdot 3^{(n - L_3(\Phi))/2}$ and exponential space.*

**Proof.** Assume $\text{var}_3(\Phi) = \{x_1, x_2, \ldots, x_{\text{var}_3(\Phi)}\}$. For each assignment $a_1, a_2, \ldots, a_{\text{var}_3(\Phi)} \in \{0, 1\}$ to $\text{var}_3(\Phi)$, we can compute $\text{Opt}(\Phi[x_1 = a_1, x_2 = a_2, \ldots, x_{\text{var}_3(\Phi)} = a_{\text{var}_3(\Phi)}])$ in time $\text{poly}(m, W) \cdot 3^{(n - \text{var}_3(\Phi))/2}$ and exponential space by Lemma 5 since $L_3(\Phi)$ can be computed in time $\text{poly}(m, W) \cdot 2^{L_3(\Phi)} \cdot 3^{(n - L_3(\Phi))/2}$ and exponential space since $|\text{var}_3(\Phi)| \leq L_3(\Phi)$.\blacktriangle

We modify Max\,$\ell$\,SAT in Fig. 1 as follows: (1) In Line 02, replace $\text{freq}_2$ by $\text{freq}_3$. (2) in Line 07, replace Lemma 9 by Lemma 11. The resulting algorithm yields the following.

**Lemma 12** (Exponential Space Algorithm for Max $\ell$-SAT). *Given an instance $\Phi$ of Max $\ell$-SAT with $n$ variables, $m = cn$ constraints and the maximum weight $W$, $\text{Opt}(\Phi)$ can be computed in time $\text{poly}(m, W) \cdot 2^{(1 - \mu(c))n}$ and exponential space, where $\mu(c) = \frac{1}{O(c^{1/2})}$.***

**Theorem 13** (Restatement of Theorem 3). *Given an instance with $n$ variables, $m = cn$ clauses and the maximum weight $W$, Max 3-SAT can be solved deterministically in time $\text{poly}(m, W) \cdot 2^{(1 - \mu(c))n}$ and exponential space, where $\mu(c) = \frac{1}{O(c^{1/2})}$.***

The proofs of the above lemma and theorem are almost as the same as that of Lemma 10 except that we apply Lemma 7 with $k = 3$, $n' = \frac{n}{16c^{1/2}}$ and Lemma 8 with $n' = \frac{n}{c^{1/2}}$ respectively instead of Lemma 7 with $k = 2$.\n
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\begin{figure}[h]
\centering
\begin{algorithmic}
\State MaxSAT(\(\Phi = \{(\phi_1, w_1), \ldots, (\phi_m, w_m)\}\) : instance, \(n, \ell\) : integer)
\If {\(L_{\ell+1}(\Phi) = 0\)}
\State return MaxSAT(\(\Phi, n, \ell\)) \hfill /* \(n = \frac{n}{8(m/n)^{\ell}}\) */
\Else
\State Pick arbitrary \(\phi_i = (l_1 \lor \cdots \lor l_{\ell'})\) such that \(\ell' > \ell\).
\State \(\Phi_L \leftarrow \Phi \setminus \{(\phi_i, w_i)\} \cup \{(l_1 \lor \cdots \lor l_{\ell'}, \overline{w_i})\}\).
\State \(K_L \leftarrow \text{MaxSAT}(\Phi_L, n, \ell, \ell\).
\State \(\Phi_R \leftarrow \Phi[l_1 = \cdots = l_{\ell} = 0]\).
\State \(K_R \leftarrow \text{MaxSAT}(\Phi_R, n - \ell, \ell, \ell\).
\State return max\{\(K_L, K_R\)\}.
\EndIf
\end{algorithmic}
\caption{Max SAT algorithm.}
\end{figure}

5 Width Reduction Algorithms for Max SAT

In this section, we present polynomial and exponential space algorithms for Max SAT based on the combination of width reduction and the algorithms in the previous section, completing the proof of Theorems 1 and 2.

Our polynomial space algorithm for Max SAT is shown in Fig. 2. Again, the same algorithm and its analysis was given by \cite{28} but we obtain a better upper bound on the running time because we use a faster Max \(\ell\)-SAT algorithm than that of \cite{28} as a subroutine.

In what follows, we show the running time analysis of the algorithm.

\textbf{Theorem 14 (Restatement of Theorem 1).} Given an instance with \(n\) variables, \(m = cn\) clauses and the maximum weight \(W\), Max SAT can be solved deterministically in time \(\text{poly}(m, \log W) \cdot 2^{(1-\mu(c))n}\) and polynomial space, where \(\mu(c) = \frac{1}{O(c \log c)}\).

\textbf{Proof.} The overall structure of the proof is similar to the analysis of width reduction for the CNF satisfiability problem due to Calabro et al. \cite{4}. We think of the execution of MaxSAT as a rooted binary tree \(T\), i.e., the root of \(T\) is labeled with an input instance \(\Phi\) and for each node labeled with \(\Psi\), its left (right, resp.) child is labeled with \(\Psi_L\) (\(\Psi_R\), resp.) as defined in Line 05 (Line 07, resp.) in the algorithm. If \(\Psi\) is an instance of Max \(\ell\)-SAT, i.e., every clause \(\psi_i\) in \(\Psi\) has width at most \(\ell\), then the node labeled with \(\Psi\) is a leaf.

Let us consider a path \(p\) from the root to a leaf \(v\) labeled with \(\Psi\). We denote by \(L\) and \(R\) the number of left and right children \(p\) selects to reach \(v\). It is easy to see that (1) \(L \leq m\) since the number of clauses is \(m\), (2) \(R \leq n/\ell\) since a right branch eliminates \(\ell\) variables at a time, and (3) \(\Psi\) is defined over at most \(n - R\ell\) variables. Furthermore, the number of leaves which are reachable by exactly \(R\) times of right branches is at most \((m+R)^{\ell\ell}/R\ell\)\). Let \(T(n, m, W, \ell)\) denote the running time of MaxSAT on instances of Max \(\ell\)-SAT with \(n\) variables, \(m = cn\) clauses and the maximum weight \(W\) due to Lemma 10. We can upper bound the running time of MaxSAT as:

\[
\text{poly}(m, \log W) \left( \sum_{R=0}^{\ell-1} \binom{m+R}{R} T(n - R\ell, m, W, \ell) + \sum_{R=\ell}^{\ell R} \binom{m+R}{R} T(n - R\ell, m, W, \ell) \right).
\]

In what follows, we omit \(\text{poly}(m, \log W)\) factors due to space limitations. That is, the following inequalities hold if we ignore \(\text{poly}(m, \log W)\) factors. We first upper bound the second summation above.
\[
\left( \sum_{R=\frac{m}{n}+1}^{n} \left( \frac{m+R}{R} \right)^{T(n-R\ell,m,W,\ell)} \right) \leq \left( \sum_{R=\frac{m}{n}+1}^{n} \left( \frac{m+R}{R} \right)^{2^{n-R\ell}} \right) \\
\leq \left( \frac{m+n}{n} \right)^{2n/2} \leq \left( \frac{2m}{n} \right)^{2n/2} \leq 2^{\frac{n\log(n\ell)}{2}}, \quad 2^{n/2} \leq 2^{(1-\mu(c))n},
\]

where we set \( \ell = \alpha \log c \) for sufficiently large constant \( \alpha > 0 \) and the last inequality follows from \( \left( \beta n \right) \leq \text{poly}(n) \cdot 2^{3\beta n \log(1/\beta)} \) for \( \beta \leq 1/2 \).

We move on to the analysis of the first summation.

\[
\left( \sum_{R=0}^{\frac{m}{n}-1} \left( \frac{m+R}{R} \right)^{T(n-R\ell,m,W,\ell)} \right) \leq \left( \sum_{R=0}^{\frac{m}{n}-1} \left( \frac{m+R}{R} \right)^{2^{(1-\frac{1}{32\ell})n}} \right) = \left( 2^{(1-\frac{1}{32\ell})n} \left( 1 + 2^{(1-\frac{1}{32\ell})c} \right)^{m+n} \right)
\]

\[
\leq \left( 2^{(1-\frac{1}{32\ell})n} \left( e^{2(1-\frac{1}{32\ell})c} \right)^{m+n} \right) \leq \left( 2^{(1-\frac{1}{32\ell})n} \right)^{c}.
\]

Since we set \( \ell = \alpha \log c \) for sufficiently large constant \( \alpha > 0 \), the exponent is

\[
\left( 1 - \frac{1}{32\ell c} \right) n + \frac{2mn}{2(1-\frac{1}{32\ell})c} = \left( 1 - \frac{1}{32\alpha c \log c} \right) n + \frac{2cn}{2\alpha \log c - \frac{1}{32\ell}} \leq \left( 1 - \frac{1}{64\alpha c \log c} \right) n,
\]

where the last inequality is by the choice of \( \alpha \) and \( c > 4 \). This completes the proof. \( \blacksquare \)

If we use the modified algorithm for Max \( \ell \)-SAT due to Lemma 12 in Line 02 in Fig. 2 with \( n' = \frac{n}{\lceil 16\ell^2 \rceil} \), we have:

**Theorem 15 (Restatement of Theorem 2).** Given an instance with \( n \) variables, \( m = cn \) clauses and the maximum weight \( W \), Max SAT can be solved deterministically in time \( \text{poly}(m, W) \cdot 2^{(1-\mu(c))n} \) and exponential space, where \( \mu(c) = \frac{1}{O((c \log c)^{1/2})} \).

The proof of the above theorem is almost identical to that of Theorem 14 and we omit it.

### 6 Concluding Remarks

There are several open questions. First, can we show a (randomized) polynomial space algorithm that runs super-polynomially faster than \( 2^n \) for instances with \( \omega(n^2) \) clauses? One possible way is to design a non-trivial polynomial space algorithm for instances of Max 2-SAT with arbitrary number of clauses. Second, can we modify our exponential space algorithms to handle instances with exponentially large weights? To do so, we might have to show a non-trivial algorithm for instances of Max 2-SAT with arbitrary number of clauses and exponentially large weights.

Finally, we remark that the recent work of the authors [29] shows a deterministic \( 2^{n+1/\mu(c)} \) time and exponential space algorithm for instances of Max SAT with maximum weight \( W = O(n^4) \) clauses.

**Acknowledgements.** We are grateful to Osamu Watanabe, who asked us whether [28] can be improved if we treat each constraint as a clause instead of a De Morgan formula. Without his question, this work would not exist. We would like to thank anonymous reviewers for their helpful comments on our paper.
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Abstract

We study the design of fixed-parameter algorithms for problems already known to be solvable in polynomial time. The main motivation is to get more efficient algorithms for problems with unattractive polynomial running times. Here, we focus on a fundamental graph problem: LONGEST PATH; it is NP-hard in general but known to be solvable in $O(n^4)$ time on $n$-vertex interval graphs. We show how to solve LONGEST PATH ON INTERVAL GRAPHS, parameterized by vertex deletion number $k$ to proper interval graphs, in $O(k^9 n)$ time. Notably, LONGEST PATH is trivially solvable in linear time on proper interval graphs, and the parameter value $k$ can be approximated up to a factor of 4 in linear time. From a more general perspective, we believe that using parameterized complexity analysis for polynomial-time solvable problems offers a very fertile ground for future studies for all sorts of algorithmic problems. It may enable a refined understanding of efficiency aspects for polynomial-time solvable problems, similarly to what classical parameterized complexity analysis does for NP-hard problems.
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1 Introduction

Parameterized complexity analysis [16, 18, 30] is a flourishing field dealing with the exact solvability of NP-hard problems. The key idea is to lift classical complexity analysis, rooted in the P versus NP phenomenon, from a one-dimensional to a two- (or even multi-)dimensional perspective, the key concept being “fixed-parameter tractability (FPT)”. But why should this natural and successful approach be limited to intractable (i.e., NP-hard) problems? We are convinced that appropriately parameterizing polynomially solvable problems sheds new light on what makes a problem far from being solvable in linear time, in the same way as
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classical FPT algorithms help in illuminating what makes an NP-hard problem far from being solvable in polynomial time. In a nutshell, the credo and leitmotif of this paper is that “FPT inside P” is a very interesting, but still too little explored, line of research.

The known results fitting under this leitmotif are somewhat scattered around in the literature and do not systematically refer to or exploit the toolbox of parameterized algorithm design. This should change and “FPT inside P” should be placed on a much wider footing, using parameterized algorithm design techniques such as data reduction and kernelization. As a simple illustrative example, consider the Maximum Matching problem. By following a “Buss-like” kernelization (as is standard knowledge in parameterized algorithmics [16, 30]) and then applying a known polynomial-time matching algorithm, it is not difficult to derive an efficient algorithm that, given a graph $G$ with $n$ vertices, computes a matching of size at least $k$ in $O(kn + k^3)$ time.

More formally, and somewhat more generally, we propose the following scenario. Given a problem with instance size $n$ for which there exists an $O(n^c)$-time algorithm, our aim is to identify appropriate parameters $k$ and to derive algorithms with time complexity $f(k) \cdot n^{c'}$ such that $c' < c$, where $f(k)$ depends only on $k$. First we refine the class FPT by defining, for every polynomially-bounded function $p(n)$, the class $\text{FPT}(p(n))$ containing the problems solvable in $O(f(k) \cdot p(n))$ time, where $f(k)$ is an arbitrary (possibly exponential) function of $k$. It is important to note that, in strong contrast to FPT algorithms for NP-hard problems, here the function $f(k)$ may also become polynomial in $k$. Motivated by this, we refine the class P by introducing, for every polynomial $p(n)$, the class $\text{P-FPT}(p(n))$ ($\text{Polynomial Fixed-Parameter Tractable}$), containing the problems solvable in $O(k^t \cdot p(n))$ time for some constant $t \geq 1$, i.e., the dependency of the complexity on the parameter $k$ is at most polynomial. In this paper we focus our attention on the (practically perhaps most attractive) subclass $\text{PL-FPT}$ ($\text{Polynomial-Linear Fixed-Parameter Tractable}$), where $\text{PL-FPT} = \text{P-FPT}(n)$. For example, the algorithm we sketched above for Maximum Matching, parameterized by solution size $k$, belongs to PL-FPT.

In an attempt to systematically follow the leitmotif “FPT inside P”, we put forward three desirable algorithmic properties:

1. The running time should have a polynomial dependency on the parameter.
2. The running time should be as close to linear as possible if the parameter value is constant, improving upon an existing “high-degree” polynomial-time (unparameterized) algorithm.
3. The parameter value, or a good approximation thereof, should be computable efficiently (preferably in linear time) for arbitrary parameter values.

In addition, as this research direction is still only little explored, we suggest and follow a focus first on problems for which the best known upper bounds of the time complexity are polynomials of high degree, e.g., $O(n^4)$ or higher.

Related work

Here we discuss previous work on graph problems that fits under the leitmotif “FPT inside P”; however there exists further related work also in other topics such as string matching [6] or Linear Program solving [28].

The complexity of some known polynomial-time algorithms can be easily “tuned” with respect to specific parameters, thus immediately reducing the complexity whenever these parameters are bounded. For instance, in $n$-vertex and $m$-edge graphs with nonnegative edge weights, Dijkstra’s $O(m + n \log n)$-time algorithm for computing shortest paths can be adapted to an $O(m + n \log k)$-time algorithm, where $k$ is the number of distinct edge weights [27] (also refer to [31]). In addition, motivated by the quest for explaining the efficiency of several
shortest path heuristics for road networks (where Dijkstra’s algorithm is too slow for routing applications), the “highway dimension” was introduced [4] as a parameterization helping to do rigorous proofs about the quality of the heuristics. Altogether, the work on shortest path computations shows that even for quasi-linear-time algorithms adopting a parameterized view may be of significant practical interest.

Maximum flow computations constitute another important application area for “FPT inside P”. An $O(k^3 n \log n)$-time maximum flow algorithm was presented [22] for graphs that can be made planar by deleting $k$ “crossing edges”; notably, here it is assumed that the embedding and the $k$ crossing edges are given along with the input. An $O(g^8 n \log^2 n \log^2 C)$-time maximum flow algorithm was developed [12], where $g$ is the genus of the graph and $C$ is the sum of all edge capacities; here it is also assumed that the embedding and the parameter $g$ are given in the input. Finally, we remark that multiterminal flow [21] and Wiener index computations [10] have exploited the treewidth parameter, assuming that the corresponding tree decomposition of the graph is given. However, in both publications [21, 10] the dependency on the parameter $k$ is exponential.

Our contribution

In this paper, for illustrating the potential algorithmic challenges posed by the “FPT inside P” framework (which seem to go clearly beyond the known “FPT inside P” examples), we focus on Longest Path on Interval Graphs, which is known to be solvable in $O(n^4)$ time [23], and we derive an PL-FPT-algorithm (with the appropriate parameterization) that satisfies all three desirable algorithmic properties described above.

On general graphs, the decision variant of Longest Path is NP-complete and many FPT algorithms have been designed for it, e.g., [5, 13, 26, 35], contributing to the parameterized algorithm design toolkit techniques such as color-coding [5] (and further randomized techniques [13, 26]) as well as algebraic approaches [35]. Longest Path is known to be solvable in polynomial time only on very few non-trivial graph classes [23, 29] (see also [33] for much smaller graph classes). In particular, a few years ago it was shown that Longest Path on Interval Graphs can be solved in polynomial time, providing an algorithm that runs in $O(n^4)$ time [23]. Notably, a longest path in a proper interval graph can be computed by a trivial linear-time algorithm since every connected proper interval graph has a Hamiltonian path [7]. Consequently, as these two graph classes seem to behave quite differently, it is natural to parameterize Longest Path on Interval Graphs by the size $k$ of a minimum proper interval (vertex) deletion set, i.e., by the minimum number of vertices that need to be deleted to obtain a proper interval graph. That is, this parameterization exploits what is also known as “distance from triviality” [20, 17] in the sense that the parameter $k$ measures how far a given input instance is from a trivially solvable special case. As it turns out, one can compute a 4-approximation of $k$ in $O(n + m)$ time for an interval graph with $n$ vertices and $m$ edges. Based on this, we provide a polynomial fixed-parameter algorithm that runs in $O(k^3 n)$ time, thus proving that Longest Path on Interval Graphs is in the class PL-FPT when parameterized by the size of a minimum proper interval deletion set.

To develop our algorithm, we first introduce in Section 2 two data reduction rules on interval graphs. Each of these reductions shrinks the size of specific vertex subsets, called reducible and weakly reducible sets, respectively. Then, given any proper interval deletion set $D$ of an interval graph $G$, in Section 3 we appropriately decompose the graph $G \setminus D$ into two collections $S_1$ and $S_2$ of reducible and weakly reducible sets, respectively, on which we apply the reduction rules of Section 2. The resulting interval graph $\hat{G}$ is weighted (with weights on its vertices) and has some special properties; we call $\hat{G}$ a special weighted interval
graph with parameter \( \kappa \), where in this case \( \kappa = O(k^3) \). Notably, although \( \hat{G} \) has reduced size, it still has \( O(n) \) vertices. Then, in Section 4 we present a fixed-parameter algorithm (with parameter \( \kappa \)) computing in \( O(k^3n) \) time the maximum weight of a path in a special weighted interval graph. We note here that such a maximum-weight path in a special weighted interval graph can be directly mapped back to a longest path in the original interval graph. Thus, our algorithm computes a longest path in the initial interval graph \( G \) in \( O(k^3n) = O(k^3n) \) time. In the concluding section, we give a brief outlook.

**Notation**

We consider finite, simple, and undirected graphs. Given a graph \( G \), we denote by \( V(G) \) and \( E(G) \) the sets of its vertices and edges, respectively. A graph \( G \) is **weighted** if it is given along with a weight function \( w : V(G) \to \mathbb{N} \) on its vertices. An edge between two vertices \( u \) and \( v \) of a graph \( G = (V,E) \) is denoted by \( uv \), and in this case \( u \) and \( v \) are said to be **adjacent**. The **neighborhood** of a vertex \( u \in V \) is the set \( N(u) = \{ v \in V : uv \in E \} \) of its adjacent vertices. Furthermore we denote by \( G[S] \) the subgraph of \( G \) induced by the vertex set \( S \) and we define \( G \setminus S = G[V \setminus S] \). A set \( S \subseteq V \) induces an **independent set** (resp. a **clique**) in \( G \) if \( uv \notin E \) (resp. if \( uv \in E \)) for every pair of vertices \( u, v \in S \).

A graph \( G = (V,E) \) is an **interval graph** if each vertex \( v \in V \) can be bijectively assigned to a closed interval \( I_v \) on the real line, such that \( uv \in E \) if and only if \( I_u \cap I_v \neq \emptyset \), and then the collection of intervals \( I = \{ I_v : v \in V \} \) is an **interval representation** of \( G \). The graph \( G \) is a **proper interval graph** if it admits an interval representation \( I \) such that \( I_u \nsubseteq I_v \) for every \( u, v \in V \), and then \( I \) is a **proper interval representation**. Given an interval graph \( G \), a subset \( D \subseteq V(G) \) is a **proper interval deletion set** of \( G \) if \( G \setminus D \) is a proper interval graph. The **proper interval deletion number** of \( G \) is the size of the smallest proper interval deletion set. Finally, for any positive integer \( t \), we denote \( [t] = \{ 1, 2, \ldots, t \} \).

## 2 Data reductions on interval graphs

In this section we present two data reductions on interval graphs. The first reduction (cf. Reduction Rule 1) shrinks the size of a collection of vertex subsets of a certain kind, called **reducible** sets, and it produces a **weighted** interval graph. The second reduction (cf. Reduction Rule 2) is applied to an arbitrary weighted interval graph; it shrinks the size of a collection of another kind of vertex subsets, called **weakly reducible** sets, and it produces a smaller weighted interval graph. Both reductions retain as an invariant the maximum path weight.

In the remainder of the paper we assume that we are given an interval graph \( G \) with \( n \) vertices and \( m \) edges as input, together with an interval representation \( I \) of \( G \), where the endpoints of the intervals are given sorted increasingly. Without loss of generality we assume that the endpoints of all intervals are distinct. For every vertex \( v \in V(G) \) we denote by \( I_v = [l_v, r_v] \) the interval of \( I \) that corresponds to \( v \), i.e., \( l_v \) and \( r_v \) are the left and the right endpoint of \( I_v \), respectively. In particular, \( G \) is assumed to be given along with the right-endpoint ordering \( \sigma \) of its vertices \( V(G) \), i.e., \( u <_\sigma v \) if and only if \( r_u < r_v \) in the interval representation \( I \). Given a set \( S \subseteq V(G) \) we denote by \( I[S] \) the interval representation induced from \( I \) on the intervals of the vertices of \( S \). Finally we denote by \( \text{span}(S) \) the interval \( [\min\{l_v : v \in S\}, \max\{r_v : v \in S\}] \).

It is well-known that an interval graph \( G \) is a proper interval graph if and only if \( G \) is \( K_{1,3} \)-free, i.e., if \( G \) does not include the claw \( K_{1,3} \) with four vertices (cf. Figure 1) as an induced subgraph [32]. It is worth noting here that it is unknown whether a minimum proper interval deletion set of an interval graph \( G \) can be computed in polynomial time. However,
since there is a unique forbidden induced subgraph $K_{1,3}$ on four vertices, we can apply Cai’s generic algorithm [11] on an arbitrary given interval graph $G$ with $n$ vertices to compute a proper interval deletion set of $G$ with minimum size $k$ in FPT time $O(4^k \cdot \text{poly}(n))$. As we prove in the next theorem, a 4-approximation of the minimum proper interval deletion number of an interval graph can be computed much more efficiently.

**Theorem 1.** Let $G = (V, E)$ be an interval graph, where $|V| = n$ and $|E| = m$. Let $k$ be the size of the minimum proper interval deletion set of $G$. Then a proper interval deletion set of size at most $4k$ can be computed in $O(n + m)$ time.

Note that, whenever four vertices induce a claw $K_{1,3}$ in an interval graph $G$, then in the interval representation $\mathcal{I}$ of $G$ at least one of these intervals is necessarily properly included in another one (e.g., $I_{v_2} \subseteq I_u$ in Figure 1b). However the converse is not always true, as there may exist two vertices $u, v$ in $G$ such that $I_u \subseteq I_v$, although $u$ and $v$ do not participate in any claw $K_{1,3}$ in $G$. An interval representation $\mathcal{I}$ is called 	extit{semi-proper} if, whenever $I_v \subseteq I_u$ in $\mathcal{I}$, then the vertices $u$ and $v$ participate in a claw $K_{1,3}$ in $G$. Every interval representation $\mathcal{I}$ of a graph $G$ can be efficiently transformed into a semi-proper representation $\mathcal{I}'$ of $G$, as we prove in the next theorem. In the remainder of the paper we always assume that this preprocessing step has been already applied to $\mathcal{I}$.

**Theorem 2 (preprocessing).** Given an interval representation $\mathcal{I}$, a semi-proper interval representation $\mathcal{I}'$ can be computed in $O(n + m)$ time.

All our results on interval graphs rely on the notion of a 	extit{normal} path [23] (also referred to as a 	extit{straight} path in [15, 25]). This notion has also been extended to the greater class of cocomparability graphs [29]. Normal paths are useful in the analysis of our data reductions in this section, as well as in our algorithm in Section 4, as they impose certain 	extit{monotonicity} properties of the paths. Informally, the vertices in a normal path appear in a “left-to-right fashion” in the right-endpoint ordering $\sigma$. It is known that, for every path $P$ of an interval graph $G$, there exists a normal path $P''$ on the same vertices as $P$ [23].

**Definition 3.** Let $G = (V, E)$ be an interval graph and $\sigma$ be a right-endpoint ordering of $V$. The path $P = (v_1, v_2, \ldots, v_k)$ of $G$ is normal if $v_1$ is the leftmost vertex of $V(P)$ in $\sigma$, and if $v_i$ is the leftmost vertex of $N(v_{i-1}) \cap \{v_i, v_{i+1}, \ldots, v_k\}$ in $\sigma$, for every $i = 2, \ldots, k$.

The first data reduction

Before we present our Reduction Rule 1, first we introduce the notion of a reducible set of vertices.

**Definition 4.** Let $G$ be a (weighted) interval graph and $\mathcal{I}$ be an interval representation of $G$. A set $S \subseteq V(G)$ is reducible if it satisfies the following:
1. $\mathcal{I}[S]$ induces a connected proper interval representation of $G[S]$ and
2. for every $v \in V(G)$ such that $I_v \subseteq \text{span}(S)$ it holds $v \in S$.

The intuition behind reducible sets is as follows. For every reducible set $S$, a longest path $P$ contains either all vertices of $S$ or none of them. Furthermore, in a longest path $P$ which is normal and contains the whole set $S$, the vertices of $S$ appear consecutively in $P$. Thus we can reduce the number of vertices in a longest normal path (without changing its total weight) by replacing all vertices of $S$ with a single vertex having weight $|S|$. Now we reduce the interval graph $G$ to the weighted interval graph $G^\#$ with fewer vertices.

- **Reduction Rule 1** (first data reduction). Let $G = (V,E)$ be an interval graph, $\mathcal{I}$ be an interval representation of $G$, and $D$ be a proper interval deletion set of $G$. Let $S$ be a set of vertex disjoint reducible sets of $G$, where $S \cap D = \emptyset$, for every $S \in S$. The weighted interval graph $G^\# = (V^\#, E^\#)$ is induced by the weighted interval representation $\mathcal{I}^\#$, which is derived from $\mathcal{I}$ as follows:
  - for every $S \in S$, replace in $\mathcal{I}$ the intervals $\{I_v : v \in S\}$ with the single interval $I_S = \text{span}(S)$ which has weight $|S|$; all other intervals receive weight 1.

In the next theorem we state the correctness of Reduction Rule 1.

- **Theorem 5.** Let $\ell$ be a positive integer. Then the longest path in $G$ has $\ell$ vertices if and only if the maximum weight of a path in $G^\#$ is $\ell$.

The second data reduction

Before we present our Reduction Rule 2, we introduce the notion of a weakly reducible set.

- **Definition 6.** Let $G$ be a (weighted) interval graph and $\mathcal{I}$ be an interval representation of $G$. A set $S \subseteq V(G)$ is weakly reducible if it satisfies the following:
  1. $\mathcal{I}[S]$ induces a connected proper interval representation of $G[S]$ and
  2. for every $v \in V(G)$ and every $u \in S$, if $I_v \subseteq I_u$, then $S \subseteq N(v)$.

The intuition behind weakly reducible sets is as follows. For every weakly reducible set $S$, a longest path $P$ contains either all vertices of $S$ or none of them. Furthermore, in a longest path $P$ which is normal and contains the whole set $S$, the appearance of the vertices of $S$ in $P$ is interrupted at most $|D| + 3$ times by vertices outside $S$. That is, such a path $P$ has at most $\min\{|S|, |D| + 4\}$ vertex-maximal subpaths with vertices from $S$. Thus we can reduce the number of vertices in a maximum-weight normal path $P$ (without changing its total weight) by replacing all vertices of $S$ with $\min\{|S|, |D| + 4\}$ vertices; each of these new vertices has the same weight and their total weight sums up to $|S|$. Now we reduce the weighted interval graph $G$ to the weighted interval graph $\hat{G}$ with fewer vertices.

- **Reduction Rule 2** (second data reduction). Let $G$ be a weighted interval graph with weight function $w : V(G) \to \mathbb{N}$ and $\mathcal{I}$ be an interval representation of $G$. Let $D$ be a proper interval deletion set of $G$. Finally, let $S = \{S_1, S_2, \ldots, S_{|S|}\}$ be a family of pairwise disjoint weakly reducible sets, where $S_i \cap D = \emptyset$ for every $i \in [|S|]$. We recursively define the graphs $G_0, G_1, \ldots, G_{|S|}$ with the interval representations $\mathcal{I}_0, \mathcal{I}_1, \ldots, \mathcal{I}_{|S|}$ as follows:
  - $G_0 = G$ and $\mathcal{I}_0 = \mathcal{I}$,
  - for $1 \leq i \leq |S|$, $\mathcal{I}_i$ is obtained by replacing in $\mathcal{I}_{i-1}$ the intervals $\{I_v : v \in S_i\}$ with $\min\{|S_i|, |D| + 4\}$ copies of the interval $I_S = \text{span}(S_i)$, each of them having equal weight $\frac{1}{\min\{|S_i|, |D| + 4\}} \sum_{u \in S_i} w(u)$; all other intervals remain unchanged, and
  - finally $\hat{G} = G_{|S|}$ and $\hat{\mathcal{I}} = \mathcal{I}_{|S|}$.
Note that in the construction of the interval representation \( \mathcal{I}_i \) by Reduction Rule 2, where \( i \in [|S|] \), we can always slightly perturb the endpoints of the \( \min(|S|, |D| + 4) \) copies of the interval \( I_{S_i} = \text{span}(S_i) \) such that all endpoints remain distinct in \( \mathcal{I}_i \), and such that these \( \min(|S|, |D| + 4) \) newly introduced intervals induce a proper interval representation in \( \mathcal{I}_i \).

We are now ready to prove the correctness of Reduction Rule 2.

- **Theorem 7.** Let \( \ell \) be a positive integer. Then the maximum weight of a path in \( G \) is \( \ell \) if and only if the maximum weight of a path in \( \hat{G} \) is \( \ell \).

### 3 Special weighted interval graphs

In this section we sequentially apply the two data reductions of Section 2 to a given interval graph \( G \) with a proper interval deletion set \( D \). To do so, first we appropriately define a specific family \( S_1 \) of reducible sets in \( G \setminus D \) and we apply Reduction Rule 1 to \( G \) with respect to the family \( S_1 \), resulting in the weighted interval graph \( G^\# \). After this operation, \( D \) remains a proper interval deletion set of the graph \( G^\# \). Then we appropriately define a family \( S_2 \) of weakly reducible sets in \( G^\# \setminus D \) and we apply Reduction Rule 2 to \( G^\# \) with respect to the family \( S_2 \), resulting to the weighted interval graph \( \hat{G} \). As it turns out, the vertex sets of the union \( S_1 \cup S_2 \) of these two families are a partition of the initial graph \( G \setminus D \). Furthermore, Theorems 5 and 7 imply that the longest path in the initial graph \( G \) has \( \ell \) vertices if and only if the maximum weight of a path in the final weighted graph \( \hat{G} \) is \( \ell \). The graph \( \hat{G} \) is then given as input to our parameterized algorithm of Section 4. Now we introduce the crucial notion of a special weighted interval graph with parameter \( \kappa \).

- **Definition 8 (special weighted interval graph with parameter \( \kappa \)).** Let \( G = (V, E) \) be a weighted interval graph, \( \mathcal{I} \) be an interval representation of \( G \), and \( \kappa \in \mathbb{N} \), where \( V \) can be partitioned into two sets \( A \) and \( B \) such that:
  1. \( A \) is an independent set in \( G \),
  2. for every \( v \in A \) and every \( u \in V \setminus \{v\} \), we have \( I_u \nsubseteq I_v \) in \( \mathcal{I} \), and
  3. \( |B| \leq \kappa \).

Then \( G \) (resp. \( \mathcal{I} \)) is a special weighted interval graph (resp. representation) with parameter \( \kappa \). The partition \( V = A \cup B \) is a special vertex partition of \( G \).

As we prove in the next theorem, the graph \( \hat{G} \) is a special weighted interval graph and it can be computed efficiently.

- **Theorem 9.** Let \( G = (V, E) \) be an interval graph, where \( |V| = n \). Let \( D \) be a proper interval deletion set of \( G \), where \( |D| = k \). Then the graph \( \hat{G} = (\hat{V}, \hat{E}) \) is a special weighted interval graph with parameter \( \kappa = O(k^3) \). Furthermore, \( \hat{G} \) and a special vertex partition \( \hat{V} = A \cup B \) of \( \hat{G} \) can be computed in \( O(k^2 n) \) time.

Note that, although \( \hat{G} \) is a special weighted interval graph with a parameter \( \kappa \) that depends only on the size of \( D \), it may still have \( O(n) \) vertices, as the independent set \( A \) in the special vertex partition may be arbitrarily large.

### 4 Parameterized Longest Path on Interval Graphs

In this section, we first present Algorithm 1 which computes in \( O(\kappa^3 n) \) time the maximum weight of a path in a special weighted interval graph with parameter \( \kappa \). Then, using Algorithm 1 and the results of Sections 2 and 3, we conclude with our fixed-parameter algorithm for LONGEST PATH ON INTERVAL GRAPHS, where the parameter \( k \) is the size of a minimum proper interval deletion set \( D \).
The algorithm for special weighted interval graphs

Consider a special weighted interval graph $G = (V, E)$ with parameter $\kappa \in \mathbb{N}$ and $|V| = n$, which is given along with a special interval representation $\mathcal{I}$ and a special vertex partition $V = A \cup B$. Recall from Definition 8 that $A$ is an independent set and that $|B| \leq \kappa$. Let $w : V \to \mathbb{R}$ be the vertex weight function of $G$. For simplicity, we add to the set $B$ an isolated dummy vertex $v_0$ such that $v_0 <_\sigma v_1$ and $w(v_0) = 0$ (cf. the first line of Algorithm 1). For every vertex $v \in B$, we define:

$$
\xi_v = \begin{cases} 
  l_v & \text{if } l_v \in I_u \text{ for some } u \in A, \\
  l_v & \text{otherwise.}
\end{cases} 
$$

Since $A$ is an independent set by assumption, for every $v \in B$ there exists at most one $u \in A$ such that $l_v \in I_u$. Thus $\xi_v$ is well-defined. Now we define the set $\Xi \equiv \{\xi_v, l_v : v \in B\}$. Note that $|\Xi| = O(\kappa)$. Furthermore, for every $u, v \in V$, where $u \in N(v)$ and $u <_\sigma v$, we define the vertex $\pi_{u,v} = \max_x \{\{u\} \cup \{w \in B \cap N(u) : u <_\sigma w <_\sigma v\}\}$. Note that, by definition, if $\pi_{u,v} \neq u$ then $\pi_{u,v} \in B$. Furthermore, due to the condition that $u \in N(v)$ in the definition of $\pi_{u,v}$, it follows that $u \in B$ or $v \in B$, since $A$ is an independent set. That is, vertex $\pi_{u,v}$ is defined for at most $O(\kappa n)$ pairs of vertices $u, v$. Now we provide the crucial definition of the subgraphs $G_\xi(v_i)$ for $G$, for every $\xi \in \Xi$ and $i \in [n]$ such that $\xi <_y r_{v_i}$.

**Definition 10.** Let $\xi \in \Xi$ and $i \in [n]$ such that $\xi <_y r_{v_i}$. We define the induced subgraph $G_\xi(v_i) = G([v \in V : \xi \leq l_v < x \leq r_{v_i}])$ of $G$ which contains all vertices whose intervals are entirely contained between the points $\xi$ and $r_{v_i}$.

**Notation 1.** Let $\xi \in \Xi$ and $i \in [n]$ such that $\xi <_y r_{v_i}$. Furthermore let $y \in V(G_\xi(v_i))$ such that $y \in N(v_i)$. We denote by $P_\xi(v_i, y)$ a maximum-weight normal path of $G_\xi(v_i)$, among those normal paths whose last vertex is $y$. For every path $P_\xi(v_i, y)$, we denote its weight $w(P_\xi(v_i, y))$ by $W_\xi(v_i, y)$.

Note that, by Definition 10, if $l_{v_i} < \xi$ then the vertex $v_i$ does not belong to the subgraph $G_\xi(v_i)$. Now we state three lemmas that are crucial for the correctness of Algorithm 1.

**Lemma 11.** Let $\xi \in \Xi$ and $i \in [n]$, where $\xi <_y r_{v_i}$, and let $y \in V(G_\xi(v_i))$ and $y \in N(v_i)$. If $l_y < l_{v_i}$ or $v_i \notin V(G_\xi(v_i))$, then $W_\xi(v_i, y) = W_\xi(\pi_{y,v_i}, y)$.

**Lemma 12.** Let $\xi \in \Xi$ and $i \in [n]$, where $\xi <_y r_{v_i}$, and let $v_i \in V(G_\xi(v_i))$. Then $P_\xi(v_i, v_i) = (P_1, v_i)$, where $w(P_1) = \max_x \{W_\xi(\pi_{x,v_i}, x) : x \in V(G_\xi(v_i)), l_{v_i} < r_x < r_{v_i}\}$.

**Lemma 13.** Let $\xi \in \Xi$ and $i \in [n]$, where $\xi <_y r_{v_i}$, and let $v_i, y \in V(G_\xi(v_i))$ and $y \in N(v_i)$. Let $P_\xi(v_i, y) = (P_1, v_i, P_2)$. If $P_2 \neq (y)$ then there exists some $\zeta \in \Xi$, where $l_{v_i} < \zeta \leq l_y$, such that

$$
\begin{align*}
  w(P_1) &= \max_x \{W_\xi(\pi_{x,v_i}, x) : x \in V(G_\xi(v_i)), l_{v_i} < r_x < \zeta\}, \\
  w(P_2) &= W_\xi(\pi_{y,v_i}, y).
\end{align*}
$$

Otherwise, if $P_2 = (y)$ then $l_{v_i} < l_y$ and

$$
\begin{align*}
  w(P_1) &= \max_x \{W_\xi(\pi_{x,v_i}, x) : x \in V(G_\xi(v_i)), l_{v_i} < r_x < l_y\}.
\end{align*}
$$

We are now ready to present Algorithm 1, which computes the maximum weight of a path in a given special weighted interval graph $G$. It is easy to check that Algorithm 1 can be slightly modified such that it returns the actual path $P$ instead of its weight only.
Algorithm 1 Computing a maximum-weight path of a special interval graph

**Input:** A special weighted interval graph $G = (V, E)$ with parameter $\kappa \in \mathbb{N}$, along with the special interval representation $I$ of $G$ and the partition $V = A \cup B$, where $\sigma = (v_1, v_2, \ldots, v_n)$ is a right-endpoint ordering of $V$.

**Output:** The maximum weight of a path in $G$

1. Add an isolated dummy vertex $v_0$ with $w(v_0) = 0$ to set $B$, where $v_0 <_\sigma v_1$
2. for $i = 0$ to $n$ do
3. for every $\xi \in \Xi$ where $\xi < r_{v_i}$ do
4. if $v_i \in V(G_\xi(v_i))$ then $W_\xi(v_i, v_i) \leftarrow w(v_i)$ \{initialization\}
5. for every $y \in V(G_\xi(v_i))$ where $y \in N(v_i)$ do
6. $W_\xi(v_i, y) \leftarrow W_\xi(x, v_i, y)$ \{initialization\}
7. if $v_i \in V(G_\xi(v_i))$ then
8. $W_\xi(v_i, y) \leftarrow \max\{W_\xi(x, v_i, y) : x \in V(G_\xi(v_i)), l_{v_i} < r_x < r_{v_i}\}$
9. $W_\xi(v_i, v_i) \leftarrow \max\{W_\xi(x, v_i, v_i) \subseteq \max\{W_\xi(x, v_i, v_i), W_1 + w(v_i)\}\}$
10. for every $y \in V(G_\xi(v_i))$ where $y \in N(v_i)$ do
11. if $l_y < l_{v_i}$, or $v_i \notin V(G_\xi(v_i))$ then
12. $W_\xi(v_i, y) \leftarrow W_\xi(x, v_i, y)$
13. else
14. $W_\xi(v_i, y) \leftarrow \max\{W_\xi(x, v_i, y) : x \in V(G_\xi(v_i)), l_{v_i} < r_x < l_y\}$
15. for every $\xi \in \Xi$ with $l_{v_i} < \xi \leq l_y$ do
16. $W_\xi(v_i, y) \leftarrow \max\{W_\xi(x, v_i, y) : x \in V(G_\xi(v_i)), l_{v_i} < r_x < \xi\}$
17. $W_\xi(v_i, y) \leftarrow \max\{W_\xi(x, v_i, y), W_1 + w(v_i) + W_\xi(y, v_i, y)\}$
18. $W_\xi(v_i, y) \leftarrow \max\{W_\xi(x, v_i, y), W_1 + w(v_i) + W_\xi(y, v_i, y)\}$
19. **return** $\max\{W_{i_0}(v_i, v_i), W_{i_0}(v_i, y) : 1 \leq i \leq n, y \leq \sigma v_i, y \in N(v_i)\}$

First we give a brief overview of the algorithm. Using dynamic programming, it computes a 3-dimensional table. In this table, for every point $\xi \in \Xi$, every index $i \in [n]$, and every vertex $y \in V(G_\xi(v_i))$, where $\xi < r_{v_i}$ and $y \in N(v_i)$, the entry $W_\xi(v_i, y)$ (resp. the entry $W_\xi(v_i, v_i)$) keeps the weight of a normal path in the subgraph $G_\xi(v_i)$ which is the largest among those normal paths whose last vertex is $y$ (resp. $v_i$). Thus, since $w(v_i) = 0$ for the dummy isolated vertex $v_0$ (cf. line 1 of the algorithm), the maximum weight of a path in $G$ will be eventually stored in one of the entries $\{W_{i_0}(v_i, v_i) : 1 \leq i \leq n\}$ or in one of the entries $\{W_{i_0}(v_i, y) : 1 \leq i \leq n, y \leq \sigma v_i, y \in N(v_i)\}$, depending on whether the last vertex $y$ of the desired maximum-weight path coincides with the rightmost vertex $v_i$ of this path in the ordering $\sigma$ (cf. line 19 of the algorithm).

Note that for every computed entry $W_\xi(v_i, y)$ the vertices $v_i$ and $y$ are adjacent, and thus $v_i \in B$ or $y \in B$, since $A$ is an independent set. Thus, since $|B| = O(\kappa)$, there are at most $O(n\kappa)$ such eligible pairs of vertices $v_i, y$. Furthermore, since also $|\Xi| = O(\kappa)$, the computed 3-dimensional table stores at most $O(\kappa^2 n)$ entries $W_\xi(v_i, v_i)$ and $W_\xi(v_i, y)$. From the for-loops of lines 2-3 of the algorithm and from the obvious inductive hypothesis we may assume that during the $i, \xi$th iteration all previous values $W_\xi(v_i', v_i')$ and $W_\xi(v_i', y')$, where $i' < i$ or $\xi' < \xi$, have been correctly computed at a previous iteration.

In the initialization phase for a particular pair $i, \xi$ (cf. lines 4-6) the algorithm computes some initial values for $W_\xi(v_i, v_i)$ and $W_\xi(v_i, y)$. For a path with $v_i$ as its last vertex, we are
only interested in the case where \( v_i \in V(G_\xi(v_i)) \); in this case we initialize \( W_\xi(v_i, v_i) = w(v_i) \), cf. line 4. For a path with \( y \neq v_i \) as its last vertex (cf. lines 5-6), we initialize \( W_\xi(v_i, y) = W_\xi(y, v_i) \), since the path \( P_\xi(y, v_i) \) is indeed a normal path of the graph \( G_\xi(y, v_i) \), which is an induced subgraph of \( G_\xi(v_i) \).

For the induction step phase (cf. lines 7-18) the algorithm updates the initialized entries \( W_\xi(v_i, v_i) \) and \( W_\xi(v_i, y) \) according to Lemmas 11-13. To update the value \( W_\xi(v_i, v_i) \) we only need to consider the case where \( v_i \in V(G_\xi(v_i)) \); in this case \( W_\xi(v_i, v_i) \) is updated in lines 7-9 according to Lemma 12. The values of \( W_\xi(v_i, y) \), where \( y \neq v_i \), are updated in lines 10-18. In particular, in the case where \( l_y < l_{v_i} \) or \( v_i \notin V(G_\xi(v_i)) \), the value of \( W_\xi(v_i, y) \) is updated in lines 11-12 according to Lemma 11. Otherwise, \( W_\xi(v_i, y) \) is updated in lines 14-18 according to Lemma 13.

**Theorem 14.** Let \( G = (V, E) \) be a special weighted interval graph with \( n \) vertices and parameter \( \kappa \). Then Algorithm 1 computes the maximum weight of a path \( P \) in \( G \) in \( O(n^3 \kappa) \) time.

**The general algorithm**

Here we present our parameterized linear-time algorithm for Longest Path on Interval Graphs, whose running time has a polynomial dependency on \( k \).

**Theorem 15.** Let \( G = (V, E) \) be an interval graph, where \(|V| = n \) and \(|E| = m \), and let \( k \) be the minimum size of a proper interval deletion set of \( G \). Let \( I \) be an interval representation of \( G \) whose endpoints are sorted increasingly. Then:

1. a proper interval deletion set \( D \), where \(|D| \leq 4k \), can be computed in \( O(n + m) \) time,
2. a semi-proper interval representation \( I' \) can be constructed in \( O(n + m) \) time,
3. given \( D \) and \( I' \), a longest path of \( G \) can be computed in \( O(k^3 n) \) time.

**5 Outlook**

Our work heads at stimulating a general research program which systematically exploits the concept of fixed-parameter tractability for polynomially solvable problems. For several fundamental and widely known problems, the time complexity of the currently fastest algorithms are upper-bounded by polynomials of large degrees. One of the most prominent examples is arguably the celebrated polynomial-time recognition algorithm for perfect graphs, whose time complexity still remains \( O(n^9) \) [14]. Apart from trying to improve the worst-case time complexity for such problems, which may be a very difficult (if not impossible) task, the complementary approach that we propose here is to try to detect the parameter that causes these high-degree polynomial-time algorithms and to separate the dependency of the time complexity from this parameter such that the dependency on the input size becomes as close to linear as possible. We believe that the “FPT inside P” field is very rich and offers plenty of research possibilities.

We conclude with two related topics that may lead to further interactions. First, we remark that in classical parameterized complexity analysis there is a growing awareness concerning the polynomial-time factors that often have been neglected [34]. Notably, there are some prominent fixed-parameter tractability results giving linear-time factors in the input size (but quite large exponential factors in the parameter); these include Bodlaender’s famous algorithm for computing treewidth [8] and the more recent algorithm for computing the crossing number of a graph [24]. Interestingly, these papers emphasize “linear time” in their titles, instead of “fixed-parameter tractability”. In this spirit, our result for Longest Path
in interval graphs is a “linear-time” algorithm where the dependency on the parameter
is not exponential [8, 24] but polynomial.

Second, polynomial-time solvability and the corresponding lower bounds have been of
long-standing interest, e.g., it is believed that the famous 3SUM problem is only solvable in
quadratic time and this conjecture has been employed for proving relative lower bounds for
other problems [19]. Very recently, there was a significant push for this research direction
with many new relative lower bounds [2, 1, 9]. The “FPT inside P” approach might help in
“breaking” this nonlinear relative lower bounds by introducing useful parameterizations and
striving for PL-FPT results, whenever possible; some very recent results in this direction
concern the problems of computing the diameter and the radius in a graph [3].
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Abstract

Kernelization investigates exact preprocessing algorithms with performance guarantees. The most prevalent type of parameters used in kernelization is the solution size for optimization problems; however, also structural parameters have been successfully used to obtain polynomial kernels for a wide range of problems. Many of these parameters can be defined as the size of a smallest modulator of the given graph into a fixed graph class (i.e., a set of vertices whose deletion puts the graph into the graph class). Such parameters admit the construction of polynomial kernels even when the solution size is large or not applicable. This work follows up on the research on meta-kernelization frameworks in terms of structural parameters.

We develop a class of parameters which are based on a more general view on modulators: instead of size, the parameters employ a combination of rank-width and split decompositions to measure structure inside the modulator. This allows us to lift kernelization results from modulator-size to more general parameters, hence providing smaller kernels. We show (i) how such large but well-structured modulators can be efficiently approximated, (ii) how they can be used to obtain polynomial kernels for any graph problem expressible in Monadic Second Order logic, and (iii) how they allow the extension of previous results in the area of structural meta-kernelization.
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1 Introduction

Kernelization investigates exact preprocessing algorithms with performance guarantees. Similarly as in parameterized complexity analysis, in kernelization we study parameterized problems: decision problems where each instance \( I \) comes with a parameter \( k \). A parameterized problem is said to admit a kernel of size \( f : \mathbb{N} \to \mathbb{N} \) if every instance \( (I, k) \) can be reduced in polynomial time to an equivalent instance (called the kernel) whose size and parameter are bounded by \( f(k) \). For practical as well as theoretical reasons, we are mainly interested in the existence of polynomial kernels, i.e., kernels whose size is polynomial in \( k \). The study of kernelization has recently been one of the main areas of research in parameterized complexity, yielding many important new contributions to the theory.

The by far most prevalent type of parameter used in kernelization is the solution size. Indeed, the existence of polynomial kernels and the exact bounds on their sizes have been studied for a plethora of distinct problems under this parameter, and the rate of advancement...
achieved in this direction over the past 10 years has been staggering. Important findings were also obtained in the area of *meta-kernelization* [4, 12, 18], which is the study of general kernelization techniques and frameworks used to establish polynomial kernels for a wide range of distinct problems.

In parameterized complexity analysis, an alternative to parameterization by solution size has traditionally been the use of *structural parameters*. But while parameters such as *treewidth* and the more general *rank-width* allow the design of FPT algorithms for a range of important problems, it is known that they cannot be used to obtain polynomial kernels for problems of interest. Instead, the structural parameters used for kernelization often take the form of the size of minimum *modulators* (a modulator of a graph is a set of vertices whose deletion puts the graph into a fixed graph class). Examples of such parameters include the size of a minimum vertex cover [11, 5] (modulators into the class of edgeless graphs) or of a minimum feedback vertex set [6, 17] (modulators into the class of forests). While such structural parameters are not as universal as the structural parameters used in the context of fixed-parameter tractability, these results nonetheless allow efficient preprocessing of instances where the solution size is large and for problems where solution size simply cannot be used (such as 3-coloring).

This paper follows up on the recent line of research which studies meta-kernelization in terms of structural parameters. Gajarský et al. [13] developed a meta-kernelization framework parameterized by the size of a modulator to the class of graphs of bounded treedepth on sparse graphs. Ganian et al. [15] independently developed a meta-kernelization framework using a different parameter based on rank-width and modular decompositions (see Subsection 2.4 for details). Our results build upon both of the aforementioned papers by fully subsuming the meta-kernelization framework of [15] and lifting the meta-kernelization framework of [13] to more general graph classes. The class of problems investigated in this paper are problems which can be expressed using *Monadic Second Order* (MSO) logic (see Subsection 2.5).

The parameters for our kernelization results are also based on modulators. However, instead of parameterizing by the size of the modulator, we instead measure the *structure* of the modulator through a combination of rank-width and split decompositions. Due to its technical nature, we postpone the definition of our parameter, the *well-structure number*, to Section 3; for now, let us roughly describe it as the number of sets one can partition a modulator into so that each set induces a graph with bounded rank-width and a simple neighborhood. We call modulators which satisfy our conditions *well-structured*. A less restricted variant of the well-structure number has recently been used to obtain meta-theorems for FPT algorithms on graphs of unbounded rank-width [10].

After formally introducing the parameter, in Section 4 we showcase its applications on the special case of generalizing the vertex cover number by considering well-structured modulators to edgeless graphs. While it is known that there exist MSO-definable problems which do not admit a polynomial kernel parameterized by the vertex cover number on general graphs, on graphs of bounded expansion this is no longer the case (as follows for instance from [13]). On the class of graphs of bounded expansion, we prove that every MSO-definable problem admits a linear kernel parameterized by the well-structure number for edgeless graphs. As a corollary of our approach, we also show that every MSO-definable problem admits a linear kernel parameterized by the well-structure number for the empty graph (without any restriction on the expansion). We remark that the latter result represents a direct generalization of the results in [15]. The proof is based on a combination of a refined version of the replacement techniques developed in [10] together with the annotation framework used in [15].

Before we can proceed to wider applications of our parameter in kernelization, it is first necessary to deal with the subproblem of finding a suitable well-structured modulator in
polynomial time. We resolve this question for well-structured modulators to a vast range of graph classes. In particular, in Subsection 5.1 we obtain a $3$-approximation algorithm for finding well-structured modulators to acyclic graphs, and in the subsequent Subsection 5.2 we show how to approximate well-structured modulators to any graph class characterized by a finite set of forbidden induced subgraphs within a constant factor.

Section 6 then contains our most general result, Theorem 11, which is the key for lifting kernelization results from modulators to well-structured modulators. The theorem states that whenever a modulator to a graph class $\mathcal{H}$ can be used to poly-kernelize some MSO-definable problem, this problem also admits a polynomial kernel when parameterized by the well-structure number for $\mathcal{H}$ as long as well-structured modulators to $\mathcal{H}$ can be approximated in polynomial time. The remainder of Section 6 then deals with the applications of this theorem. Since the class of graphs of treedepth bounded by some fixed integer can be characterized by a finite set of forbidden induced subgraphs, we can use well-structured modulators to lift the results of [13] from modulators to well-structured modulators for all MSO-definable decision problems. Furthermore, by applying the protrusion machinery of [4, 18] we show that, in the case of bounded degree graphs, parameterization by a modulator to acyclic graphs (i.e., a feedback vertex set) allows the computation of a linear kernel for any MSO-definable decision problem. By our framework it then follows that such modulators can also be lifted to well-structured modulators.

2 Preliminaries

The set of natural numbers (that is, positive integers) will be denoted by $\mathbb{N}$. For $i \in \mathbb{N}$ we write $[i]$ to denote the set $\{1, \ldots, i\}$. If $\sim$ is an equivalence relation over a set $A$, then for $a \in A$ we use $[a]_{\sim}$ to denote the equivalence class containing $a$.

2.1 Graphs

We will use standard graph theoretic terminology and notation (cf. [8]). All graphs in this document are simple and undirected.

Given a graph $G = (V(G), E(G))$ and $A \subseteq V(G)$, we denote by $N(A)$ the set of neighbors of $A$ in $V(G) \setminus A$; if $A$ contains a single vertex $v$, we use $N(v)$ instead of $N(\{v\})$. We use $V$ and $E$ as shorthand for $V(G)$ and $E(G)$, respectively, when the graph is clear from context. $G - A$ denotes the subgraph of $G$ obtained by deleting $A$. For $A \subseteq V(G)$ we use $G[A]$ to denote the subgraph of $G$ induced by the set $A$.

2.2 Splits and Split-Modules

A split of a connected graph $G = (V, E)$ is a vertex bipartition $\{A, B\}$ of $V$ such that every vertex of $A' = N(B)$ has the same neighborhood in $B' = N(A)$. The sets $A'$ and $B'$ are called frontiers of the split.

Let $G = (V, E)$ be a graph. To simplify our exposition, we will use the notion of split-modules instead of splits where suitable. A set $A \subseteq V$ is called a split-module of $G$ if there exists a connected component $G' = (V', E')$ of $G$ such that $\{A, V' \setminus A\}$ forms a split of $G'$. Notice that if $A$ is a split-module then $A$ can be partitioned into $A_1$ and $A_2$ such that $N(A_2) \subseteq A$ and for each $v_1, v_2 \in A_1$ it holds that $N(v_1) \cap (V' \setminus A) = N(v_2) \cap (V' \setminus A)$; $A_1$ is then called the frontier of $A$. For technical reasons, $V$ and $\emptyset$ are also considered split-modules. We say that two disjoint split-modules $X, Y \subseteq V$ are adjacent if there exist $x \in X$ and $y \in Y$ such that $x$ and $y$ are adjacent. We use $\lambda(A)$ to denote the frontier of split-module $A$. 
2.3 Rank-Width

For a graph $G$ and $U, W \subseteq V(G)$, let $A_G[U, W]$ denote the $U \times W$-submatrix of the adjacency matrix over the two-element field $\text{GF}(2)$, i.e., the entry $a_{u, w}$, $u \in U$ and $w \in W$, of $A_G[U, W]$ is $1$ if and only if $\{u, w\}$ is an edge of $G$. The cut-rank function $\rho_G$ of a graph $G$ is defined as follows: For a bipartition $(U, W)$ of the vertex set $V(G)$, $\rho_G(U) = \rho_G(W)$ equals the rank of $A_G[U, W]$ over $\text{GF}(2)$.

A rank-decomposition of a graph $G$ is a pair $(T, \rho)$ where $T$ is a tree of maximum degree 3 and $\rho : V(G) \rightarrow \{t : t \text{ is a leaf of } T\}$ is a bijective function. For an edge $e$ of $T$, the connected components of $T - e$ induce a bipartition $(X, Y)$ of the set of leaves of $T$. The width of an edge $e$ of a rank-decomposition $(T, \rho)$ is $\rho_G(\mu^{-1}(X))$. The width of $(T, \rho)$ is the maximum width over all edges of $T$. The rank-width of $G$, $\text{rw}(G)$ in short, is the minimum width over all rank-decompositions of $G$. We denote by $\mathcal{R}_i$ the class of all graphs of rank-width at most $i$, and say that a graph class $\mathcal{H}$ is of unbounded rank-width if $\mathcal{H} \not\subseteq \mathcal{R}_i$ for any $i \in \mathbb{N}$.

Fact 1 ([16]). Let $k \in \mathbb{N}$ be a constant and $n \geq 2$. For an $n$-vertex graph $G$, we can output a rank-decomposition of width at most $k$ or confirm that the rank-width of $G$ is larger than $k$ in time $O(n^3)$.

More properties of rank-width can be found, for instance, in [21].

2.4 Fixed-Parameter Tractability and Kernels

We refer to the standard textbooks for basic notions in parameterized complexity such as parameterized problem, kernelization and bikernelization [9]. The following fact links the existence of bikernels to the existence of kernels.

Fact 2 ([11]). Let $\mathcal{P}, \mathcal{Q}$ be a pair of decidable parameterized problems such that $\mathcal{Q}$ is in $\text{NP}$ and $\mathcal{P}$ is $\text{NP}$-complete. If there is a bikernelization from $\mathcal{P}$ to $\mathcal{Q}$ producing a polynomial bikernel, then $\mathcal{P}$ has a polynomial kernel.

Within this paper, we will also consider (and compare to) various structural parameters which have been used to obtain polynomial kernels. We provide a brief overview of these parameters below.

A modulator of a graph $G$ to a graph class $\mathcal{H}$ is a vertex set $X \subseteq V(G)$ such that $G - X \in \mathcal{H}$. We denote the cardinality of a minimum modulator to $\mathcal{H}$ in $G$ by $\text{mod}^H(G)$.

The vertex cover number of a graph $G$ ($\text{vcn}(G)$) is a special case of $\text{mod}^H(G)$, specifically for $\mathcal{H}$ being the set of edgeless graphs. The vertex cover number has been used to obtain polynomial kernels for problems such as Largest Induced Subgraph [11] or Long Cycle along with other path and cycle problems [5]. Similarly, a feedback vertex set is a modulator to the class of acyclic graphs, and the size of a minimum feedback vertex set has been used to kernelize, for instance, Treewidth [6] or Vertex Cover [17].
For the final considered parameter, we will need the notion of module, which can be defined as a split-module with the restriction that every vertex in the split-module lies in its frontier. Then the rank-width, cover number [15] of a graph \( G (rwc_c(G)) \) is the smallest number of modules the vertex set of \( G \) can be partitioned into such that each module induces a subgraph of rank-width at most \( c \). A wide range of problems, and in particular all MSO-definable problems, have been shown admit linear kernels when parameterized by the rank-width, cover number [15].

2.5 Monadic Second Order Logic on Graphs

We assume that we have an infinite supply of individual variables, denoted by lowercase letters \( x, y, z \), and an infinite supply of set variables, denoted by uppercase letters \( X, Y, Z \). Formulas of monadic second-order logic (MSO) are constructed from atomic formulas \( E(x, y) \), \( X(x) \), and \( x = y \) using the connectives \( \neg \) (negation), \( \land \) (conjunction) and existential quantification \( \exists x \) over individual variables as well as existential quantification \( \exists X \) over set variables.

Individual variables range over vertices, and set variables range over sets of vertices. The atomic formula \( E(x, y) \) expresses adjacency, \( x = y \) expresses equality, and \( X(x) \) expresses that vertex \( x \) is in the set \( X \). From this, we define the semantics of monadic second-order logic in the standard way (this logic is sometimes called MSO\(_1\)).

Free and bound variables of a formula are defined in the usual way. A sentence is a formula without free variables. We write \( \varphi(X_1, \ldots, X_n) \) to indicate that the set of free variables of formula \( \varphi \) is \( \{X_1, \ldots, X_n\} \). If \( G = (V, E) \) is a graph and \( S_1, \ldots, S_n \subseteq V \) we write \( G \models \varphi(S_1, \ldots, S_n) \) to denote that \( \varphi \) holds in \( G \) if the variables \( X_i \) are interpreted by the sets \( S_i \), for \( i \in [n] \). The problem framework we are mainly interested in is formalized below.

**MSO Model Checking (MSO-MC\( \varphi \))**

**Instance:** A graph \( G \).

**Question:** Does \( G \models \varphi \) hold?

While MSO model checking problems already capture many important graph problems, there are some well-known problems on graphs that cannot be captured in this way, such as *Vertex Cover*, *Dominating Set*, and *Clique*. Many such problems can be formulated in the form of *MSO optimization problems*. Let \( \varphi = \varphi(X) \) be an MSO formula with one free set variable \( X \) and \( \diamond \in \{\leq, \geq\} \).

**MSO-\(\diamond\)\(\varphi\)**

**Instance:** A graph \( G \) and an integer \( r \in \mathbb{N} \).

**Question:** Is there a set \( S \subseteq V(G) \) such that \( G \models \varphi(S) \) and \( |S| \diamond r \)?

It is known that MSO formulas can be checked efficiently as long as the graph has bounded rank-width.

▶ **Fact 3 ([14]).** Let \( \varphi \) and \( \psi = \psi(X) \) be fixed MSO formulas and let \( c \) be a constant. Then MSO-MC\( \varphi \) and MSO-\(\diamond\)\(\varphi\) can be solved in \( O(n^3) \) time on the class of graphs of rank-width at most \( c \), where \( n \) is the order of the input graph. Moreover, if \( G \) has rank-width at most \( c \) and and \( S \subseteq V(G) \), it is possible to check whether \( G \models \psi(S) \) in \( O(n^3) \) time.

We review MSO types roughly following the presentation in [19]. The quantifier rank of an MSO formula \( \varphi \) is defined as the nesting depth of quantifiers in \( \varphi \). For non-negative
integers $q$ and $l$, let $\text{MSO}_{q,l}$ consist of all MSO formulas of quantifier rank at most $q$ with free set variables in $\{X_1, \ldots, X_l\}$.

Let $\phi = \phi(X_1, \ldots, X_l)$ and $\psi = \psi(X_1, \ldots, X_l)$ be MSO formulas. We say $\phi$ and $\psi$ are equivalent, written $\phi \equiv \psi$, if for all graphs $G$ and $U_1, \ldots, U_l \subseteq V(G)$, $G \models \phi(U_1, \ldots, U_l)$ if and only if $G \models \psi(U_1, \ldots, U_l)$. Given a set $F$ of formulas, let $F/\equiv$ denote the set of equivalence classes of $F$ with respect to $\equiv$. A system of representatives of $F/\equiv$ is a set $R \subseteq F$ such that $R \setminus C \neq \emptyset$ for each equivalence class $C \in F/\equiv$. The following statement has a straightforward proof using normal forms (see [19, Proposition 7.5] for details).

\begin{fact}[[15]]
 Let $q$ and $l$ be fixed non-negative integers. The set $\text{MSO}_{q,l}/\equiv$ is finite, and one can compute a system of representatives of $\text{MSO}_{q,l}/\equiv$.
\end{fact}

We will assume that for any pair of non-negative integers $q$ and $l$ the system of representatives of $\text{MSO}_{q,l}/\equiv$ given by Fact 4 is fixed.

3 \hspace{1cm} (k, c)-Well-Structured Modulators

\begin{definition}
 Let $\mathcal{H}$ be a graph class and let $G$ be a graph. A set $\vec{X}$ of pairwise-disjoint split-modules of $G$ is called a $(k, c)$-well-structured modulator to $\mathcal{H}$ if
\begin{enumerate}
  \item $|\vec{X}| \leq k$, and
  \item $\bigcup_{X_i \in \vec{X}} X_i$ is a modulator to $\mathcal{H}$, and
  \item $\text{rw}(G[X_i]) \leq c$ for each $X_i \in \vec{X}$.
\end{enumerate}

For the sake of brevity and when clear from context, we will sometimes identify $\vec{X}$ with $\bigcup_{X_i \in \vec{X}} X_i$ (for instance $G - \vec{X}$ is shorthand for $G - \bigcup_{X_i \in \vec{X}} X_i$). To allow a concise description of our parameters, for any hereditary graph class $\mathcal{H}$ we let the well-structure number (wsn$_{\mathcal{H}}$ in short) denote the minimum $k$ such that $G$ has a $(k, c)$-well-structured modulator to $\mathcal{H}$.

We conclude this section with a brief discussion on the choice of the parameter. The specific conditions restricting the contents of the modulator $\bigcup \vec{X}$ have been chosen as the most general means which allow both (1) the efficient finding of a suitable well-structured modulator, and (2) the efficient use of this well-structured modulator for kernelization. In this sense, we do not claim that there is anything inherently special about rank-width or split modules, other than being the most general notions which are currently known to allow the achievement of these two goals.

In some of the applications of our results, we will consider graphs which have bounded expansion or bounded degree. We remark that in these cases, our results could equivalently be stated in terms of treewidth (instead of rank-width) and MSO$_2$ logic (instead of MSO$_1$ logic).?
4 A Case Study: Vertex Cover

In this section we show how well-structured modulators to edgeless graphs can be used to obtain polynomial kernels for various problems. In particular, this special case can be viewed as a generalization of the vertex cover number. We begin by comparing the resulting parameter to known structural parameters. Let \( c \in \mathbb{N} \) be fixed and \( \mathcal{E} \) denote the class of edgeless graphs. The class \( \mathcal{Z} \) containing only the empty graph will also be of importance later on in the section; we remark that while \( \text{mod}^c \) represents a very weak parameter as it is equal to the order of the graph, this is not the case for \( \text{wsn}^c \). We begin by comparing well-structured modulators to edgeless graphs with similar parameters used in kernelization.

\begin{proposition}
Let \( \mathcal{E} \) be graph class of edgeless graphs. Then:
1. \( \text{rwc}(G) \geq \text{wsn}^c(G) \) for any graph \( G \). Furthermore, for every \( i \in \mathbb{N} \) there exists a graph \( G_i \) such that \( \text{rwc}(G_i) \geq 2i \) and \( \text{wsn}^c = 2 \).
2. \( \text{vcn}(G) \geq \text{wsn}^c(G) \) for any graph \( G \). Furthermore, for every \( i \in \mathbb{N} \) there exists a graph \( G_i \) such that \( \text{vcn}(G_i) \geq i \) and \( \text{wsn}^c = 1 \).
\end{proposition}

It will be useful to observe that the above Proposition 2 also holds when restricted to the class of graphs of bounded expansion and bounded degree, and even when the graph class \( \mathcal{E} \) is replaced by \( \mathcal{Z} \).

As we have established that already \( \text{wsn}^c \leq \text{vcn}(G) \), it is important to mention that an additional structural restriction on the graph is necessary to allow the polynomial kernelization of MSO-\( \mathcal{O}-\mathcal{P} \) problems in general (as is made explicit in the following Fact 5).

\begin{fact}[7]
Clue parameterized by the vertex cover number does not admit a polynomial kernel, unless \( \text{NP} \subseteq \text{coNP/poly} \).
\end{fact}

However, it turns out that restricting the inputs to graphs of bounded expansion completely changes the situation: under this condition, it is not only the case that all all MSO-MC and MSO-\( \mathcal{O}-\mathcal{P} \) problems admit a linear kernel when parameterized by the vertex cover number, but also when parameterized by the more general parameter \( \text{wsn}^c \). To prove these claims, we begin by stating the following result.

\begin{fact}[13]
Let \( K \) be a graph class with bounded expansion. Suppose that for \( G \in K \) and \( S \in V(G) \), \( C_1, \ldots, C_s \) are sets of connected components of \( G - S \) such that for all pairs \( C_i, C_j \) it holds that \( C_i, C_j \in \mathcal{C}_c \), for some \( j \) if and only if \( N_S(C) = N_S(C') \). Let \( \delta \geq 0 \) be a constant bound on the diameter of these components, i.e., for all \( C \in \bigcup \mathcal{C}_c \), \( \text{diam}(G[V(C)]) \leq \delta \). Then there can be at most \( O(|S|) \) such sets \( \mathcal{C}_c \).
\end{fact}

This allows us to establish a key link between \( \text{wsn}^c \) and \( \text{wsn}^c \) on graphs of bounded expansion.

\begin{lemma}
Let \( K \) be a graph class with bounded expansion. Then there exists a constant \( d \) such that for every \( G \in K \) it holds that \( \text{wsn}^c(G) \leq d \cdot \text{wsn}^c(G) \).
\end{lemma}

**Proof.** Let \( k = \text{wsn}^c(G) \) and let \( \tilde{H} \) be a \((k, e)\)-well-structured modulator to \( \mathcal{E} \). Let \( S \) be a set of vertices containing exactly one vertex from the frontier of every split-module in \( \tilde{H} \). The graph \( G' = G - (\tilde{H} - S) \) is a graph with bounded expansion and \( S \) is its vertex cover. Clearly, the diameter of every connected component of \( G' \setminus S \) is at most 1 (every connected component is a singleton). Therefore, by Fact 6 there exists a constant \( d' \) such that there are at most \( d' \cdot |S| = d' \cdot \text{wsn}^c(G) \) sets of vertices \( C_1, \ldots, C_s \) in \( G' - S \) such that for all pairs \( v, v' \in \bigcup \mathcal{C}_c \) it holds that \( v, v' \in C_j \) for some \( j \) if and only if \( N_S(v) = N_S(v') \). Clearly each such \( C_j \) is a split-module in \( G' \), and hence also in \( G \). Furthermore, each such \( C_j \) has rank-width at most 1. Hence \( \text{wsn}^c(G) \leq \text{wsn}^c(G) + d' \cdot \text{wsn}^c(G) \). \( \blacksquare \)
The above lemma allows us to shift our attention from modulators to \( E \) to a partition of the vertex set into split-modules of bounded rank-width. The rest of this section is then dedicated to proving our results for well-structured modulators to \( Z \). Our proof strategy for this special case of well-structured modulators closely follows the replacement techniques used to obtain the kernelization results for the rank-width cover number \([15]\), with the distinction that many of the tools and techniques had to be generalized to cover splits instead of modules.

**Theorem 4.** Let \( K \) be a graph class of bounded expansion, \( E \) be the class of edgeless graphs and \( Z \) be the class of empty graphs. For every MSO sentence \( \varphi \) the problem MSO-MC\( _\varphi \) admits a linear kernel parameterized by \( \text{wsn}_E^Z \). Furthermore, the problem MSO-MC\( _\varphi \) admits a linear kernel parameterized by \( \text{wsn}_Z^E \) on \( K \).

**Sketch of Proof.** By Lemma 3 it is sufficient to show that MSO-MC\( _\varphi \) admits a linear kernel parameterized by \( \text{wsn}_Z^E \). Let \( G \) be a graph, \( k = \text{wsn}_Z^E(G) \), and \( q \) be the nesting depth of quantifiers in \( \varphi \). By Fact 7 (given in the following section) we can find the set \( \vec{X} \) of equivalence classes of \( \sim_G^c \) in polynomial time. Clearly, the set \( \vec{X} \) is a \((k,c)\)-well-structured modulator to the empty graph. We proceed by using replacement techniques to construct an equivalent graph \((G', \vec{X}')\) such that each \( X'_i \in \vec{X}' \) has size bounded by a constant. Since \( |\vec{X}'| \leq k \) and \( \bigcup \vec{X}' = V(G') \), it follows that \( G' \) is an instance of MSO-MC\( _\varphi \) of size \( O(k) \).

Next, we combine the approaches used in \([15]\) and \([10]\) to handle MSO-Opt\( _\varphi \) problems by using our more general parameters. Similarly as in \([15]\), we use a more involved replacement procedure which explicitly keeps track of the original cardinalities of sets and results in an annotated version of MSO-Opt\( _\varphi \). However, some parts of the framework (in particular the replacement procedure) had to be reworked using the techniques developed in \([10]\), since we now use split-modules instead of simple modules.

**Theorem 5.** Let \( E \) be a class of edgeless graphs and \( Z \) be the class containing the empty graph. For every MSO formula \( \varphi \) the problem MSO-Opt\( _\varphi \leq \) admits a linear bikernel parameterized by \( \text{wsn}_E^Z \) on any class of graphs of bounded expansion, and a linear bikernel parameterized by \( \text{wsn}_Z^E \).

## 5 Finding \((k,c)\)-Well-Structured Modulators

For the following considerations, we fix \( c \) and assume that the graph \( G \) has rank-width at least \( c + 2 \) (this is important for Fact 7). This assumption is sound, since the considered problems can be solved in polynomial time on graphs of bounded rank-width. Recall that given a split-module \( A \) in \( G \), we use \( \lambda(A) \) to denote the frontier of \( A \). This section will show how to efficiently approximate well-structured modulators to various graph classes; in particular, we give algorithms for the class of forests and then for any graph class which can be characterized by a finite set of forbidden induced subgraphs.

The following Fact 7 linking rank-width and split-modules will be crucial for approximating our well-structured modulators.

**Definition 6.** Let \( G \) be a graph and \( c \in \mathbb{N} \). We define a relation \( \sim_G^C \) on \( V(G) \) by letting \( v \sim_G^C w \) if and only if there is a split-module \( M \) of \( G \) with \( v, w \in M \) and \( \text{rw}(G[M]) \leq c \). We drop the superscript from \( \sim_G^C \) if the graph \( G \) is clear from context.

**Fact 7** ([10]). Let \( c \in \mathbb{N} \) be fixed and \( G \) be a graph of rank-width at least \( c + 2 \). The relation \( \sim_G^C \) is an equivalence, and any graph \( G \) has its vertex set uniquely partitioned by
the equivalence classes of $\sim_c$ into inclusion-maximal split-modules of rank-width at most $c$. Furthermore, for $a, b \in V(G)$ it is possible to test $a \sim_c b$ in $O(n^3)$ time.

### 5.1 Finding $(k, c)$-Well-Structured Modulators to Forests

Our starting point is the following lemma, which shows that long cycles which hit a non-singleton frontier imply the existence of short cycles.

**Lemma 7.** Let $C$ be a cycle in $G$ such that $C$ intersects at least three distinct equivalence classes of $\sim_c$, one of which has a frontier of cardinality at least 2. Let $Z$ be the set of equivalence classes of $\sim_c$ which intersect $C$. Then there exists a cycle $C'$ such that the set $Z'$ of equivalence classes it intersects is a subset of $Z$ and has cardinality at most 3.

We will use the following observation to proceed when Lemma 7 cannot be applied.

**Observation 1.** Assume that for each equivalence class $B$ of $\sim_c$ it holds that $G[B]$ is acyclic, and that no cycle intersects $B$ if $|\lambda(B)| \geq 2$. Then for every cycle $C$ in $G$ and every vertex $a \in C$, it holds that $a$ is in the frontier of some equivalence class of $\sim_c$.

Fact 8 below is the last ingredient needed for the algorithm.

**Fact 8 ([3]).** Feedback Vertex Set can be 2-approximated in polynomial time.

**Theorem 8.** Let $c \in \mathbb{N}$ and $F$ be the class of forests. There exists a polynomial algorithm which takes as input a graph $G$ of rank-width at least $c + 2$ and computes a set $\bar{X}$ of split-modules such that $\bar{X}$ is a $(k, c)$-well-structured modulator to $F$ and $k \leq 3 \cdot \text{wsn}^F_r$.

**Sketch of Proof.** The algorithm proceeds in three steps:

1. By deciding $a \sim_c b$ for each pair of vertices in $G$ as per Fact 7, we compute the equivalence classes of $\sim_c$.
2. For each set of up to three equivalence classes $\{A_1, A_2, A_3\}$ of $\sim_c$, we check if $G[A_1 \cup A_2 \cup A_3]$ is acyclic; if it’s not, then we add $A_1$, $A_2$ and $A_3$ to $\bar{X}$ and set $G := G - (A_1 \cup A_2 \cup A_3)$.
3. We use Fact 8 to 2-approximate a feedback vertex set $S$ of $G$ in polynomial time; let $S'$ contain every equivalence class of $\sim_c$ which intersects $S$. We then set $\bar{X} := \bar{X} \cup S'$, and output $\bar{X}$.

### 5.2 Finding $(k, c)$-Well-Structured Modulators via Obstructions

Here we will show how to efficiently find a sufficiently small $(k, c)$-well-structured modulator to any graph class which can be characterized by a finite set of forbidden induced subgraphs. Let us fix a graph class $H$ characterized by a set $R$ of forbidden induced subgraphs, and let $r$ be the maximum order of a graph in $R$. Our first step is to reduce our problem to the classical Hitting Set problem, the definition of which is recalled below.

---

**d-Hitting Set**

**Instance:** A ground set $S$ and a collection $C$ of subsets of $S$, each of cardinality at most $d$.

**Notation:** A hitting set is a subset of $S$ which intersects each set in $C$.

**Task:** Find a minimum-cardinality hitting set.

---

Given a graph $G$ (of rank-width at least $c + 2$), we construct an instance $W_G$ of $r$-Hitting Set as follows. The ground set of $W$ contains each equivalence class $A \subseteq V(G)$ of $\sim_c$. For each induced subgraph $R \subseteq G$ isomorphic to an element of $R$, we add the set $C_R$ of
equivalence classes of $\sim_c$ which intersect $R$ into $C$. This completes the construction of $W_G$; we let $\text{hit}(W_G)$ denote the cardinality of a solution of $W_G$.

▶ **Lemma 9.** For any graph $G$ of rank-width at least $c + 2$, the instance $W_G$ is unique and can be constructed in polynomial time. Every hitting set $Y$ in $W_G$ is a $(|Y|, c)$-well-structured modulator to $H$ in $G$. Moreover, $\text{wsn}_c^H = \text{hit}(W_G)$.

The final ingredient we need for our approximation algorithm is the following result.

▶ **Fact 9 (Folklore).** There exists a polynomial-time algorithm which takes as input an instance $W$ of $r$-Hitting Set and outputs a hitting set $Y$ of cardinality at most $r \cdot \text{hit}(W)$.

▶ **Theorem 10.** Let $c \in \mathbb{N}$ and $H$ be a class of graphs characterized by a finite set of forbidden induced subgraphs of order at most $r$. There exists a polynomial algorithm which takes as input a graph $G$ of rank-width at least $c + 2$ and computes a $(k, c)$-well-structured modulator to $H$ such that $k \leq r \cdot \text{wsn}_c^H$.

**Proof.** We proceed in two steps: first, we compute the $r$-Hitting Set instance $W_G$, and then we use Fact 9 to compute an $r$-approximate solution $Y$ of $W_G$ in polynomial time. We then set $\vec{X} := Y$ and output. Correctness follows from Lemma 9. ▶

6 Applications of $(k, c)$-Well-Structured Modulators

We now proceed by outlining the general applications of our results. Our algorithmic framework is captured by the following Theorem 11.

▶ **Theorem 11.** Let $p, q$ be polynomial functions. For every MSO sentence $\phi$ and every graph class $H$ such that
1. $\text{MSO-MC}_\phi$ admits a (bi)kernel of size $p(\text{mod}^H(G))$, and
2. there exists a polynomial algorithm which finds a $(q(\text{wsn}_c^H), c)$-well-structured modulator to $H$.
Then $\text{MSO-MC}_\phi$ admits a (bi)kernel of size $p(q(\text{wsn}_c^H(G)))$.

Let us briefly discuss the limitations of the above theorem. The condition that $\text{MSO-MC}_\phi$ admits a polynomial (bi)kernel parameterized by $\text{mod}^H(G)$ is clearly necessary for the rest of the theorem to hold, since $\text{wsn}_c^H(G) \leq \text{mod}^H(G)$. One might wonder whether a weaker necessary condition could be used instead; specifically, would it be sufficient to require that $\text{MSO-MC}_\phi$ is polynomial-time tractable in $H$? This turns out not to be the case, as follows from the following fact.

▶ **Fact 10 ([10]).** There exists an MSO sentence $\phi$ and a graph class $H$ characterized by a finite set of forbidden induced subgraphs such that $\text{MSO-MC}_\phi$ is polynomial-time tractable on $H$ but NP-hard on the class of graphs with $\text{mod}^H(G) \leq 2$.

Condition 2 is also necessary for our approach to work, as we need some (approximate) well-structured modulator; luckily, Section 5 shows that a wide variety of studied graph classes satisfy this condition. Finally, one can also rule out an extension of Theorem 11 to MSO-OPT problems (which was possible in the special case considered in Section 4), as we show below.

▶ **Lemma 12.** There exists an MSO formula $\varphi$ and a graph class $H$ characterized by a finite obstruction set such that $\text{MSO-OPT}_\varphi$ admits a bikernel parameterized by $\text{mod}^H$ but is paraNP-hard parameterized by $\text{wsn}_1^H$. 
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Sketch of Proof. Consider the formula $\varphi(S) = \text{fvs}(S) \lor \text{deg}(S)$, where $\text{fvs}(S)$ expresses that $S$ is a feedback vertex set in $G$ and $\text{deg}(S)$ expresses that $S$ is a modulator to graphs with maximum degree 4. Let $\mathcal{H}$ be the class of graphs of maximum degree 4.

6.1 Applications of Theorem 11

As our first general application, we consider the results of Gajarský et al. in [13]. Their main result is summarized below.

Fact 11 ([13]). Let $\Pi$ be a problem with finite integer index, $\mathcal{K}$ a class of graphs of bounded expansion, $d \in \mathbb{N}$, and $\mathcal{H}$ be the class of graphs of treedepth at most $d$. Then there exist an algorithm that takes as input $(G, \xi) \in \mathcal{K} \times \mathbb{N}$ and in time $O(|G| + \log \xi)$ outputs $(G', \xi')$ such that
1. $(G, \xi) \in \Pi$ if and only if $(G', \xi') \in \Pi$;
2. $G'$ is an induced subgraph of $G$; and
3. $|G'| = O(\text{mod}_\mathcal{H}(G))$.

The following fact provides a link between the notion of finite integer index used in the above result and the MSO-MC$_\varphi$ problems considered in this paper.

Fact 12 ([2], see also [4]). For every MSO sentence $\varphi$, it holds that MSO-MC$_\varphi$ is finite-state and hence has finite integer index.

Finally, the following well-known fact is the last ingredient we need to apply our machinery.

Fact 13 ([20], page 138). Let $d \in \mathbb{N}$ and $\mathcal{H}$ be the class of graphs of treedepth at most $d$. Then $\mathcal{H}$ can be characterized by finite set of forbidden induced subgraphs.

Theorem 13. Let $c, d \in \mathbb{N}$ and $\mathcal{H}$ be the class of graphs of treedepth at most $d$. For every MSO sentence $\varphi$, it holds that MSO-MC$_\varphi$ admits a linear kernel parameterized by $\text{wsn}^\mathcal{H}_c$ on any class of graphs of bounded expansion.

As our second general application, we consider well-structured modulators to the class of forests. Lemma 14 shows that feedback vertex set may be used to kernelize any MSO-definable decision problem on graphs of bounded degree.

Lemma 14. Let $\mathcal{F}$ be the class of forests and $d \in \mathbb{N}$. For every MSO sentence $\varphi$, it holds that MSO-MC$_\varphi$ admits a linear kernel parameterized by $\text{mod}_\mathcal{F}$ on any class of graphs of degree at most $d$.

With Lemma 14, the proof of the theorem below is analogous to the proof of Theorem 13.

Theorem 15. Let $c \in \mathbb{N}$ and $\mathcal{F}$ be the class of forests. For every MSO sentence $\varphi$, it holds that MSO-MC$_\varphi$ admits a linear kernel parameterized by $\text{wsn}^\mathcal{F}_c$ on any class of graphs of bounded degree.

7 Conclusion

Our results show that measuring the structure of modulators can lead to an interesting and, as of yet, relatively unexplored spectrum of structural parameters. Such parameters have the potential of combining the best of decomposition-based techniques and modulator-based techniques, and can be applied both in the context of kernelization (as demonstrated in this
work) and FPT algorithms [10]. We believe that further work in the direction of modulators will allow us to push the frontiers of tractability towards new, uncharted classes of inputs.

One possible direction for future research is the question of whether the class of MSO-definable problems considered in Theorem 11 can be extended to other finite-state problems. It would of course also be interesting to see more applications of Theorem 11 and new methods for approximating well-structured modulators. Last but not least, we mention that the split-modules used in the definition of our parameters could in principle be refined to less restrictive notions (for instance cuts of constant cut-rank [21]); such a relaxed parameter could still be used to obtain polynomial kernels, as long as there is a way of efficiently approximating or computing such modulators.
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Abstract

In resolving instances of a computational problem, if multiple instances of interest share a feature in common, it may be fruitful to compile this feature into a format that allows for more efficient resolution, even if the compilation is relatively expensive. In this article, we introduce a formal framework for classifying problems according to their compilability. The basic object in our framework is that of a parameterized problem, which here is a language along with a parameterization – a map which provides, for each instance, a so-called parameter on which compilation may be performed. Our framework is positioned within the paradigm of parameterized complexity, and our notions are relatable to established concepts in the theory of parameterized complexity. Indeed, we view our framework as playing a unifying role, integrating together parameterized complexity and compilability theory.
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1 Introduction

In resolving instances of a computational problem, if it is the case that multiple instances of interest share a feature in common, it may be fruitful to compile this feature into a format that allows for more efficient resolution, even if the compilation is relatively expensive. As a first, simple example, consider the problem of deciding if two nodes of an undirected graph are connected. If it is anticipated that many such connectivity queries will share the same graph $G$, it may be worthwhile to compile $G$ into a format that will allow for accelerated resolution of the queries. As a second example, consider the problem of evaluating a database query on a database. If one is interested in a small set of queries that will be posed to numerous databases, it may be worthwhile to compile the queries of interest into a format that allows for the fastest evaluation. Note that a relatively expensive compilation process may be worthwhile if its results are amortized by repeated use. Indeed, one may conceive of compilation as an off-line preprocessing, whose expense is offset by its later on-line use.

In this article, we attempt to make an infrastructural contribution by introducing a formal framework for classifying problems according to their compilability. Such a framework was previously presented by Cadoli, Domini, Liberatore, and Schaerf [2], (hereafter, CDLS); we will discuss the relationship between our framework and theirs below.

The basic object in our framework is a parameterized problem, which we define to be a language $Q$ along with a parameterization $\kappa$, a polynomial-time computable mapping defined from strings to strings. (For precise details and justifications of definitions, refer to the technical sections of the article.) As usual, we refer to $\kappa(x)$ as the parameter of an instance $x$. In our framework, we wish to understand for which problems the parameters can be succinctly compiled into a form such that, post-compilation, the problem can be
resolved in polynomial-time. The base class of our framework, called \textit{poly-comp-PTIME}, is (essentially) defined to contain a parameterized problem \((Q, \kappa)\) if there exists a polynomial-length, computable function \(c\) such that if each instance \(x\) is always presented along with \(c(\kappa(x))\), then each instance can be resolved in polynomial time. The function \(c\) models the notion of compilation of the parameters. In order to give evidence of non-containment in the class \textit{poly-comp-PTIME} and also to facilitate problem classification, we introduce a hierarchy of parameterized complexity classes \textit{chopped-}\(C\), one for each classical complexity class \(C\); we observe (for example) that \textit{chopped-NP} is not contained in \textit{poly-comp-PTIME}, assuming that the polynomial hierarchy does not collapse (see Proposition 9 and Theorem 19), and hence hardness of a problem for \textit{chopped-NP} can be construed as evidence of non-containment in \textit{poly-comp-PTIME}. We observe a number of completeness and hardness results for \textit{chopped-NP} (Section 6).\(^1\) The class \textit{poly-comp-PTIME} and the classes \textit{chopped-}\(C\) are all subsets of the parameterized class \textit{FPT}, which is considered to be the basic notion of tractability in the paradigm of parameterized complexity.\(^2\) We believe that the introduced classes constitute a natural stratification of \textit{FPT}, whose study might well lead to deeper theory.

In the CDLS framework, the basic object is a language consisting of pairs of strings (called a \textit{language of pairs}), and one aims to understand when a compilation can be applied to the first entry of each pair so as to allow for efficient decision. This is a point of difference with our framework, but note that the notions from our framework can be readily applied to the languages of pairs that CDLS study by using the parameterization \(\pi_1\) that returns the first entry of a pair. Another point of difference between our framework and theirs is that their analog of our compilation function \(c\) is not required to be computable; while this makes the negative results stronger, in our view there ought to be a focus on positive results, which are rendered less meaningful without the computability requirement. (Actually, we are not aware of any natural computable problem for which the presence or absence of this requirement makes a difference.) Although these differences may appear slight, by initiating our theory with our particular choice of definitions, we are able to position our framework within the language and tradition of parameterized complexity and relate our notions to existing ideas in parameterized complexity. For instance, although not difficult, we can directly relate the notion of a \textit{polynomial kernelization} to the classes \textit{chopped-}\(C\) (Proposition 10) and use this relationship to observe the \textit{chopped-NP}-completeness of the standard parameterization of the hitting set problem for hypergraphs of bounded edge size (see Theorem 30). We also believe that the theory that results from our framework’s definitions witnesses that working with parameterized problems as opposed to languages of pairs allows for greater flexibility and smoother formulation (consider, for example, the characterization of \textit{chopped-}\(C\) using the \textit{length parameterization} given by Proposition 14).

Our framework and that of CDLS also differ later in the respective developments. Notably, our notion of reduction (Definition 11) is readily seen to be a restricted version of the usual \textit{fpt} many-one reduction in parameterized complexity, and we believe that our notion of reduction is conceptually simpler to comprehend than that of CDLS [2, Definition 2.8]. Despite these differences – and we view this as crucial – we demonstrate how classification results obtained in the CDLS framework can be formulated and obtained in our framework; this is made precise and performed in Section 5.

\(^1\) These results include a hardness result on model checking existential positive sentences (Proposition 31); we remark that obtaining a broader understanding of the non-compilability results in the author’s previous study of model checking [5] was in fact a motivation of the present article.

\(^2\) Note that the containment of \textit{poly-comp-PTIME} in \textit{FPT} is essentially observed (in different language) in the last paragraph of Section 5 of [2].
The presentation and development of our framework may thus be viewed as playing a unifying role, integrating together parameterized complexity and compilation. Our choices of definitions and in formulation allows us to directly relate the resulting concepts to the theory of parameterized complexity. At the same time, we believe that these concepts capture in an essential way the core mathematical content and the core ideas of the CDLS framework (as borne out by our results and discussion in Section 5).

Related work. The CDLS framework was deployed after its introduction to analyze the compilability of reasoning tasks, see for example [10, 11]. In the context of compiling propositional formulas, a notion of compilation whereby a compiled version should have the same models as the original formula was studied, for example by Gogic et al. [9] and by Darwiche and Marquis [6]; see also the recent work by Bova et al. [1].

Variants of the CDLS framework that relaxed the requirement that the size of compilations be polynomial were also studied [3, 4]. Finally, we mention that Fan, Geerts, and Neven [7] also developed a framework for classifying problems according to compilability, with a focus on efficient parallel processing (modelled using the complexity class $\mathsf{NC}$) following a polynomial-time compilation. We believe that it may be of interest to better understand and develop the relationship between our framework and theirs. While we leave such a study to future work, we mention that their notion of $\Pi$-tractability on a language $Q$ of pairs can be described using our framework.3

2 Preliminaries

Throughout, $\pi_i$ denotes the operator that, given a tuple, returns the $i$th entry of the tuple.

When $T$ is a set, we use $\phi_{in}(T)$ to denote the set $\{S \subseteq T \mid S$ is finite$\}$.

We generally use $\Sigma$ to denote the alphabet over which strings are formed, and generally assume $\{0, 1\} \subseteq \Sigma$. As is standard, we freely interchange between elements of $\Sigma^*$ and $\Sigma^* \times \Sigma^*$. When $k \geq 0$, we use $\Sigma^{\leq k}$ to denote the set of strings in $\Sigma^*$ of length less than or equal to $k$. For $n \in \mathbb{N}$, we use $\text{un}(n)$ to denote its unary encoding $1^n$ as a string.

We assume that languages under discussion are non-trivial, that is, not equal to $\emptyset$ nor $\Sigma^*$. We use $\mathsf{PTIME}$ to denote the set of all languages decidable in polynomial time, and $\mathsf{fPTIME}$ to denote the set of all functions from $\Sigma^*$ to $\Sigma^*$ that are computable in polynomial time.

Here, by a parameterization, we refer to a map from $\Sigma^*$ to $\Sigma^*$. Relative to a parameterization $\kappa : \Sigma^* \rightarrow \Sigma^*$, it is typical to refer to $\kappa(x)$ as the parameter of the string $x$. While it is typical in the literature to define a parameterization to be a map from $\Sigma^*$ to $\mathbb{N}$, in this article we want to apply compilation functions to parameters and discuss the length of the results, and we find that this is facilitated in many cases by permitting the parameter of a string to be a string itself. Throughout, we employ the following assumption (which is discussed below in Remark 4).

▶ Assumption 1. Each parameterization is polynomial-time computable, that is, in $\mathsf{fPTIME}$.

We use $\text{len}$ to denote the parameterization defined by $\text{len}(x) = \text{un}(|x|)$. A parameterized problem is a pair $(Q, \kappa)$ consisting of a language $Q$ and a parameterization $\kappa$.

---

3 Precisely, a language $Q$ of pairs being $\Pi$-tractable can be verified to be equivalent to the parameterized problem $(Q, \pi_1)$ being in our class $\text{poly-comp-NC}$ via a poly-compilable function $g(x, y) = f(c(\pi_1(x, y)), (x, y)) = f(c(x), (x, y))$ where $c$ is polynomial-time computable.
By a classical complexity class, we refer to a set of computable languages. For a classical complexity class $C$, we define $\text{para-}C$ to be the set that contains a parameterized problem $(Q, \kappa)$ if there exists a computable function $c : \Sigma^* \to \Sigma^*$, and a language $Q' \subseteq \Sigma^* \times \Sigma^*$ in $C$ such that, for each string $x \in \Sigma^*$, it holds that $x \in Q \iff (c(\kappa(x)), x) \in Q'$. We define $\text{FPT}$ to be $\text{para-}\text{PTIME}$ (although this is perhaps not the usual definition of $\text{FPT}$, it is equivalent [8, Theorem 1.37]).

As usual, when $D$ is a set of problems (that is, a set of either languages or parameterized problems), we say that a problem $P'$ is $D$-hard under a notion of reduction if each $P$ in $D$ reduces to $P'$; if in addition $P' \in D$, we say that $P'$ is $D$-complete. We say that $D$ is closed under a notion of reduction if, when $P$ reduces to $P'$ and $P'' \in D$, it holds that $P \in D$.

## 3 Framework

### 3.1 Problem classes

In this subsection, we introduce the complexity classes of our framework. We begin by introducing two basic definitions. By a $\text{length function}$, we refer to a function from $\mathbb{N}$ to $\mathbb{N}$.

> **Definition 2.** Let $L$ be a set of length functions.

- A function $c : \Sigma^* \to \Sigma^*$ is said to be $L$-length if there exists $\ell \in L$ such that for each $x \in \Sigma^*$, it holds that $|c(x)| \leq \ell(|x|)$.

- A function $g : \Sigma^* \to \Sigma^*$ is $L$-compilable with respect to a parameterization $\kappa$ if there exist $f \in \text{fPTIME}$ and a computable, $L$-length function $c : \Sigma^* \to \Sigma^*$ such that (for each $x \in \Sigma^*$) $g(x) = f(c(\kappa(x)), x)$.

Put informally, a function $g$ is $L$-compilable if, when one has the result of applying $c$ to the parameter of an instance $x$, the value $g(x)$ can be efficiently computed. The function $c$ can be thought of as performing a precomputation or compilation of the parameter. Here, we do not place any restriction on the computational resources needed to compute $c$, other than requiring that $c$ is computable. We view the requirement that $c$ be computable as natural in terms of claiming positive results, as we find it hard to argue that a non-computable compilation would actually be usable. We do restrict the length of $c$ according to $L$; we will be most interested in the case where the length of $c$ is polynomially bounded.

With this terminology in hand, we can now define our first classes of parameterized problems.

> **Definition 3.** Let $L$ be a set of length functions, and let $C$ be a classical complexity class.

- We say that a parameterized problem $(Q, \kappa)$ is $L$-compilable to $C$ if there exists a function $g : \Sigma^* \to \Sigma^*$ that is $L$-compilable (with respect to $\kappa$) and a language $Q' \subseteq C$ such that (for each $x \in \Sigma^*$) $x \in Q \iff g(x) \in Q'$.

- We define $\text{L-comp-}C$ to be the set that contains each parameterized problem that is $L$-compilable to $C$.

When $L$ is the set of all polynomials on $\mathbb{N}$, we define $\text{poly-comp-}C$ as $\text{L-comp-}C$ and speak, for instance, of $\text{poly-comp-}C$; similarly, when $L$ is the set $\cup \{O(2^p) \mid p$ is a polynomial$\}$ of exponential functions, we define $\text{exp-comp-}C$ as $\text{L-comp-}C$ and speak, for instance, of $\text{exp-comp-}C$.

> **Remark 4.** In this paper, the smallest class that we will consider is $\text{poly-comp-}\text{PTIME}$, and we will regard an inclusion result in this class as the most positive result demonstrable on a parameterized problem. Suppose that a parameterized problem $(Q, \kappa)$ is in $\text{poly-comp-}\text{PTIME}$ via $g(x) = f(c(\kappa(x)), x)$ and $Q'$. One way to intuitively interpret this inclusion is as follows.
Suppose that the value \( c(k) \) is known for parameter values \( k \) in a limited range. Then, for each instance \( x \in \Sigma^* \) having parameter value \( \kappa(x) \) in that limited range, whether or not \( x \in Q \) can be determined efficiently, by applying the efficiently computable function \( f \) to \( (c(\kappa(x)), x) \) and then by invoking an efficient decision procedure for \( Q' \). Indeed, our intention here is to model the notion of efficient decidability modulo knowledge of \( c \); this is why we put into effect Assumption 1.

We observe the following upper bound on each class \( \mathsf{L}\text{-comp-}\mathsf{C} \), which in particular indicates that \( \mathsf{poly-comp-PTIME} \subseteq \mathsf{FPT} \).

\begin{proposition}
Let \( \mathcal{L} \) be a set of length functions, and let \( \mathcal{C} \) be a classical complexity class that is closed under many-one polynomial-time reduction. It holds that \( \mathcal{L}\text{-comp-}\mathcal{C} \subseteq \mathsf{para-}\mathcal{C} \).
\end{proposition}

\begin{proof}
Suppose that \( (Q, \kappa) \) is \( \mathcal{L}\)-compilable to \( \mathcal{C} \) via \( g(x) = f(c(\kappa(x)), x) \) and \( Q'' \subseteq \mathcal{C} \), so that \( x \in Q \iff g(x) \in Q'' \). Define \( Q' = \{ (a, b) \mid f(a, b) \in Q'' \} \). The language \( Q' \) is many-one polynomial-time reducible to \( Q'' \) via \( f \), so \( Q' \subseteq \mathcal{C} \). We have \( x \in Q \iff (c(\kappa(x)), x) \in Q' \), implying that \( Q \subseteq \mathcal{C} \).
\end{proof}

We now define a family of complexity classes which will be used to classify parameterized problems in \( \mathsf{FPT} \) according to their compilability, and in particular to give evidence of non-inclusion in \( \mathsf{poly-comp-PTIME} \), via hardness results.

\begin{definition}
For each classical complexity class \( \mathcal{C} \), we define \( \mathsf{chopped-}\mathcal{C} \) to be the set that contains each parameterized problem \( (Q, \kappa) \) that is in \( \mathsf{poly-comp-}\mathcal{C} \) via a function \( g \) for which there exists a polynomial \( p : \mathbb{N} \to \mathbb{N} \) such that \( \forall x \in \Sigma^* \ |g(x)| \leq p(\kappa(x)) \).

For the sake of understanding this definition, let us call the restriction of a language \( Q' \) to \( Q' \cap \Sigma^k \) the chop having magnitude \( k \) of \( Q' \). Then, intuitively speaking, a problem is in \( \mathsf{chopped-}\mathcal{C} \) if it is in \( \mathsf{poly-comp-}\mathcal{C} \) via \( g \) and \( Q' \) where \( g(x) \) accesses only a chop (of \( Q' \)) having magnitude restricted by a polynomial in the parameter of \( x \). The following proposition is clear from the definition of \( \mathsf{chopped-}\mathcal{C} \).

\begin{proposition}
For each classical complexity class \( \mathcal{C} \), it holds that \( \mathsf{chopped-}\mathcal{C} \subseteq \mathsf{poly-comp-}\mathcal{C} \).
\end{proposition}

We also have the following upper bound on \( \mathsf{chopped-}\mathcal{C} \), which shows that the classes \( \mathsf{chopped-}\mathcal{C} \) constitute a stratification of the class \( \mathsf{FPT} \).

\begin{proposition}
For each classical complexity class \( \mathcal{C} \), it holds that \( \mathsf{chopped-}\mathcal{C} \subseteq \mathsf{exp-comp-PTIME} \), and hence that \( \mathsf{chopped-}\mathcal{C} \subseteq \mathsf{FPT} \) (by Proposition 5).
\end{proposition}

\begin{proof}
We prove that \( \mathsf{chopped-}\mathcal{C} \subseteq \mathsf{exp-comp-PTIME} \). Fix \( x_N, x_Y \in \Sigma^* \) and \( P \in \mathsf{PTIME} \) such that \( x_N \in P \) and \( x_N \notin P \). Assume that \( (Q, \kappa) \) is in \( \mathsf{chopped-}\mathcal{C} \) via \( g(x) = f(c(\kappa(x)), x) \), the polynomial \( p \), and \( \mathcal{C} \subseteq \mathcal{C} \). Let \( c^+(k) = (c^+_1(k), c^+_2(k), k) \). Let \( f^+ \) be a function computed by a polynomial-time algorithm that, given a string \( ((d_1, d, k), x) \) where \( d_1 \) is a string over \( \{0, 1\} \) of length \( |\Sigma^{|p(k)|}| \), computes \( x' = f(d, x) \), computes the bit \( b \) of \( d_1 \) corresponding to \( x' \) (whenever \( |x'| \leq p(|k|) \)), and outputs \( x_Y \) or \( x_N \) depending on whether or not \( b = 1 \) or \( b = 0 \). The function \( g^+(k) = f^+(c^+(\kappa(x)), x) \) witnesses that \( (Q, \kappa) \) is \( \mathsf{exp-comp-}\mathcal{C} \)-computable to \( \mathsf{PTIME} \): We have that \( x \in Q \iff f(c(\kappa(x)), x) \in Q' \) if \( f^+(c^+(\kappa(x)), x) \in P \).
\end{proof}
We observe that our base class poly-comp-PTIME coincides with the class chopped-PTIME, which is the smallest class that we will consider from the hierarchy of classes chopped-\mathcal{C}.

\begin{proposition}
\textit{chopped-PTIME} = poly-comp-PTIME.
\end{proposition}

The classes chopped-\mathcal{C} can be directly related to kernelization in the following way. Here, we say that a parameterized problem \((Q, \kappa)\) has a polynomial kernelization if there exists a polynomial-time computable function \(K : \Sigma^* \rightarrow \Sigma^*\) and a polynomial \(p : \mathbb{N} \rightarrow \mathbb{N}\) such that (for each \(x \in \Sigma^*\)) \(x \in Q \iff K(x) \in Q\) and \(|K(x)| \leq p(|\kappa(x)|)\).

\begin{proposition}
Suppose that a parameterized problem \((Q, \kappa)\) has a polynomial kernelization and \(\mathcal{C}\) is a classical complexity class such that \(Q \in \mathcal{C}\). Then, the problem \((Q, \kappa)\) is in chopped-\mathcal{C}.
\end{proposition}

\begin{proof}
We have that \((Q, \kappa)\) in poly-comp-\mathcal{C} via \(K\) (the function from the definition of polynomial kernelization), since \(x \in Q \iff K(x) \in Q\). Moreover, it holds that there exists a polynomial \(p\) such that \(|K(x)| \leq p(|\kappa(x)|)\) by the definition of polynomial kernelization.
\end{proof}

### 3.2 Reduction

We now introduce a notion of reduction for comparing the compilability of parameterized problems.

\begin{definition}
A parameterized problem \((Q, \kappa)\) poly-comp reduces to another parameterized problem \((Q', \kappa')\) if there exists a function \(g : \Sigma^* \rightarrow \Sigma^*\) that is poly-compilable with respect to \(\kappa\) and a poly-length, computable function \(s : \Sigma^* \rightarrow \varphi_{\text{fin}}(\Sigma^*)\) such that (for each \(x \in \Sigma^*\)) it holds that \(x \in Q \iff g(x) \in Q'\) and that \(\kappa'(g(x)) \in s(\kappa(x))\).
\end{definition}

The notion of poly-comp reduction can be viewed as a restricted version of fpt many-one reduction. (Consider, for example, the definition given by Flum and Grohe [8, Definition 2.1]; the function \(g\) in Definition 11 can be seen to be computable by a fpt-algorithm, and the condition on the function \(s\) ensures that their condition (3), when reformulated for parameterizations of the type considered here, holds.)

Note that, in Definition 11, we assume that the set \(s(x)\) is given according to a standard representation that lists the strings therein; hence, as a consequence of the assumption that \(s\) is poly-length, the size \(|s(x)|\) of \(s(x)\) is bounded above by a polynomial in \(|x|\).

We have the following two basic properties of poly-comp reduction.

\begin{theorem}
For each classical complexity class \(\mathcal{C}\), it holds that poly-comp-\mathcal{C} is closed under poly-comp reduction.
\end{theorem}

\begin{theorem}
Poly-comp reducibility is transitive.
\end{theorem}

We now give an alternative characterization of chopped-\mathcal{C} in terms of poly-comp reduction.

\begin{proposition}
Let \(\mathcal{C}\) be a classical complexity class. A parameterized problem \((Q, \kappa)\) is in chopped-\mathcal{C} if and only if there exists a language \(Q' \in \mathcal{C}\) such that \((Q, \kappa)\) poly-comp reduces to \((Q', \text{len})\).
\end{proposition}

From the just-given characterization of chopped-\mathcal{C}, we may infer the following two results.

\begin{proposition}
For each classical complexity class \(\mathcal{C}\), the class chopped-\mathcal{C} is closed under poly-comp reduction.
\end{proposition}

\begin{proof}
This is a consequence of Proposition 14 and Theorem 13.
\end{proof}
When discussing a class chopped-$C$, we assume by default that hardness and completeness are with respect to poly-comp reducibility.

Proposition 16. Let $C$ be a classical complexity class and assume that $Q^+$ is $C$-complete under many-one polynomial-time reduction. Then, the parameterized problem $(Q^+, \text{len})$ is complete for chopped-$C$.

4 Chopped classes and advice

In this section, we relate the classes chopped-$C$ to advice-based complexity classes; this will allow us to provide evidence of separation between classes of the form chopped-$C$.

We first present a known notion from computational complexity theory, the notion of an advice version of a complexity class. For each classical complexity class $C$, we define $C/\text{poly}$ to be the set that contains a language $Q$ if and only if there exists a poly-length map $a : \{1\}^* \rightarrow \Sigma^*$ and a language $Q' \in C$ such that, for each $x \in \Sigma^*$, it holds that $x \in Q \iff (a(\text{un}(|x|), x)) \in Q'$.

The following theorem shows that containment of one chopped class in another implies a containment in classical complexity.

Theorem 17. Let $C$ and $C'$ be classical complexity classes where $C'$ is closed under many-one polynomial-time reduction. If chopped-$C \subseteq$ chopped-$C'$, then $C \subseteq C'/\text{poly}$.

To prove this theorem, we first establish a lemma.

Lemma 18. Let $C'$ be a classical complexity class that is closed under many-one polynomial-time reduction. If $(Q, \text{len}) \in$ chopped-$C'$, then $Q \in C'/\text{poly}$.

Proof of Theorem 17. Suppose that $Q \in C$. By Proposition 14, it holds that $(Q, \text{len})$ is in chopped-$C$. By hypothesis, it holds that $(Q, \text{len})$ is in chopped-$C'$. By Lemma 18, it follows that $Q \in C'/\text{poly}$.

We use $\Sigma_i^p$ and $\Pi_i^p$ (with $i \geq 0$) to denote the classes of the polynomial hierarchy (PH); recall that $\Sigma_0^p = \Pi_0^p = \text{PTIME}$, $\Sigma_1^p = \text{NP}$, and $\Pi_1^p = \text{co-NP}$. For each $i \geq 0$, let us say that the classes $\Sigma_i$ and $\Pi_i$ are at the $i$th level of the PH. Let us say that a class $C'$ of the PH is above another class $C$ of the PH if they are equal or if the level $j$ of $C'$ is strictly greater than the level $i$ of $C$.

Theorem 19 (follows from [12]). Suppose that $C$ and $C'$ are classes of the PH such that $C'$ is not above $C$.

1. If chopped-$C \subseteq$ chopped-$C'$, then the PH collapses.
2. A parameterized problem $(Q, \kappa)$ that is chopped-$C$-hard is not in chopped-$C'$, unless the PH collapses.

Proof. For the first claim, it follows from Theorem 17 that $C \subseteq C'/\text{poly}$; by [12], it follows that the PH collapses. For the second claim, observe that if $(Q, \kappa)$ is chopped-$C$-hard, then $(Q, \kappa) \in$ chopped-$C'$ implies that chopped-$C \subseteq$ chopped-$C'$, by the closure of chopped-$C'$ under poly-comp reduction (Theorem 12).

5 Relationship to the CDLS framework

In this section, we discuss the relationship between our framework and the CDLS framework. We in particular show that, in a sense that we make precise, the completeness results that they obtain for their problem classes can be formulated and obtained in our framework.
By a language of pairs, we refer to a subset of $\Sigma^* \times \Sigma^*$.

The CDLS framework defines, for each classical complexity class, a class which they refer to as the class of problems non-uniformly compilable to a class $C$, and which contains languages of pairs [2, Definition 2.7]. We give the following formulation of this definition.

**Definition 20.** A language $B \subseteq \Sigma^* \times \Sigma^*$ of pairs is in mixed-$C$ if there exists a poly-length, computable function $f : \Sigma^* \times \Sigma^* \rightarrow \Sigma^*$ and a language $B' \in C$ of pairs such that $(x, y) \in B \Leftrightarrow (f(x, \text{un}(|y|)), y) \in B'$.

Note that our definition is not exactly equivalent to theirs; we require that the function $f$ is computable, while they do not. We do not know of any natural language of pairs for which this makes a difference: assuming computability of $f$ will allow us to more readily relate the defined classes to those of our framework.

To illustrate how classification results on languages obtained in the CDLS framework can be obtained in our framework, we discuss three running examples (studied in [2]):

- Define CI (clause inference) to be the set of pairs $(x, y)$ where $x$ is a propositional 3CNF formula, $y$ is a clause, and $x \models y$. We assume here that clauses do not contain repeated literals.

- Define MMC (minimal model checking) to be the set of pairs $(x, y)$ where $x$ is a propositional formula and $y$ is a minimal model of $x$. By minimal, we mean with respect to the order $\leq$ where $z \leq z'$ if and only if all variables true under $z$ are also true under $z'$.

- Define CMI (clause minimal inference) to be the set of pairs $(x, y)$ where $x$ is a propositional formula and $y$ is a clause that is satisfied by all minimal models of $x$.

It is known and straightforward to verify that CI, MMC $\in$ co-NP and CMI $\in \Pi^p_2$. It follows immediately that CI, MMC $\in$ mixed-co-NP and CMI $\in$ mixed-$\Pi^p_2$.

Let us say that a parameterized problem $(Q, \kappa)$ has poly-bounded slices if there exists a polynomial $p$ such that, for each $x \in Q$, it holds that $|x| \leq p(|\kappa(x)|)$. Each of the three parameterized problems (CI, $\pi_1$), (MMC, $\pi_1$), and (CMI, $\pi_1$) have poly-bounded slices (as is readily verified), and it can consequently be verified that (CI, $\pi_1$), (MMC, $\pi_1$) $\in$ chopped-co-NP and that (CMI, $\pi_1$) $\in$ chopped-$\Pi^p_2$. It is indeed a general fact that when $B$ is a language of pairs where $(B, \pi_1)$ has poly-bounded slices, the classes mixed-$C$ and chopped-$C$ coincide, as made precise by the following theorem.

**Theorem 21.** Let $C$ be a classical complexity class closed under many-one polynomial-time reduction. Let $B$ be a language of pairs such that $(B, \pi_1)$ has poly-bounded slices. Then, $B$ is in mixed-$C$ if and only if $(B, \pi_1)$ is in chopped-$C$.

We now present a formulation of the notion of reduction used in the CDLS framework (see [2, Definition 2.8]).

**Definition 22.** Let $A$ and $B$ be languages of pairs. A mixed reduction from $A$ to $B$ is a triple $(f_1, f_2, g)$ of mappings from $\Sigma^* \times \Sigma^*$ to $\Sigma$ where $f_1$ and $f_2$ are poly-length and computable, and $g$ is polynomial-time computable, such that $(x, y) \in A \Leftrightarrow (f_1(x, \text{un}(|y|)), g(f_2(x, \text{un}(|y|)), y)) \in B$.

In analogy to Definition 20, here we require that the functions $f_1$ and $f_2$ are computable.

As a way of showing hardness, CDLS present mixed-reductions from languages of the form $\{\epsilon\} \times Q^+$ where $Q^+$ is a classical language that is hard. For example, they present the following reductions.

**Theorem 23** (follows from [2, Proof of Theorem 2.10]). There exists a co-NP-complete problem $Q^+$ such that there exists a mixed-reduction from $\{\epsilon\} \times Q^+$ to CI.
Theorem 24 (follows from [2, Proof of Theorem 3.2]). There exists a $\Pi_2^p$-complete problem $Q^+$ such that there exists a mixed-reduction from $\{\epsilon\} \times Q^+$ to CMI.

We now present a general theorem showing that exhibiting a reduction from a language of the form $\{\epsilon\} \times Q^+$ yields a hardness result with respect to the classes chopped-$C$, made precise as follows.

Theorem 25. Suppose that $A$ and $B$ are languages of pairs such that there exists a mixed reduction from $A$ to $B$, and let $C$ be a classical complexity class. If $A = \{\epsilon\} \times Q^+$ where $Q^+$ is $C$-complete, then $(B, \pi_1)$ is chopped-$C$-hard.

Corollary 26. The problem $(CI, \pi_1)$ is chopped-co-NP-hard; the problem $(CMI, \pi_1)$ is chopped-$\Pi_2^p$-hard.

Proof. Follows from Theorems 23, 24 and 25.

The other way in which CDLS show hardness is by presenting a mixed-reduction from a problem that has poly-bounded slices. For example, they prove the following.

Theorem 27 (follows from [2, Proof of Theorem 3.1]). There exists a mixed-reduction from CI to MMC.

We show that this form of reduction can be interpreted as a poly-comp reduction, made precise as follows.

Theorem 28. Suppose that $A$ and $B$ are languages of pairs such that there exists a mixed reduction from $A$ to $B$. If $(A, \pi_1)$ has poly-bounded slices, then $(A, \pi_1)$ poly-comp reduces to $(B, \pi_1)$.

Corollary 29. There exists a poly-comp reduction from $(CI, \pi_1)$ to $(MMC, \pi_1)$, and hence (by Corollary 26) the problem $(MMC, \pi_1)$ is chopped-co-NP-hard.

Proof. Immediate from Theorems 27 and 28.

At this point, we can observe that the non-compilability results that CDLS obtain can be obtained in our framework. For example, consider the following. As we have seen (and as stated in Corollaries 26 and 29), the problems $(CI, \pi_1)$ and $(MMC, \pi_1)$ are chopped-co-NP-hard. This implies that these two problems are not in chopped-PTIME, unless the PH collapses, via Theorem 19. We can also obtain the non-compilability results in (essentially) the form stated by CDLS: by invoking Theorem 21, it immediately follows that the problems CI and MMC are not in mixed-PTIME, unless the PH collapses. We want to emphasize here that the hardness proofs can be carried out using the notions and concepts of our framework.

6 Completeness and hardness for chopped-NP

In this section, we present completeness and hardness results for the class chopped-NP.

Define HAM-PATH to be the problem of deciding, given an undirected graph $G$, whether or not $G$ contains a Hamiltonian path; define the parameterization $\gamma$ so that $\gamma(G)$ is equal to the number of nodes in $G$. The problems 3-SAT and CIRCUIT-SAT are defined as usual. In the context of 3-SAT, $\nu$ is the parameterization that returns, given a formula $\phi$, the number of variables that appear in $\phi$. In the context of CIRCUIT-SAT, $\mu + \nu$ is the parameterization that returns, given a circuit $C$, the sum of the number of non-input gates and the number of input gates of $C$. For each $d \geq 2$, we consider $d$-HITTING-SET to be the problem where an
instance is a pair \((H,k)\) consisting of a number \(k \geq 1\) and a hypergraph \(H\) where each edge has size less than or equal to \(d\), and one is to decide whether or not \(H\) has a hitting set of size less than or equal to \(k\). Note that here, all numbers are represented in unary.

▶ **Theorem 30.** The following problems are chopped-NP-complete:
1. \((\text{HAM-PATH}, \gamma)\)
2. \((3\text{-SAT}, \nu)\)
3. \((\text{CIRCUIT-SAT}, \mu + \nu)\)
4. \((d\text{-HITTING-SET}, \pi_2), \text{for each } d \geq 2\)

As a way of witnessing the utility of the presented framework, let us discuss how one of the non-compilability results from a previous paper [5] on the parameterized complexity of model checking can be formulated within this framework. Here, by a unary signature, we mean a signature containing only unary relation symbols. Define unary-EP-MC to be the problem of deciding, given a pair \((\phi, B)\) consisting of an existential positive sentence and a finite relational structure, each over the same unary signature, whether or not \(\phi\) evaluates to true on \(B\) (see the paper [5] for definitions and background).

▶ **Proposition 31.** The parameterized problem \((\text{unary-EP-MC}, \pi_1)\) is chopped-NP-hard.

**Proof.** Let \(h\) be the reduction given in [5], which is a many-one polynomial-time reduction from the CNF satisfiability problem to unary-EP-MC where an instance having \(n\) variables and \(m\) clauses is mapped to an instance of the form \((S_n^m, B)\), where each \(S_n^m\) is a sentence. Let \(g\) be the map that, given a 3-SAT formula \(\phi\), eliminates duplicate clauses from \(\phi\) and then maps the result under \(h\). For a 3-SAT formula \(\phi\) with \(n\) variables, it will thus hold that there exists a polynomial \(C \in O(n^3)\) such that \(\pi_1(g(\phi)) \in \{S_0^0, S_1^0, \ldots, S_C^{C(n)}\}\). If we define \(s(n) = \{S_0^0, S_1^0, \ldots, S_C^{C(n)}\}\), we thus have that \((g, s)\) is a poly-comp reduction from \((3\text{-SAT}, \nu)\) to \((\text{unary-EP-MC}, \pi_1)\), which yields the result by Theorem 30.
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Abstract

Linear rankwidth is a linearized variant of rankwidth, introduced by Oum and Seymour [Approximating clique-width and branch-width. J. Combin. Theory Ser. B, 96(4):514–528, 2006.], and it is similar to pathwidth, which is the linearized variant of treewidth. Motivated from the results on graph modification problems into graphs of bounded treewidth or pathwidth, we investigate a graph modification problem into the class of graphs having linear rankwidth at most one, called the Linear Rankwidth-1 Vertex Deletion (shortly, LRW1-Vertex Deletion). In this problem, given an n-vertex graph G and a positive integer k, we want to decide whether there is a set of at most k vertices whose removal turns G into a graph of linear rankwidth at most one and if one exists, find such a vertex set. While the meta-theorem of Courcelle, Makowsky, and Rotics implies that LRW1-Vertex Deletion can be solved in time $f(k) \cdot n^3$ for some function $f$, it is not clear whether this problem allows a runtime with a modest exponential function. We establish that LRW1-Vertex Deletion can be solved in time $8^k \cdot n^{O(1)}$. The major obstacle to this end is how to handle a long induced cycle as an obstruction. To fix this issue, we define the necklace graphs and investigate their structural properties. We also show that the LRW1-Vertex Deletion has a polynomial kernel.
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1 Introduction

In a parameterized problem, we are given an instance $(x, k)$, where $k$ is a secondary measurement, called as the parameter. The central question in parameterized complexity is whether a parameterized problem admits an algorithm with runtime $f(k) \cdot |x|^{O(1)}$, equivalently an FPT
algorithm, where $f$ is a function depending on the parameter $k$ alone, and $|x|$ is the input size. As we study a parameterized problem when its unparameterized decision version is NP-hard, the function $f$ is super-polynomial in general. A parameterized problem admitting such an algorithm is said to be fixed-parameter tractable, or FPT in short. For many natural parameterized problems, the function $f$ is overwhelming [15] or even non-explicit [23], especially when the algorithm is indicated by a meta-theorem. Therefore, a lot of research effort focus on designing an FPT algorithm with affordable super-exponential part in the runtime. We are especially interested in solving a parameterized problem in single-exponential time, that is, in time $c^k \cdot n^{O(1)}$ for some constant $c$.

A powerful technique to handle parameterized problems is the kernelization algorithm. A kernelization algorithm takes an instance $(x, k)$ and outputs an instance $(x', k')$ in time polynomial in $|x| + k$ satisfying that (1) $(x, k)$ is a YES-instance if and only if $(x', k')$ is a YES-instance, (2) $k' \leq k$, and $|x'| \leq g(k)$ for some function $g$. The reduced instance is called a kernel and the function $g$ is called the size of the kernel. A parameterized problem is said to admit a polynomial kernel if there is a kernelization algorithm that reduces the input instance into an instance with size bounded by a polynomial function $g(k)$ in $k$.

Many natural graph problems can be expressed as a graph modification problem. Generally, given an input graph $G$ and a fixed set $O$ of elementary operations and a graph property $\Pi$, the objective is to transform $G$ into a graph $H \in \Pi$ by applying at most $k$ operations from $O$. Vertex deletion, edge deletion/addition or contraction are examples of such elementary operations.

The graph property $\Pi$ having treewidth or pathwidth at most $w$ has received in-depth attention as many problems become tractable on graphs of small treewidth. The celebrated Courcelle's theorem [8] implies that every graph property expressible in monadic second order logic of the second type (MSO$_2$) can be verified in time $f(w) \cdot n$, when the input $n$-vertex graph has treewidth at most $w$. Furthermore, having small treewidth frequently facilitates the design of a dynamic programming algorithm whose runtime is much faster than that of the all-round algorithm from the Courcelle's meta-theorem. Therefore, it is reasonable to measure how close an instance is from “an island of tractability within an ocean of intractable problems” [18].

In the context of treewidth, the deletion problems for the special cases of $w = 0$ and $w = 1$ correspond to the well-known VERTEX COVER and FEEDBACK VERTEX SET problems respectively. More generally, for any fixed $w$, the corresponding graph modification problem TREewidth-$w$ VERTEX DELETION can be solved in time $f(w, k) \cdot n$ implied by Graph Minor Theory [23] and Courcelle's meta-theorem [8]. As the function $f$ subsumed in the meta theorem is gigantic, it is natural to ask whether the exponential function in the runtime can be rendered realistic. Recent endeavor pursuing this question culminated in establishing that for any fixed $w$, the TREewidth-$w$ VERTEX DELETION is single-exponential fixed parameter tractable with the deletion number $k$ as the parameter [13, 19].

As for pathwidth, PATHwidth-1 VERTEX DELETION was first studied by Philip, Raman, Villanger [22], and later Cygan, Pilipczuk, Pilipczuk, Wojtaszczyk [12] showed that PATHwidth-1 VERTEX DELETION can be solved in time $4.65^k \cdot n^{O(1)}$ and it admits a quadratic kernel. Using the general method developed for TREewidth-$w$ VERTEX DELETION [13, 19], the PATHwidth-$w$ VERTEX DELETION problem admits a single exponential FPT algorithm.

**Linear rankwidth.** Rankwidth was introduced by Oum and Seymour [21] for efficiently approximating clique-width. Linear rankwidth is a linearized variation of rankwidth like
pathwidth is the linearized variant of treewidth. While treewidth and pathwidth are small only on sparse graphs, dense graphs may have small rankwidth or linear rankwidth. For instance, complete graphs, complete bipartite graphs, and threshold graphs [7] have linear rankwidth at most one even though all of them have unbounded treewidth. Rankwidth and linear rankwidth have been intensively studied to generalize the known results for treewidth and pathwidth [2, 9, 17, 20, 21].

Ganian [16] pointed out that some NP-hard problems, such as computing pathwidth, can be solved in polynomial time on graphs of linear rankwidth at most 1. Generally, the meta-theorem by Courcelle, Makowsky, Rotics [10] states that for every graph property \( \Pi \) expressible in monadic second order logic of the first type (MSO\(_1\)) and fixed \( k \), there is a cubic-time algorithm for testing whether a graph of rankwidth at most \( k \) has property \( \Pi \). As rankwidth is always less than or equal to linear rankwidth, those problems are tractable on graphs of bounded linear rankwidth as well.

In the same context, it is natural to ask whether there is an FPT algorithm for (Linear) Rankwidth-\( w \) Vertex Deletion, that is, a problem asking whether for a given graph \( G \) and a positive integer \( k \), \( G \) contains a vertex subset of size at most \( k \) whose deletion makes \( G \) a graph of (linear) rankwidth at most \( w \). It is only known that for fixed \( w \), both problems are FPT from the meta-theorem on graphs of bounded rankwidth [10] and the fact that one vertex deletion can decrease rankwidth or linear rankwidth by at most one. We discuss it in more detail in the last section. However, as the function of \( k \) obtained from the meta-theorem is enormous, it is interesting to know whether there is a single-exponential FPT algorithm for both problems, like Treewidth-\( w \) Vertex Deletion. Also, to the best of our knowledge, there was no known previous result whether (Linear) Rankwidth-\( w \) Vertex Deletion admits a polynomial kernel for any integer \( w \).

Our contributions. In this paper, we show that the Linear Rankwidth-1 Vertex Deletion problem admits a single-exponential FPT algorithm and a polynomial kernel. This is a first step towards a goal of investigating whether (Linear) Rankwidth-\( w \) Vertex Deletion is single-exponential FPT or has a polynomial kernel.

<table>
<thead>
<tr>
<th>Linear Rankwidth-1 Vertex Deletion (LRW1-Vertex Deletion)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong>: A graph ( G ), a positive integer ( k )</td>
</tr>
<tr>
<td><strong>Parameter</strong>: ( k )</td>
</tr>
<tr>
<td><strong>Question</strong>: Does ( G ) have a vertex subset ( S ) of size at most ( k ) whose removal makes ( G ) a graph of linear rankwidth at most one?</td>
</tr>
</tbody>
</table>

**Theorem 1.1.** For fixed \( k \) and a given graph \( G \) with \( n \) vertices, the LRW1-Vertex Deletion problem can be solved in \( 8^k \cdot n^{O(1)} \) time.

**Theorem 1.2.** The LRW1-Vertex Deletion problem has a polynomial kernel.

We note that several graph classes with a certain path-like structure have been studied for parameterized vertex deleting problems. Such classes include graphs of pathwidth 1, proper interval graphs [14, 25], unit interval graphs [24, 5], and interval graphs [6]. A common approach in the previous work is to use the characterization of the structures obtained after removing small obstructions. We also characterize graphs excluding small obstructions for graphs of linear rankwidth at most 1 to develop an FPT algorithm and a polynomial kernel.

The main ingredient is to investigate a new class of graphs, called necklace graphs, which are close to graphs of linear rankwidth at most 1. To define this class, we use the induced subgraph obstructions for graphs of linear rankwidth at most 1, which are listed in Figures 1
and 2 [1]. Briefly speaking, necklace graphs, when viewed locally, are graphs of linear rankwidth at most 1, but they may have a long induced cycle. We show that every connected graph having no obstructions of size at most 8 is a necklace graph, and we can easily find a minimum deleting set on a connected necklace graph. In our FPT algorithm, we first use a simple branching algorithm to remove the obstructions of size at most 8 with the time complexity $8^k \cdot n^{O(1)}$. Since a final instance does not have obstructions of size at most 8, it is a disjoint union of thread graph and necklace graphs, and we compare the remaining budget with the sum of minimum deleting set over all necklace components to decide whether it is a Yes-instance.

To obtain a polynomial kernel, we start with packing obstructions of size at most 8 using the Sunflower lemma, and taking a minimum deleting set on the remaining necklace graph. The union of two sets will have size bounded by a polynomial in $k$, and its removal makes an input graph into a graph of linear rankwidth at most 1. Graphs of linear rankwidth at most 1 can be seen as graphs obtained by connecting certain blocks, called thread blocks, like a path (Theorem 2.1). The main difficulty for reducing the remaining part is to shrink a large thread block. Even though there is a simple pattern of constructions on thread blocks, it is not at all obvious how to find an irrelevant vertex in a sufficiently large thread block regarding all individual small obstructions. We can resolve this issue using the set obtained by the Sunflower lemma, which has the nice property that any minimum deleting set for the small obstructions in $G$ is contained in the prescribed set. Using this, we will show how to find another obstruction from the long induced cycle containing a potential irrelevant vertex. We remark that a similar idea was used by Fomin, Saurabh, and Villanger [14] to obtain a polynomial kernel for the Proper Interval Vertex Deletion problem.
2 Preliminaries

In this paper, all graphs are finite and undirected, if not mentioned otherwise. For a graph $G$, we denote by $V(G)$ and $E(G)$ the vertex set and the edge set of $G$, respectively, if they are not specified. Let $G = (V, E)$ be a graph. Let $N_G(x)$ denote the neighborhood of a vertex $x \in V$. For $S \subseteq V$, $G[S]$ denotes the subgraph of $G$ induced on $S$ and we denote by $G \setminus S := G[V \setminus S]$. For $W \subseteq E$, we denote by $G \setminus W := (V, E \setminus W)$. For short we write $G \setminus x$ instead of $G \setminus \{x\}$ for $x \in V \cup E$. A vertex $v$ of $G$ is called a pendant vertex if $|N_G(x)| = 1$. An edge $e$ of a connected graph $G$ is called a cut-edge if $G \setminus e$ is disconnected. The length of a path is defined as the number of edges in the path. For $n \geq 3$, we denote by $C_n$ the cycle with $n$ vertices. For a set $F$ of graphs, a graph $G$ is $F$-free if $G$ has no induced subgraph isomorphic to a graph in $F$.

A (linear) ordering on a finite set $S$ is a bijective mapping $\sigma : S \to \{1, \ldots, |S|\}$, and we write $x <_\sigma y$ if $\sigma(x) < \sigma(y)$, and $\sigma^{-1}$ as the inverse bijective mapping. For an $X \times Y$-matrix $M$ and $X' \subseteq X, Y' \subseteq Y$, let $M[X', Y']$ be the submatrix of $M$ whose rows and columns are indexed by $X'$ and $Y'$, respectively.

**Linear rankwidth and thread graphs.** The adjacency matrix of a graph $G = (V, E)$, which is a $(0, 1)$-matrix over the binary field, will be denoted by $A_G$. The width of a linear ordering $\sigma$ of $V$ in $G$ is $\max_{1 \leq i \leq |V|} \text{rank}(A_G[\sigma^{-1}(1), \ldots, \sigma^{-1}(i)]_V \setminus \{\sigma^{-1}(1), \ldots, \sigma^{-1}(i)\})$, where the rank is computed over the binary field. The linear rankwidth of a graph $G$ is defined as the minimum width over all linear orderings of $V$.

Graphs of linear rankwidth at most one are called thread graphs by Ganian [16], and each connected thread graph consists of a sequence of thread blocks. We follow the definition of thread blocks given by Adler, Farley, and Proskurowski [1], and develop a more convenient way to create a thread graph, which is useful to define necklace graphs.

A triple $B(x, y) = (G, \sigma, \ell)$, where $x$ and $y$ are two vertices of the graph $G = (V, E)$, $\sigma$ is a ordering on $V$, and $\ell$ is a function from $V$ to $\{\{L\}, \{R\}, \{L, R\}\}$, is a thread block if:

1. $\ell(x) = \{R\}$ and $\ell(y) = \{L\}$,
2. for $v, w \in V$ with $v <_\sigma w$, $vw \in E(G)$ if and only if $R \in \ell(v)$ and $L \in \ell(w)$,
3. $\ell(\sigma^{-1}(2)) \neq \{L\}$ if $\sigma^{-1}(2) \neq y$.

See Figure 3 for an example. The aim of the third condition is to guarantee a unique decomposition of thread graphs into thread blocks. For a digraph $D = (V_D, A_D)$, a set of thread blocks $\{B(x, y) = (G_{xy}, \sigma_{xy}, \ell_{xy}) \mid xy \in A_D\}$ is said to be mergeable with $D$ if for any two arcs $x_1y_1, x_2y_2 \in A_D$, $V(G_{x_1y_1}) \cap V(G_{x_2y_2}) = \{x_1, y_1\} \cap \{x_2, y_2\}$. For a digraph $D = (V_D, A_D)$ and a mergeable set of thread blocks $B_D = \{B(x, y) = (G_{xy}, \sigma_{xy}, \ell_{xy}) \mid xy \in
decompose each connected component into a sequence of thread blocks in the same time.

A connected graph $G$ is a thread graph if $G$ is an one vertex graph or $G = P \odot B_P$ for some directed path $P$, called the underlying path, and some set of thread blocks $B_P$ mergeable with $P$. A graph is a thread graph if each of its connected components is a thread graph.

The induced subgraph obstructions for graphs of linear rankwidth at most 1 consist of the set of induced subgraph obstructions for graphs of rankwidth at most 1 (equivalently, distance-hereditary graphs) [3], which are a house, a gem, a domino, and induced cycles of length at least 5 in Figure 1, and the set of 14 induced subgraph obstructions for linear rankwidth at most 1 that are graphs of rankwidth 1, depicted in Figure 2. For convenience, we define that

- $\Omega_U$ is the set of 14 graphs in Figure 2,
- $\Omega_T := \{\text{house, gem, domino}\} \cup \{C_k \mid k \geq 5\} \cup \Omega_U$, and
- $\Omega_N := \{\text{house, gem, domino, } C_5, C_6, C_7, C_8\} \cup \Omega_U$.

**Theorem 2.1 ([16, 1]).** Let $G$ be a graph. The following are equivalent.

1. $G$ has linear rankwidth at most 1.
2. $G$ is a thread graph.
3. $G$ has no induced subgraph isomorphic to a graph in $\Omega_T$.

It is known that one can recognize a graph of linear rankwidth 1 in polynomial time using split decompositions of graphs [4, 2], and easily decompose a connected thread graph into thread blocks.

**Theorem 2.2 ([4, 2]).** Let $G$ be a graph on $n$ vertices and $m$ edges. Then in time $O(n + m)$, we can test whether $G$ is a thread graph, and if $G$ is a thread graph, then we can decompose each connected component into a sequence of thread blocks in the same time.

In the remaining part, we frequently use the term ‘thread graphs’ for graphs of linear rankwidth at most 1. For a graph $G$ and $S \subseteq V$, $S$ is called a LRW1-deletion set if $G \setminus S$ is a thread graph.

**Necklace graphs.** We generalize the construction of thread graphs from directed paths to directed cycles. A connected graph $G$ is called a necklace graph if $G = C \odot B_C$ for some directed cycle $C$, called the underlying cycle, and some set of thread blocks $B_C$ mergeable with $C$. Our FPT algorithm and the construction of a polynomial kernel relies on the following characterization of $\Omega_N$-free graphs.

**Theorem 2.3.** A connected $\Omega_N$-free graph is either a connected thread graph or a necklace graph whose underlying cycle has length at least 9.

Let us sketch the proof of Theorem 2.3, which constructs the underlying cycle and a set of thread blocks as follows. Let $G = (V, E)$ be a connected $\Omega_N$-free graph and suppose that $G$ is not a thread graph. Since $G$ is $\Omega_N$-free and it is not a thread graph, by Theorem 2.1, $G$ has an induced subgraph isomorphic to $C_k$ for some $k \geq 9$. We prove by induction on $|V|$ that if $C$ is a shortest cycle among induced cycles of length at least 9 in $G$, then $G$ is a necklace graph whose underlying cycle is $C$. Let $C := v_1v_2\cdots v_kv_1$ be a shortest cycle among induced cycles of length at least 9 in $G$ and for convenience, let $v_{k+1} := v_1$ and $v_{k+2} := v_2$. We regard $C$ as a directed cycle where for each $1 \leq j \leq k$, $v_jv_{j+1}$ is an arc.

If $G = C$, then we are done because $C$ itself is a necklace graph with the underlying cycle $C$. We may assume that $|V| > |V(C)|$, and choose a vertex $v \in V \setminus V(C)$ such that $G \setminus v$ is
connected. Clearly, \( G \setminus v \) is again \( \Omega_N \)-free graph, and \( C \) is a shortest cycle among induced cycles of length at least 9 in \( G \setminus v \). By the induction hypothesis, there exists some set of thread blocks \( B_C \) mergeable with \( C \) such that \( G \setminus v = C \circ B_C \). The rest of the proof consists in showing that \( G = C \circ B_C' \) for some set of thread blocks \( B_C' \) mergeable with \( C \).

3 An FPT algorithm for LRW1-Vertex Deletion

Our FPT algorithm is a branching algorithm that reduces an input instance to a \( \Omega_N \)-free graph. As each graph of \( \Omega_N \) has size at most 8, the announced complexity follows. It remains to prove that given a \( \Omega_N \)-free graph, a minimum vertex deletion set for LRW1-Vertex Deletion can be found in polynomial time. In fact, we prove that such a set has size at most one per necklace component and identifying such a vertex requires polynomial time.

Using the following proposition, we can find a minimum LRW1-deletion set of a \( \Omega_N \)-free graph in polynomial time.

\[\text{Proposition 3.1.} \quad \text{Let } G \text{ be a } \Omega_N \text{-free graph with } n \text{ vertices and } m \text{ edges. We can compute the minimum size of a LRW1-deletion set of } G \text{ in time } O(n + m), \text{ and find such a set } S \text{ in the same time.}\]

To prove it, we use the following lemma.

\[\text{Lemma 3.2.} \quad \text{Let } G \text{ be a connected necklace graph with the underlying cycle } C \text{ of length at least 4. For each } v \in V(C), \text{ } G \setminus v \text{ is a thread graph.}\]

\[\text{Proof of Proposition 3.1.} \quad \text{Let } k \text{ be the minimum size of a LRW1-deletion set of } G. \text{ We remark that each connected component of } G \text{ is either a thread graph or a necklace graph by Theorem 2.3. For each component } H \text{ of } G, \text{ we test whether } H \text{ is a thread graph or not in time } O(|V(H)| + |E(H)|) \text{ using Theorem 2.2. Note that we should remove at least one vertex for each necklace component of } G, \text{ and moreover, by Lemma 3.2, it is enough to remove exactly one vertex for each component. Thus, } k \text{ is the number of its necklace components.}\]

To identify such a vertex in each necklace component, it is sufficient to find a vertex on the underlying cycle by Lemma 3.2. Let \( H \) be a necklace component and \( C \) be the underlying cycle of \( H \). Observe that for \( v \in V(H) \setminus V(C) \), \( H \setminus v \) is still a connected necklace graph with the same underlying cycle, because we can adjust the ordering of the thread block containing \( v \) into an ordering without \( v \) with the restricted labeling. We first test whether \( H \) has a cut vertex, and if it has a cut vertex \( w \), then \( w \in V(C) \). Otherwise, we search a vertex cut of size 2. Since every necklace graph whose underlying cycle has length at least 4 contains a vertex cut of size 2, we can find it, say \( \{v, w\} \). Then one of the two vertices should be contained in \( C \). We test whether \( H \setminus v \) or \( H \setminus w \) is a thread graph or not. If \( H \setminus v \) is a thread graph, then \( v \in V(C) \), and otherwise, \( w \in V(C) \). Since finding a cut vertex or a vertex cut of size two can be done in linear time, we are done with the time complexity.

\[\text{Proof of Theorem 1.1.} \quad \text{Let } (G,k) \text{ be an instance of the LRW1-Vertex Deletion problem. First find an induced subgraph of } G \text{ isomorphic to a graph in } \Omega_N \text{ and branch by removing one of the vertices in the subgraph. Because the maximum size of graphs in } \Omega_N \text{ is 8, we can find such a vertex subset in time } O(n^8) \text{ if exists. After the branching algorithm, we transform the given instance } (G,k) \text{ into at most } 8^k \text{ sub-instances } (G',k') \text{ such that each sub-instance consists of a } \Omega_N \text{-free graph } G' \text{ and a remaining budget } k'. \text{ Clearly, } (G,k) \text{ is a YES-instance if and only if one of sub-instances } (G',k') \text{ is a YES-instance.}\]

Let \( (G',k') \) be a sub-instance obtained from the branching algorithm. Since \( G' \) is \( \Omega_N \)-free, by Theorem 2.3, each connected component of \( G' \) is either a thread graph or a necklace
graph with the underlying cycle of length at least 9. By Proposition 3.1, we can compute a minimum LRW₁-deletion set of \( G' \) in time \( \mathcal{O}(|V(G')| + |E(G')|) \), and decide whether \((G', k')\) is a \textsc{Yes}-instance. By checking all sub-instances, we can decide whether \((G, k)\) is a \textsc{Yes}-instance in time \( 8^k \cdot \mathcal{O}(n + m) \) where \( m \) is the number of edges of \( G \). We conclude that the LRW₁-\textsc{Vertex Deletion} problem can be solved in time \( 8^k \cdot \mathcal{O}(n^8) \). ◼

4 A polynomial kernel for LRW₁-\textsc{Vertex Deletion}

We use the Sunflower lemma for packing obstructions of small size. It consists in finding a vertex of a graph in every set \( F \) of size at most \( k \), the following are equivalent (Lemma 4.2):
- \( S \) is a minimal vertex set such that \( G \setminus S \) has no obstructions in \( \Omega_N \).
- \( S \) is a minimal vertex set such that \( G[T] \setminus S \) has no obstructions in \( \Omega_N \).

From this property, if we choose a minimal LRW₁-deletion set \( S \) in the input graph, then the vertices of \( S \setminus T \) should be used to remove at least one long induced cycle. This property is essentially used to find an irrelevant vertex in a large thread block. Moreover, with this set, we can preprocess the instance so that there is no obstruction containing exactly one vertex of \( T \). This would be used to bound the length of the sequence of thread blocks in each connected component, and the number of non-trivial components.

Let \((G = (V, E), k)\) be an instance of LRW₁-\textsc{Vertex Deletion}. We start with an easy reduction rule.

\begin{itemize}
  \item [\textbf{Reduction Rule 1.}] If \( G \) has a component that is a thread graph, then we remove it from \( G \).
\end{itemize}

4.1 Packing small obstructions

Let \( \mathcal{F} \) be a family of subsets over a set \( U \). A subset \( U' \subseteq U \) is called a hitting set of \( \mathcal{F} \) if for every set \( F \in \mathcal{F}, F \cap U' \neq \emptyset \). For a graph \( G \) and a family of graphs \( \mathcal{F} \), a set \( S \subseteq V(G) \) is also called a hitting set for \( \mathcal{F} \) if for every induced subgraph \( H \) of \( G \) that is isomorphic to a graph in \( \mathcal{F} \), \( V(H) \cap S \neq \emptyset \). The following lemma can be obtained from the Sunflower lemma.

\begin{itemize}
  \item [\textbf{Lemma 4.1} ([14]).] Let \( \mathcal{F} \) be a family of sets of size at most \( d \) over a set \( U \), and let \( k \) be a positive integer. Then in time \( \mathcal{O}(|\mathcal{F}|(k + |\mathcal{F}|)) \), we can find a nonempty set \( \mathcal{F}' \subseteq \mathcal{F} \) such that
    \begin{enumerate}
      \item for every \( U' \subseteq U \) of size at most \( k \), \( U' \) is a minimal hitting set of \( \mathcal{F} \) if and only if \( U' \) is a minimal hitting set of \( \mathcal{F}' \), and
      \item \( |\mathcal{F}'| \leq d! (k + 1)^d \).
    \end{enumerate}
\end{itemize}

Using Proposition 3.1 and Lemma 4.1, we identify a subset \( T \) of vertices of \( G \) of polynomial size in \( k \) that allows us to forget about small obstructions in \( G \).

\begin{itemize}
  \item [\textbf{Lemma 4.2.}] Let \((G = (V, E), k)\) be an instance of LRW₁-\textsc{Vertex Deletion}. There is a polynomial time algorithm that either concludes that \((G, k)\) is a \textsc{No}-instance or finds a non-empty set \( T \subseteq V \) such that
    \begin{enumerate}
      \item \( G \setminus T \) is a thread graph,
      \item for every set \( S \subseteq V \) of size at most \( k \), \( S \) is a minimal hitting set for \( \Omega_N \) in \( G \) if and only if it is a minimal hitting set for \( \Omega_N \) contained in \( G[T] \), and
      \item \( |T| \leq 8 \cdot 8l(k + 1)^k + k \).
    \end{enumerate}
\end{itemize}

Let us fix a subset \( T \) of \( V \) obtained by Lemma 4.2. We preprocess using the following reduction rule.
**Parameterized Complexity of Linear Rankwidth-1 Vertex Deletion**

- **Reduction Rule 2.** Let $U \subseteq T$ such that for every $u \in U$, there exists an induced subgraph $H$ of $G$ isomorphic to a graph in $\Omega_N$ with $V(H) \cap T = \{u\}$. If $|U| > k$, then $(G, k)$ is a Yes-instance; otherwise, remove $U$ from $G$ and reduce $k$ by $|U|$, and use $T \setminus U$ instead of $T$. It can be done in polynomial time because we only need to look at obstructions of $\Omega_N$ in $G$.

- **Lemma 4.3.** Reduction Rule 2 is safe.

From now on, we assume that $G$ is reduced under Reduction Rules 1 and 2. A vertex $v$ of $G$ is called irrelevant if $(G, k)$ is a Yes-instance if and only if $(G \setminus v, k)$ is a Yes-instance.

**4.2 Bounding the size of components of $G \setminus T$**

The goal is to shrink $G \setminus T$ while preserving the solutions. For convenience, let $\mu(k) := 8 \cdot 8!(k + 1)^8 + k$. We first show that if a thread block in $G \setminus T$ is large, then we can always find an irrelevant vertex in there.

- **Proposition 4.4.** If $G \setminus T$ contains a thread block $(G_{xy}, \sigma_{xy}, \ell_{xy})$ of size at least $(k + 2)(\mu(k) + 2)^2 + 1$, then we can find an irrelevant vertex in $G_{xy}$ in polynomial time.

We mainly use the following lemma.

- **Lemma 4.5.** Let $G$ be a graph and let $v_1v_2v_3v_4v_5$ be an induced path of length 4 in $G$. If two distinct vertices $w_1, w_2$ in $V(G) \setminus \{v_1, v_2, \ldots, v_5\}$ have the neighbors $v_2$ and $v_4$ in $G$, then $G \setminus v_3$ contains an induced subgraph isomorphic to a graph in $\Omega_N$.

**Proof of Proposition 4.4.** Suppose that $G \setminus T$ contains a thread block of size at least $(k + 2)(\mu(k) + 2)^2 + 1$. We can find such a thread block in polynomial time using Theorem 2.2. Let $B := B(x, y) = (B, \sigma, \ell)$ be a thread block of size at least $(k + 2)(\mu(k) + 2)^2 + 1$. For convenience, let $\sigma'$ be the ordering obtained from $\sigma$ by removing the end vertices $x$ and $y$.

In the following procedure, we mark some vertices of $B$ in order to find an irrelevant vertex in $B$. We set $Z := \emptyset$. (1) For each $v$ of $T$, choose the first $k + 2$ vertices $z$ of $\sigma'$ that are neighbors of $v$ with $R \in \ell(z)$, and choose the last $k + 2$ vertices $z$ of $\sigma'$ that are neighbors of $v$ with $L \in \ell(z)$, and add them to $Z$. (2) For each pair of two vertices $v, v'$ in $T$, choose $k + 2$ common neighbors of $v$ and $v'$ in $B$, and add them to $Z$. (3) Choose the first $k + 2$ vertices $z$ of $\sigma'$ with $R \in \ell(z)$, and choose the last $k + 2$ vertices $z$ of $\sigma'$ with $L \in \ell(z)$, and add them to $Z$. In each case, If there are at most $k + 1$ such vertices, then we add all of them to $Z$. Then

$$|Z| \leq |T|(2k + 4) + |T|^2(k + 2) + (2k + 4) \leq (k + 2)(\mu(k) + 2)^2 - 2.$$  

Since $|V(B)| \geq (k + 2)(\mu(k) + 2)^2 + 1$, there exists a vertex $w$ in $V(B) \setminus Z \cup \{x, y\}$. We claim that $w$ is an irrelevant vertex. If $(G, k)$ is a Yes-instance, then $(G \setminus w, k)$ is clearly a Yes-instance.

Suppose that $(G \setminus w, k)$ is a Yes-instance and let $X \subseteq V(G) \setminus \{w\}$ such that $|X| \leq k$ and $G \setminus (X \cup \{w\})$ is a thread graph. We may assume that $G \setminus X$ is not a thread graph. So, $G \setminus X$ must have an obstruction in $\Omega_T$ that contains the vertex $w$. Let $X' \subseteq X \cup \{w\}$ be a minimal hitting set for $\Omega_N$ in $G$. From the property of the set $T$, $X'$ is a minimal hitting set for $\Omega_N$ in $G[T]$, which implies that $X' \subseteq T$. Thus $G \setminus X$ must have an induced cycle of length at least 9 that contains $w$. Let $C$ be an induced cycle of length at least 9 containing $w$ in $G \setminus X$.

We will find an induced subgraph of $G \setminus (X \cup \{w\})$ that is isomorphic to a graph in $\Omega_N$ using Lemma 4.5, which leads a contradiction. Let $v_1, v_2, w, v_3, v_4$ be the consecutive vertices on $C$. To apply Lemma 4.5, we will find two vertices that are adjacent to $v_2$ and $v_3$.  

1. (Case 1. $v_2, v_3 \in T$.) Since $v_2$ and $v_3$ have a common neighbor $w$ in $V(B) \setminus Z$, $Z$ contains $k + 2$ common neighbors of $v_2$ and $v_3$. Since $|X| \leq k$, there exist two vertices $w_1, w_2 \in Z \setminus X$ that are common neighbors of $v_2$ and $v_3$.

2. (Case 2. One of $v_2$ and $v_3$ is contained in $T$.) From the symmetry, we may assume that $v_2 \in T$ and $v_3 \notin T$. Since $w \notin \{x, y\}$, $v_3$ is contained in $B$. If $R \in \ell(w)$ and $w <_\sigma v_3$, then $Z$ contains the first $k + 2$ vertices $z$ of $\sigma'$ that are neighbors of $v_2$ with $R \in \ell(z)$. We choose two vertices of them that are not in $X$. In case when $L \in \ell(w)$ and $v_3 \notin _\sigma w$, we use the last $k + 2$ vertices $z$ of $\sigma'$ that are neighbors of $v_2$ with $L \in \ell(z)$ to identify two vertices similarly.

3. (Case 3. Neither $v_2$ nor $v_3$ is contained in $T$.) Since $w \notin \{x, y\}$, $v_2$ and $v_3$ are contained in $B$. If $v_2 <_\sigma w <_\sigma v_3$, then $R \in \ell(v_2)$, $L \in \ell(v_3)$ and it implies that $v_2 v_3 \in E$, which is contradiction. Also, $v_3 <_\sigma w <_\sigma v_2$ cannot happen. Thus, both of $v_2$ and $v_3$ appear before $w$ in $\sigma$ or after $w$ in $\sigma$. By the symmetry, we may assume that $v_2$ and $v_3$ appear before $w$ in $\sigma$. So, $R \in \ell(v_2)$, $R \in \ell(v_3)$, and $L \in \ell(w)$. Since $Z$ contains the last $k + 2$ vertices $z$ of $\sigma'$ with $L \in \ell(z)$, there exist two vertices $w_1, w_2$ from those $k + 2$ vertices that are not in $X$ and $C$.

In all cases, $G \setminus (X \cup \{w\})$ has an induced subgraph isomorphic to a graph in $\Omega_N$ by Lemma 4.5. It contradicts to the assumption that $X \cup \{w\}$ is a LRW1-deletion set of $G$. Therefore, $G \setminus X$ is a thread graph, and we conclude that $(G, k)$ is a Yes-instance.

We show that if a vertex $v$ in $T$ has neighbors on 7 distinct blocks, then we can find a subgraph $H$ isomorphic to one of $\{\beta_1, \beta_2, \beta_3, \beta_4\}$ such that $V(H) \cap T = \{v\}$. However, there is no obstruction in $\Omega_N$ containing exactly one vertex from $T$ by Reduction Rule 2. Thus, if a component of $G \setminus T$ has many thread blocks, then we can identify a sequence of consecutive thread blocks not touched by any obstruction in $\Omega_N$. This allows us to contract one of these “safe” thread blocks, say $B(x, y)$, to a vertex $v$ such that $N_{G \setminus T}(v) = (N_{G \setminus T}(x) \cup N_{G \setminus T}(y)) \setminus B(x, y)$.

\textbf{Lemma 4.6.} If $G \setminus T$ has a connected component with at least $19(6\mu(k) + 1)$ thread blocks, then we can in polynomial time transform $G$ into a graph $G' = (V', E')$ with $|V'| < |V|$ such that $(G, k)$ is a Yes-instance if and only if $(G', k)$ is a Yes-instance.

4.3 Kernel size

We bound the number of connected components using the following lemma.

\textbf{Lemma 4.7.}

1. The graph $G \setminus T$ has at most $2\mu(k)$ connected components containing at least two vertices.
2. If $G \setminus T$ has at least $\mu(k)^2 \cdot (k + 2) + 1$ isolated vertices, then we can find an irrelevant vertex in polynomial time.
Let us now piece everything together and analyze the kernel size.

**Theorem 4.8.** The LRW1-Vertex Deletion problem has a kernel of size $O(k^{33})$.

**Proof.** Let $(G = (V, E), k)$ be an instance of LRW1-Vertex Deletion. By Reduction Rule 1, we may safely assume that $G$ has no components that are thread graphs. Let $T \subseteq V$ be a vertex subset satisfying Lemma 4.2, and we preprocess using Reduction Rule 2.

By Lemma 4.3, we may assume that for every vertex subset $S \subseteq V$ such that $G[S]$ is a graph of $\{\beta_1, \beta_2, \beta_3, \beta_4\}$, $|S \cap T| \geq 2$. Combining Proposition 4.4 and Lemma 4.6, we can assume that every connected component of $G \setminus T$ has size at most $(k+2)(\mu(k)+2)^2 \cdot 19(6\mu(k)+1)$ (otherwise the instance can be reduced in polynomial time). Note that for each connected component $H$ of $G \setminus T$, there exists a vertex in $H$ that has a neighbor in $T$, otherwise, $H$ is a component of $G$ that is a thread graph. Therefore, by Lemma 4.7, we can assume that the number of non-trivial components of $G \setminus T$ is at most $2\mu(k)$ and the number of isolated vertices in $G \setminus T$ is at most $\mu(k)^2(k+2)$. It follows that

$$|T| + |V \setminus T| \leq \mu(k) + (2\mu(k) \cdot 19(6\mu(k)+1) \cdot (k+2)(\mu(k)+2)^2 + \mu(k)^2 \cdot (k+2))$$

$$= O(k \cdot \mu(k)^4) = O(k^{33}).$$

\[\square\]

**5 Concluding remarks**

We consider the problem Linear rankwidth-$w$ Vertex Deletion when $w = 1$. A next step is to investigate the problem for bigger $w$, or for any fixed $w$. A closely related problem is Rankwidth-$w$ Vertex Deletion, which asks whether $G$ has a vertex subset of size at most $k$ such that $G \setminus S$ has rankwidth at most $w$. This problem is fixed-parameter tractable for the following reason. Note that any Yes-instance has rankwidth at most $w + k$. Having bounded rankwidth can be characterized by a finite list of forbidden vertex-minors [20]. From [11], having a vertex-minor can be expressed in $\mathcal{C}_2\text{MSO}$, i.e., monadic second order logic without edge set quantification where we can express the parity of $|X|$ for a vertex set $X$. Fixed-parameter tractability follows as a consequence of Courcelle, Makowsky, Rotics [10].

This result can be turned into a constructive algorithm as [20] provides an explicit upper bound on the size of vertex-minor obstructions for rankwidth $k$. However, the exponential blow-up in the runtime is huge with respect to both $w$ and $k$. It is a challenging question whether a reasonable dependency on $k$ can be achieved. A single-exponential time would be ideal, which was achievable for its treewidth counterpart. A first realistic goal is to consider the case when $w = 1$, i.e. the Distance-Hereditary Vertex Deletion. We leave it as an open question whether this problem can be solved in time $c^k \cdot n^{O(1)}$ time for some constant $c$.
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Abstract
In the Steiner Tree problem one is given an undirected graph, a subset \( T \) of its vertices, and an integer \( k \) and the question is whether there is a connected subgraph of the given graph containing all the vertices of \( T \) and at most \( k \) other vertices. The vertices in the subset \( T \) are called terminals and the other vertices are called Steiner vertices. Recently, Pilipczuk, Pilipczuk, Sankowski, and van Leeuwen [FOCS 2014] gave a polynomial kernel for Steiner Tree in planar graphs, when parameterized by \( |T| + k \), the total number of vertices in the constructed subgraph.

In this paper we present several polynomial time applicable reduction rules for Planar Steiner Tree. In an instance reduced with respect to the presented reduction rules, the number of terminals \( |T| \) is at most quadratic in the number of other vertices \( k \) in the subgraph. Hence, using and improving the result of Pilipczuk et al., we give a polynomial kernel for Steiner Tree in planar graphs for the parameterization by the number \( k \) of Steiner vertices in the solution.
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1 Introduction

The Steiner problem is a classical problem of theoretical computer science and a fundamental problem of network design. Most generally it can be formulated as follows: Given a set of interesting objects in some environment or a network, determine the most efficient way to connect them. The study of Steiner Tree in graphs goes back to Hakimi [24] (the problem was also independently formulated by Levin [32]), who showed that Clique can be reduced to Steiner Tree (the theory of NP-hardness was not known yet). Applications can be found in VLSI routing [29], network routing in general [31], phylogenetic tree reconstruction [27] and other areas. It was also the topic of the 11th DIMACS Implementation Challenge. We refer the reader to one of many books devoted to Steiner Tree for further applications [10, 20, 37].

Our focus in this paper is on the case of planar graphs. Hence, we consider the following formulation of the problem:

Planar Steiner Tree
Input: A planar graph \( G = (V, E) \), a set \( T \subseteq V \), and an integer \( k \).
Question: Is there a set \( S \subseteq V \setminus T \) of size \( |S| \leq k \) such that \( G[T \cup S] \) is connected?

* The research was partially supported by the grant 14-13017P of the Czech Science Foundation.
We denote \( n \) the number of vertices of the graph \( G \) and \( m \) the number of its edges. We call the vertices in \( T \) terminals and the vertices in \( V \setminus T \) non-terminals or Steiner vertices. We call a set \( S \subseteq V \setminus T \) a solution (for the instance \((G, T, k)\)), if \( |S| \leq k \) and for every pair of vertices \( x, y \in T \) the vertices \( x \) and \( y \) are in the same connected component of \( G[S \cup T] \). Note that then all vertices of \( T \) are in the same connected component of \( G[S \cup T] \) and we can remove all other connected components from the graph and get a set asked by the problem definition.

The problem is often formulated so that one is to find a connected subgraph with the minimum number of edges that contains the set of terminals. The subgraph attaining the minimum must be a tree, called optimal Steiner tree. It is not hard to see that there is such a connected subgraph with \( |T| + k - 1 \) edges if and only if there is a set of vertices forming a solution to our formulation (with \( k \) Steiner points).

**Our Contribution**

The problem is NP-hard [23] and remains so even in very restricted planar cases [22]. In order to better understand the complexity of the problem we focus on the parameterized analysis of the problem. The problem was recently studied with respect to the parameter “the number of edges in an optimal Steiner tree” or equivalently \( |T| + k \) by Pilipczuk, Pilipczuk, Sankowski, and van Leeuwen [35, 36], who obtained a subexponential algorithm [35] and a polynomial kernel [36] for the problem with respect to this parameterization. In particular they proved the following proposition.

**Proposition 1** (Pilipczuk et al. [36]). Given a Planar Steiner Tree instance \((G, T)\), one can in \( O(k_{OPT}^{142} n) \) time find a set \( F \subseteq E(G) \) of \( O(k_{OPT}^{142}) \) edges that contains an optimal Steiner tree connecting \( T \) in \( G \), where \( k_{OPT} \) is the total number of edges of an optimal Steiner tree.

In this paper we focus on the parameterization by the number \( k \) of Steiner vertices in the solution. By folklore result Planar Steiner Tree is known to be fixed parameter tractable with respect to this parameter (see also [28]), however it was not known whether there is a polynomial kernel. We resolve this question as follows: We present several polynomial time reduction rules and show that if the rules are exhaustively applied the number of terminals is at most quadratic in \( k \). Then the number of edges of an optimal Steiner tree of that instance is also at most quadratic in \( k \) and we can use the algorithm of Proposition 1 to obtain a polynomial kernel.

This improves the result of Pilipczuk et al. qualitatively, since we give a polynomial kernel with respect to a parameter that is always smaller and can be arbitrarily smaller than the parameter they use. Moreover, it also improves it quantitatively, as our rules never increase the number of edges in an optimal Steiner tree, and, hence, the kernel obtained by first running our rules is always at most as big as the one obtained by starting directly with the algorithm of Proposition 1.

**Related Work**

As we already mentioned the problem is NP-complete even in very restricted cases of planar graphs [22]. It is also well studied from the approximation perspective. It can be approximated to within a factor \( O(\log n) \), but it cannot be approximated within a factor \((1 - \varepsilon)(\log |T|)\) unless \( \text{NP} \subseteq \text{DTIME}[n^{\text{polylog}(n)}] \) [30]. Furthermore, the edge weighted variant admits a constant factor approximation [9], while it is APX-complete even on complete graphs with weights 1 and 2 [2].
Many studies considered the planar variant of the problem from the approximation perspective. The edge weighted variant admits EPTAS on planar graphs [8] as well as on bounded genus graphs [7]. The number of papers on approximation of some variant of Steiner type problem is enormous and rapidly growing. Therefore we refer the reader to the online compendium [25] for the current approximation state of various Steiner type problems.

Turning to exact exponential algorithms, there is a simple folklore algorithm running in $O(2^{\sqrt{n}}n^{O(1)}) = O(1.6181^n)$ time. This was improved to $O(1.59^n)$ for the weighted case and $O(1.36W^0)$ for the cardinality case by Fomin et al. [17]. Note that all of the mentioned algorithms use polynomial space.

Concerning parameterized complexity, on general graphs, Steiner Tree is known to be W[2]-hard with respect to the standard parameterization $k$ [14]. Moreover, by result of Patrascu and Williams [34], there are no $l \geq 3, \varepsilon > 0$, and an algorithm that would solve Steiner Tree on instance $(G,T,k)$ with $k = l$ in time $O(n^{l-\varepsilon})$, unless the Strong Exponential Time Hypothesis (SETH) fails.

However, for Steiner Tree much more often the parameterization by the number of terminals $|T|$ is used. There is a nice long history of improving FPT-algorithms with respect to this parameterization started by the $O(3^{|T|} \cdot n + 2^{|T|} \cdot n^2 + n(n \log n + m))$-time algorithm of Dreyfus and Wagner [15] (independently found by Levin [32]). This algorithm, as well as its later improvements [16, 21, 4] subsequently approaching the $O^*(2^{|T|})$ running time, use exponential space.

Polynomial space FPT-algorithms appeared only recently. The one by Nederlof [33] applies to the cardinality variant and the variant where the weights are bounded by a constant and achieves $O^*(2^{|T|})$ time. The running time of $O^*(2^{|T|})$ is believed to be optimal [11]. The algorithm by Fomin et al. [18] achieves running time $O(7.97^{|T|} \cdot n^4 \cdot \log W)$ for edge weights in $\{1, \ldots, W\}$.

On general graphs the problem does not admit polynomial kernel even with respect to $k + |T|$, unless coNP $\subseteq$ NP/poly. This can be easily proved using the framework of Bodlaender et al. [6], a less direct approach can be found in [13]. Note also that since the problem is on general graphs FPT with respect to $|T|$ and W[2]-hard with respect to $k$, no reduction of type presented in our paper can exist for general graphs, unless W[2]=FPT.

By way of contrast, much less is known about the parameterized complexity of Planar Steiner Tree. In fact, for the parameterization by $|T|$, no results are known that would improve those from general graphs. On the other hand, for the parameterization by $k$, the problem is known to be FPT by a folklore result based on Steiner Tree being FPT with respect to the treewidth of the graph $G$ [12, 5, 19]. This was improved by Jones et al. [28], who presented an algorithm in $O^*(3^{dk+o(dk)})$ that applies to $d$-degenerate graphs.

However, recently there was a significant progress for planar graphs with respect to the combined parameter $k + |T|$. First Pilipczuk et al. [35] showed that there is a subexponential algorithm for Planar Steiner Tree with respect to this parameterization running in $O(2^{O((k+|T|)\log(k+|T|))^{2/3}}n)$ time. Later the same group of authors improved this to $O(2^{O((k+|T|)\log(k+|T|))})$ time and gave the kernel as presented in Proposition 1 [36].

**Organization of the paper**

Our algorithm is described in Section 2. In particular Subsection 2.1 contains the reduction rules that apply to all graphs, Subsection 2.2 collects the rules that only hold in planar graphs and Subsection 2.3 contains the main theorem and the analysis of the running time. We conclude the paper by giving some outlooks for future research in Section 3.

Due to space constraints, several proofs had to be deferred to the full version of the paper.
2 Algorithm

Our algorithm consists of several reduction rules, which simplify the instance. The algorithm applies these rules exhaustively to obtain an instance which is reduced with respect to them, that is, an instance to which none of the rules applies any more. We give the rules in a specific order and always prefer to apply a rule that was given earlier to a rule given later. In other words, before we apply some rule, we assume that the instance is reduced with respect to all previous rules.

For each of the rules we immediately prove its correctness, that is, the instance produced by the rule is a yes-instance if and only if the original instance was (the instances are equivalent). However, we defer the analysis of the running times to find applications and to apply the rules until all the rules are presented.

We present the rules and some auxiliary lemmata that apply to general graphs in Subsection 2.1, rules for planar graphs in Subsection 2.2, and the running time and the main theorem in Subsection 2.3.

2.1 General Reduction Rules

Here we give the rules and lemmata that would apply to general graphs, however also preserve planarity of the instance. We start by a rule that summarizes the obvious trivial constraints on solvability of the instance. Its correctness is immediate.

▶ Reduction Rule 1.
(a) If \( k \geq 0 \) and \( \emptyset \) is a solution, then answer YES.
(b) If \( k < 0 \), then answer NO.
(c) If \( k = 0 \) and \( \emptyset \) is not a solution, then answer NO.
(d) If for some \( x, y \in T \) there is no path between \( x \) and \( y \) in \( G \), then answer NO.

We continue by a well-known rule for Steiner Tree.

▶ Reduction Rule 2 (Folklore). If there are two adjacent terminals \( x \) and \( y \), then contract the edge \( \{x, y\} \). I.e., we continue with the instance \((G', T', k)\), where \( G' = (V', E') \), \( V' = (V \setminus \{x, y\}) \cup \{w\} \cup \{e \mid e \in E, e \cap \{x, y\} \neq \emptyset\}) \cup \{(e \setminus \{x, y\}) \cup \{w\} \mid e \in E, e \cap \{x, y\} = 1\} \), and \( T' = (T \setminus \{x, y\}) \cup \{w\} \).

Although the rule is well known, we prove its correctness for completeness.

▶ Lemma 2 (⋆1). Reduction Rule 2 is correct.

The following lemma pinpoints the property of solutions that is crucial for our considerations in the rest of the paper. We use the following notion: a Steiner vertex \( v \) dominates a terminal \( x \) if \( v \) and \( x \) are adjacent in \( G \).

▶ Lemma 3. Let \((G, T, k)\) be an instance where Reduction Rules 1 and 2 have been exhaustively applied, \( S \) a solution of the instance, and \( x \) a vertex in \( T \). Then there is a vertex \( v \) in \( S \) such that \( v \) dominates \( x \).

Proof. Since the instance is reduced with respect to Reduction Rule 1, we know that there are at least two terminals, as otherwise \( \emptyset \) would be a solution. Let \( y \) be a terminal different from \( x \). Since \( S \) is a solution, there is a path \( p_1, p_2, \ldots, p_\ell \) in \( G[S \cup T] \) such that \( p_1 = x \) and

---

1 Proofs of lemmata marked with (⋆) were deferred to the full version of the paper.
$p_4 = y$. Let $v = p_2$. If $v$ is in $T$, then $x$ and $v$ are two adjacent terminals contradicting the instance being reduced with respect to Reduction Rule 2. Hence $v$ is in $S$ and dominates $x$ as claimed.

We will use the following lemma in our proofs to show that taking some vertex to a solution can be modeled by a suitable modification of the instance and this preserves yes-instances.

Lemma 4. Let $(G, T, k)$ be an instance, $S$ a solution for $(G, T, k)$, and $v$ a vertex in $S$ such that there is a terminal in the same connected component of $G[T \cup S]$ as $v$. Let us denote $T' = T \cup \{v\}$ and $k' = k - 1$. Then $(G, T', k')$ is a yes-instance.

The condition on $v$ being in the same connected component of $G[T \cup S]$ as some terminal might seem a little strange and it would be more natural to just assume $S$ to be minimal. However, we prefer to formulate the lemma this way, as it makes it easier to use.

Proof. Let us denote $S' = S \setminus \{v\}$. Then $|S'| \leq k'$ and $T \cup S$ equals $T' \cup S'$. Thus for every pair of vertices $y, z$ from $T$ the terminals $y$ and $z$ are in the same connected component of $G[T' \cup S'] = G[T \cup S]$. Moreover, $v$ is in the same connected component of $G[T' \cup S'] = G[T \cup S]$ as at least one other terminal and, thus, all other terminals, by assumption. Hence $S'$ is a solution for $(G, T', k')$, finishing the proof.

The following lemma is complementary to the previous one and shows that the operation preserves no-instances.

Lemma 5. Suppose $(G, T, k)$ is an instance, $v \in V \setminus T$, and $x \in T$. Let us denote $T' = T \cup \{v\}$ and $k' = k - 1$. If $(G, T', k')$ is a yes-instance, then $(G, T, k)$ is a yes-instance.

Proof. Let $S'$ be a solution for $(G, T', k')$ and let us denote $S = S' \cup \{v\}$. Then $|S| \leq k$ and again $T \cup S$ equals $T' \cup S'$ and, thus, $G[T \cup S] = G[T' \cup S']$. Since $T \subseteq T'$, $S$ is a solution for $(G, T, k)$, finishing the proof.

The following rule shows that (false) twins among the terminals are superfluous. Surprisingly, we were not able to find the use of such a rule for Steiner Tree in literature.

Reduction Rule 3. If there are $x$ and $y$ in $T$ such that $N(x) = N(y)$, then remove $x$ from $G$. I.e., we continue with instance $(G', T', k)$, where $G' = G \setminus x$ and $T' = T \setminus \{x\}$.

Lemma 6 (★). Reduction Rule 3 is correct.

2.2 Plane Specific Reduction Rules

In this subsection we present rules that rely on the graph being planar. To ease the presentation it is better to fix an embedding of the graph. Hence, for the rest of the paper we assume, that the given graph $G$ is plane, i.e., it has a fixed planar embedding. Since a planar embedding can be found in linear time [26], this assumption is not restrictive. In fact we often consider the sphere embedding, as we mostly do not distinguish the outer face.

Consider two non-terminals $u$ and $v$ with at least two common terminal neighbors. Denote the set of common terminal neighbors $Q$ and $q = |Q|$. The embedding of the edges connecting the vertices $u$ and $v$ to the vertices of $Q$ cuts the surface of the sphere into $q$ connected areas. Let $A$ be any of these areas. If $x$ and $y$ are the two vertices of $Q$ incident to the area $A$, then we say that $u, x, v, y$ form an eye and the cycle $u, v, x, y$ forms its boundary. Moreover, we say that a vertex is inside the eye $u, x, v, y$, if it is embedded inside the area $A$. We say that a vertex is outside the eye if it is neither inside nor on the boundary of it. Note that a
terminal $z$ inside the eye $u, x, v, y$ can be connected to $u$ or $v$, but not to both of them by the definition of an eye.

Our first planar rule applies to eyes where one of the Steiner points on the boundary dominates all the terminals inside the eye.

**Reduction Rule 4.** Suppose $u, x, v,$ and $y$ form an eye, such that $u, v \in V \setminus T$, and $x, y \in T$. Further suppose that there is a terminal $z \in T$ inside the eye. If every terminal inside the eye is a neighbor of $v$, then add $v$ to $T$ and reduce $k$ by one.

The intuition behind the proof of correctness is that taking $v$ into the solution is always at least as good as taking any vertex inside the eye.

**Lemma 7 (⋆).** Reduction Rule 4 is correct.

The next rule allows to make an eye which does not contain terminals completely empty. We require the eye to be non-empty before the application of the rule so that the application actually changes the graph.

**Reduction Rule 5.** Suppose $u, x, v,$ and $y$ form an eye, such that $u, v \in V \setminus T$ and $x, y \in T$ and suppose that there is a vertex $w \in V \setminus T$, but no terminal, inside the eye. Then remove every vertex $w$ inside the eye from $G$.

Intuitively, if any vertex inside the eye is to be in the solution, then we can take $u$ (or $v$) and detour any path around the eye.

**Lemma 8 (⋆).** Reduction Rule 5 is correct.

The following variant of the so-called “high degree rule” forms the crux of our algorithm.

**Reduction Rule 6.** If there is a vertex $u \in V \setminus T$ which dominates more than $5k$ terminals, then add $u$ to $T$ and reduce $k$ by one. I.e., continue with instance $(G, T', k')$, where $k' = k - 1$ and $T' = T \cup \{u\}$.

**Lemma 9.** Reduction Rule 6 is correct.

**Proof.** By Lemma 5, if the resulting instance is a yes-instance, then so is the original one. Now for the other direction, assume that there is a set $S \subseteq V \setminus T$ that is a solution for $(G, T, k)$. If $S$ contains $u$, then the resulting instance is a yes-instance by Lemma 4. Hence, let us assume for the rest of the proof that $u \notin S$. We show that this leads to a contradiction with the instance being reduced with respect to the previous rules.

Consider the terminals in $N(u)$. Each of them is dominated by a vertex of $S$ by Lemma 3. Let $B$ be the set of vertices in $S$ dominating at least 2 vertices in $N(u) \cap T$. Each vertex in $B$ forms at least 2 eyes together with $u$. We want to show that there must be a vertex in $B$ for which many of these eyes are empty. To this end, let us fix a face of the embedding of $G$ as the outer one and call an eye outer if it contains the outer face and internal otherwise. We will use the following auxiliary claim about the eyes between $u$ and vertices in $B$.

**Claim 1 (⋆).** There are no two internal eyes $u, x, b, y$ and $u, x', c, y'$ with $b \neq c$ such that the union of their boundaries cuts the plane into 4 regions.

Let us define the following relation on vertices of $S$. For $a, b \in S$ we write $a < b$ if and only if $b$ is in $B$ and $a$ is inside some internal eye formed by $u$ and $b$. We show that this relation can be used to order the vertices of $S$.

**Claim 2 (⋆).** The relation $<$ is a strict partial order.
Let us now define another relation $\prec$ as follows. We write $a \prec b$ if and only if $a < b$ and there is no $c$ such that $a < c$ and $c < b$. This relation is the cover relation of the strict partial order $\prec$. We need the following property of that relation.

\textbf{Claim 3 (⋆).} For every $a$ there is at most one $b$ such that $a \prec b$.

For a vertex $b$ in $B$ we call the set of vertices $a$ such that $a \prec b$ the support of $b$ and denote $\text{supp}(b)$. The support gives each vertex of $B$ a budget for nonempty eyes in the following sense.

\textbf{Claim 4 (⋆).} Let $b$ be a vertex in $B$ and consider an eye $A$ between $a$ and $b$ containing a vertex of $S$. Then there is a vertex $a$ inside $A$ such that $a < b$ and, hence, $a$ is in $\text{supp}(b)$.

Next we show that, since the budget is limited, there are vertices which dominate more vertices than what their budget allows them.

\textbf{Claim 5.} There is a vertex $b$ of $B$ which dominates more than $2|\text{supp}(b)| + 3$ vertices of $T \cap N(u)$.

\textbf{Proof (of Claim 5).} Suppose for contradiction that each vertex $b$ in $B$ dominates at most $2|\text{supp}(b)| + 3$ vertices of $T \cap N(u)$. Then, since every vertex $a$ in $S \setminus B$ dominates at most 1 vertex of $T \cap N(u)$ by definition, we have

$$5k < |T \cap N(u)| \leq \sum_{b \in B} (2|\text{supp}(b)| + 3) + \sum_{a \in S \setminus B} 1 \leq 3k + 2 \sum_{b \in B} |\{ a \mid a < b \}|$$

$$= 3k + 2 \sum_{a \in S} |\{ b \mid a \prec b \}| \leq 3k + 2k = 5k$$

which is a contradiction. ▷

Let $v$ be a vertex which dominates more than $2|\text{supp}(v)| + 3$ vertices of $T \cap N(u)$. Let us denote $C$ the set of terminals that are common neighbors of $u$ and $v$. We know, that there are $|C|$ eyes between $u$ and $v$. For each internal eye which contains a vertex of $S$ there is a vertex in $\text{supp}(v)$ by Claim 4. Therefore, there are at most $|\text{supp}(v)| + 1$ eyes which contain a vertex of $S$ inside. We show, that the eyes that do not contain any vertex of $S$ do not contain any vertices at all.

Assume to the contrary that there is an eye $u, x, v, y$ that does not contain any vertex of $S$, but its interior is not empty. If there was no terminal in the interior, then Reduction Rule 5 would apply, contradicting the instance being reduced with respect to the previous rules. Hence, the set of terminals inside the eye is non-empty. Let us denote it $T_e$. By Lemma 3, each terminal has to be dominated by a vertex of $S$. Since there are no vertices of $S$ inside the eye and $u \notin S$ by assumption, it follows that $T_e \subseteq N(v)$ and Reduction Rule 4 would apply, again contradicting the instance being reduced with respect to the previous rules.

Hence, each eye not containing any vertex of $S$ is empty. Therefore there are at most $|\text{supp}(v)| + 1$ nonempty eyes which have together at most $2|\text{supp}(v)| + 2$ terminals on their boundaries. Since $C$ contains more than $2|\text{supp}(v)| + 3$ vertices it follows that there are two vertices $x$ and $y$ in $C$ that only appear on boundaries of empty eyes and, hence, are of degree two. In particular, for their neighborhoods we have $N(x) = N(y) = \{u, v\}$ and Reduction Rule 3 would apply, contradicting the instance being reduced with respect to the previous rules. Hence, if the original instance was a yes-instance, then so is the resulting one, finishing the proof of the lemma. ▷
Equipped with Reduction Rule 6 it is easy to finally bound the number of terminals in the instance.

**Reduction Rule 7.** If there is more than $5k^2$ terminals, then answer NO.

**Lemma 10.** Reduction Rule 7 is correct.

**Proof.** Suppose for contradiction that $|T| > 5k^2$, but the instance is a yes instance. Let $S$ be a solution. By Lemma 3 each vertex of $T$ has at least one neighbor in $S$. On the other hand, $|S| \leq k$ and, hence, by pigeonhole principle there is a vertex in $S$ with more than $5k$ neighbors in $T$. But this contradicts the instance being reduced with respect to Reduction Rule 6.

### 2.3 Main Theorem and Time Complexity

In this subsection we piece together our main result. We start by analyzing the time needed to exhaustively apply the reduction rules.

**Lemma 11.** Given an instance $(G, T, k)$ of Planar Steiner Tree one can in $O(n^4)$-time either correctly decide it or obtain an equivalent instance $(G'', T', k')$ which is reduced with respect to Reduction Rules 1–7, $k' \leq k$, and $|T'| + k'$ is at most $|T| + k$.

**Proof.** We apply the reduction rules exhaustively. The equivalence of resulting instance follows from the correctness of the reduction rules. Here we argue about the running time to apply the reduction rules.

Let us first consider the time spend to find one application and to apply the rule one time for each of the rules.

To check whether Reduction Rule 1 can be applied one can in linear time find the connected components of graph $G$ and graph $G[T]$ and then check whether all the terminals are in the same connected components. Therefore, to check whether the rule applies we need $O(n)$ time. The rule can be applied in constant time, as we directly answer.

To check whether Reduction Rule 3 applies we can determine for every pair of vertices $x, y$ whether their neighborhoods are equal in cubic time. The instance can again be modified in linear time.

To apply Reduction Rule 4 and Reduction Rule 5 we first need to find the embedding, the eyes, and which vertices are inside them. We try all pairs of non-terminals $u, v$ and for each of them we find the eyes formed between them (if any) in linear time. Then in linear time we find for all other vertices inside which eye they are and finally whether the rules apply to any of the eyes. Summing over all pairs $u, v$, an application of the rule can be found in $O(n^3)$ time. The application takes constant time for Reduction Rule 4 and linear time for Reduction Rule 5.

An application of Reduction Rule 6 or Reduction Rule 7 can be found and the rule applied in linear time.

Now we would like to bound the number of times we search for an application of a rule and the number of times a rule is applied. Note that after any rule is applied as well as on the beginning we iterate through the reduction rules starting from the first one and continuing with the later ones and we stop when we find no application of a rule anymore. Hence the number of times we search for an application of a particular rule is linear in the number of applications of the rules.
If Reduction Rule 1 or 7 is applied, then the algorithm stops. Hence, these rules are only applied once. Reduction Rules 2, 3, and 5 reduce the number of vertices of the graph. Since no rule increases the number of vertices, there can be at most $n$ applications of these rules together. Finally, Reduction Rules 4 and 6 reduce the number of non-terminals (by converting them to terminals) and, hence, there can be at most $n$ applications of these two rules together.

Summing up, the rules can be exhaustively applied in $O(n^4)$ time and the lemma follows by observing that no rule increases $k$ or $k + |T|$.

\begin{remark}
It seems possible to improve the running time given in Lemma 11, e.g., Reduction Rule 3 only has to be applied for vertices of degree 2, etc. However, this would make analysis more complicated and we prefer to focus this extended abstract in a different direction.
\end{remark}

Now we are ready to prove our main theorem, which combines Lemma 11 with Proposition 1, to obtain the kernel for \textsc{Planar Steiner Tree} with respect to $k$.

\begin{theorem}
Given a \textsc{Planar Steiner Tree} instance $(G, T, k)$ one can in $O((k284)^3 + n^4)$ time either correctly decide it or find an equivalent instance $(G', T', k')$ with $k' \leq k$, $|T'| \leq 5k^2$, and $|V(G')| \leq O(k284)$.
\end{theorem}

\begin{proof}
By Lemma 11 we can in $O(n^4)$ time find an equivalent instance $(G'', T', k')$ which is reduced with respect to Reduction Rules 1–7 and $k' \leq k$. Since the instance $(G'', T', k')$ is reduced with respect to Reduction Rule 7, we have $|T'| \leq 5k^2$ and if $(G'', T', k')$ is a yes-instance, then there is an optimal Steiner tree with at most $k' + |T'| = O(k^2)$ edges.

Now we run the algorithm of Proposition 1 on the instance $(G'', T')$ for $O(k284n)$ time. If it fails to finish, then the number of edges in an optimal Steiner tree $k_{\text{OPT}}$ is more than $k' + |T'| = O(k^2)$ and we answer NO. If it finishes, then let $F$ be the set of edges returned. If $|F|$ is not $O(k284)$, then we again answer NO. Otherwise, we let $G'$ be the graph $(W, F)$, where $W$ is the set of vertices of $G''$ which are incident to at least one edge of $F$. By Proposition 1 and since no terminal is isolated in any Steiner tree, the instances $(G'', T', k')$ and $(G', T', k')$ are equivalent. Since $|F| = O(k_{\text{OPT}}^{142})$ and $k_{\text{OPT}} \leq 5k^2 + k' = O(k^2)$, the bound on the size of $V(G')$ follows.
\end{proof}

\section{Conclusion and Future Directions}

We presented the first polynomial kernel for \textsc{Planar Steiner Tree} with respect to the number $k$ of Steiner points in the solution. It seems plausible that the kernel size bound as well as the running time of the algorithm can be improved. First of all, already the size bound $O((k + |T|)^{142})$ given by Proposition 1 probably offers plenty of space for improvements, with the best known lower bound (for the method) being just $\Omega((k + |T|)^2)$.

Second, our approach mostly relies on domination type arguments. \textsc{Dominating Set in Planar Graphs} is known to have a linear kernel [1] and even one such computable in linear time [3]. It might be possible to use the ideas of these kernels to reduce the number of terminals to linear in $k$ or at least reduce the running time to linear. If one was able to reduce the number of terminals to linear in $k$, this would immediately lead to a subexponential FPT-algorithm for \textsc{Planar Steiner Tree} parameterized by $k$, which is itself an interesting open problem.

Given the amount of research conducted on \textsc{Steiner Tree} in general graphs with respect to the number of terminals $|T|$, it seems surprising that we cannot say anything more with respect to this parameterization on planar graphs. In particular, we are aware neither of polynomial kernel nor of a subexponential FPT-algorithm for \textsc{Planar Steiner Tree} with respect to this parameterization.
Extending the Kernel for Planar Steiner Tree to the Number of Steiner Vertices

Finally, one might want to try to generalize the ideas of this paper to further problems and Planar Steiner Forest seems a natural candidate. Here we are given a graph \( G \) and a family of pairs of vertices \( T \) and the task is to find the smallest subgraph of \( G \) in which the vertices of each pair from \( T \) appear in the same connected component. While Pilipczuk et al. [36] proved an analogue of Proposition 1 for Planar Steiner Forest (with the degree of the polynomial in the bound 4 times larger), there are several issues preventing such a generalization.

First, for Steiner Forest it is no longer true that the optimal forest is the one obtained as a spanning forest of the subgraph with minimum number of Steiner points (usually all members of all pairs in \( T \) are called terminals), as Figure 1 illustrates. Since the result of Pilipczuk et al. minimizes the number of edges, whereas our formulation optimizes the number of Steiner points, it might be troublesome to combine them.

Second, for Steiner Forest there is no direct analogue of Reduction Rule 2. Indeed, notice that applying Reduction Rule 2 to, e.g., the edge \( \{v_2, v_3\} \) of the graph on Figure 1 causes the optimum number of Steiner points in the solution to increase to one, as the vertex resulting from the contraction is no longer a terminal. Moreover the rule also applies to edge \( \{v_1, v_2\} \) which is not in the Steiner forest minimizing the number of edges.

We still believe that one might be able to reduce the instance in such a way that the optimum solution only uses \( O(k^2) \) edges in trees that contain at least two edges. It is not obvious whether such a reduction could be combined with the ideas of Pilipczuk et al. to obtain a polynomial kernel for Planar Steiner Forest with respect to the number of Steiner points in the solution.

There are also reasons not to believe that such a kernel should exist for Planar Steiner Forest, since the problem behaves significantly different than Planar Steiner Tree. Indeed, Pilipczuk et al. [36] also proved that, in contrast to Planar Steiner Tree, there is no subexponential FPT-algorithm for Planar Steiner Forest parameterized by the total number of edges in an optimal Steiner forest.

Hence, we believe that there are many interesting directions to study related to the current paper.
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Abstract

We present several sparsification lower and upper bounds for classic problems in graph theory and logic. For the problems 4-Coloring, (Directed) Hamiltonian Cycle, and (Connected) Dominating Set, we prove that there is no polynomial-time algorithm that reduces any n-vertex input to an equivalent instance, of an arbitrary problem, with bitsize $O(n^{2-\varepsilon})$ for $\varepsilon > 0$, unless $\text{NP} \subseteq \text{coNP}/\text{poly}$ and the polynomial-time hierarchy collapses. These results imply that existing linear-vertex kernels for $k$-Nonblocker and $k$-Max Leaf Spanning Tree (the parameteric duals of (Connected) Dominating Set) cannot be improved to have $O(k^{2-\varepsilon})$ edges, unless $\text{NP} \subseteq \text{coNP}/\text{poly}$. We also present a positive result and exhibit a non-trivial sparsification algorithm for $d$-Not-All-Equal-SAT. We give an algorithm that reduces an $n$-variable input with clauses of size at most $d$ to an equivalent input with $O(n^{d-1})$ clauses, for any fixed $d$. Our algorithm is based on a linear-algebraic proof of Lovász that bounds the number of hyperedges in critically $3$-chromatic $d$-uniform $n$-vertex hypergraphs by $(n^{d-1})$. We show that our kernel is tight under the assumption that $\text{NP} \not\subseteq \text{coNP}/\text{poly}$.
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1 Introduction

Background. Sparsification refers to the method of reducing an object such as a graph or CNF-formula to an equivalent object that is less dense, that is, an object in which the ratio of edges to vertices (or clauses to variables) is smaller. The notion is fruitful in theoretical [16] and practical (cf. [10]) settings when working with (hyper)graphs and formulas. The theory of kernelization, originating from the field of parameterized complexity theory, can be used to analyze the limits of polynomial-time sparsification. Using tools developed in the last five years, it has become possible to address questions such as: “Is there a polynomial-time algorithm that reduces an $n$-vertex instance of my favorite graph problem to an equivalent instance with a subquadratic number of edges?”

The impetus for this line of analysis was given by an influential paper by Dell and van Melkebeek [8] (conference version in 2010). One of their main results states that if there is an $\varepsilon > 0$ and a polynomial-time algorithm that reduces any $n$-vertex instance of VERTEX COVER to an equivalent instance, of an arbitrary problem, that can be encoded in $O(n^{2-\varepsilon})$
bits, then \( \text{NP} \subseteq \text{coNP}/\text{poly} \) and the polynomial-time hierarchy collapses. Since any nontrivial input \((G, k)\) of \text{VERTEX COVER} has \( k < n = |V(G)| \), their result implies that the number of edges in the 2\(k\)-vertex kernel for \text{k-VERTEX COVER} [22] cannot be improved to \( O(k^{2-\varepsilon}) \) unless \( \text{NP} \subseteq \text{coNP}/\text{poly} \).

Using related techniques, Dell and van Melkebeek also proved important lower bounds for \( d\)-\text{cnf-sat} problems: testing the satisfiability of a propositional formula in \text{CNF} form, where each clause has at most \( d \) literals. They proved that for every fixed integer \( d \geq 3 \), the existence of a polynomial-time algorithm that reduces any \( n\)-variable instance of \( d\)-\text{cnf-sat} to an equivalent instance of an arbitrary problem, with \( O(n^{d-\varepsilon}) \) bits, for some \( \varepsilon > 0 \) implies \( \text{NP} \subseteq \text{coNP}/\text{poly} \). Their lower bound is tight: there are \( O(n^d) \) possible clauses of size \( d \) over \( n \) variables, allowing an instance to be represented by a vector of \( O(n^d) \) bits that specifies for each clause whether or not it is present.

Our results. We continue this line of investigation and analyze sparsification for several classic problems in graph theory and logic. We obtain several sparsification lower bounds that imply that the quadratic number of edges in existing linear-vertex kernels is likely to be unavoidable. When it comes to problems from logic, we give the—to the best of our knowledge—first example of a problem that does admit nontrivial sparsification: \( d\)-\text{NOT-ALL-EQUAL-SAT}. We also provide a matching lower bound.

The first problem we consider is \( 4\)-\text{COLORING}, which asks whether the input graph has a proper vertex coloring with 4 colors. Using several new gadgets, we give a cross-composition [3] to show that the problem has no compression of size \( O(n^{2-\varepsilon}) \) unless \( \text{NP} \subseteq \text{coNP}/\text{poly} \). To obtain the lower bound, we give a polynomial-time construction that embeds the logical OR of a series of \( t \) size-\( n \) inputs of an \( \text{NP} \)-hard problem into a graph \( G' \) with \( O(\sqrt{t} \cdot n^{O(1)}) \) vertices, such that \( G' \) has a proper 4-coloring if and only if there is a \text{yes}-instance among the inputs. The main structure of the reduction follows the approach of Dell and Marx [7]: we create a table with two rows and \( O(\sqrt{t}) \) columns and \( O(n^{O(1)}) \) vertices in each cell. For each way of picking one cell from each row, we aim to embed one instance into the edge set between the corresponding groups of vertices. When the \( \text{NP} \)-hard starting problem is chosen such that the \( t \) inputs each decompose into two induced subgraphs with a simple structure, one can create the vertex groups and their connections such that for each pair of cells \((i, j)\), the subgraph they induce represents the \( i \cdot \sqrt{t} + j \)-th input. If there is a \text{yes}-instance among the inputs, this leads to a pair of cells that can be properly colored in a structured way. The challenging part of the reduction is to ensure that the edges in the graph corresponding to \text{no}-inputs do not give conflicts when extending this partial coloring to the entire graph.

The next problem we attack is \( \text{HAMILTONIAN CYCLE} \). We rule out compressions of size \( O(n^{2-\varepsilon}) \) for the directed and undirected variant of the problem, under the assumption that \( \text{NP} \nsubseteq \text{coNP}/\text{poly} \). The construction is inspired by kernelization lower bounds for \text{DIRECTED HAMILTONIAN CYCLE} parameterized by the vertex-deletion distance to a directed graph whose underlying undirected graph is a path [2].

By combining gadgets from kernelization lower bounds for two different parameterizations of \text{RED BLUE DOMINATING SET}, we prove that there is no compression of size \( O(n^{2-\varepsilon}) \) for \text{DOMINATING SET} unless \( \text{NP} \nsubseteq \text{coNP}/\text{poly} \). The same construction rules out subquadratic compressions for \text{CONNECTED DOMINATING SET}. These lower bounds have implications for the kernelization complexity of the parametric duals \text{NONBLOCKER} and \text{MAX LEAF SPANNING TREE} of \text{(CONNECTED) DOMINATING SET}. For both \text{NONBLOCKER} and \text{MAX LEAF} there are kernels with \( O(k) \) vertices [6, 11] that have \( \Theta(k^2) \) edges. Our lower bounds imply that the number of edges in these kernels cannot be improved to \( O(k^{2-\varepsilon}) \), unless \( \text{NP} \nsubseteq \text{coNP}/\text{poly} \).
The final family of problems we consider is \(d\)-Not-All-Equal-SAT for fixed \(d \geq 4\). The input consists of a formula in CNF-form with at most \(d\) literals per clause. The question is whether there is an assignment to the variables such that each clause contains both a variable that evaluates to true and one that evaluates to false. There is a simple linear-parameter transformation from \(d\)-CNF-SAT to \((d + 1)\)-NAE-SAT that consists of adding one variable that occurs as a positive literal in all clauses. By the results of Dell and van Melkebeek discussed above, this implies that \(d\)-NAE-SAT does not admit compressions of size \(\mathcal{O}(n^{d-1-\varepsilon})\) unless \(\mathsf{NP} \subseteq \mathsf{coNP}/\text{poly}\). We prove the surprising result that this lower bound is tight! A linear-algebraic result due to Lovász [21], concerning the size of critically 3-chromatic \(d\)-uniform hypergraphs, can be used to give a kernel for \(d\)-NAE-SAT with \(\mathcal{O}(n^{d-1})\) clauses for every fixed \(d\). The kernel is obtained by computing the basis of an associated matrix and removing the clauses that can be expressed as a linear combination of the basis clauses.

Related work. Dell and Marx introduced the table structure for compression lower bounds in their study of compression for packing problems [7]. Hermelin and Wu [15] analyzed similar problems. Other papers about polynomial kernelization and sparsification lower bounds include [5] and [17].

2 Preliminaries

A parameterized problem \(Q\) is a subset of \(\Sigma^* \times \mathbb{N}\), where \(\Sigma\) is a finite alphabet. Let \(Q, Q' \subseteq \Sigma^* \times \mathbb{N}\) be parameterized problems and let \(h: \mathbb{N} \rightarrow \mathbb{N}\) be a computable function. A **generalized kernel** for \(Q\) into \(Q'\) of size \(h(k)\) is an algorithm that, on input \((x, k) \in \Sigma^* \times \mathbb{N}\), takes time polynomial in \(|x| + k\) and outputs an instance \((x', k')\) such that: (i) \(|x'|\) and \(k'\) are bounded by \(h(k)\), and (ii) \((x', k')\) \(\in Q'\) if and only if \((x, k)\) \(\in Q\). The algorithm is a **kernel** for \(Q\) if \(Q' = Q\). It is a polynomial (generalized) kernel if \(h(k)\) is a polynomial.

Since a polynomial-time reduction to an equivalent sparse instance yields a generalized kernel, we will use the concept of generalized kernels in the remainder of this paper to prove the non-existence of such sparsification algorithms. We employ the cross-composition framework by Bodlaender et al. [3], which builds on earlier work by several authors [1, 8, 13].

- **Definition 1** (Polynomial equivalence relation). An equivalence relation \(R\) on \(\Sigma^*\) is called a **polynomial equivalence relation** if the following conditions hold. (i) There is a algorithm that, given two strings \(x, y \in \Sigma^*\), decides whether \(x\) and \(y\) belong to the same equivalence class in time polynomial in \(|x| + |y|\). (ii) For any finite set \(S \subseteq \Sigma^*\) the equivalence relation \(R\) partitions the elements of \(S\) into a number of classes that is polynomially bounded in the size of the largest element of \(S\).

- **Definition 2** (Cross-composition). Let \(L \subseteq \Sigma^*\) be a language, let \(R\) be a polynomial equivalence relation on \(\Sigma^*\), and let \(Q \subseteq \Sigma^* \times \mathbb{N}\) be a parameterized problem, and let \(f: \mathbb{N} \rightarrow \mathbb{N}\) be a function. An **or-cross-composition** of \(L\) into \(Q\) (with respect to \(R\)) of cost \(f(t)\) is an algorithm that, given \(t\) instances \(x_1, x_2, \ldots, x_t \in \Sigma^*\) of \(L\) belonging to the same equivalence class of \(R\), takes time polynomial in \(\sum_{i=1}^t |x_i|\) and outputs an instance \((y, k) \in \Sigma^* \times \mathbb{N}\) such that: (i) the parameter \(k\) is bounded by \(\mathcal{O}(f(t) \cdot (\max_i |x_i|)^c)\), where \(c\) is some constant independent of \(t\), and (ii) \((y, k) \in Q\) if and only if there is an \(i \in [t]\) such that \(x_i \in L\).

- **Theorem 3** ([3]). Let \(L \subseteq \Sigma^*\) be a language, let \(Q \subseteq \Sigma^* \times \mathbb{N}\) be a parameterized problem, and let \(d, \varepsilon\) be positive reals. If \(L\) is \(\mathsf{NP}\)-hard under Karp reductions, has an or-cross-composition into \(Q\) with cost \(f(t) = t^{1/d + o(1)}\), where \(t\) denotes the number of instances, and \(Q\) has a polynomial (generalized) kernelization with size bound \(\mathcal{O}(k^{d-\varepsilon})\), then \(\mathsf{NP} \subseteq \mathsf{coNP}/\text{poly}\).
For \( r \in \mathbb{N} \) we will refer to an \( \text{Ort-cross-composition} \) of cost \( f(t) = t^{1/r} \log(t) \) as a degree-\( r \) cross-composition. By Theorem 2, a degree-\( r \) cross-composition can be used to rule out generalized kernels of size \( O(k^{r-\varepsilon}) \). We frequently use the fact that a polynomial-time linear-parameter transformation from problem \( \mathcal{Q} \) to \( \mathcal{Q}' \) implies that any generalized kernelization lower bound for \( \mathcal{Q} \), also holds for \( \mathcal{Q}' \) (cf. [3, 4]). Let \([r] := \{x \in \mathbb{N} \mid 1 \leq x \leq r\}\).

For statements marked with a \((\star)\), the proof can be found in the full version [19].

### 3 4-Coloring

In this section we analyze the 4-COLORING problem, which asks whether it is possible to assign each vertex of the input graph one out of 4 possible colors, such that there is no edge whose endpoints share the same color. We show that 4-COLORING does not have a generalized kernel of size \( O(n^{2-\varepsilon}) \), by giving a degree-2 cross-composition from a tailor-made problem that will be introduced below. Before giving the construction, we first present and analyze some of the gadgets that will be needed.

**Definition 4.** A **treegadget** is the graph obtained from a complete binary tree by replacing each vertex \( v \) by a triangle on vertices \( r_v, x_v, y_v \). Let \( r_v \) be connected to the parent of \( v \) and let \( x_v \) and \( y_v \) be connected to the left and right subtree of \( v \). An example of a treegadget with 8 leaves is shown in Figure 1. If vertex \( v \) is the root of the tree, then \( r_v \) is named the **root** of the treegadget. If \( v \) does not have a left subtree, then \( x_v \) is a **leaf** of this gadget, similarly, if \( v \) does not have a right subtree then we refer to \( y_v \) as a leaf of the gadget. Let the **height** of a treegadget be equal to the height of its corresponding binary tree.

It is easy to see that a treegadget is 3-colorable. The important property of this gadget is that if there is a color that does not appear on any leaf in a proper 3-coloring, then this must be the color of the root. See Figure 1a for an illustration.

**Lemma 5.** Let \( T \) be a treegadget with root \( r \) and let \( c: V(T) \to \{1, 2, 3\} \) be a proper 3-coloring of \( T \). If \( k \in \{1, 2, 3\} \) such that \( c(v) \neq k \) for every leaf \( v \) of \( T \), then \( c(r) = k \).

**Proof.** This will be proven using induction on the structure of a treegadget. For a single triangle, the result is obvious. Suppose we are given a treegadget of height \( h \) and that the statement holds for all treegadgets of smaller height. Consider the top triangle \( r, x, y \) where \( r \) is the root. Then, by the induction hypothesis, the roots of the left and right subtree (if non-empty) are colored using \( k \). If the left or right subtree is empty, \( x \) or \( y \) is a leaf. Hence \( x \) and \( y \) do not use color \( k \). Since \( x, y, r \) is a triangle, \( r \) has color \( k \) in the 3-coloring.

The following lemma will be used in the correctness proof of the cross-composition to argue that the existence of a single yes-input is sufficient for 4-colorability of the entire graph.
Lemma 6. Let $T$ be a treegadget with leaves $L \subseteq V(T)$ and root $r$. Any 3-coloring $c' : L \to \{1, 2, 3\}$ that is proper on $T(L)$ can be extended to a proper 3-coloring of $T$. If there is a leaf $v \in L$ such that $c'(v) = i$, then such an extension exists with $c(r) \neq i$.

Proof. We will prove this by induction on the height of the treegadget. For a single triangle, the result is obvious. Suppose the lemma is true for all treegadgets up to height $h - 1$ and we are given a treegadget of height $h$ with root triangle $r, x, y$ and with coloring of the leaves $c'$. Let one of the leaves be colored using $i$. Without loss of generality assume this leaf is in the left subtree, which is connected to $x$. By the induction hypothesis, we can extend the coloring restricted to the leaves of the left subtree to a proper 3-coloring of the left subtree such that $c(r_1) \neq i$. We assign color $i$ to $x$. Since $c'$ restricted to the leaves in the right subtree is a proper 3-coloring of the leaves in the right subtree, by induction we can extend that coloring to a proper 3-coloring of the right subtree. Suppose the root of this subtree gets color $j \in \{1, 2, 3\}$. We now color $y$ with a color $k \in \{1, 2, 3\} \setminus \{i, j\}$, which must exist. Finally, choose $c(r) \in \{1, 2, 3\} \setminus \{i, k\}$. By definition, the vertices $r, y, $ and $x$ are now assigned a different color. Both $x$ and $y$ have a different color than the root of their corresponding subtree, thereby $c$ is a proper coloring. We obtain that the defined coloring $c$ is a proper coloring extending $c'$ with $c(r) \neq i$.

Definition 7. A triangular gadget is a graph on 12 vertices depicted in Figure 1c. Vertices $u, v$, and $w$ are the corners of the gadget, all other vertices are referred to as inner vertices.

It is easy to see that a triangular gadget is always 3-colorable in such a way that every corner gets a different color. Moreover, we make the following observation.

Observation 8. Let $G$ be a triangular gadget with corners $u, v$ and $w$ and let $c : V(G) \to \{1, 2, 3\}$ be a proper 3-coloring of $G$. Then $c(v) \neq c(u) \neq c(w) \neq c(v)$. Furthermore, every partial coloring that assigns distinct colors to the three corners of a triangular gadget can be extended to a proper 3-coloring of the entire gadget.

Having presented all the gadgets we use in our construction, we now define the source problem for the cross-composition. It is a variant of the problem that was used to prove CHROMATIC NUMBER parameterized by vertex cover [3].

2-3-COLORING with TRIANGLE SPLIT DECOMPOSITION

**Input:** A graph $G$ with a partition of its vertex set into $X \cup Y$ such that $G[X]$ is an edgeless graph and $G[Y]$ is a disjoint union of triangles.

**Question:** Is there a proper 3-coloring $c : V(G) \to \{1, 2, 3\}$ of $G$, such that $c(x) \in \{1, 2\}$ for all $x \in X$? We will refer to such a coloring as a 2-3-coloring of $G$.

Lemma 9 (∗). 2-3-COLORING with TRIANGLE SPLIT DECOMPOSITION is NP-complete.

Theorem 10. 4-COLORING parameterized by the number of vertices $n$ does not have a generalized kernel of size $O(n^{2-\varepsilon})$ for any $\varepsilon > 0$, unless $\text{NP} \subseteq \text{coNP/poly}$.

Proof. By Theorem 3 and Lemma 9 it suffices to give a degree-2 cross-composition from the 2-3-coloring problem defined above into 4-COLORING parameterized by the number of vertices. For ease of presentation, we will actually give a cross-composition into the 4-LIST COLORING problem, whose input consists of a graph $G$ and a list function that assigns every vertex $v \in V(G)$ a list $L(v) \subseteq [4]$ of allowed colors. The question is whether there is a proper coloring of the graph in which every vertex is assigned a color from its list. The 4-LIST COLORING reduces to the ordinary 4-COLORING by a simple transformation that adds a
4-clique to enforce the color lists, which will prove the theorem. For now, we focus on giving a cross-composition into 4-LIST COLORING.

We start by defining a polynomial equivalence relation on inputs of 2-3-COLORING with TRIANGLE SPLIT DECOMPOSITION. Let two instances of 2-3-COLORING with TRIANGLE SPLIT DECOMPOSITION be equivalent under equivalence relation $\mathcal{R}$ when they have the same number of triangles and the independent sets also have the same size. It is easy to see that $\mathcal{R}$ is a polynomial equivalence relation. By duplicating one of the inputs, we can ensure that the number of inputs to the cross-composition is an even power of two; this does not change the value of $\mathcal{R}$, and increases the total input size by at most a factor four. We will therefore assume that the input consists of $t$ instances of 2-3-COLORING with TRIANGLE SPLIT DECOMPOSITION such that $t = 2^{2i}$ for some integer $i$, implying that $\sqrt{t}$ and $\log \sqrt{t}$ are integers. Let $t' := \sqrt{t}$. Enumerate the instances as $X_{i,j}$ for $1 \leq i, j \leq t'$. Each input $X_{i,j}$ consists of a graph $G_{i,j}$ and a partition of its vertex set into sets $U$ and $V$, such that $U$ is an independent set of size $m$ and $G_{i,j}[V]$ consists of $n$ vertex-disjoint triangles. Enumerate the vertices in $U$ and $V$ as $u_1, \ldots, u_m$ and $v_1, \ldots, v_{3n}$, such that vertices $v_{3\ell-2}, v_{3\ell-1}$ and $v_{3\ell}$ form a triangle, for $\ell \in [n]$. We will create an instance $G'$ of the 4-LIST-COLORING problem, which consists of a graph $G'$ and a list function $L$ that assigns each vertex a subset of the color palette $\{x, y, z, a\}$. Refer to Figure 2 for a sketch of $G'$.

1. Initialize $G'$ as the graph containing $t'$ sets of $m$ vertices each, called $S_i$ for $i \in [t']$. Label the vertices in each of these sets as $s_{i\ell}$ for $i \in [t']$, $\ell \in [m]$ and let $L(s_{i\ell}) := \{x, y, a\}$.
2. Add $t'$ sets of $n$ triangular gadgets each, labeled $T_j$ for $j \in [t']$. Label the corner vertices in $T_j$ as $t'_{1\ell}$ for $\ell \in [3n]$, such that vertices $t'_{3\ell-2}, t'_{3\ell-1}$ and $t'_{3\ell}$ are the corner vertices of one of the gadgets for $\ell \in [n]$. Let $L(t'_{1\ell}) := \{x, y, z\}$ and for any inner vertex $v$ of a triangular gadget, let $L(v) := \{x, y, z, a\}$.
3. Connect vertex $s_{i\ell}$ to vertex $t'_{1\ell}$ if in graph $G_{i,j}$ vertex $u_k$ is connected to $v_{\ell}$, for $k \in [m]$ and $\ell \in [3n]$. By this construction, the subgraph of $G'$ induced by $S_i \cup T_j$ is isomorphic to the graph obtained from $G_{i,j}$ by replacing each triangle with a triangular gadget.
4. Add a tree gadget $G_S$ with $t'$ leaves to $G'$ and enumerate these leaves as $1, \ldots, t'$; recall that $t'$ is a power of two. Connect the $i$’th leaf of $G_S$ to every vertex in $S_i$. Let the root of $G_S$ be $r_S$ and define $L(r_S) := \{x, y\}$. For every other vertex $v$ in $G_S$ let $L(v) := \{x, y, a\}$.
5. Add a treegadget $G_T$ with $2t'$ leaves to $G'$ and enumerate these leaves as $1, \ldots, 2t'$. For $j \in [t']$, connect every inner vertex of a triangular gadget in group $T_j$ to leaf number $2j - 1$ of $G_T$. For every leaf $v$ with an even index let $L(v) := \{y, z\}$ and let the root $r_T$ have list $L(r_T) := \{y, z\}$. For every other vertex $v$ of gadget $G_T$ let $L(v) := \{y, z, a\}$.

\begin{claim}
The graph $G'$ is 4-list-colorable $\iff$ some input instance $X_{i,j'}$ is 2-3-colorable.
\end{claim}

\begin{proof}
($\Rightarrow$) Suppose we are given a 4-list coloring $c$ for $G'$. By definition, $c(r_S) \neq a$. From Lemma 5 it follows that there is a leaf $v$ of $G_S$ such that $c(v) = a$. This leaf is connected to all vertices in $S_{i'}$, which implies that none of the vertices in $S_{i'}$ are colored using $a$. Therefore all vertices in $S_{i'}$ are colored using $x$ and $y$. Similarly the gadget $G_T$ has at least one leaf $v$ such that $c(v) = a$, note that this must be a leaf with an odd index. Therefore there exists $T_j$ where all vertices are colored using $x, y$ or $z$. Thereby in $S_{i'} \cup T_j$, only three colors are used, such that $S_{i'}$ is colored using only two colors. Using Observation 8 and the fact that $G'[S_{i'} \cup T_j]$ is isomorphic to the graph obtained from $G_{i',j'}$ by replacing triangles by triangular gadgets, we conclude that $X_{i,j'}$ has a proper 2-3-coloring.

($\Leftarrow$) Suppose $c : V(G_{i',j'}) \rightarrow \{x, y, z\}$ is a proper 2-3-coloring for $X_{i',j'}$. We will construct a 4-list coloring $c' : V(G') \rightarrow \{x, y, z, a\}$ for $G'$. For $u_k, k \in [m]$ in instance $X_{i',j'}$, let $c'(s_k^+):=c(u_k)$ and for $v_\ell$ for $\ell \in [m]$ let $c'(t^+_{\ell j'}) := c(v_\ell)$. Let $c'(s_k^- i') := a$ for $i \neq i'$ and $\ell \in [n]$, furthermore let $c'(t^-_{\ell j'}) := z$ for $j \neq j'$ and $\ell \in [m]$. For triangular gadgets in $T_j$, the coloring $c'$ defines all corners to have distinct colors; by Observation 8 we can color the inner vertices consistently using $\{x, y, z\}$. For $T_j$ with $j \in [t']$ and $j \neq j'$, the corners of triangular gadgets have color $z$ and we can now consistently color the inner vertices using $\{x, y, a\}$.

The leaf of gadget $G_S$ that is connected to $S_{i'}$ can be colored using $a$. Every other leaf can use both $x$ and $y$, so we can properly 3-color the leaves such that one leaf has color $a$. From Lemma 6 it follows that we can consistently 3-color $G_S$ such that the root $r_S$ does not receive color $a$, as required by $L(r_S)$. Similarly, in triangular gadgets in $T_j$, the inner vertices do not have color $a$. As such, leaf $2j^* - 1$ of $G_T$ can be colored using $a$ and we color leaf $2j^*$ with $y$. For $j \in [t']$ with $j \neq j^*$ color leaf $2j - 1$ with $z$ and leaf $2j$ using $y$. Now the leaves of $G_T$ are properly 3-colored and one is colored $a$. It follows from Observation 8 that we can color $G_T$ such that the root is not colored $a$. This completes the 4-list coloring of $G'$.

The claim shows that the construction serves as a cross-composition into 4-LIST COLORING. To prove the theorem, we add four new vertices to simulate the list function. Add a clique on 4 vertices $\{x, y, z, a\}$. If for any vertex $v$ in $G'$, some color is not contained in $L(v)$, connect $v$ to the vertex corresponding to this color. As proper colorings of the resulting graph correspond to proper list colorings of $G'$, the resulting graph is 4-colorable if and only if there is a yes-instance among the inputs. It remains to bound the parameter of the problem, i.e., the number of vertices. Observe that a treegadget has at least as many leaves as its corresponding binary tree, therefore the graph $G'$ has at most $12mt' + nt' + 6t' + 12t' + 4 = O(t'(m + n)) = O(\sqrt{t} \max |X_{i,j}|)$ vertices. Theorem 10 now follows from Theorem 3 and Lemma 9.

\section{Hamiltonian cycle}

In this section we prove a sparsification lower bound for HAMILTONIAN Cycle and its directed variant. The starting problem is HAMILTONIAN $s - t$ PATH ON BIPARTITE GRAPHS.
This completes the construction of $B_i$. If some instance $X$ of inputs, it suffices to give a cross-composition from the (Directed) Hamiltonian Cycle parameterized by the number of vertices $n$ does not have a generalized kernel of size $O(n^{2−ε})$ for any $ε > 0$, unless $NP \subseteq \text{coNP/poly}$.

**Proof.** By a suitable choice of polynomial equivalence relation, and by padding the number of inputs, it suffices to give a cross-composition from the $s−t$ problem on bipartite graphs when the input consists of $t$ instances $X_{i,j}$ for $i, j \in [\sqrt{t}]$ (i.e., $\sqrt{t}$ is an integer), such that each instance $X_{i,j}$ encodes a bipartite graph $G_{i,j}$ with partite sets $A_i$ and $B_j$ with $|A_i| = m$ and $|B_j| = n = m + 1$, for some $m \in \mathbb{N}$. For each instance, label all elements of $A_i$ as $a^i_1, \ldots, a^i_n$ and all elements in $B_j$ as $b^j_1, \ldots, b^j_m$ such that $b^j_1$ and $b^j_n$ have degree 1.

The construction makes extensive use of the path gadget depicted in Figure 3a. Observe that if $G'$ contains a path gadget as an induced subgraph, while the remainder of the graph only connects to its terminals $IN^0$ and $IN^1$, then any Hamiltonian cycle in $G'$ traverses the path gadget in one of the two ways depicted in Figure 3a. We create an instance $G'$ of Directed Hamiltonian Cycle that acts as the logical OR of the inputs.

1. First of all construct $\sqrt{t}$ groups of $m$ path gadgets each. Refer to these groups as $A_i$, for $i \in [\sqrt{t}]$, and label the gadgets within group $A_i$ as $a^i_1, \ldots, a^i_n$. Let the union of all created sets $A_i$ be named $A$. Similarly, construct $\sqrt{t}$ groups of $n$ path gadgets each. Refer to these groups as $B_j$, for $j \in [\sqrt{t}]$, and label the gadgets within group $B_j$ as $b^j_1, \ldots, b^j_m$. Let $B$ be the union of all $B_j$ for $j \in [\sqrt{t}]$.

2. For every input instance $X_{i,j}$, for each edge $(a^i_k, b^j_l)$ in $X_{i,j}$ with $k \in [m], l \in [n]$, add an arc from $IN^0$ of $a^i_k$ to $IN^1$ of $b^j_l$ and an arc from $IN^0$ of $b^j_l$ to $IN^1$ of $a^i_k$.

If some $X_{i,j}$ has a Hamiltonian $s−t$ path, it can be mimicked by the combination of $A_i$ and $B_j$, where for each vertex in $X_{i,j}$ we traverse its path gadget in $G'$, following Path 1. The following construction steps are needed to extend such a path to a Hamiltonian cycle in $G'$.

3. Add an arc from the $IN^1$ terminal of $a^i_k$ to the $IN^0$ terminal of $a^i_{k+1}$ for all $k \in [m−1]$ and all $i \in [\sqrt{t}]$. Similarly add an arc from the $IN^1$ terminal of $b^j_l$ to the $IN^0$ of $b^j_{l+1}$ for all $l \in [n−1]$ and all $i \in [\sqrt{t}]$.

4. Add a vertex $\text{start}$ and a vertex $\text{end}$ and the arc ($\text{end}$, $\text{start}$).

5. Let $r := \sqrt{t} − 1$, add $2r$ tuples of vertices, $x_i, y_i$ for $i \in [2r]$ and connect $\text{start}$ to $x_1$. Furthermore, add the arcs $(y_i, x_{i+1})$ for $i \in [2r−1]$.

6. For $i \leq r$ we add arcs from $x_i$ to the $IN^0$ terminal of the gadgets $a^i_j, j \in [\sqrt{t}]$. Furthermore we add an arc from $IN^1$ of $a^i_m$ to $y_i$ for all $j \in [\sqrt{t}]$ and $i \in [r]$. When $i > r$ add arcs from $x_i$ to the $IN^0$ terminal of $b^i_l$ for $j \in [\sqrt{t}]$ and connect $IN^1$ of $b^i_0$ to $y_i$.

7. Add a vertex $\text{next}$ and the arc $(y_{2r}, \text{next})$ and an arc from $\text{next}$ to the $IN^1$ terminal of all gadgets $b^i_j$ for $j \in [\sqrt{t}]$.

8. Furthermore, add arcs from $IN^0$ of all gadgets $b^i_j$ to $\text{end}$ for $j \in [\sqrt{t}]$. So for each $B_j$, exactly one vertex has an outgoing arc to $\text{end}$ and one has an incoming arc from $\text{next}$.

This completes the construction of $G'$. A sketch of $G'$ is shown in Figure 3b.
Lemma 13 (⋆). Graph $G'$ has a directed Hamiltonian cycle if and only if at least one of the instances $X_{i,j}$ has a Hamiltonian $s-t$-path.

The number of vertices of $G'$ is $3(m + n)\sqrt{t} + 3 \cdot 2(\sqrt{t} - 1) + 3 = \mathcal{O}(\sqrt{t} \cdot (m + n)) = \mathcal{O}(\sqrt{t} \cdot \max |X_{i,j}|)$. By with Lemma 13 the construction is a degree-2 cross-composition from Hamiltonian $s-t$-paths in Bipartite graphs to Directed Hamiltonian cycle parameterized by the number of vertices, proving the generalized kernel lower bound for the directed problem. Karp [20] gave a polynomial-time reduction that, given an $n$-vertex directed graph $G$, produces an undirected graph $G'$ with $3n$ vertices such that $G$ has a directed Hamiltonian cycle if and only if $G'$ has a Hamiltonian cycle. This is a linear parameter transformation from directed Hamiltonian cycle to Hamiltonian cycle. Since linear-parameter transformations transfer lower bounds [3, 4], we conclude that (Directed) Hamiltonian cycle does not have a generalized kernel of size $\mathcal{O}(n^{2-\varepsilon})$ for any $\varepsilon > 0$. ▶

5 Dominating set

In this section we discuss the Dominating Set problem and its variants. Dom et al. [9] proved several kernelization lower bounds for the variant Red-Blue Dominating Set, which is the variant on bipartite (red/blue colored) graphs in which the goal is to dominate all the blue vertices by selecting a small subset of red vertices. Using ideas from their kernel lower bounds for the parameterization by either the number of red or the number of blue vertices, we prove sparsification lower bounds for (Connected) Dominating Set. Since we parameterize by the number of vertices, the same lower bounds apply to the dual problems Nonblocker and Max Leaf Spanning Tree, resulting in the following theorem.

Theorem 14 (⋆). (Connected) Dominating Set, Nonblocker, and Max Leaf Spanning Tree parameterized by the number of vertices $n$ do not have a generalized kernel of size $\mathcal{O}(n^{2-\varepsilon})$ for any $\varepsilon > 0$, unless $\text{NP} \subseteq \text{coNP}/\text{poly}$. ▶

The proof is deferred to the complete version [19] due to space restrictions. Just as the sparsification lower bounds for Vertex Cover that were presented by Dell and van Melkebeek [8] had implications for the parameterization by the solution size $k$, Theorem 14 has implications for the kernelization complexity of $k$-Nonblocker and $k$-Max Leaf.
Since the solution size $k$ never exceeds the number of vertices in this problem, a kernel with $O(k^{2-\epsilon})$ edges would give a nontrivial sparsification, contradicting Theorem 14. Hence our results show that the existing linear-vertex kernels for $k$-NONBLOCKER [6] and $k$-MAX LEAF [11] cannot be improved to $O(k^{2-\epsilon})$ edges unless $\text{NP} \subseteq \text{coNP}/\text{poly}$.

## 6 d-Hypergraph 2-Colorability and d-NAE-SAT

The goal of this section is to give a nontrivial sparsification algorithm for $\text{NAE-sat}$ and prove a matching lower bound. For ease of presentation, we start by analyzing the closely related hypergraph $2$-colorability problem. Recall that a hypergraph consists of a vertex set $V$ and a set $E$ of hyperedges; each hyperedge $e \in E$ is a subset of $V$. A $2$-coloring of a hypergraph is a function $c: V \rightarrow \{1, 2\}$; such a coloring is proper if there is no hyperedge whose vertices all obtain the same color. We will use $d$-HYPERGRAPH $2$-COLORABILITY to refer to the setting where hyperedges have size at most $d$. The corresponding decision problem asks, given a hypergraph, whether it is $2$-colorable.

**Theorem 15.** $d$-HYPERGRAPH $2$-COLORABILITY parameterized by the number of vertices $n$ has a kernel with $2 \cdot n^{d-1}$ hyperedges that can be encoded in $O(n^{d-1} \cdot d \cdot \log n)$ bits.

**Proof.** Suppose we are given a hypergraph with vertex set $V$ and hyperedges $E$, where each hyperedge contains at most $d$ vertices. We show how to reduce the number of hyperedges without changing the 2-colorability status. Let $E_r \subseteq E$ denote the set of edges in $E$ that contain exactly $r$ vertices. For each $E_r$, we construct a set $E_r' \subseteq E_r$ of representative hyperedges. Enumerate the edges in $E_r$ as $e_1^r, \ldots, e_{r}^r$. We construct a $(0, 1)$-matrix $M_r$ with $N := \binom{n}{r-1}$ rows and $k$ columns. Consider all possible subsets $A_1, \ldots, A_N$ of size $r - 1$ of the set of vertices $V$. Define the elements $m_{i,j}$ for $i \in N$ and $j \in k$ of $M_r$ as follows.

$$m_{i,j} := \begin{cases} 1 & \text{if } A_i \subseteq e_j^r; \\ 0 & \text{otherwise.} \end{cases}$$

Using Gaussian elimination, compute a basis $B$ of the columns of this matrix, which is a subset of the columns that span the column space of $M_r$. Let $E'_r$ contain edge $e_j^r$ if the $i$'th column of $M_r$ is contained in $B$, and define $E' := \bigcup_{r \le d} E'_r$, which forms the kernel. Using a lemma due to Lovász [21], we can prove that $E'$ preserves the 2-colorability status.

**Lemma 16 (⋆).** $(V, E)$ has a proper 2-coloring $\iff (V, E')$ has a proper 2-coloring.

To bound the size of the kernel, consider the matrix $M_r$ for $r \in [d]$. Its rank is bounded by the minimum of its number of rows and columns, which is at most $\binom{n}{r-1} \le n^{r-1}$. As such, we get $|E'_r| \le \text{rank}(M_r) \le n^{r-1}$. Note that $d \le n$, such that $|E'| \le \sum_{r=1}^{d} n^{r-1} = n^{d-1} + \sum_{r=1}^{d-1} n^{r-1} \le 2 \cdot n^{d-1}$. So $E'$ contains at most $2n^{d-1}$ hyperedges. Since a hyperedge consists of at most $d$ vertices, the kernel can be encoded in $O(n^{d-1} \cdot d \cdot \log n)$ bits. 

By a folklore reduction, Theorem 15 gives a sparsification for $\text{NAE-sat}$. Consider an instance of $d$-NAE-SAT, which is a conjunction of clauses of size at most $d$ over variables $x_1, \ldots, x_n$. The formula gives rise to a hypergraph on vertex set $\{x_i, \neg x_i \mid i \in [n]\}$ containing one hyperedge per clause, whose vertices correspond to the literals in the clause. When additionally adding $n$ hyperedges $\{x_i, \neg x_i\}$ for $i \in [n]$, it is easy to see that the resulting hypergraph is 2-colorable if and only if there is a NAE-satisfying assignment to the formula. The maximum size of a hyperedge matches the maximum size of a clause and the number of created vertices is twice the number of variables. We can therefore sparsify an $n$-variable
instance of $d$-NAE-SAT in the following way: reduce it to a $d$-hypergraph with $n' := 2n$ vertices and apply the kernelization algorithm of Theorem 15. It is easy to verify that restricting the formula to the representative hyperedges in the kernel gives an equisatisfiable formula containing $2 \cdot (n')^{d-1} \in O((2^{d-1} n^{d-1})$ clauses, giving a sparsification for NAE-SAT. As mentioned in the introduction, the existence of a linear-parameter transformation [18] from $d$-CNF-SAT to $(d+1)$-NAE-SAT also implies a sparsification lower bound for $d$-NAE-SAT, using the results of Dell and van Melkebeek [8]. Hence we obtain the following theorem.

**Theorem 17.** For every fixed $d \geq 4$, the $d$-NAE-SAT problem parameterized by the number of variables $n$ has a kernel with $O(n^{d-1})$ clauses that can be encoded in $O(n^{d-1} \log n)$ bits, but admits no generalized kernel of size $O(n^{d-1-\varepsilon})$ for $\varepsilon > 0$ unless $\text{NP} \subseteq \text{coNP/poly}$. 

7 Conclusion

We have added several classic graph problems to a growing list of problems for which non-trivial polynomial-time sparsification is provably impossible under the assumption that $\text{NP} \not\subseteq \text{coNP/poly}$. Our results for (Connected) Dominating Set proved that the linear-vertex kernels with $\Theta(k^2)$ edges for $k$-Nonblocker and $k$-Max Leaf Spanning Tree cannot be improved to $O(k^{2-\varepsilon})$ edges unless $\text{NP} \subseteq \text{coNP/poly}$.

The graph problems for which we proved sparsification lower bounds can be defined in terms of vertices: the 4-COLORING problem asks for a partition of the vertex set into four independent sets, Dominating Set asks for a dominating subset of vertices, and Hamiltonian Cycle asks for a permutation of the vertices that forms a cycle. In contrast, not much is known concerning sparsification lower bounds for problems whose solution is an edge subset of possibly quadratic size. For example, no sparsification lower bounds are known for well-studied problems such as Max Cut, Cluster Editing, or Feedback Arc Set in Tournaments. Difficulties arise when attempting to mimic our lower bound constructions for such edge-based problems. Our constructions all embed $t$ instances into a $2 \times \sqrt{t}$ table, using each combination of a cell in the top row and bottom row to embed one input. For problems defined in terms of edge subsets, it becomes difficult to “turn off” the contribution of edges that are incident on vertices that do not belong to the two cells that correspond to a yes-instance among the inputs to the OR-construction. This could be interpreted as evidence that edge-based problems such as Max Cut might admit non-trivial polynomial sparsification. We have not been able to answer this question in either direction, and leave it as an open problem. For completeness, we point out that Karp’s reduction [20] from Vertex Cover to Feedback Arc Set (which only doubles the number of vertices) implies, using existing bounds for Vertex Cover [8], that Feedback Arc Set does not have a compression of size $O(n^{2-\varepsilon})$ unless $\text{NP} \subseteq \text{coNP/poly}$.

Another problem whose compression remains elusive is 3-COLORING. In several settings (cf. [12]), the optimal kernel size matches the size of minimal obstructions in a problem-specific partial order. This is the case for $d$-NAE-SAT, whose kernel with $O(n^{d-1})$ clauses matches the fact that critically 3-chromatic $d$-uniform hypergraphs have at most $O(n^{d-1})$ hyperedges. Following this line of reasoning, it is tempting to conjecture that 3-COLORING does not admit subquadratic compressions: there are critically 4-chromatic graphs with $\Theta(n^2)$ edges [23].

The kernel we have given for $d$-NAE-SAT is one of the first examples of non-trivial polynomial-time sparsification for general structures that are not planar or similarly guaranteed to be sparse. Obtaining non-trivial sparsification algorithms for other problems is an interesting challenge for future work. Are there natural problems defined on general graphs that admit subquadratic sparsification?
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Abstract

One of the most famous algorithmic meta-theorems states that every graph property that can be defined by a sentence in counting monadic second order logic (CMSOL) can be checked in linear time for graphs of bounded treewidth, which is known as Courcelle’s Theorem [6]. These algorithms are constructed as finite state tree automata, and hence every CMSOL-definable graph property is recognizable. Courcelle also conjectured that the converse holds, i.e. every recognizable graph property is definable in CMSOL for graphs of bounded treewidth. We prove this conjecture for $k$-outerplanar graphs, which are known to have treewidth at most $3k - 1$ [2].
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1 Introduction

A seminal result from 1990 by Courcelle states that for every graph property $P$ that can be formulated in a language called counting monadic second order logic (CMSOL), and each fixed $k$, there is a linear time algorithm that decides $P$ for a graph given a tree decomposition of width at most $k$ [6] (while similar results were discovered by Arnborg et al. [1] and Borie et al. [4]). Counting monadic second order logic generalizes monadic second order logic (MSOL) with a collection of predicates testing the size of sets modulo constants. Courcelle showed that this makes the logic strictly more powerful [6]. The algorithms constructed in Courcelle’s proof have the shape of a finite state tree automaton and hence we can say that CMSOL-definable graph properties are recognizable (or, equivalently, regular or finite-state). Courcelle’s Theorem generalizes one direction of a classic result in automata theory by
Büchi, which states that a language is recognizable, if and only if it is MSOL-definable [5]. Courcelle conjectured in 1990 that the other direction of Büchi’s result can also be generalized for graphs of bounded treewidth in CMSOL, i.e. that each recognizable graph property is CMSOL-definable.

This conjecture is still regarded to be open. Its claimed resolution by Lapoire [18] is not considered to be valid by several experts. In the course of time proofs were given for the classes of trees and forests [6], partial 2-trees [7], partial 3-trees and $k$-connected partial $k$-trees [16]. A sketch of a proof for graphs of pathwidth at most $k$ appeared at ICALP 1997 [15]. Very recently, one of the authors proved, in collaboration with Heggernes and Telle, that Courcelle’s Conjecture holds for partial $k$-trees without chordless cycles of length at least $\ell$ [3].

By the results presented in this paper, we add the class of $k$-outerplanar graphs to this list. In particular, we first prove the conjecture for 3-connected $k$-outerplanar graphs and then generalize this result to all $k$-outerplanar graphs, based on the decomposition of a connected graph into its 3-connected components, discovered by Tutte [19] and shown to be definable in monadic second order logic by Courcelle [10].

The rest of the paper is organized as follows. In Section 2 we give the basic definitions and review the concepts involved in our proofs. We present the main result in Section 3 and conclude in Section 4.

For details of the proofs of the results given in this text, the reader is referred to the full version of the paper [14].

## 2 Preliminaries

### Graphs and Tree Decompositions

Throughout the paper, a graph $G = (V, E)$ with vertex set $V$ and edge set $E$ is undirected, connected and simple. We denote the subgraph relation by $G \subseteq H$ and for a set $W \subseteq V$, $G[W]$ denotes the induced subgraph over $W$ in $G$, so $G[W] = (W, E \cap (W \times W))$. We call a set $C \subseteq V$ a cut of $G$, if $G[V \setminus C]$ is disconnected. An $\ell$-cut of $G$ is a cut of size $\ell$. A set $S \subseteq V$ is said to be incident to an $\ell$-cut $C$, if $C \subset S$. We call a graph $\ell$-connected, if it does not contain a cut of size at most $\ell - 1$.

We now define the class of $k$-outerplanar graphs and some central notions used extensively throughout the rest of the paper.

> **Definition 1** ([Planar) Embedding). A drawing of a graph in the plane is called an embedding. If no pair of edges in this drawing crosses, then it is called planar.

> **Definition 2** ($k$-Outerplanar Graph). Let $G = (V, E)$ be a graph. $G$ is called a planar graph, if there exists a planar embedding of $G$. An embedding of a graph $G$ is 1-outerplanar, if it is planar, and all vertices lie on the exterior face. For $k \geq 2$, an embedding of a graph $G$ is $k$-outerplanar, if it is planar, and when all vertices on the outer face are deleted, then one obtains a $(k - 1)$-outerplanar embedding of the resulting graph. If $G$ admits a $k$-outerplanar embedding, then it is called a $k$-outerplanar graph.

> **Definition 3** (Fundamental Cycle). Let $G = (V, E)$ be a graph with maximal spanning forest $T = (V, F)$. Given an edge $e = \{v, w\}, e \in E \setminus F$, its fundamental cycle is the cycle which is formed by the unique path from $v$ to $w$ in $F$ together with the edge $e$.

> **Definition 4** (Tree Decomposition, Treewidth). A tree decomposition of a graph $G = (V, E)$ is a pair $(T, X)$ of a tree $T = (N, F)$ and an indexed family of vertex sets $(X_t)_{t \in N}$ (called bags), such that the following properties hold.
(i) Each vertex \( v \in V \) is contained in at least one bag.
(ii) For each edge \( e \in E \) there exists a bag containing both endpoints.
(iii) For each vertex \( v \in V \), the bags in the tree decomposition that contain \( v \) form a subtree of \( T \).

The width of a tree decomposition is the size of the largest bag minus 1 and the treewidth of a graph is the minimum width of all its tree decompositions. We might sometimes refer to graphs of treewidth at most \( k \) as partial \( k \)-trees.\(^1\)

To avoid confusion, in the following we will refer to elements of \( N \) as nodes and elements of \( V \) as vertices. Sometimes, to shorten the notation, we might not differ between the terms node and bag in a tree decomposition.

We use the following notation. If \( P \) denotes a graph property (e.g. a graph contains a Hamiltonian cycle), then by \( 'P(G)' \) we express that a graph \( G \) has property \( P \).

**Monadic Second Order Logic of Graphs**

We now define counting monadic second order logic of graphs \( G = (V, E) \), using terminology from [4] and [16]. Variables in this predicate logic are either single vertices/edges or vertex/edge sets. We form predicates by joining atomic predicates (vertex equality \( v = w \), vertex membership \( v \in V \), edge membership \( e \in E \) and vertex-edge incidence \( \text{Inc}(v, e) \)) via negation \( \neg \), conjunction \( \land \), disjunction \( \lor \), implication \( \Rightarrow \) and equivalence \( \Leftrightarrow \) together with existential quantification \( \exists \) and universal quantification \( \forall \) over variables in our domain \( V \cup E \).

To extend this monadic second order logic (MSOL) to counting monadic second order logic (CMSOL), one additionally allows the use of predicates \( \text{mod}_{p,q}(S) \) for sets \( S \), which are true, if and only if \( |S| \mod q = p \), for constants \( p \) and \( q \) (with \( p < q \)).

Let \( \phi \) denote a predicate without unquantified (so-called free) variables constructed as explained above and \( G \) be a graph. We call \( \phi \) a sentence and denote by \( G \models \phi \) that \( \phi \) yields a truth assignment when evaluated with the graph \( G \).

**Definition 5 (Definable Graph Properties).** Let \( P \) denote a graph property. We say that \( P \) is \((C)MSOL\)-definable, if there exists a \((C)MSOL\)-sentence \( \phi_P \) such that

\[
P(G) \iff G \models \phi_P.
\]

We distinguish between two types of free variables. Consider a predicate \( \phi \) with free variables \( x_1, \ldots, x_p \). A subset of \( x_1, \ldots, x_p \), say \( x_1, \ldots, x_a \) (where \( a \leq p \)), can be considered its arguments, and the variables \( x_{a+1}, \ldots, x_p \) are its parameters. We denote this predicate as \( \phi(x_1, \ldots, x_a) \), i.e. its parameters do not appear in the notation. We illustrate the difference between arguments and parameters in the following example.

**Example 6.** Let \( P \) denote the property that a graph has a \( k \)-coloring and \( \phi_{\text{col}}(v, w) \) a predicate, which is true, if and only if a vertex \( v \) has a lower numbered color than \( w \) in a given coloring. Then \( \phi_{\text{col}} \) has two arguments, vertices \( v \) and \( w \), and \( k \) parameters, the \( k \) color classes. Clearly, the choice of the parameters influences the evaluation of \( \phi_{\text{col}} \), but in most applications of parameters for predicates, it is sufficient to show that one can guess some variables of the evaluation graph to define a property.

\(^1\) For several characterizations of graphs of treewidth at most \( k \), see e.g. [2, Theorem 1]
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- **Definition 7** ((Existentially) Definable Relations). Let \(R(x_1, \ldots, x_r)\) denote a relation with arguments \(x_1, \ldots, x_r\). We say that \(R\) is (C)MSOL-definable, if there exists a parameter-free predicate \(\phi_R(x_1, \ldots, x_r)\), encoding the relation \(R\). Furthermore we call \(R\) existentially (C)MSOL-definable, if there exists a predicate \(\phi_R(x_1, \ldots, x_r)\) with parameters \(x_1, \ldots, x_p\), which, after substituting the parameters by fixed values in the evaluation graph, encodes the relation \(R\).

A central concept used in this paper is an implicit representation of tree decompositions in monadic second order logic, as we cannot refer to its bags and edges as variables in MSOL directly. We have to define predicates, which encode the construction of a tree decomposition of each member of a given graph class. We require two types of predicates. The Bag-predicates will allow us to verify whether a vertex is contained in some bag and whether any vertex set in the graph constitutes a bag in its tree decomposition. Each bag will be associated with either a vertex or an edge in the underlying graph (its witness) together with some type, whose definition depends on the graph class under consideration. The Parent-predicate allows for identifying edges in the tree decomposition, i.e. for any two vertex sets \(S_p\) and \(S_c\), this predicate will be true if and only if both \(S_p\) and \(S_c\) are bags in the tree decomposition and \(S_p\) is the bag corresponding to the parent node of \(S_c\).

- **Definition 8** (MSOL-definable tree decomposition). A tree decomposition \((T = (N, F), X)\) of a graph \(G = (V, E)\) is called existentially MSOL-definable, if the following are existentially MSOL-definable (with parameters \(x_1, \ldots, x_p\) for some constant \(p\)).
  
  (i) Each bag \(X_p, p \in N\) in the tree decomposition is associated with either a vertex \(v \in V\) or an edge \(e \in E\) (called its witness) and can be identified by one of the following predicates (where \(S \subseteq V\) and \(s\) and \(t\) are constants).
    
    (a) \(\text{Bag}_{\tau_i}(v, S)\): The vertex set \(S\) forms a bag in the tree decomposition of \(G\), i.e. \(S = X_p\) for some \(p \in N\), it is of type \(\tau_i\) \((1 \leq i \leq t)\) and its witness is \(v\).
    
    (b) \(\text{Bag}_{\sigma_i}(e, S)\): The vertex set \(S\) forms a bag in the tree decomposition of \(G\), i.e. \(S = X_p\) for some \(p \in N\), it is of type \(\sigma_i\) \((1 \leq i \leq s)\) and its witness is \(e\).
  
  (ii) Each edge in \(F\) can be identified with a predicate \(\text{Parent}(S_p, S_c)\), where \(S_p, S_c \subseteq V\): The vertex sets \(S_p\) and \(S_c\) form bags in \((T, X)\), i.e. \(S_p = X_p\) and \(S_c = X_c\) for some \(p, c \in N\), and \(p\) is the parent node of \(c\) in \(T\).

- **Lemma 9.** Let \((T, X)\) be an existentially MSOL-definable tree decomposition with parameters \(x_1, \ldots, x_p\). There exists a predicate \(\phi\) with zero parameters and \(p\) arguments, which is true if and only if the predicates \(\text{Bag}_{\tau_1}, \ldots, \text{Bag}_{\tau_t}, \text{Bag}_{\sigma_1}, \ldots, \text{Bag}_{\sigma_s}\) and \(\text{Parent}\) describe a width-\(k\) rooted tree decomposition of an evaluation graph \(G\).

  **Proof.** The proof can be done analogously to the proof of Lemma 4.7 in [16].

A fundamental result about definable graph properties, which we use extensively throughout our proofs, states that one can define any edge orientation of partial \(k\)-trees in MSOL. For an in-depth study of MSOL-definable edge orientations on graphs, see [9].

- **Lemma 10** (Lemma 4.8 in [16]). Any direction over a subset of the edges of an undirected graph of treewidth at most \(k\) is existentially MSOL-definable with \(k + 2\) parameters.
Tree Automata for Graphs of Bounded Treewidth

We briefly review the concept of tree automata and recognizability of graph properties for graphs of bounded treewidth. For an introduction to the topic we refer to [13, Chapter 12]. For the formal details of the following notions, the reader is referred to [16].

A tree automaton $A$ is a finite state machine accepting as an input a tree structure over an alphabet $\Sigma$ as opposed to words in classical word automata. Formally, $A$ is a triple $(Q, Q_{Acc}, f)$ of a set of states $Q$, a set of accepting states $Q_{Acc} \subseteq Q$ and a transition function $f$, deriving the state of a node in the input tree $T$ from the states of its children and its own symbol $s \in \Sigma$. $T$ is accepted by $A$, if the state of the root node of $T$ is an element of the accepting states $Q_{Acc}$.

To recognize a graph property on graphs of treewidth at most $k$, one encodes a rooted width-$k$ tree decompositions as a labeled tree over a special type of alphabet, in the following denoted by $\Sigma_k$ (see Definition 3.5, Proposition 3.6 in [16]). We say that a tree automaton over such an alphabet processes width-$k$ tree decompositions.

> **Definition 11** (Recognizable Graph Properties). Let $P$ denote a graph property. We call $P$ recognizable (for graphs of treewidth at most $k$), if there exists a tree automaton $A_P$ processing width-$k$ tree decompositions, such that following are equivalent.

(i) $(T, X)$ is a width-$k$ tree decomposition of a graph $G$ with $P(G)$.

(ii) $A_P$ accepts (the labeled tree over $\Sigma_k$ corresponding to) $(T, X)$.

Kaller has shown that Courcelle’s Conjecture follows immediately from the construction of an MSOL-definable tree decomposition.

> **Lemma 12** (Lemma 5.4 in [16]). Let $P$ denote a graph property, which is recognizable for graphs of bounded treewidth. Suppose that there is an MSOL-definable tree decomposition of width at most $k$ for any partial $k$-tree $G$. Then, one can write a CMSOL-sentence $\Phi$, such that $G \models \Phi$ if and only if $P(G)$.

### The Main Result

Bodlaender has shown that every $k$-outerplanar graph has treewidth at most $3k - 1$ [2, Theorem 83], using the following properties of maximal spanning forests of a graph.

> **Definition 13** (Vertex and Edge Remember Number). Let $G = (V, E)$ be a graph with maximal spanning forest $T = (V, F)$. The vertex remember number of $G$ (with respect to $T$), denoted by $vr(G, T)$, is the maximum number over all vertices $v \in V$ of fundamental cycles that use $v$. Analogously, we define the edge remember number, denoted by $er(G, T)$.

In particular, Bodlaender gave a constructive proof that the treewidth of a graph is bounded by at most $\max\{vr(G, T), er(G, T) + 1\}$ [2, Theorem 71]. The idea of the proof is to create a bag for each vertex and edge in the spanning tree, containing the vertex itself (or the two endpoints of the edge, respectively) and one endpoint of each edge, whose fundamental cycle uses the corresponding vertex/edge. The tree structure of the decomposition is inherited by the structure of the spanning tree. He then showed, that in a $k$-outerplanar graph $G$ one can split the vertices of degree $d > 3$ into a path of $d - 2$ vertices of degree three without increasing the outerplanarity index of $G$ (the so-called vertex expansion step). In this expanded graph $G'$ one can find a spanning tree of vertex remember number at most $3k - 1$ and edge remember number at most $2k$ [2, Lemmas 81 and 82]. Using [2, Theorem 71], this yields a tree decomposition of width at most $3k - 1$ for $G'$ and by simple replacements
one finds a tree decomposition for $G$ of the same width. A constructive proof of finding such a spanning tree was given by Katsikarelis [17].

The major challenge of defining such a tree decomposition in MSOL lies in the vertex expansion step, since one cannot use artificially created vertices and edges as variables in MSOL-predicates. We give an implicit representation of this step in Section 3.1. We show how to construct an existentially MSOL-definable tree decomposition of a 3-connected $k$-outerplanar graph in Section 3.2 and for the general case of $k$-outerplanar graphs in Section 3.3.

### 3.1 An Implicit Representation of the Vertex Expansion Step

We first define the partition of the vertex set of a $k$-outerplanar graph into the layers resulting from repeatedly removing the vertices on the outer face.

**Definition 14 (Stripping Layer of a $k$-Outerplanar Graph).** Let $G$ be a $k$-outerplanar graph. Removing the vertices on the outer face of an embedding of $G$ is called the stripping step. When applied repeatedly, the set of vertices being removed in the $i$-th stripping step is called the $i$-th stripping layer of $G$, where $1 \leq i \leq k$.

**Lemma 15.** Let $G = (V, E)$ be a $k$-outerplanar graph. The partition of $V$ into the stripping layers of $G$ is existentially MSOL-definable with $k$ parameters.

To avoid increasing the outerplanarity index of a graph during the expansion of a vertex, we need the notion of layer numbers.

**Definition 16 (Layer Number).** Let $G = (V, E)$ be a planar graph. The layer number of a face is defined in the following way. The outer face gets layer number 0. Then, for each other face, we let the layer number be one higher than the minimum layer number of all its adjacent faces.\(^2\)

The expansion step does not preserve facial adjacency, so in order to not increase the outerplanarity index of the graph, one makes sure that all faces are adjacent to a face with lowest layer number. We illustrate the expansion step of a vertex in Figure 1.

Following the ideas of the proofs given in [2, Section 13], we define another type of remember number.

**Definition 17 (Face Remember Number, Face Remember Set).** Let $G = (V, E)$ be a planar graph with a given embedding $\mathcal{E}$ and $T = (V, F)$ a maximal spanning forest of $G$. The face

\(^2\) Unless stated otherwise, we call two faces adjacent, if they share an incident vertex.
remember number of $G$ w.r.t. $T$, denoted by $fr(G, T)$ is the maximum number of fundamental cycles $C$ of $G$ given $T$, such that $bd_E(f) \cap E(C) \neq \emptyset$, where $bd_E(f)$ denotes the boundary edges of a face $f$, over all faces $f$ in $E$, except the outer face. Given a face $f \in \mathcal{E}$, we call the set of edges, whose fundamental cycles intersect the boundary of $f$ the face remember set.

In the following, we denote by $G$ a $k$-outerplanar graph (before expansion) and by $G'$ the graph obtained by expanding vertices of degree $d > 3$. Consider the vertex $v_1$ in Figure 1b and let $e$ be an edge whose fundamental cycle $C_e$ uses $v_1$ in some spanning tree of $G'$. We observe that $C_e$ intersects with one of the face boundaries of $f_1$, $f_2$ or $f_3$. Since $v_1$ is a vertex in the expanded graph, we know that in each tree decomposition based on a spanning tree of $G'$ there will be a bag containing one endpoint of each edge, whose fundamental cycle intersects with the face boundary of $f_1$, $f_2$ or $f_3$. Using this observation, we can also show that one can find a tree decomposition of a planar graph, whose width is bounded by the edge and face remember number of one of its spanning trees.

Lemma 18. Let $G = (V, E)$ be a planar graph with spanning tree $T = (V, F)$. The treewidth of $G$ is at most $\max\{er(G, T) + 1, 3 \cdot fr(G, T)\}$.

Lemma 19. Let $G = (V, E)$ be a $k$-outerplanar graph. There exists a spanning tree $T = (V, F)$ of $G$ with $er(G, T) \leq 2k$ and $fr(G, T) \leq k$.

Proof. The proof can be done analogously to the proof of Lemma 81 in [2].

3.2 3-Connected $k$-Outerplanar Graphs

In the previous section we showed that one can construct a tree decomposition of a $k$-outerplanar graph $G$, whose width is bounded by the edge and face remember number of $G$. We will now use these results to show that the construction of such a tree decomposition is existentially MSOL-definable, if we restrict ourselves to 3-connected $k$-outerplanar graphs.

A classic result by Whitney states that every 3-connected planar graph has a unique embedding [21] (up to the choice of the outer face). Reconstructing this proof, Diestel has shown that the face boundaries of this embedding can be characterized in strictly combinatorial terms.

Proposition 20 (Proposition 4.2.7 in [12]). The face boundaries of a 3-connected planar graph are precisely its non-separating induced cycles.\(^3\)

We immediately find the following.

Proposition 21. The face boundaries of a 3-connected planar graph are MSOL-definable.

Using these observations, we can define predicates encoding an ordering on the incident edges of each vertex.

Lemma 22. Let $G = (V, E)$ be a 3-connected $k$-outerplanar graph, $v \in V$ with $\deg(v) > 3$ and $e_A \in E$ an incident edge, called its anchor. There exists an ordering $nb_C(e, f)$, which mimics a clockwise (or counter-clockwise) traversal (in the unique embedding of $G$) on all incident edges of $v$, starting at $e_A$, which is existentially MSOL-definable with two parameters $e_A$ and $e'_A \in E$.

\(^3\) Let $G = (V, E)$ be a connected graph. A vertex set $W \subseteq V$ is called non-separating induced cycle, if $G[W]$ is a cycle and $G[V \setminus W]$ is connected.
Note that one can lead an alternative proof of Lemma 22, using the notion of rotation systems, introduced in [11]. Furthermore one can see that the relation \( \text{nb}_<(e, f) \) is existentially MSOL-definable for a graph \( G \) (and not just a single vertex) by replacing the parameters in the formulation of Lemma 22 with the corresponding edge set equivalents.

The construction of the tree decomposition in the proof of the following lemma can be summarized as follows. Given a \( k \)-outerplanar graph \( G = (V, E) \), one guesses a directed spanning tree \( T = (V, F) \) and then constructs a part of the tree decomposition for each vertex \( v \in V \) in the following manner. For each incident edge \( e \in E \) of \( v \) we create one bag which contains one vertex for each edge, whose fundamental cycle uses \( e \) and one endpoint of each edge in the face remember set of one fixed incident face of \( v \) with minimum layer number. Additionally, for each edge \( f \in F \) in the spanning tree of \( G \) one creates a bag which contains one endpoint of each edge whose fundamental cycle uses \( f \). We make two bags adjacent, if they either are created due to the same edge in \( G \) or if their corresponding edges \( e, f \in E \) are direct neighbors in the ordering \( \text{nb}_<(e, f) \). For details of the proof the reader is referred to the full text of the paper [14].

\[\text{Lemma } 23. \text{ Let } G = (V, E) \text{ be a } 3\text{-connected } k\text{-outerplanar graph. } G \text{ admits an existentially MSOL-definable tree decomposition of width at most } 3k \text{ and maximum degree } 3 \text{ with } 4k+3 \text{ parameters.}\]

3.3 Implications of Hierarchical Graph Decompositions to Courcelle’s Conjecture

A block decomposition of a connected graph \( G \) is a tree decomposition, whose bags contain either the endpoints of a single edge or the vertex set of a maximal 2-connected subgraph\(^4\) of \( G \) (called the blocks of \( G \)) or a cut-vertex of \( G \) (called the cuts) by making a block-bag adjacent to a cut-bag \( \{v\} \) if the block bag contains \( v \) (see e.g. Section 2.1 in [12]).

Analogously, Tutte showed that given a 2-connected graph (or a block of a connected graph) one can find a 3-block decomposition into its 2-cuts and 3-blocks, the latter of which are vertex sets of either 3-connected graphs or cycles (but not necessarily subgraphs of \( G \), see below), which can be joined in a tree structure in the same way [19, Chapter 11] [20, Section IV.3]. Courcelle showed that both of these decompositions of a graph are MSOL-definable [10] and also proved that one can find an MSOL-definable tree decomposition of width 2, if all 3-blocks of a graph are cycles [10, Corollary 4.11]. In this section, we will use these methods to prove Courcelle’s Conjecture for \( k \)-outerplanar graphs by showing that the results of the previous section can be applied to define tree decompositions of 3-connected 3-blocks of a \( k \)-outerplanar graph.

We will refer to a block decomposition of a graph \( G \), whose 2-connected blocks are replaced by their 3-block decompositions as the hierarchical decomposition of \( G \) (cf. [10], for an example see Figure 2). For details of how the bags in the resulting decomposition are connected, the reader is referred to the full text of the paper [14].

\[\text{Definition } 24 \text{(3-Block). Let } G = (V, E) \text{ be a 2-connected graph, } S \text{ a set of 2-cuts of } G \text{ and } W \subseteq V \text{. A graph } H = (W, F) \text{ is called a } 3\text{-block, if it can be obtained by taking the induced subgraph of } W \text{ in } G \text{ and for each incident 2-cut } S = \{x, y\} \in S, \text{ adding the edge } \{x, y\} \text{ to } F \text{ (if it is not already present), plus one of the following holds.}\]

\(^4\) Let \( G = (V, E) \) be a graph and \( W \subseteq V \). \( H = G[W] \) is called a maximal 2-connected subgraph of \( G \), if \( G[W] \) is 2-connected and for all \( W' \supseteq W \), \( G[W'] \) is not 2-connected.
(1) $H$ is a cycle of at least three vertices.

(ii) $H$ is a 3-connected graph (referred to as a 3-connected 3-block).

**Definition 25 (Tutte Decomposition).** Let $G = (V,E)$ be a 2-connected graph. A tree decomposition $(T = (N,F),X)$ is called a Tutte decomposition of $G$, if the following hold.

(i) For each $t \in N$, $X_t$ is either a 2-cut (called the cut bags) or the vertex set of a 3-block (called the block bags).

(ii) Each edge $f \in F$ is incident to precisely one cut bag.

(iii) Each cut bag is adjacent to precisely two block bags.

(iv) Let $t \in N$ denote a cut node with vertex set $X_t$. Then, $t$ is adjacent to each block node $t'$ with $X_t \subset X_{t'}$.

Tutte has shown that additional restrictions can be formulated on the choice of the set of 2-cuts, such that the resulting decomposition is unique for each graph (for details see the above mentioned literature). In the following, when we refer to the Tutte decomposition of a graph, we always mean the one that is unique in this sense, which is also the one that Courcelle defined in his work [10].

**Lemma 26.** Let $G = (V,E)$ be a 2-connected graph with Tutte decomposition $(T,X)$. $G$ is $k$-outerplanar, if and only if all 3-connected 3-blocks of $(T,X)$ are at most $k$-outerplanar.

The proof of the previous lemma gives the following consequences.

**Corollary 27.** Let $G$ be a 2-connected graph with Tutte decomposition $(T,X)$.

(i) If $G$ is a partial $k$-tree, then the 3-connected 3-blocks of $(T,X)$ are partial $k$-trees.

(ii) If $G$ is planar, then the 3-connected 3-blocks of $(T,X)$ are planar.

(iii) If $G$ is $H$-minor free, then the 3-connected 3-blocks of $(T,X)$ are $H$-minor free, where $H$ is a set of fixed graphs.

Replacing Edge Quantification by Vertex Quantification

As discussed above, a 3-block is in general not a subgraph of a graph $G$, as we add edges between the 2-cuts of the Tutte decomposition to turn the 3-blocks into cycles or 3-connected graphs. Since these absent edges cannot be used as variables in MSOL-predicates (which would make our logic non-monadic), we need to find another way to quantify over them.

In [8], Courcelle discusses several structures over which one can define monadic second order logic of graphs, which we will now review.
Definition 28 (cf. Definition 1.7 in [8]). Let $G = (V, E)$ be a graph. We associate with $G$ two relational structures, denoted by $|G|_1 = (V, \text{edg})$ and $|G|_2 = (V \cup E, \text{edg}')$.

(i) $(C)\text{MSOL}$-predicates over $|G|_1$ only use vertices or vertex sets as variables and we have that $\text{edg}(x,y)$ is true for $x,y \in V$, if and only if there is some edge $e = \{x,y\} \in E$.

$(C)\text{MSOL}$-predicates over $|G|_2$ use both vertices and edges and vertex and edge sets as variables. Furthermore, $\text{edg}'(e,x,y)$ is true if and only if $e = \{x,y\}$ and $e \in E$.

(ii) If we can express a graph property in the structure $|G|_1$, we call it $1$-definable and if we can express a graph property in the structure $|G|_2$, we call it $2$-definable.

Clearly, the monadic second order logic we are using throughout this paper is the one represented by the structure $|G|_2$. We use both vertex and edge quantification and one rewrites $\text{Inc}(v,e)$ to $\exists w \text{edg}'(e,v,w)$. Since every $1$-definable property is trivially also $2$-definable, we can conclude that both $1$-definability and $2$-definability imply $(C)\text{MSOL}$-definability in our sense. Some of the main results of [8] can be summarized as follows.

Theorem 29 ([8]). $1$-Definability equals $2$-definability for

(i) partial $k$-trees.

(ii) planar graphs.

(iii) $H$-minor free graphs, where $H$ is a set of fixed graphs.

Hence, by Theorem 29 we know that we can rewrite each formula using vertex and edge quantification to one only using vertex quantification, if a graph is a member of one of the stated graph classes. We will now show that this result can be used to implicitly quantify over virtual edges of a graph, if these virtual edges can be expressed by an (existentially) MSOL-definable relation. (For a similar application of this result, see [10, Problem 4.10].)

Lemma 30. Let $G = (V, E)$ be a graph which is a member of a graph class $C$ as stated in Theorem 29 and let $P$ denote a graph property, which is $2$-definable by a predicate $\phi_P$. Let $E' \subseteq V \times V$ denote a set of virtual edges, such that there is a predicate $\text{edg}_{\text{virt}}(v,w)$, which is true if and only if $\{v,w\}$ is a member of $E'$. Then, $P$ is also $1$-definable for the graph $G' = (V, E \cup E')$, if $G'$ is a member of $C$.

For the specific case of $k$-outerplanar graphs, we can now derive the following.

Corollary 31. Let $G = (V, E)$ be a $k$-outerplanar graph and $P$ a graph property, which is $(C)\text{MSOL}$-definable for $3$-connected $k$-outerplanar graphs. Let $B_3$ denote a $3$-block of $G$, including the virtual edges between all incident $2$-cuts of $B_3$. Then, $P$ is $(C)\text{MSOL}$-definable for $B_3$.

Note that the statements of Lemma 30 and Corollary 31 also hold for existential definability.

Defining the Tree Decomposition of a $k$-Outerplanar Graph

By Corollary 31 we now know that every graph property, which can be defined for a $3$-connected $k$-outerplanar graph, can also be defined for a $3$-block of any $k$-outerplanar graph $G$ (including its virtual edges). However, there are two more steps we have to take to conclude the proof of our main result, which we will discuss in the current section. First, we have to show that if we are given predicates which encode bounded-width tree decompositions for the $3$-connected $3$-blocks of a $k$-outerplanar graph $G$, then we can define predicates which encode a bounded-width tree decomposition of $G$. 
Lemma 32. Let $G = (V, E)$ be a $k$-outerplanar graph. $G$ admits an existentially MSOL-definable tree decomposition of width at most $3k + 3$ with a constant number of parameters, if there exist predicates existentially defining width-3k tree decompositions for the 3-connected 3-blocks of $G$ with a constant number of parameters.

The second obstacle in applying Lemma 23 to define a tree decomposition for $G$ using its (definable) hierarchical graph decomposition is that the number of parameters of all existentially defined predicates has to stay constant. When defining a tree decomposition for a 3-connected $k$-outerplanar graph in MSOL, one first guesses a rooted spanning tree of $G$. To avoid guessing a non-constant number of spanning trees, we will find a set of edges $E_E$, which contains (the edges of) a spanning tree with bounded edge and face remember number for each 3-connected 3-block of $G$. Furthermore we guess one set $R_V$, containing one unique vertex for each 3-connected 3-block of $G$, which we will use as the root of its spanning tree.

Lemma 33. Let $G = (V, E)$ be a planar graph and $G = (V, E \cup E')$ the graph obtained by adding the virtual edges $E'$ of the Tutte decompositions of the 2-connected blocks of $G$ to $G$. Let $T = (V, F)$ be a spanning tree of $G$ with $er(G, T) \leq \lambda$ and $fr(G, T) \leq \mu$. Let $B_3 = (V_{B_3}, E_{B_3})$ be a 3-connected 3-block of $G'$ (including virtual edges) and $T_{B_3} = T[V_{B_3}]$. One can construct from $T_{B_3}$ a spanning tree $T'_{B_3}$ of $B_3$ with $er(B_3, T'_{B_3}) \leq \lambda$ and $fr(B_3, T'_{B_3}) \leq \mu$ by adding edges from $E \cup E'$ to $T_{B_3}$.

We now give an outline of how to complete the proof of our main result. For the technical details, the reader is referred to the full text [14].

We first show that the statement of Lemma 33 also holds for directed spanning trees. It is then trivial to derive the set $R_V$ of roots of the spanning trees of each 3-connected 3-block. Then we prove that both sets are MSOL-definable with a constant number of parameters. Combining these observations with Lemma 32 we can then conclude that $k$-outerplanar graphs admit existentially definable tree decompositions of width at most $3k + 3$.

Now we can apply Lemmas 9 and 12 to $k$-outerplanar graphs and in the light of Courcelle’s Theorem [6] we then have our main result.

Theorem 34. Definability equals recognizability for $k$-outerplanar graphs.

4 Conclusion

In this paper we have shown that recognizability implies definability in counting monadic second order logic for $k$-outerplanar graphs, resolving a special case of a conjecture by Courcelle [6]. Starting at the more restrictive case of 3-connected $k$-outerplanar graphs, we proved that one can use hierarchical graph decompositions to define tree decompositions for general $k$-outerplanar graphs in monadic second order logic. We have also given indications that this technique might be applicable for other graph classes as well (see Corollary 27), depending on how their tree decompositions are defined in MSOL. 3-Connected graphs often have favorable properties when it comes to defining graph properties in MSOL. For example, in our proof we used the fact that the face boundaries of a 3-connected can be expressed in strictly combinatorial terms and are definable in a straightforward way (see Propositions 20 and 21). Hence, we believe that the techniques presented in this paper can be helpful in resolving the conjecture in its general statement.
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Abstract
In this paper, we give a number of new exact algorithms and heuristics to compute linear boolean decompositions, and experimentally evaluate these algorithms. The experimental evaluation shows that significant improvements can be made with respect to running time without increasing the width of the generated decompositions. We also evaluated dynamic programming algorithms on linear boolean decompositions for several vertex subset problems. This evaluation shows that such algorithms are often much faster (up to several orders of magnitude) compared to theoretical worst case bounds.
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1 Introduction

Boolean-width is a recently introduced graph parameter [2]. Similarly to treewidth and other parameters, it measures some structural complexity of a graph. Many NP-hard problems on graphs become easy if some graph parameter is small. We need a derived structure which captures the necessary information of a graph in order to exploit such a small parameter. In the case of boolean-width, this is a binary partition tree, referred to as the decomposition tree. However, computing an optimal decomposition tree is usually a hard problem in itself. A common approach to bypass this problem is to use heuristics to compute decompositions with a low boolean-width.

Algorithms for computing boolean decompositions have been studied before in [16, 8, 10, 5], but in this paper we study the specific case of linear boolean decompositions, which are considered in [1, 8, 10]. Linear decompositions are easier to compute and the theoretical running time of algorithms for solving practical problems is lower on linear decompositions than on tree shaped ones. For instance, vertex subset problems can be solved in $O^*(nec^3)$ due to a dynamic programming algorithm by Bui-Xuan et al. [3], but this can be improved to $O^*(nec^2)$ for linear decompositions. Here, nec is the number of d-neighborhood equivalence classes, i.e., the maximum size of the dynamic programming table.

* The research of the third author was partially funded by the Networks programme, funded by the Dutch Ministry of Education, Culture and Science through the Netherlands Organisation for Scientific Research.
We first give an exact algorithm for computing optimal linear boolean decompositions, improving upon existing algorithms, and subsequently investigate several new heuristics through experiments, improving upon the work by Sharmin [10, Chapter 8]. We then study the practical relevance of these algorithms experimentally by solving an instance of a vertex subset problem, investigating the number of equivalence classes compared to the theoretical worst case bounds. Omitted proofs can be found in the full version of this paper [12].

2 Preliminaries

A graph $G = (V, E)$ of size $n$ is a pair consisting of a set of $n$ vertices $V$ and a set of edges $E$. The neighborhood of a vertex $v \in V$ is denoted by $N(v)$. For a subset $A \subseteq V$ we denote the neighborhood by $N(A) = \bigcup_{v \in A} N(v)$. In this paper we only consider simple, undirected graphs and assume we are given a total ordering on the vertices of a graph $G$. For a subset $A \subseteq V$ we denote the complement by $\overline{A} = V \setminus A$. A partition $(A, \overline{A})$ of $V$ is called a cut of the graph. Each cut $(A, \overline{A})$ of $G$ induces a bipartite subgraph $G[A, \overline{A}]$. The neighborhood across a cut $(A, \overline{A})$ for a subset $X \subseteq A$ is defined as $N(X) \cap \overline{A}$.

**Definition 1 (Unions of neighborhoods).** Let $G = (V, E)$ be a graph and $A \subseteq V$. We define the set of unions of neighborhoods across a cut $(A, \overline{A})$ as

$$\mathcal{UN}(A) = \left\{ N(X) \cap \overline{A} \mid X \subseteq A \right\}.$$

The number of unions of neighborhoods is symmetric for a cut $(A, \overline{A})$, i.e., $|\mathcal{UN}(A)| = |\mathcal{UN}(\overline{A})| = |\mathcal{UN}(\overline{A})|$. Furthermore, for any cut $(A, \overline{A})$ of a graph $G$ it holds that $|\mathcal{UN}(A)| = \#\text{MIS}(G[A, \overline{A}])$, where $\#\text{MIS}(G)$ is the number of maximal independent sets in $G$ [16, Theorem 3.5.5].

**Definition 2 (Decomposition tree).** A decomposition tree of a graph $G = (V, E)$ is a pair $(T, \delta)$, where $T$ is a full binary tree and $\delta$ is a bijection between the leaves of $T$ and vertices of $V$. If $a$ is a node and $L$ are its leaves, we write $\delta(a) = \bigcup_{l \in L} \delta(l)$. So, for the root node $r$ of $T$ it holds that $\delta(r) = V$. Furthermore, if nodes $a$ and $b$ are children of a node $w$, then $(\delta(a), \delta(b))$ is a partition of $\delta(w)$.

In this paper we consider a special type of decompositions, namely linear decompositions.

**Definition 3 (Linear decomposition).** A linear decomposition, or caterpillar decomposition, is a decomposition tree $(T, \delta)$ where $T$ is a full binary tree and for which each internal node of $T$ has at least one leaf as a child. We can define such a linear decomposition through a linear ordering $\pi = \pi_1, \ldots, \pi_n$ of the vertices of $G$ by letting $\delta$ map the $i$-th leaf of $T$ to $\pi_i$.

**Definition 4 (Boolean-width).** Let $G = (V, E)$ be a graph and $A \subseteq V$. The boolean dimension of $A$ is a function $\text{bool-dim} : 2^V \to \mathbb{R}$.

$$\text{bool-dim}(A) = \log_2 |\mathcal{UN}(A)|.$$

Let $(T, \delta)$ be a decomposition of a graph $G$. We define the boolean-width of $(T, \delta)$ as the maximum boolean dimension over all cuts induced by nodes of $(T, \delta)$.

$$\text{boolw}(T, \delta) = \max_{w \in T} \text{bool-dim}(\delta(w))$$

The boolean-width of $G$ is defined as the minimum boolean-width over all possible full decompositions of $G$, while the linear boolean-width of a graph $G = (V(G), E(G))$ of size $n$ is defined as the the minimum boolean-width over all linear decompositions of $G$.

$$\text{boolw}(G) = \min_{(T, \delta) \text{ of } G} \text{boolw}(T, \delta)$$
\[
\text{boolw}(G) = \min_{(T,\delta) \text{ of } G} \text{boolw}(T,\delta)
\]

It is known that for any graph \(G\) it holds that \(\text{boolw}(G) \leq \text{treewidth}(G) + 1\) [16, Theorem 4.2.8]. The linear variant of treewidth is called \(\text{pathwidth}\) [9], or \(\text{pw}\) for short.

**Theorem 5.** For any graph \(G\) it holds that \(\text{boolw}(G) \leq \text{pw}(G) + 1\).

The algorithms in this paper make extensive use of sets and set operations, which can be implemented efficiently by using bitsets. We assume that bitset operations take \(O(n)\) time and need \(O(n)\) space, even though in practice this may come closer to \(O(1)\). If one assumes that these requirements are constant, several time and space bounds in this paper improve by a factor \(n\).

In this paper we assume that the graph \(G\) is connected, since if the graph consists of multiple connected components we can simply compute a linear decomposition for each connected component, after which we glue them together, in any arbitrary order.

### 3 Exact Algorithms

We can characterize the problem of finding an optimal linear decomposition by the following recurrence relation, in which \(P\) is a function mapping a subset of vertices \(A\) to the linear boolean-width of the induced subgraph \(G[A,\overline{A}]\).

\[
P(\{v\}) = |\mathcal{UN}(\{v\})| = \begin{cases} 1 & \text{if } N(v) = \emptyset \\ 2 & \text{if } N(v) \neq \emptyset \end{cases}
\]

\[
P(A) = \min_{v \in A} \{\max\{|\mathcal{UN}(A)|, P(A \setminus \{v\})\}\}
\]

The boolean-width of the graph \(G\) is now given by \(\log_2(P(V))\). Adaptation of existing techniques lead to the following algorithms for linear boolean-width, upon we hereafter improve:

- With dynamic programming a running time of \(O(2.7284^n)\) is achieved [12, Theorem 19].
- With adaptation of the exact algorithm for boolean-width by Vatshelle [16], a running time of \(O(n^3 \cdot 2^n + \text{boolw}(G))\) is achieved [12, Theorem 20].

#### 3.1 Improving the running time

We present a faster and easier way to precompute for all cuts \(A \subseteq V\) the value \(|\mathcal{UN}(A)|\), which results in a new algorithm displayed in Algorithm 2. In the following it is important that the \(\mathcal{UN}\) sets are implemented as hashmaps, which will only save distinct neighborhoods.

**Algorithm 1** Compute \(\mathcal{UN}(X \cup \{v\})\) given \(\mathcal{UN}(X)\).

1. **procedure** Increment-UN\((G,X,\mathcal{UN}_X,v)\)
2. \(U \leftarrow \emptyset\)
3. **for** \(S \in \mathcal{UN}_X\) **do**
4. \(U \leftarrow U \cup \{S \setminus \{v\}\}\)
5. \(U \leftarrow U \cup \{(S \setminus \{v\}) \cup (N(v) \cap (\overline{X} \setminus \{v\}))\}\)
6. **return** \(U\)

**Lemma 6.** The procedure Increment-UN is correct and runs in \(O(n \cdot |\mathcal{UN}_X|)\) time using \(O(n \cdot |\mathcal{UN}_X|)\) space.
Algorithm 2  Return \( \text{lboolw}(G) \), if it is smaller than \( \log K \), otherwise return \( \infty \).

1: \textbf{procedure} \text{INCREMENTAL-UN-EXACT}(G, K)
2: \hspace{1em} \text{T}_{\text{UN}}(\emptyset) \leftarrow 0
3: \hspace{1em} \text{COMPUTE-COUNT-UN}(G, K, \text{T}_{\text{UN}}, \emptyset, \{\emptyset\})
4: \hspace{1em} P(X) \leftarrow \infty, \text{for all } X \subseteq V
5: \hspace{1em} P(\emptyset) \leftarrow 0
6: \hspace{1em} \text{for } i \leftarrow 0, \ldots, |V| - 1 \text{ do}
7: \hspace{2em} \text{for } X \subseteq V \text{ of size } i \text{ do}
8: \hspace{3em} \text{for } v \in V \setminus X \text{ do}
9: \hspace{4em} Y \leftarrow X \cup \{v\}
10: \hspace{4em} \text{if } P(X) \leq K \text{ then}
11: \hspace{5em} P(Y) \leftarrow \min(P(Y), \max(\text{T}_{\text{UN}}(Y), P(X)))
12: \hspace{1em} \text{return } \log_2(P(V))
13: \hspace{1em} \text{end for}
14: \hspace{1em} \text{end for}
15: \hspace{1em} \text{end for}
16: \hspace{1em} \text{end for}
17: \hspace{1em} \text{end procedure}
18: \hspace{1em} \text{COMPUTE-COUNT-UN}(G, K, \text{T}_{\text{UN}}, X, \text{UN}_X)
19: \hspace{1em} \text{for } v \in V \setminus X \text{ do}
20: \hspace{2em} Y \leftarrow X \cup \{v\}
21: \hspace{2em} \text{if } \text{T}_{\text{UN}}(Y) \text{ is not defined then}
22: \hspace{3em} \text{UN}_Y \leftarrow \text{INCREMENT-UN}(G, X, \text{UN}_X, v)
23: \hspace{3em} \text{T}_{\text{UN}}(Y) \leftarrow |\text{UN}_Y|
24: \hspace{2em} \text{if } \text{T}_{\text{UN}}(Y) \leq K \text{ then}
25: \hspace{3em} \text{COMPUTE-COUNT-UN}(G, K, \text{T}_{\text{UN}}, Y, \text{UN}_Y)
26: \hspace{2em} \text{end if}
27: \hspace{1em} \text{end if}
28: \hspace{1em} \text{end for}
29: \hspace{1em} \text{return}
The choice of the initial vertex can be of great influence on the quality of the decomposition. Sharmin proposes to use a double breadth first search (BFS) in order to select this vertex, but since we will see in Chapter 5 that applications are a lot more expensive in terms of running time, it is wise to use all possible starting vertices when trying to find a good decomposition.

4.1.1 Pruning

Starting from multiple initial vertices allows us to do some pruning. If we notice during the algorithm that the score of the decomposition that is being constructed exceeds the score of the best decomposition found so far, we can stop immediately and move to the next initial vertex. For this reason, it is wise to start with the most promising initial vertices (e.g. obtained by the double BFS method), and after that try all other initial vertices.

4.1.2 Candidates

The most straightforward choice for the set Candidates is to take Right entirely. However, we may do unnecessary work here, since vertices that are more than 2 steps away from any vertex in Left cannot decrease the size of UN. This means that they should never be chosen by a greedy score function, which means that we can skip them right away. By this reasoning, the set of Candidates can be reduced to \( N^2(Left) \cap Right = N(Left \cup N(Left)) \cap Right \).

Especially for larger sparse graphs, this can significantly decrease the running time.

4.1.3 Trivial cases

A vertex is chosen to be the next vertex in the ordering if it can be guaranteed that it is an optimal choice by means of a trivial case. Lemma 8 generalizes results by Sharmin [10], since the two trivial cases given by her are subcases of our lemma, namely \( X = \emptyset \) and \( X = \{ u \} \) for all \( u \in Left \). Note that we can add a wide range of trivial cases by varying \( X \), such as \( X = Left \) and \( \forall u, w \in Left : X = \{ u, w \} \), but this will increase the complexity of the algorithm.

▶ **Lemma 8.** Let \( X \subseteq Left \). If \( \exists v \in Right \) such that \( N(v) \cap Right = N(X) \cap Right \), then choosing \( v \) will not change the boolean-width of the resulting decomposition.

4.1.4 Relative Neighborhood Heuristic

For a cut \( (Left, Right) \) and a vertex \( v \) define

\[
\text{Internal}(v) = (N(v) \cap N(Left)) \cap Right \\
\text{External}(v) = (N(v) \setminus N(Left)) \cap Right
\]

In the original formulation by Sharmin [10] \( \frac{|\text{External}(v)|}{|\text{Internal}(v)| + |\text{External}(v)|} \) is used as a score function. However, if we use \( \frac{|\text{External}(v)|}{|\text{Internal}(v)| + |\text{External}(v)|} = \frac{|\text{External}(v)|}{|N(v) \cap Right|} \) we get the same ordering by Lemma 9, without having an edge case for dividing by zero. Furthermore, in contrast to Sharmin’s proposal of checking for each vertex \( w \in N(v) \) if \( w \in N(Left) \cap Right \) or not, we can compute these sets directly by performing set operations. We will refer to this heuristic by RELATIVE NEIGHBORHOOD.

▶ **Lemma 9.** The mapping \( z \mapsto \frac{a}{a+b} \) is order preserving.
Two variations on this heuristic can be obtained through the score functions $\frac{|\text{External}(v)|}{|N(v)|}$ and $1 - \frac{|\text{Internal}(v)|}{|N(v)|}$, which work slightly better for sparse random graphs and extremely well for dense random graphs respectively. We will refer to these two variations by RelativeNeighborhood$_2$ and RelativeNeighborhood$_3$.

One can easily see that the running time of these three algorithms is $O(n^3)$ and the required space amounts to $O(n)$. Notice however that this algorithm only gives us a decomposition. If we need to know the corresponding boolean-width we need to compute it afterwards, for instance by iteratively applying Increment-UN on the vertices in the decomposition, and taking the maximum value. This would require an additional $O(n^2 \cdot 2^k)$ time and $O(n \cdot 2^k)$ space, where $k$ is the boolean-width of the decomposition.

### 4.1.5 Least Cut Value Heuristic

The LeastCutValue heuristic by Sharmin [10] greedily selects the next vertex $v \in Right$ that will have the smallest boolean dimension across the cut $(Left \cup \{v\}, Right \setminus \{v\})$. This vertex is obtained by constructing the bipartite graph $BG = G[Left \cup \{v\}, Right \setminus \{v\}]$ for each $v \in Right$, and counting the number of maximal independent sets of $BG$ using the $CCM_{IS}$ [7] algorithm on $BG$, with the time of $CCM_{IS}$ being exponential in $n$.

### 4.1.6 Incremental Unions of Neighborhoods Heuristic

Generating a bipartite graph and then calculating the number of maximal independent sets is a computational expensive approach. A different way to compute the boolean dimension of each cut is by reusing the neighborhoods from the previous cut, similarly to Incremental-UN-exact. We present a new algorithm, called the Incremental-UN-heuristic, in Algorithm 3. A useful property of this algorithm is that the running time is output sensitive. It follows that if a decomposition is not found within reasonable time, then the decomposition that would have been generated is not useful for practical algorithms.

**Theorem 10.** The Incremental-UN-heuristic procedure runs in $O(n^3 \cdot 2^k)$ time using $O(n \cdot 2^k)$ space, where $k$ is the boolean-width of the resulting linear decomposition.

### 5 Vertex subset problems

Boolean decompositions can be used to efficiently solve a class of vertex subset problems called $(\sigma, \rho)$ vertex subset problems, which were introduced by Telle [11]. This class of problems consists of finding a $(\sigma, \rho)$-set of maximum or minimum cardinality and contains well known problems such as the maximum independent set, the minimum dominating set and the maximum induced matching problem. The running time of the algorithm for solving these problems is $O(n^4 \cdot \text{neq}(T, \delta)^3)$ [3], where $\text{neq}(T, \delta)$ is the number of equivalence classes of a problem specific equivalence relation, which can be bounded in terms of boolean-width. In Section 6 we investigate how close the value of $\text{neq}(T, \delta)$ comes to any of the theoretical bounds.
Algorithm 3 Greedy heuristic that incrementally keeps track of the Unions of Neighborhoods.

1: procedure Incremental-UN-Heuristic(G, init)
2:  Decomposition ← (init)
3:  Left, Right ← {init}, V \ {init}
4:  UN\_Left ← {∅, N(init) \cap Right}
5:  while Right ≠ ∅ do
6:    Candidates ← set returned by candidate set strategy
7:    if there exists v ∈ Candidates belonging to a trivial case then
8:      chosen ← v
9:      UN\_chosen ← Increment-UN(G, Left, UN\_Left, v)
10:    else
11:      for all v ∈ Candidates do
12:        UN\_v ← Increment-UN(G, Left, UN\_Left, v)
13:        if chosen is undefined or |UN\_v| < |UN\_chosen| then
14:          chosen ← v
15:          UN\_chosen ← UN\_v
16:      Decomposition ← Decomposition · chosen
17:  Left ← Left ∪ {chosen}
18:  Right ← Right \ {chosen}
19:  UN\_Left ← UN\_chosen
20:  return Decomposition

5.1 Definitions

- **Definition 11** ((σ, ρ)-set). Let G = (V, E) be a graph. Let σ and ρ be finite or co-finite subsets of N. A subset X ⊆ V is called a (σ, ρ)-set if the following holds

  \[
  \forall v ∈ V : |N(v) \cap X| \in \begin{cases} \sigma & \text{if } v \in X, \\ \rho & \text{if } v \in V \setminus X. \end{cases}
  \]

  In order to confirm if a set X is a (σ, ρ)-set we have to count the number of neighbors each vertex v ∈ V has in X, where it suffices to count up until a certain number of neighbors. As an example, when we want to confirm if a set X is an independent set, which is equivalent to checking if X is a (\{0\}, N)-set, it is irrelevant if a vertex v has more than one neighbor in X. We capture this property in the function \(d : 2^V \to \mathbb{N}\), which is defined as follows:

- **Definition 12** (d-function). Let \(d(0) = 0\). For every finite or co-finite set \(\mu \subseteq \mathbb{N}\), let \(d(\mu) = 1 \pm \max_{x \in \mathbb{N}} \text{max } x : x \in \mu, \text{max } x : x \notin \mu\). Let \(d(\sigma, \rho) = \max(d(\sigma), d(\rho))\).

- **Definition 13** (d-neighborhood). Let G = (V, E) be a graph. Let A ⊆ V and X ⊆ A. The d-neighborhood of X with respect to A, denoted by \(N_A^d(X)\), is a multiset of vertices from \(\overline{A}\), where a vertex \(v \in \overline{A}\) occurs \(\min(d, |N(v) \cap X|)\) times in \(N_A^d(X)\). A d-neighborhood can be represented as a vector of length \(|\overline{A}|\) over \(\{0, 1, \ldots, d\}\).

- **Definition 14** (d-neighborhood equivalence). Let G = (V, E) be a graph and A ⊆ V. Two subsets X, Y ⊆ A are said to be d-neighborhood equivalent with respect to A, denoted by \(X \equiv_A^d Y\), if it holds that \(\forall v \in \overline{A} : \min(d, |X \cap N(v)|) = \min(d, |Y \cap N(v)|)\). The number of equivalence classes of a cut \((A, \overline{A})\) is denoted by \(\text{neq}(\equiv_A^d)\). The number of equivalence classes \(\text{neq}_d(T, \delta)\) of a decomposition \((T, \delta)\) is defined as \(\max(\text{neq}(\equiv_A^d), \text{neq}(\equiv_{\overline{A}}^d))\) over all cuts \((A, \overline{A})\) of \((T, \delta)\).
Note that $N_A^1(X) = N(X) \cap \overline{A}$. It can then be observed that $|U N(A)| = nec(\equiv_A^1)$ [16, Theorem 3.5.5] Also note that $X \equiv_A^1 Y$ if and only if $N_A^1(X) = N_A^1(Y)$.

5.2 Bounds on the number of equivalence classes

We present a brief overview of the most relevant bounds that are currently known, for which we make use of a twin class partition of a graph.

Definition 15 (Twin class partition). Let $G = (V,E)$ be a graph of size $n$ and let $A \subseteq V$. The twin class partition of $A$ is a partition of $A$ such that $\forall x,y \in A, x$ and $y$ are in the same partition class if and only if $N(x) \cap \overline{A} = N(y) \cap \overline{A}$. The number of partition classes of $A$ is denoted by $ntc(A)$ and it holds that $ntc(A) \leq \min(n, 2^{bool-dim(A)})$ [2].

For all bounds listed below, let $G = (V,E)$ be a graph of size $n$ and let $d$ be a non-negative integer. Let $(A,A)$ be a cut induced by any node of a decomposition $(T,\delta)$ of $G$, and let $k = bool-dim(A) = nec(\equiv_A^1)$.

Lemma 16 ([3, Lemma 5]). $nec(\equiv_A^d) \leq 2^d k^2$.

Lemma 17 ([16, Lemma 5.2.2]). $nec(\equiv_A^d) \leq (d + 1)^{\min(ntc(A),ntc(\overline{A}))}$.

Lemma 18. $nec(\equiv_A^d) \leq ntc(A)^d k$.

By Lemma 16 we conclude that we can solve $(\sigma, \rho)$ problems in $O^*(8^{dk^2})$. This shows that applications are more computationally expensive than using heuristics to find a decomposition.

6 Experiments

The experiments in this section are performed on a 64-bit Windows 7 computer, with a 3.40 GHz Intel Core i5-4670 CPU and 8GB of RAM. We implemented the algorithms using the C# programming language and compiled our programs using the csc compiler that comes with Visual Studio 12.0.

6.1 Comparing Heuristics on random graphs

We will look at the performance of heuristics on randomly generated graphs, for which we used the Erdös-Rényi-model [4] to generate a fixed set of random graphs with varying edge probabilities.

In these experiments we start a heuristic once for each possible initial vertex, so $n$ times in total. For the RelativeNeighborhood heuristic we select the best decomposition based upon the sum of the score function for all cuts, since computing all actual linear boolean-width values would take $O(n^3 \cdot 2^k)$ time, thereby removing the purpose of this polynomial time heuristic. For the set Candidates we take $N^2(Left) \cap Right$, which avoids that we exclude certain optimal solutions, as opposed to Sharmin [10], who restricted this set to $N(Left) \cap Right$. However, this does not affect the results significantly.

We let the edge probability vary between 0.05 and 0.95 with steps of size 0.05. For each edge probability value, we generated 20 random graphs. The result per edge probability is taken to be the average boolean-width over these 20 graphs, which are shown in Figure 1. It

1 Source code of our implementations can be found on https://github.com/Chiel92/boolean-width and https://github.com/FrankvH/BooleanWidth
Figure 1 Performance of different heuristics on random generated graphs consisting of 20 vertices, with varying edge probabilities, in terms of linear boolean-width.

can be observed that the Incremental-UN-heuristic procedure performs near optimal. Furthermore we see that the RelativeNeighborhood variants perform somewhere in between the optimal value and the value of random decompositions.

6.2 Comparing heuristics on real-world graphs

In order to get an idea of how the Incremental-UN-heuristic compares to existing heuristics we compare them by both the boolean-width of the generated decomposition and the time needed for computation. We cannot compare the heuristics to the optimal solution, because computing an exact decomposition is not feasible on these graphs. The graphs that were used come from Treewidthlib [13], a collection of graphs that are used to benchmark algorithms using treewidth and related graph problems.

We ran the three different heuristics mentioned in Section 4 with Candidates = Right and with an additional two variations on the Incremental-UN-heuristic (IUN) by varying the set of start vertices. The first variation, named 2-IUN, has two start vertices which are obtained through a single and double BFS respectively. The n-IUN heuristic uses all possible start vertices. For all other heuristics we obtained the start vertex through performing a double BFS. In Table 1 and 2 we present the results of our experiments.

It is expected that the IUN heuristic and LeastCutValue heuristic give the same linear boolean-width, since both these heuristics greedily select the vertex that minimizes the boolean dimension. The RelativeNeighborhood heuristic performs worse than all other heuristics in nearly all cases. While the difference might not seem very large, note that algorithms parameterized by boolean-width are exponential in the width of a decomposition. The 2-IUN heuristic outperforms IUN in three cases while n-IUN gives a better decomposition in 11 out of 13 cases, which shows that a good initial vertex is of great influence on the width of the decomposition.

Looking at the times displayed in Table 2 for computing each decomposition we see that the RelativeNeighborhood heuristic is significantly faster. This is to be expected because of the $O(n^3)$ time, compared to the exponential time for all other heuristics. The interesting comparison that we can make is the difference between the IUN heuristic and LeastCutValue heuristic. While both of these heuristics give the same decomposition, IUN is significantly faster. Additionally, even 2-IUN and n-IUN are often faster than the LeastCutValue heuristic.
### Table 1
Linear boolean-width of the decompositions returned by different heuristics.

| Graph     | $|V|$ | Edge Density | Relative $\text{LeastCut}$ | $\text{IUN}$ | $2\text{-IUN}$ | $\text{n-IUN}$ |
|-----------|-----|--------------|----------------------------|-------------|--------------|---------------|
| barley    | 48  | 0.11         | 5.70                       | 5.91        | 4.70         | 4.58          |
| pigs-pp   | 48  | 0.12         | 10.35                      | 7.13        | 7.13         | 6.64          |
| david     | 87  | 0.11         | 9.38                       | 6.27        | 6.27         | 5.86          |
| celar04-pp| 114 | 0.08         | 11.67                      | 7.27        | 7.27         | 7.27          |
| 1bkb-pp   | 127 | 0.18         | 16.81                      | 9.98        | 9.98         | 9.53          |
| miles1500 | 128 | 0.64         | 8.17                       | 5.58        | 5.58         | 5.28          |
| celar10-pp| 133 | 0.07         | 10.32                      | 11.95       | 11.95        | 7.64          |
| munn2-pp  | 167 | 0.03         | 15.17                      | 9.61        | 9.61         | 7.61          |
| mulsol.i.5| 186 | 0.23         | 7.55                       | 5.29        | 5.29         | 3.58          |
| zeroin.i.2| 211 | 0.16         | 7.92                       | 4.46        | 4.46         | 3.81          |
| boblo     | 221 | 0.01         | 19.00                      | 4.32        | 4.32         | 4.00          |
| fpsol2.i-pp| 233 | 0.40        | 5.58                       | 6.07        | 6.07         | 4.81          |
| munn4-wpp | 271 | 0.02         | 13.04                      | 9.27        | 9.27         | 7.61          |

### Table 2
Time in seconds of the heuristics used to find linear boolean decompositions.

| Graph     | $|V|$ | Edge Density | Relative $\text{LeastCut}$ | $\text{IUN}$ | $2\text{-IUN}$ | $\text{n-IUN}$ |
|-----------|-----|--------------|----------------------------|-------------|--------------|---------------|
| barley    | 48  | 0.11         | $<0.01$                    | 0.18        | 0.01         | 0.16          |
| pigs-pp   | 48  | 0.12         | $<0.01$                    | 0.76        | 0.02         | 0.52          |
| david     | 87  | 0.11         | 0.02                       | 3.15        | 0.04         | 1.62          |
| celar04-pp| 114 | 0.08         | 0.04                       | 5.73        | 0.14         | 9.85          |
| 1bkb-pp   | 127 | 0.18         | 0.06                       | 198.05      | 1.14         | 107.32        |
| miles1500 | 128 | 0.64         | 0.06                       | 44.57       | 0.10         | 7.05          |
| celar10-pp| 133 | 0.07         | 0.06                       | 8.93        | 1.96         | 18.43         |
| munn2-pp  | 167 | 0.03         | 0.11                       | 3.81        | 0.80         | 30.21         |
| mulsol.i.5| 186 | 0.23         | 0.09                       | 37.88       | 0.13         | 8.80          |
| zeroin.i.2| 211 | 0.16         | 0.06                       | 18.70       | 0.09         | 5.85          |
| boblo     | 221 | 0.01         | 0.29                       | 3.39        | 0.28         | 46.22         |
| fpsol2.i-pp| 233 | 0.40        | 0.18                       | 189.11      | 0.36         | 56.63         |
| munn4-wpp | 271 | 0.02         | 0.61                       | 57.87       | 1.98         | 367.37        |

### 6.3 Vertex subset experiments

We have used the linear decompositions given by the n-IUN heuristic to compute the size of the maximum induced matching (MIM) in a selection of graphs, of which the results are presented in Table 3. The maximum induced matching problem is defined as finding the largest $\langle \{1\}, N \rangle$ set, with $d(\{1\}, N) = 2$. The choice for the MIM problem is arbitrary, any vertex subset problem with $d = 2$ will have the same number of equivalence classes and therefore they all require the same time when computing a solution. We present the computed value of $\text{nec}(T, \delta)$, together with theoretical upperbounds. For $d = 2$ a tight upperbound in terms of boolean-width is not known. Note that we take the logarithm of each value, since we find this value easier to interpret and compare to other graph parameters. We let $UB_1 = 2^d \text{boolw}^2$, $UB_2 = (d + 1)^{\max_{w \in T} \text{ntc}(\delta(w))}$ and $UB_3 = \max_{w \in T} \text{ntc}(\delta(w))$. The column MIM displays the size of the MIM in the graph, while the time column indicates the time needed to compute this set. Missing values for $\text{nec}$ and MIM are caused...
Table 3 Results of using the algorithm by Bui-Xuan et al. [3] for solving \((\sigma,\rho)\) problems on graphs, using decompositions obtained through the n-IUN heuristic.

<table>
<thead>
<tr>
<th>Graph</th>
<th>boolw</th>
<th>(\log_2(\text{nec}))</th>
<th>(\log_2(UB_1))</th>
<th>(\log_2(UB_2))</th>
<th>(\log_2(UB_3))</th>
<th>MIM</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>barley</td>
<td>4.58</td>
<td>7.00</td>
<td>42.04</td>
<td>12.68</td>
<td>27.51</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td>pigs-pp</td>
<td>6.64</td>
<td>10.31</td>
<td>88.28</td>
<td>19.02</td>
<td>49.17</td>
<td>22</td>
<td>1147</td>
</tr>
<tr>
<td>david</td>
<td>5.86</td>
<td>9.37</td>
<td>68.63</td>
<td>22.19</td>
<td>44.61</td>
<td>34</td>
<td>919</td>
</tr>
<tr>
<td>celar04-pp</td>
<td>7.27</td>
<td>11.15</td>
<td>105.61</td>
<td>28.53</td>
<td>65.74</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>lbbh-pp</td>
<td>9.53</td>
<td>–</td>
<td>181.47</td>
<td>52.30</td>
<td>98.49</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>miles1500</td>
<td>5.29</td>
<td>9.30</td>
<td>55.87</td>
<td>34.87</td>
<td>49.69</td>
<td>8</td>
<td>4038</td>
</tr>
<tr>
<td>celar10-pp</td>
<td>6.91</td>
<td>10.34</td>
<td>95.41</td>
<td>25.36</td>
<td>59.70</td>
<td>50</td>
<td>10179</td>
</tr>
<tr>
<td>mumin2-pp</td>
<td>7.61</td>
<td>11.82</td>
<td>115.97</td>
<td>19.02</td>
<td>54.60</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>mulsol.i.5</td>
<td>3.58</td>
<td>6.11</td>
<td>25.70</td>
<td>14.26</td>
<td>24.80</td>
<td>46</td>
<td>22</td>
</tr>
<tr>
<td>zeroin.i.2</td>
<td>3.81</td>
<td>6.58</td>
<td>28.99</td>
<td>20.60</td>
<td>28.18</td>
<td>30</td>
<td>59</td>
</tr>
<tr>
<td>boblo</td>
<td>4.00</td>
<td>6.17</td>
<td>32.90</td>
<td>9.51</td>
<td>20.68</td>
<td>148</td>
<td>41</td>
</tr>
<tr>
<td>fpso2.i-pp</td>
<td>4.81</td>
<td>8.07</td>
<td>46.22</td>
<td>22.19</td>
<td>36.61</td>
<td>46</td>
<td>934</td>
</tr>
<tr>
<td>mumin4-wpp</td>
<td>7.61</td>
<td>12.13</td>
<td>115.97</td>
<td>19.02</td>
<td>57.98</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

by a lack of internal memory, because of the \(O^*(nec(T,\delta)^2)\) space requirement. One can immediately see that there is a large gap between the upperbound for \(nec_2\) in terms of boolean-width and \(nec_2\) itself. Another interesting observation we can make by looking at the graphs zeroin.i.2 and boblo, is that a lower boolean-width does not imply a lower \(nec_2\). We even encountered this for decompositions of the same graph: for the graph barley we observed \(\text{boolw}(T,\delta) = 4.58\) and \(\text{boolw}(T',\delta') = 4.81\), while \(\log_2(nec_2(T,\delta)) = 7.00\) and \(\log_2(nec_2(T',\delta')) = 6.75\). This suggests that this upperbound does not justify minimizing \(nec_2\) through boolean-width in practice.

7 Conclusion

We have presented a new heuristic and a new exact algorithm for finding linear boolean decompositions. The heuristic has a running time that is several orders of magnitude lower than the previous best heuristic and finds a decomposition in output sensitive time. This means that if a decomposition is not found within reasonable time, then the decomposition that would have been generated is not useful for practical algorithms. Running the new heuristic once for every possible starting vertex results in significantly better decompositions compared to existing heuristics.

We have seen that if \(\text{boolw}(T,\delta) < \text{boolw}(T',\delta')\), then there is no guarantee that \(nec(T,\delta) < nec(T',\delta')\). While in general it holds that minimizing boolean-width results in a low value of number of equivalence classes, we think that it can be worthwhile to focus on minimizing the \(nec_d\) instead of the boolean-width when solving vertex subset problems. However, the number of equivalence classes is not symmetric, i.e., for a cut \((A,\overline{A})\) \(nec_d(A) \neq nec_d(\overline{A})\), which makes it harder to develop fast heuristics that focus on minimizing \(nec_d\) since we need to keep track of both the equivalence classes of \(A\) and \(\overline{A}\).

Further research can be done in order to obtain even better heuristics and better upperbounds on both the linear boolean-width and boolean-width on graphs. For instance, combining properties of the Incremental-UN-heuristic and the RelativeNeighborhood heuristic might lead to better decompositions, as they make use of complementary features of a graph. Another approach for obtaining good decompositions could be a branch
and bound algorithm that makes us of trivial cases that are used in the heuristics. To decrease the time needed by the heuristics one can investigate reduction rules for linear boolean-width. While most reduction rules introduced by Sharmin [10] for boolean-width do not hold for linear boolean-width, they can still be used on a graph after which we can use our heuristic on the reduced graph. Although the resulting decomposition after reinserting the reduced vertices will not be linear, the asymptotic running time for applications does not increase [14]. Another topic of research is to compare the performance of vertex subset algorithms parameterized by boolean-width to algorithms parameterized by treewidth [15].
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Abstract

In the \(k\)-Leaf Out-Branching and \(k\)-Internal Out-Branching problems we are given a directed graph \(D\) with a designated root \(r\) and a nonnegative integer \(k\). The question is to determine the existence of an outbranching rooted at \(r\) that has at least \(k\) leaves, or at least \(k\) internal vertices, respectively. Both these problems were intensively studied from the points of view of parameterized complexity and kernelization, and in particular for both of them kernels with \(O(k^2)\) vertices are known on general graphs. In this work we show that \(k\)-Leaf Out-Branching admits a kernel with \(O(k)\) vertices on \(H\)-minor-free graphs, for any fixed \(H\), whereas \(k\)-Internal Out-Branching admits a kernel with \(O(k)\) vertices on any graph class of bounded expansion.
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1 Introduction

In this work we are interested in kernelization algorithms for two problems investigated by Dorn et al. [4], namely \(k\)-Leaf Out-Branching (LOB) and \(k\)-Internal Out-Branching (IOB). In both problems, we are given a directed graph \(D\) with a specified root \(r\) and a nonnegative integer \(k\). By an outbranching rooted at \(r\) we mean a spanning tree of \(D\) with all the edges oriented away from \(r\). A vertex of \(D\) is a leaf in an outbranching \(T\) if it has outdegree 0 in \(T\), and is internal otherwise. In LOB the question is to verify the existence of an outbranching rooted at \(r\) that has at least \(k\) leaves, whereas in IOB we instead ask for an outbranching rooted at \(r\) with at least \(k\) internal vertices. Both problems enjoy the existence of kernels with \(O(k^2)\) vertices on general graphs [2, 9], however up to this work no better kernels were known even in the case of planar graphs. Although many problems for planar graphs admit kernels of linear size by a general framework of bidimensionality (see [7]), the directed nature of both problems studied here prevents them from satisfying even the most basic properties needed for the bidimensionality tools to be applicable.
Dorn et al. [4] designed subexponential parameterized algorithms with running time $2^{O(\sqrt{k})} \cdot n^{O(1)}$ for both problems on $H$-minor-free graphs\(^1\). They did it, however, by circumventing in both cases the need of obtaining a linear kernel. In the case of LOB they show how to apply preprocessing rules to obtain an instance that can be still large in terms of $k$, but has treewidth $O(\sqrt{k})$ so that the dynamic programming on a tree decomposition can be applied. In the case of IOB they apply a variant of Baker’s layering technique.

**Our results and techniques.** In this work we fill the gap left by Dorn et al. [4] and prove that both LOB and IOB admit linear kernels on $H$-minor-free graphs. In fact, for IOB our approach works even in the more general setting of graph classes of bounded expansion (see Section 2 for a definition). By slightly abusing notation, in what follows we say that a directed graph $D$ belongs to some class of undirected graphs (e.g. is $H$-minor free) if the underlying undirected graph of $D$ has this property.

▶ **Theorem 1.** Let $H$ be a fixed graph. There is an algorithm that, given an instance $(D, k)$ of LOB where $D$ is $H$-minor-free, in polynomial time either resolves the instance $(D, k)$, or outputs an equivalent instance $(D', k')$ of LOB where $|V(D')| = O(k)$, $k' \leq k$, and $D'$ is $H$-minor free. The algorithm does not need to know $H$.

Note that Theorem 1 implies also a kernel of linear size for any minor-closed family of graphs $\mathcal{G}$. Indeed, by the Roberson and Seymour’s graph minor theorem there exists a fixed finite family $\mathcal{H}$ such that $\mathcal{G}$ contains exactly graphs that are $H$-minor free for every $H \in \mathcal{H}$. By Theorem 1, for any input graph $D \in \mathcal{G}$, the output graph $D'$ is $H$-minor free for every $H \in \mathcal{H}$. Hence, $D'$ is in $\mathcal{G}$. In particular, it follows that Theorem 1 implies linear kernels for planar graphs and other graphs embeddable on a surface of bounded genus.

▶ **Theorem 2.** Let $\mathcal{G}$ be a hereditary graph class of bounded expansion. There is an algorithm that, given an instance $(D, k)$ of IOB where $D \in \mathcal{G}$, in polynomial time either resolves the instance $(D, k)$, or outputs an equivalent instance $(D', k)$ of IOB where $|V(D')| = O(k)$ and $D'$ is an induced subgraph of $D$.

By applying these kernelization algorithms and then running dynamic programming on a tree decomposition of the obtained graph, we easily obtain the following corollary.

▶ **Theorem 3.** Let $H$ be a fixed graph. Then both LOB and IOB can be solved in time $2^{O(\sqrt{k})} + n^{O(1)}$ when the input is an $n$-vertex $H$-minor-free graph.

Algorithms with a similar running time – but with additional $\log k$ factor in the exponent – were obtained by Dorn et al. [4]. If one follows their approach, then for LOB it is possible to shave off this factor in the exponent just by replacing the dynamic programming on a tree decomposition with a more modern one. However, for IOB the logarithmic factor is caused also by an application of the layering technique, and hence such a replacement and manipulation of parameters in layering would only improve $\log k$ to $\sqrt{\log k}$. By constructing a truly linear kernel we are able to shave this factor completely off. We remark that the running time given by Theorem 3 is optimal under the Exponential Time Hypothesis even on planar graphs; see appendix for further details.

\(^1\) We remark that Dorn et al. state the result for IOB only for apex-minor-free graphs, but a combination of their approach with the contraction decomposition technique of Demaine et al. [5] immediately generalizes the result to $H$-minor-free graphs.
To prove Theorems 1 and 2, we revisit the quadratic kernels on general graphs given by Daligault and Thomassé [2] (for LOB) and by Gutin et al. [9] (for IOB). For LOB we need to modify the approach substantially, as the core reduction rule used by Daligault and Thomassé is the following: whenever there is a cutvertex in the graph – a vertex whose removal makes some other vertex not reachable from $r$ – then it is safe to shortcut it: remove it and add an arc from every its inneighbor to every its outneighbor. Observe that an application of this rule does not preserve $H$-minor-freeness, so the kernel of Daligault and Thomassé [2] may start with an $H$-minor free graph and go outside of this class.

To circumvent this problem, we exploit the structural approach proposed by Dorn et al. [4]. While not achieving a linear kernel in the precise sense, Dorn et al. are able to simplify the structure of the instance so that it fits their purposes. The main idea is to contract cutedges instead of shortcutting cutvertices, which is a weaker operation that, however, preserves $H$-minor-freeness. Dorn et al. are able to expose a set of so-called special vertices $S$ of size linear in $k$ such that $G \setminus S$ has constant pathwidth; this is already enough to employ the bidimensionality technique. To obtain a linear kernel, we need to perform a much more refined analysis of the instance. More precisely, we construct a set $S$ with $|S| = O(k)$ such that $G \setminus S$ is consists of fat bipaths: chains as depicted in Figure 1, possibly with some vertical (cut)edges contracted, and with outgoing edges with heads in $S$. After contracting the vertical edges, such a fat bipath becomes a weak bipath: a bidirectional path possibly with outgoing edges with heads in $S$. Weak bipaths are crucial in the structural approach of Daligault and Thomassé [2], and our fat bipaths can be thought of as more fuzzy variants of weak bipaths that cannot be reduced due to the inability to shortcut cutvertices.

To obtain a linear kernel, we need to reduce the total length of the fat bipaths. For this, we use concepts borrowed from the analysis of graph classes of bounded expansion, of which $H$-minor-free classes are special cases. Very recently Drange et al. [5] announced a linear kernel for Dominating Set on graph classes of bounded expansion, and the main tool used there is the analysis of the number of different neighborhoods that can arise in a graph $G$ from a bounded expansion graph class $\mathcal{G}$. Essentially, there is a constant $c$ such that for every $X \subseteq V(G)$ there are only $O(|X|)$ vertices in $V(G) \setminus X$ that neighbor more than $c$ vertices in $X$, while the vertices of $V(G) \setminus X$ that neighbor at most $c$ vertices in $X$ can be grouped into $O(|X|)$ classes with exactly the same neighborhoods. We apply this idea to the instance at hand with the interior of every fat bipath contracted to one vertex. Thus, we infer that there are only $O(k)$ fat bipaths that neighbor more than $c$ special vertices, and their total length can be bounded by $O(k)$ using reduction rules. On the other hand, fat bipaths with neighborhoods of size at most $c$ are reduced within their neighborhood classes, whose number is also $O(k)$.

The same neighborhood diversity argument plays the key role also in our kernel for IOB (Theorem 2). The idea of Gutin et al. [9] is that if a solution to the instance cannot be found immediately by a simple local search, then one can expose a vertex cover $U$ of size at most $2k$ in the graph. The vertices of $V(D) \setminus U$ are reduced using an argument involving
crown decompositions in an auxiliary graph where vertices of $V(D) \setminus U$ are matched to pairs of adjacent vertices of $U$; this gives a quadratic dependence on $k$ of the size of the kernel. We observe that in case $D$ belongs to a class of bounded expansion, then there is only $O(|U|) = O(k)$ vertices of $V(D) \setminus U$ that have super-constant neighborhood size in $U$, while the others are grouped into $O(|U|) = O(k)$ neighborhood classes, each of which can be reduced to constant size using the same approach via crown decompositions.

For IOB we did not need any edge contractions in the reduction rules, so the kernelization procedure works on any graph class of bounded expansion. However, for LOB it seems necessary to apply contractions of subgraphs of unbounded diameter, e.g. to reduce long paths that contribute with at most one leaf to the solution. While the last phase relies mostly on the bounded expansion properties of the graph class, we need to allow contractions in the reduction rules and hence we do not achieve the same level of generality as for IOB.

We see the additional advantage of our approach in its simplicity. Instead of relying on complicated decomposition theorems for $H$-minor free graphs, which is a standard technique in such a setting, we use the methodology proposed by Drange et al. [5]: To exploit purely combinatorial, abstract notions of sparsity, like the concept of bounded expansion, and in this manner obtain a much cleaner treatment of the considered graph classes. Of particular interest is the usefulness of the approach of grouping vertices according to their neighborhoods in some fixed modulator $X$, which is the key idea in [5].

Organization of the paper. In Section 2 we give preliminaries on tools borrowed from the analysis of graph classes of bounded expansion. Sections 3 and 4 are devoted to the proofs of Theorems 1 and 2, respectively. Due to space limitations, proofs of claims marked by ⋄ are skipped in this extended abstract: the reader can find their proofs in our technical report at arxiv [1]. By the same reason, the proof of Theorem 3 and a discussion on the optimality of the obtained algorithms is also skipped.

Notation. In this paper we deal with digraphs. Let $D = (V, E)$ be a digraph. Consider an edge $(u, v) \in E$. We say that $v$ is an out-neighbor of $u$ and $u$ is an in-neighbor of $v$. We also say that $v$ is a head and $u$ is a tail of $(u, v)$. Also, $v$ and $u$ are neighbors of each other. For any vertex $v$ we denote the sets of all its neighbors, out-neighbors and in-neighbors by $N_D(v)$, $N_D^+(v)$ and $N_D^-(v)$, respectively. Moreover, the degree, out-degree, and in-degree of $v$ are defined as $\deg_D(v) = |N(v)|$, $\deg_D^+(v) = |N^+(v)|$, and $\deg_D^-(v) = |N^-(v)|$. We omit the subscripts and write simply $N(v)$ or $\deg(v)$ whenever it does not lead to ambiguity. For any set $S \subseteq V$ we denote $N_D^-(S) = \bigcup_{v \in S} N_D^-(v) \setminus S$ and $N_D^+(S) = \bigcup_{v \in S} N_D^+(v) \setminus S$.

2 Preliminaries on Sparse Graphs

In this section we recall some definitions and basic properties of sparse graphs, in particular $d$-degenerate graphs, bounded expansion graphs and $H$-minor-free graphs. Although in this section we refer to undirected graphs, all the notions and claims apply also to digraphs, by looking at the underlying undirected graph.

We say that graph $G$ is $k$-degenerate when every subgraph of $G$ has a vertex of degree at most $k$. This implies (and in fact is equivalent to) that we can remove all the edges of $G$ by repeatedly removing vertices of degree at most $k$. It follows that $G$ has at most $k|V(G)|$ edges. The degeneracy of a graph is the smallest value of $k$ for which it is $k$-degenerate. Degeneracy is closely linked to arboricity, i.e., minimum number $\ar(G)$ of forests that cover the edges of $G$: it is well known that degeneracy is between $\ar(G)$ and $2 \ar(G)$.
Recall that a graph \( H \) is a minor of graph \( G \) if there exists a minor model \((I_u)_{u \in V(H)}\) of \( H \) in \( G \) that satisfies the following properties:

- sets \( I_u \) for \( u \in V(H) \) are pairwise disjoint subsets of \( V(G) \) that moreover induce connected subgraphs;
- for each \( uv \in E(H) \), there exist \( x_u \in I_u \) and \( x_v \in I_v \) such that \( x_u x_v \in E(G) \).

For any fixed graph \( H \), the class of \( H \)-minor-free graphs comprises all the graphs \( G \) that do not have \( H \) as a minor. Note that \( H \)-minor free graphs are closed under minor operations: vertex and edge deletions, and edge contractions. For example, graphs embeddable into a constant genus surface are \( H \)-minor-free for some fixed \( H \); in particular, by Kuratowski’s theorem, planar graphs are \( K_5 \)-minor free and \( K_{3,3} \)-minor-free. The following lemma provides a connection between \( H \)-minor-free graphs and degeneracy.

\[ \textbf{Lemma 4} \text{ (see Lemma 4.1 in [10]). Any } H \text{-minor free graph is } d_H \text{-degenerate for } d_H = O(|H| \sqrt{\log|H|}). \]

Let \( r \) be a nonnegative integer. If a minor model \((I_u)_{u \in V(H)}\) satisfies in addition that \( G[I_u] \) has radius at most \( r \) for each \( u \in V(H) \), then \((I_u)_{u \in V(H)}\) is an \( r \)-shallow minor model of \( H \), and we say that \( H \) is an \( r \)-shallow minor of \( G \). If \( \mathcal{G} \) is a class of graphs, then by \( \mathcal{G} \triangleright r \) we denote the class of all \( r \)-shallow minors of graphs from \( \mathcal{G} \); note that \( \mathcal{G} \triangleright 0 \) are all subgraphs of graphs of \( \mathcal{G} \).

We now define the greatest reduced average degree (grad) of a class \( \mathcal{G} \) at depth \( r \) as

\[ \nabla_r(\mathcal{G}) = \sup_{H \in \mathcal{G} \triangleright r} \frac{|E(H)|}{|V(H)|}. \]

That is, we take the greatest edge density among the \( r \)-shallow minors of \( \mathcal{G} \). Class \( \mathcal{G} \) is said to be of bounded expansion if \( \nabla_r(\mathcal{G}) \) is a finite constant for every \( r \). Observe that then the graphs from \( \mathcal{G} \) are in particular \( d \)-degenerate for \( d = \lfloor 2 \nabla_0(\mathcal{G}) \rfloor \). For a single graph \( G \), we denote \( \nabla_r(G) = \nabla_r(\{G\}) \).

Consider the class \( \mathcal{G}_H \) of \( H \)-minor-free graphs. By Lemma 4, every graph \( G \in \mathcal{G}_H \) has at most \( d_H \cdot |V(G)| \) edges. Since \( \mathcal{G}_H \) is closed under taking minors, it follows that \( \mathcal{G}_H \triangleright r = \mathcal{G}_H \) for every nonnegative \( r \), so also \( \nabla_r(\mathcal{G}_H) \leq d_H \). Thus, \( H \)-minor-free graphs form a class of bounded expansion with all the grads bounded independently of \( r \).

In this paper we do not use the original definition of bounded expansion graphs, but we rather rely on the point of view of diversity of neighborhoods, which was found to be very useful in [5]. More precisely, we now use the following result from [8, Lemma 6.6]; the statement with adjusted notation is taken verbatim from [5].

\[ \textbf{Proposition 5} \text{ (Proposition 2.5 of [5]). Let } G \text{ be a graph, } X \subseteq V(G) \text{ be a vertex subset, and } R = V(G) \setminus X. \text{ Then for every integer } p \geq \nabla_1(G) \text{ it holds that}
\]

\[ 1. \; [\{v \in R: |N(v) \cap X| \geq 2p\}] \leq 2p \cdot |X|, \text{ and}
\]

\[ 2. \; [\{A \subseteq X: |A| < 2p \text{ and } \exists v \in R \; A = N(v) \cap X\}] \leq (4p + 2p)|X|.
\]

Consequently, the following bounds hold:

\[ [\{A \subseteq X : \exists v \in R \; A = N(v) \cap X\}] \leq (4\nabla_1(G) + 4\nabla_1(G)) \cdot |X|.
\]

We need a strengthening of the first claim of Proposition 5.

\[ \textbf{Lemma 6}. \; (\ast) \text{ Let } G = (X, Y, E) \text{ be a bipartite graph of degeneracy at most } d. \text{ Then,}
\]

\[ \sum_{y \in Y \atop \text{deg}_G(y) > 2d} \text{deg}_G(y) \leq 2d|X|.
\]
Note that Proposition 5 has the following corollary when applied to $H$-minor-free graphs.

**Corollary 7.** Let $H$ be a graph. There exists $c_H = 2^{O(|H| \log |H|)}$ such that in any $H$-minor-free bipartite graph $G = (X, Y, E)$, there are at most $c_H \cdot |X|$ vertices in $Y$ with pairwise distinct neighborhoods in $X$.

## 3 k-Leaf Out-Branching in H-minor-free graphs

In this section we deal with rooted digraphs, i.e., digraphs with a vertex $r$, called root, of in-degree 0. In such digraphs we redefine some standard connectivity notions as follows. Let $(D, r)$ be a rooted digraph. We say that $D$ is connected when every vertex of $D$ is reachable from $r$. A cut-vertex is any vertex $v \in V(D) \setminus \{r\}$ such that $D - r$ is not connected. The set of all cut-vertices of $D$ is denoted by $cv(D)$. We say that $D$ is 2-connected if $D$ has no cut-vertex (equivalently, for every vertex $v \in V(D) \setminus \{r\}$ there are at least two paths from $r$ to $v$ that do not share internal vertices). Similarly, a cut-edge is any edge $(u, v) \in E(D)$ such that $D - (u, v)$ is not connected. We say that $D$ is 2-edge-connected if $D$ has no cut-edge (equivalently, for every vertex $v \in V(D) \setminus \{r\}$ there are at least two edge-disjoint paths from $r$ to $v$).

Note that if $(u, v)$ is a cut-edge then $u$ is a cut-vertex or $u = r$.

By a contraction of edge $(a, b)$ in $D$ we mean the following operation: identify $a$ and $b$ into a newly introduced vertex $v_{(a,b)}$, replace $a$ and $b$ with $v_{(a,b)}$ in every edge of $D$, and remove all the loops and parallel edges created in this manner. Note that if $D$ is $H$-minor-free, then it remains $H$-minor-free after contractions as well.

Following [2], we say that a vertex $v$ of $D$ is special if $v$ is of in-degree at least 3 or there is an incoming simple edge, i.e., an edge $(u, v)$ such that $(v, u) \notin E(D)$. The set of all special vertices of $D$ is denoted by $sp(D)$.

A weak bipath $P$ is a sequence of vertices $u_1, \ldots, u_p$ for some $p \geq 3$, such that for each $i = 2, \ldots, p - 1$, we have $N^-(u_i) = \{u_{i-1}, u_{i+1}\} \subseteq N^+(u_i)$. The length of $P$ is $p - 1$. If additionally $N^+(u_i) = N^+(u_i) = \{u_{i-1}, u_{i+1}\}$ for every $i = 2, \ldots, p - 1$, we say that $P$ is proper bipath (or shortly a bipath). $u_1$ and $u_p$ are called the extremities of $P$.

We say that a cut-edge $(u, v)$ is lonely when there is no other cut-edge with the tail in $u$. We call a cut-edge branching is there is another cut-edge with the same tail. The graph obtained from $D$ by contracting all lonely cut-edges is denoted by $D_c$ and called the contracted graph. Consider a vertex $v$ of $D_c$. Then either $v$ was created by contracting some set of cut-edges $Z$ in $D$ or $v \in D$. In the prior case we define the bag $B$ of $v$ as the set of vertices incident to edges in $Z$. Also, for any edge $(x, y) \in Z$ the vertex $x$ is called a tail of $B$ and $y$ is a head of $B$. In the latter case, i.e., when $v \in D$, we define the bag as $B = \{v\}$ and $v$ is both head and tail of $B$. When $B$ is a bag of $v$ we denote $v_B = v$ and $B_B = B$. If there is exactly one head and exactly one tail of $B$, then they are denoted by $h_B$ and $t_B$, respectively. We say that bags $A$ and $B$ are linked if there are edges both from $A$ to $B$ and from $B$ to $A$.

**Our kernelization algorithm.** Let us describe our algorithm which outputs a kernel for $k$-Leaf Out-Branching. The algorithm exhaustively applies reduction rules. Each reduction rule is a subroutine which finds in polynomial time a certain structure in the graph and replaces it by another structure, so that the resulting instance is equivalent to the original one. More precisely, we say that a reduction rule for parameterized graph problem $P$ is correct when for every instance $(D, k)$ of $P$ it returns an instance $(D', k')$ such that a) $(D', k')$ is an instance of $P$, b) $(D, k)$ is a yes-instance of $P$ iff $(D', k')$ is a yes-instance of $P$, and c)

---
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\( k' \leq k \). Below we state the rules we use. The rules are applied in the given order, i.e., in each rule we assume that the earlier rules do not apply.

**Rule 1.** If there exists a vertex not reachable from \( r \) in \( D \), then reduce to a trivial no-instance.

**Rule 2.** If there exists a cut-vertex \( v \) with exactly one incoming edge \( e \) then contract \( e \). Similarly, if there exists a cut-vertex \( v \) with exactly one outgoing edge \( e \) then contract \( e \).

**Rule 3.** Let \( P \) be a proper bipath of length 4 in \( D \). Contract any edge of \( P \).

**Rule 4.** Let \( x \) be a vertex of \( D \). If there exists \( y \in N^{-}(x) \) such that the removal of \( N^{-}(x) \setminus \{y\} \) disconnects \( y \) from \( r \), then delete the edge \( (y, x) \).

The correctness of the above reduction rules was proven in [2]. (In [2], Rule 2 is formulated in a more general way, but we restrict it so that if the input digraph was \( H \)-minor-free, then so is the resulting reduced graph.) Let us remark that Rule 4 remains true if \( r \in N^{-}(x) \setminus \{y\} \), and in this case it triggers removal of all the incoming edges apart from the one coming from the root. Below we introduce two simple rules which will make our argument a bit easier.

**Rule 5.** If there are two cut-edges \((x_1, y_1)\) and \((x_2, y_2)\) such that \((x_1, x_2), (x_2, x_1) \in E(D)\), then contract \((x_1, x_2)\).

**Rule 6.** If there is a cut-edge \((u, v)\) such that \((v, u) \in E(D)\), then remove \((v, u)\).

**Lemma 8.** \((\star)\) Rules 5 and 6 are correct.

To complete the algorithm we need a final accepting rule which is applied when the resulting graph is too big. In the remainder of this section we sketch the proof that Rule 7 is correct for \( H \)-minor-free graphs for some constant \( c = 2^{O(|H|^{1.5})} \).

**Rule 7.** If the graph has more than \( c \cdot k \) vertices, return a trivial yes-instance (conclude that there is a rooted outbranching with at least \( k \) leaves in \( D \)).

We conclude with the following lemma.

**Lemma 9.** Let \( H \) be a graph. If the input is an \( H \)-minor-free graph, then the output of each of the rules 1–7 is a minor of \( D \), and hence an \( H \)-minor-free graph. Moreover, each rule can be recognized and applied in polynomial time, and the degree of the polynomial does not depend on \( H \).

**Proof.** The first claim follows from the fact that the rules modify the graph by means of deletions and contractions only. The second claim is straightforward to check. \( \blacklozenge \)

### A few simple properties of the reduced graph.

Let us state simple auxiliary lemmas, which will be used in the remainder of the paper.

**Lemma 10.** \((\star)\) If reduction rules do not apply to \( D \) then every bag is of size at most two and contains at most one edge.

**Lemma 11.** \((\star)\) If reduction rules 1-4 do not apply to \( D \), then for arbitrary pair of bags \( A \) and \( B \) every edge from \( A \) to \( B \) has head in \( t_B \).

**Lemma 12.** \((\star)\) Assume no reduction rule applies to \( D \). Let \( S \subseteq V(D_c) \) be any set of vertices that contains the root \( r \) and every special vertex of \( D_c \). Then one can find weak bipaths \( P_1, P_2, \ldots, P_q \), such that:

(i) The sets of internal vertices of \( P_1, P_2, \ldots, P_q \) form a partition of \( V(D_c) \setminus S \).

(ii) The extremities of each \( P_i \) belong to \( S \) and are distinct.
(iii) The out-neighbors of the internal vertices of each $P_i$ belong to $S$.

Weak bipaths $P_1, \ldots, P_q$ given by Lemma 12 are called maximal bipaths. Note that for every such maximal bipath $P = v_1, v_2, \ldots, v_p$ and every $j = 2, \ldots, p - 1$, bag $B_{v_j}$ is linked to $B_{v_{j-1}}$ and $B_{v_{j+1}}$, and to no other bag.

**New lower bounds on the number of leaves.** Now our goal is to establish a number of lower bounds on the number of leaves. Each of the lower bounds is a linear function of a number of some type of vertices or structures in $D$. These bounds will help us prove that Rule 7 is correct. Indeed, to this end it suffices to focus on a no-instance and prove that it has at most $ck$ vertices. Hence, if we know that $\text{maxleaf}(D)$ is large when there are many vertices of some kind $A$, then we know that in our no-instance there are few vertices of kind $A$. In other words vertices of type $A$ are “easy”. In the final part of this section we will show that because of sparsity arguments the number of the remaining vertices (not corresponding to an “easy type”) is linear in the number of “easy” vertices. In fact, instead of looking for “easy” vertices in $D$, we focus on $D_c$. This is justified by the fact that by Lemma 10 we have $|V(D)| \leq 2|V(D_c)|$, so if we prove that $|V(D_c)| = O(k)$ then also $|V(D)| = O(k)$.

Dalgout and Thomassé [2] show the following lower bound.

**Theorem 13 ([2]).** Let $D$ be a 2-connected rooted digraph. Then $\text{maxleaf}(D) \geq \frac{|\text{sp}(D)|}{30}$.

Unfortunately, $D_c$ is not necessarily 2-connected so we cannot use the above bound. However, we can generalize Theorem 13 as follows.

**Theorem 14. (★)** Let $D$ be a connected rooted digraph such that every cut-edge is branching. Then $\text{maxleaf}(D) \geq \frac{|\text{sp}(D)|}{30} - cv(D)$ and $\text{maxleaf}(D) \geq \frac{|\text{sp}(D)|}{60}$.

We are able to show that in $D_c$ every cut-edge is branching and $\text{maxleaf}(D) \geq \text{maxleaf}(D_c)$ (proofs skipped in this extended abstract). This implies the following.

**Lemma 15. (★)** Assume that rules 1-6 do not apply to $D$. Then, $\text{maxleaf}(D) \geq \frac{|\text{sp}(D_c)|}{60}$.

We say that a bag $B$ is special when $v_B$ is special in $D_c$. We say that a bag $B$ is isolated when $B$ is a non-special bag of size 2 and there is no edge from $t_B$ to a special bag. Vertex $v \in V(D_c)$ is isolated if $v = v_B$ for some isolated bag $B$. The set of all isolated vertices in $D_c$ is denoted by $\text{iso}(D_c)$.

**Lemma 16. (★)** If reduction rules do not apply to $D$ then $\text{maxleaf}(D) \geq \frac{|\text{iso}(D_c)|}{150}$.

We will say that a vertex $v$ of $D_c$ is easy when $v = r$, or $v$ is special, or $v$ is isolated in $D_c$. A vertex that is not easy is called hard. We now invoke Lemma 12 for $S$ being the set of all the easy vertices. Every maximal bipath obtained in this decomposition will be called a maximal hard bipath. In other words, a weak bipath in $D_c$ is hard if all its internal vertices are hard. The sets of all easy and hard vertices in $D_c$ are denoted by $\text{ea}(D_c)$ and $\text{hd}(D_c)$, respectively. For any maximal hard weak bipath $P'$ in $D_c$ define $\text{O}(P') = N_{D_c}^+(V(P') \setminus \{u, v\})$, where $u$ and $v$ are the extremities of $P'$.

For every pair of easy vertices $u, v \in \text{ea}(D_c)$ and a subset $S \subseteq V(D_c)$ with $\{u, v\} \subseteq S$, if there is a hard bipath $P'$ between $u$ and $v$ such that $\text{O}(P') = S$, we choose arbitrarily two such paths (or one, if only one exists) and we call them masters, while all the remaining hard bipaths $P''$ between $u$ and $v$ with $\text{O}(P'') = S$ are called slaves of respective masters, or just slaves. The number of all slaves in $D_c$ is denoted by $\text{sl}(D_c)$.

**Lemma 17. (★)** $\text{maxleaf}(D) \geq \text{sl}(D_c)$.
The size bound. The following theorem implies the correctness of Rule 7.

**Theorem 18.** Let $H$ be a graph. Let $D$ be an $H$-minor-free digraph such that rules 1–6 do not apply. If $\text{maxleaf}(D) < k$, then $|V(D)| = 2^{O(|H| \sqrt{\log |H|})}k$.

In what follows we prove Theorem 18. We assume that rules 1–6 do not apply to $D$. Since $\text{maxleaf}(D) < k$, our lower bounds on $\text{maxleaf}(D)$ imply an upper bound of $O(k)$ on the number of easy vertices. Our plan now is to show a linear bound on the number of hard vertices in terms of $|\text{ea}(D_c)| + |\text{sl}(D_c)|$ and next get a bound on $|V(D)|$ as a corollary. To this end, we state a few useful properties of hard weak bipaths in $D_c$.

**Lemma 19.** Let $\ell \geq 9$ and let $P' = v_1, \ldots, v_\ell$ be a hard bipath in $D_c$ such that $v_1$ and $v_\ell$ are easy. For every $i = 3, \ldots, \ell - 6$ there is at least one edge from $t_{B_{v_i}}$ to some $j = i, \ldots, i + 4$, to a vertex outside $\cup_{j=1}^{i-2}B_{v_j}$.

**Proof.** Fix $i \in \{3, \ldots, \ell - 6\}$ and consider the length 4 bipath $v_1, \ldots, v_{i+4}$. Denote $B_j = B_{v_j}$. If for some $j = i + 1, i + 2, i + 3$ there is an edge from $B_j$ with head $h \not\in B_{j-1} \cup B_{j+1}$, then by Lemma 12(iii), $h \not\in \cup_{j=1}^{i-2}B_{v_j}$ and we are done. Hence the edges leaving $B_{i+1}$, $B_{i+2}$, and $B_{i+3}$ go only to the neighboring bags. Since Rule 3 does not apply, for some $j = i, \ldots, i + 4$ the bag $B_j$ is of size 2. Since $v_j$ is hard, $B_j$ is not isolated. Hence, there is an edge $e$ in $D$ from $t_{B_j}$ to a special bag $B$. Since $v_1, \ldots, v_{i-1}$ are hard, $B$ is none of $B_2, \ldots, B_{\ell-1}$.

**Lemma 20.** For any maximal hard weak bipath $P'$ in $D_c$, $|\text{hd}(D_c) \cap V(P')| \leq 10|O(P')| + 6$.

**Proof.** Let $P' = v_1, \ldots, v_\ell$. We can assume that $\ell \geq 9$, for otherwise $|\text{hd}(D_c) \cap V(P')| \leq 6$ and the claim holds trivially. For convenience denote $B_j = B_{v_j}$. By Lemma 19 there are at least $(\ell^3 - 1) \frac{\ell}{2} = \frac{\ell^3}{2} - \frac{\ell}{2}$ edges from tails of bags $B_3, \ldots, B_{\ell-2}$ to vertices outside $\cup_{j=1}^{i-2}B_{v_j}$. Let $Z$ denote the set of these edges. We claim that for every vertex $u \in V(D)$ there are at most two edges from $Z$ with heads in $u$. Indeed, assume that $u$ has got three in-neighbors $t_{B_1}, t_{B_2}, t_{B_3}$ in $D$, with $a < b < c$. Then $N^-(u) \setminus \{t_{B_b}\}$ cuts $t_{B_a}$ (and all vertices of $B_{a+1}, \ldots, B_{c-1}$ from $r$, a contradiction to the fact that $D$ is reduced with respect to Rule 4. Hence the edges in $Z$ have at least $(\ell^3 - 1) \frac{\ell}{2} \geq \frac{\ell^3}{2} - \frac{\ell}{2}$ different heads. By Lemma 11 these heads are tails of bags, and by Lemma 10 each of them corresponds to a different vertex in $D_c$. It follows that the vertices $v_3, \ldots, v_{\ell-2}$ have in $D_c$ at least $\frac{\ell^3}{20}$ neighbors in $O(P')$, so $|O(P')| \geq \frac{\ell^3}{20}$. Since $|\text{hd}(D_c) \cap V(P)| = \ell - 2$ it follows that $|\text{hd}(D_c) \cap V(P)| \leq 10|O(P')| + 6$.

In what follows we are going to bound the size of $D_c$ using its sparsity properties. To this end we use an auxiliary bipartite graph $G$, called the bipartite minor of $D_c$, constructed as follows. We put $V(G) = A \cup B$, where $A = \text{ea}(D_c)$, and $B$ is the set of all maximal hard bipaths in $D_c$. For every maximal hard bipath $P'$ in $D_c$ with extremities $u, v \in \text{ea}(D_c)$, the neighborhood of the corresponding vertex in $B$ is exactly $O(P')$.

**Lemma 21.** If $D$ is $H$-minor-free, then $|\text{hd}(D_c)| = 2^{O(|H| \sqrt{\log |H|})}(|\text{ea}(D_c)| + |\text{sl}(D_c)|)$.

**Proof.** Consider an arbitrary hard vertex $v$ of $D_c$. Consider the maximal hard weak bipath $P'$ in $D_c$ that contains $v$. Then $P'$ corresponds to a vertex in $B$ and by Lemma 20, it has at most $10|O(P')| + 6$ internal vertices. It follows that

$$|\text{hd}(D_c)| \leq \sum_{v \in B} (10 \deg_G(v) + 6) \leq \sum_{v \in B} 16 \deg_G(v).$$

Note that $G$ is a minor of (the undirected version of) $D$ since it can be obtained from $D_c$ by edge contractions and deletions, and $D_c$ in turn is obtained from $D$ by contractions.
Hence, $G$ is $H$-minor-free. Moreover, $G$ is simple. By Lemma 4, we know that $G$ is $d_H$-degenerate, for $d_H = O(\sqrt{\log |H|})$. Let $B_m$ and $B_s$ denote the vertices in $B$ for which the corresponding maximal hard bipath is master and slave, respectively. By (1) we get

$$|\text{hd}(D_c)| \leq 16 \sum_{v \in B} \deg_G(v) \leq 16 \sum_{v \in B} \deg_G(v) + 16 \sum_{v \in B_s} \deg_G(v) + 16 \sum_{v \in B_m} \deg_G(v).$$

Let us bound each of the terms separately. By Lemma 6, we have

$$\sum_{v \in B_s, \deg_G(v) > 2d_H} d(v) \leq 2d_H |A| = O(|H| \sqrt{\log |H|} \cdot |\text{ea}(D_c)|).$$

Obviously,

$$\sum_{v \in B_s, \deg_G(v) \leq 2d_H} \deg_G(v) \leq 2d_H s_l(D_c) = O(|H| \sqrt{\log |H|} s_l(D_c)).$$

Finally,

$$\sum_{v \in B_m, \deg_G(v) \leq 2d_H} \deg_G(v) = \sum_{S \subseteq A, |S| \leq 2d_H} |S| \cdot |\{ v \in B_m : N_G(v) = S \}| \leq 2d_H \sum_{S \subseteq A, |S| \leq 2d_H} |\{ v \in B_m : N_G(v) = S \}|.$$

By Corollary 7, there is a constant $c_H = 2^{O(|H| \sqrt{\log |H|})}$ such that there are at most $c_H |A|$ distinct neighborhoods of vertices in $B$. For each such neighborhood $S \subseteq A$ and for every pair of vertices $u, v \in S$ there are at most two master bipaths $P'$ with endpoints $u$ and $v$ and such that $O(P') = S$. Therefore for a fixed neighborhood $S$ of size at most $2d_H$ we have $|\{ v \in B_m : N_G(v) = S \}| \leq 2\left(\frac{|S|}{2}\right) \leq 2(2d_H^2) = O(d_H^2)$. Hence

$$\sum_{S \subseteq A, |S| \leq 2d_H} |\{ v \in B_m : N_G(v) = S \}| = O(c_H \cdot d_H^2 \cdot |\text{ea}(D_c)|) = 2^O(|H| \sqrt{\log |H|} |\text{ea}(D_c)|).$$

The claim follows.

Now we can finish the proof of Theorem 18. Assume maxleaf($D$) < $k$. By Lemmas 15 and 16, $\text{ea}(D_c) < 60k + 180k$. Moreover, by Lemma 17, $s_l(D_c) < k$. This, with Lemma 21 gives the claim of Theorem 18.

## 4 k-internal Out-Branching in graphs of bounded expansion

In this section we give a linear kernel for IOB on any graph class $G$ of bounded expansion. To this end, we modify the approach of Gutin, Razgon and Kim [9]. Before we proceed to the argumentation, let us remark that Gutin et al. work with a slightly more general problem, where the root of the outbranching is not prescribed; of course, the outbranching is still required to span the whole vertex set. Note that the variant with a prescribed root $r$ can be reduced to this variant simply by removing all in-arcs of $r$, which forces $r$ to be the root of any outbranching of the given digraph. Since our kernel will be an induced subgraph of $D$ and $r$ will not be removed by any reduction, it will be still true that $r$ is the only candidate for the root of an outbranching. Hence, the resulting instance will be equivalent in both variants. Therefore, from now on we work with variant without prescribed root in order to be able to use the observations of Gutin et al. as black-boxes.

First, Gutin et al. observe that in an instance that cannot be easily resolved, one can find a small vertex cover (of the underlying undirected graph).
Lemma 22 ([9]). Given a digraph $D$, we can either build an out-branching with at least $k$ internal vertices or obtain a vertex cover of size at most $2k - 2$ in $O(n^2 m)$ time.

For a given directed graph $D$ and a vertex cover $U$ in $D$ we build an undirected bipartite graph $B_{D,U}$ as follows. Let $W = V(D) \setminus U$. Then,

\[
V(B) = \{ U' \cup W, \text{ where } U' = N^-(W) \cup (U \times U) \};
\]

\[
E(B) = \{ \{ xy, w \} : xy \in U \times U, w \in W; (x, w) \in E(D), (w, y) \in E(D) \} \cup \{ \{ x, w \} : x \in U, w \in W, (x, w) \in E(D) \}.
\]

A crown decomposition of an undirected graph $G$ is a partitioning of $V(G)$ into three parts $C$, $H$, and $R$, such that

- $C$ is an independent set.
- There are no edges between vertices of $C$ and $R$. That is, $H$ separates $C$ and $R$.
- $C$ can be partitioned into $C_m \cup C_u$ with $|C_m| = |H|$, such that $G[C_m \cup H]$ contains a perfect matching that matches each vertex of $C_m$ with a vertex of $H$.

Crown decompositions are used in multiple kernelization algorithms. In particular, the following lemma, which Gutin et al. attribute to Fellows et al. [6], shows that in certain situations a crown decomposition can be found efficiently.

Lemma 23 (see [9]). Suppose $G$ is an undirected graph on $n$ vertices, and suppose $I$ is an independent set in $G$ such that $|I| \geq \frac{2n}{3}$. Then $G$ admits a crown decomposition $(C = C_u \cup C_m, H, R)$ with $C \subseteq I$, $H \subseteq V(G) \setminus I$ and $C_u \neq \emptyset$. Moreover, given $I$, the decomposition $(C = C_u \cup C_m, H, R)$ can be found in $O(nm)$ time.

The main idea of Gutin et al. is to search for crowns in $B_{D,U}$ with $C \subseteq W$ and $C_u \neq \emptyset$. Such crowns can be conveniently reduced using the following reduction rule, whose correctness is proved in Lemma 4.4 of [9].

Rule 1. Let $U$ be a vertex cover in $D$ and let $W = V(D) \setminus U$. Assume there is a crown decomposition $(C = C_m \cup C_u, H, R)$ in $B_{D,U}$ with $C \subseteq W$ and $C_u \neq \emptyset$. Then remove $C_u$ from $D$.

Our idea is to combine Rule 1 with the knowledge that $D$ belongs to a graph class of bounded expansion $\mathcal{G}$, and hence Proposition 5 can be used to reason about the sparseness of the adjacency structure between $U$ and $W$. Let us introduce some notation. Consider a vertex cover $U$ and an independent set $W = V(D) \setminus U$ in $D$. Let $W_s = \{ w \in W : \deg_D(w) < 2\sqrt{V_0(\mathcal{G})} \}$, and let $W_b = W \setminus W_s$. Moreover, for $N \subseteq U$ with $|N| < 2\sqrt{V_0(\mathcal{G})}$, let $W_N = \{ w \in W_s : N(w) = N \}$. Let $\mathcal{N}(U) = \{ N \subseteq U : |N| < 2\sqrt{V_0(\mathcal{G})}, W_N \neq \emptyset \}$. Note that $|\mathcal{N}(U)| \leq |W_s|$. Our kernelization algorithm is as follows.

1. If the algorithm from Lemma 22 returns an outbranching, answer YES and terminate; otherwise it returns a vertex cover $U$ of size at most $2k - 2$. Let $W = V(D) \setminus U$.
2. Construct the graph $B := B_{D,U}$ and compute $W_s$, $\mathcal{N}(U)$, and nonempty sets $W_N$.
3. If there is a set $N \in \mathcal{N}(U)$ such that $|W_N| > 2|N|_{B(W_N)}$, then apply Lemma 23 to graph $B[N_B[W_N]]$ with $I = W_N$. This gives us a crown decomposition $(C = C_u \cup C_m, H, R)$ of $B[N_B[W_N]]$ with $C \subseteq W_N$, $H \subseteq N_B(W_N)$, and $C_u \neq \emptyset$. Observe that $(C = C_u \cup C_m, H, R \cup (V(B) \setminus N_B[W_N]))$ is a crown decomposition of $B$. Apply Rule 1 to this crown decomposition in order to remove $C_u$ from $D$, and restart the algorithm in the reduced graph.
4. Otherwise, return $D$. 
In case we have a prescribed root $r$ of the outbranching that we would like to preserve in the kernelization process, we can add it to the constructed vertex cover $U$, thus increasing its size up to at most $2k-1$. The reduction rules never remove any vertex of $U$.

Given this algorithm, we can restate and prove our main result for IOB.

**Theorem 2.** Let $\mathcal{G}$ be a hereditary graph class of bounded expansion. There is an algorithm that, given an instance $(D,k)$ of IOB where $D \in \mathcal{G}$, in polynomial time either resolves the instance $(D,k)$, or outputs an equivalent instance $(D',k)$ of IOB where $|V(D')| = O(k)$ and $D'$ is an induced subgraph of $D$.

**Proof.** The correctness of our kernelization algorithm and a polynomial bound on its running time follows from Lemmas 22 and 23. Note that the kernelization algorithm never decrements the budget $k$, so it suffices to show that it outputs an instance $(D,k)$ such that $|V(D)| = O(k)$.

We can assume that the algorithm constructed a vertex cover $U$ of $D$ of size at most $2k-2$ ($2k-1$ if we want to preserve a prescribed root), because otherwise the algorithm would terminate and provide a positive answer. Let $W = V(D) \setminus U$. Then $V(D) = U \cup W_s \cup W_b$. By the first claim of Proposition 5 we get $|W_b| \leq 2\nabla_0(G)|U| \leq 2 \nabla_0(G)k$. Hence it suffices to bound the size of $W_s$. Note that $W_s = \bigcup_{N \in \mathcal{N}(U)} W_N$. By the second claim of Proposition 5 we get $|\mathcal{N}(U)| \leq (4 \nabla_1(G) + 2 \nabla_1(G))|U| = O(4 \nabla_1(G)k)$. However, since Step 2 of the kernelization algorithm cannot be applied, for every $N \in \mathcal{N}(U)$ we have $|W_N| \leq 2|N_D \cup V_0(N)|$. Since the construction of $B_{D,U}$ it is clear that $|N_{B_{D,U}}(W_N)| \leq |N|^2 + 4 \nabla_0(G)^2 + 2 \nabla_0(G)$, and hence $|W_N| < 8 \nabla_0(G)^2 + 4 \nabla_0(G)$. It follows that $|W_s| = \sum_{N \in \mathcal{N}(U)} |W_N| = O(4 \nabla_1(G) \nabla_0(G)^2 k)$, and hence $|V(D)| = |U| + |W_s| + |W_b| = O(4 \nabla_1(G) \nabla_0(G)^2 k)$. This finishes the proof.
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Abstract

We give alternative definitions for maximum matching width, e.g. a graph \(G\) has \(mmw(G) \leq k\) if and only if it is a subgraph of a chordal graph \(H\) and for every maximal clique \(X\) of \(H\) there exists \(A, B, C \subseteq X\) with \(A \cup B \cup C = X\) and \(|A|, |B|, |C| \leq k\) such that any subset of \(X\) that is a minimal separator of \(H\) is a subset of either \(A, B\) or \(C\). Treewidth and branchwidth have alternative definitions through intersections of subtrees, where treewidth focuses on nodes and branchwidth focuses on edges. We show that \(mm\)-width combines both aspects, focusing on nodes and on edges. Based on this we prove that given a graph \(G\) and a branch decomposition of \(mm\)-width \(k\) we can solve Dominating Set in time \(O^\ast(8^k)\), thereby beating \(O^\ast(3^{tw(G)})\) whenever \(tw(G) > \log_3 8 \times k \approx 1.893k\). Note that \(mmw(G) \leq tw(G) + 1 \leq 3 mmw(G)\) and these inequalities are tight. Given only the graph \(G\) and using the best known algorithms to find decompositions, maximum matching width will be better for solving Dominating Set whenever \(tw(G) > 1.549 \times mmw(G)\).
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1 Introduction

The treewidth \(tw(G)\) and branchwidth \(bw(G)\) of a graph \(G\) are connectivity parameters of importance in algorithm design. By dynamic programming along the associated tree decomposition or branch decomposition one can solve many graph optimization problems in time linear in the graph size and exponential in the parameter. For any graph \(G\), its treewidth and branchwidth are related by \(bw(G) \leq tw(G) + 1 \leq \frac{3}{2} bw(G)\) [15]. The two parameters are thus equivalent with respect to fixed parameter tractability (FPT), with a problem being FPT parameterized by treewidth if and only if it is FPT parameterized by branchwidth. For some of these problems the best known FPT algorithms are optimal, up to some complexity theoretic assumption. For example, Minimum Dominating Set Problem can be solved in time \(O^\ast(3^{tw(G)})\) when given a decomposition of treewidth \(tw(G)\) [17] but not in time \(O^\ast((3 - \varepsilon)^{tw(G)})\) for any \(\varepsilon > 0\) unless the Strong Exponential Time Hypothesis (SETH) fails [12].
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Recently, a graph parameter equivalent to treewidth and branchwidth was introduced, the maximum matching width (or mm-width) mmw(G), defined by a branch decomposition over the vertex set of the graph, using the symmetric submodular cut function obtained by taking the size of a maximum matching of the bipartite graph crossing the cut (by König’s Theorem equivalent to minimum vertex cover) [18]. For any graph G we have mmw(G) ≤ bw(G) ≤ tw(G) + 1 ≤ 3 mmw(G) and these inequalities are tight, for example any balanced decomposition tree will show that mmw(K_n) = ⌈n/3⌉.

In this paper we show that given a branch decomposition over the vertex set of mm-width k we can solve Dominating Set in time O^*(8^k). This runtime beats the O^*(3^{tw(G)}) algorithm for treewidth [17] whenever tw(G) > log_3 8 × k ≈ 1.893k. If we assume only G as input, then since mm-width has a submodular cut function [16] we can approximate mm-width to within a factor 3 mmw(G) + 1 in O^*(2^{3 mmw(G)}) time using the generic algorithm of [13], giving a total runtime for solving dominating set of O^*(2^{9 mmw(G)}). For treewidth we can in O^*(2^{1.7 tw(G)}) time [1] get an approximation to within a factor (3 + 2/3) tw(G) giving a total runtime for solving dominating set of O^*(3^{3.666 tw(G)}). This implies that on input G, using maximum matching width gives better exponential factors whenever tw(G) > 1.549 mmw(G).

Our results are based on a new characterization of graphs of mm-width at most k, as intersection graphs of subtrees of a tree. It can be formulated as follows, encompassing analogous formulations for all three parameters mm-width (respectively treewidth, respectively branchwidth):

For any k ≥ 2 a graph G on vertices v_1, v_2, ..., v_n has mmw(G) ≤ k (resp. tw(G) ≤ k − 1, resp. bw(G) ≤ k) if and only if there exist a tree T of max degree at most 3 with nontrivial subtrees T_1, T_2, ..., T_n such that if v_i v_j ∈ E(G) then subtrees T_i and T_j have at least one node (resp. node, resp. edge) of T in common and for each edge (resp. node, resp. edge) of T there are at most k subtrees using it.

Thus, while treewidth has a focus on nodes and branchwidth a focus on edges, mm-width combines the aspects of both. We also arrive at the following alternative characterization: a graph G has mmw(G) ≤ k if and only if it is a subgraph of a chordal graph H and for every maximal clique X of H there exists A, B, C ⊆ X with A ∪ B ∪ C = X and |A|, |B|, |C| ≤ k such that any subset of X that is a minimal separator of H is a subset of either A, B or C. In fact, using techniques introduced by Bodlaender and Kloks [4] these new characterizations will also allow us to compute a branch decomposition of optimal mm-width in FPT time [9].

In Section 2 we give definitions. In Section 3 we define unique minimum vertex covers for any bipartite graph, show some monotonicity properties of these, and use this properties to give the new characterizations of mm-width. In Section 4 we give the dynamic programming algorithm for dominating set. We end in Section 5 with some discussions.

2 Definitions

For a simple and loopless graph G = (V, E) and its vertex v, let N(v) be the set of all vertices adjacent to v in G, and N[v] = N(v) ∪ {v}. For a subset S of V(G), let N(S) be the set of all vertices that are not in S but are adjacent to some vertex of S in G, and N[S] = N(S) ∪ S.

A tree decomposition of a graph G is a pair (T, {X_e} e ∈ V(T)) consisting of a tree T and a family {X_e} e ∈ V(T) of vertex sets X_e ⊆ V(G), called bags, satisfying the following three

---

1 Note that there is also an O^*(e^{tw(G)}) time 3-approximation of treewidth [3], but the c is so large that the approximation alone has a bigger exponential part than the entire Dominating Set algorithm when using the 3.666-approximation.
conditions:
1. each vertex of $G$ is in at least one bag,
2. for each edge $uv$ of $G$, there exists a bag that contains both $u$ and $v$, and
3. for vertices $u, v, w$ of $T$, if $v$ is on the path from $u$ to $w$, then $X_u \cap X_w \subseteq X_v$.

The width of a tree decomposition $(T, \{X_t\}_{t \in V(T)})$ is $\max_{t \in V(T)} |X_t| - 1$. The treewidth of $G$, denoted by $\text{tw}(G)$, is the minimum width over all possible tree decompositions of $G$.

A branch decomposition over $X$, for some set of elements $X$, is a pair $(T, \delta)$, where $T$ is a tree over vertices of degree at most 3, and $\delta$ is a bijection from the leaves of $T$ to the elements in $X$. Any edge $ab$ disconnects $T$ into two subtrees $T_a$ and $T_b$. Likewise, any edge $ab$ partitions the elements of $X$ into two parts $A$ and $B$, namely the elements mapped by $\delta$ from the leaves of $T_a$, and of $T_b$, respectively. An edge $ab \in E(T)$ is said to induce the partition $(A, B)$.

A rooted branch decomposition is a branch decomposition $(T, \delta)$ where we subdivide an edge of $T$ and make the new vertex the root $r$. In a rooted branch decomposition, for an internal vertex $v \in V(T)$, we denote by $\delta(v)$ the union of $\delta(l)$ for all leaves of $l$ having $v$ as its ancestor.

Given a symmetric ($f(A) = f(\overline{A})$) function $f : 2^X \rightarrow \mathbb{R}$, using branch decompositions over $X$, we get a nice way of defining width parameters: For a branch decomposition $(T, \delta)$ and edge $e \in T$, we define the $f$-value of the edge $e$ to be the value $f(A) = f(B)$ where $A$ and $B$ are the two parts of the partition induced by $e$ in $(T, \delta)$, denoted $f(e)$. We define the $f$-width of branch decomposition $(T, \delta)$ to be the maximum $f$-value over all edges of $T$, denoted $f(T, \delta) = \max_{e \in T} \{f(e)\}$.

For set $X$ of elements, we define the $f$-width of $X$ to be the minimum $f$-width over all branch decompositions over $X$. If $|X| \leq 1$, then $X$ admits no branch decomposition and we define its $f$-width to be $f(\emptyset)$.

For a graph $G$ and a subset $S \subseteq E(G)$, the branchwidth $\text{bw}(G)$ of $G$ is the $f$-width of $E(G)$ where $f : 2^{E(G)} \rightarrow \mathbb{R}$ is a function such that $f(S)$ is the number of vertices that are incident with an edge in $S$ as well as an edge in $E(G) \setminus S$.

The Maximum Matching-width of a graph $G$, denoted $\text{mmw}(G)$, is the $f$-width of $V(G)$ for $f = \text{mm}$.

### 3 Subtrees of a tree representation for mm-width

#### 3.1 König covers

In this subsection, we will define canonical minimum vertex covers for any bipartite graph. Our starting point is a well-known result in graph theory.

**Theorem 1** (König’s Theorem [10]). Given a bipartite graph $G$, for any maximum matching $M$ and minimum vertex cover $C$ of $G$, the number of edges in $M$ is the same as the number of vertices in $C$; $|M| = |C|$.

Let $(A, B)$ be the vertex partition of $G$. This statement can be proved in multiple ways. The harder direction, that a maximum matching is never smaller than a minimum vertex cover, does not hold for general graphs, and is usually proven by taking a maximum matching $M$ and constructing a vertex cover $C$ having size exactly $|M|$, as follows:

For each edge $ab \in M$ (where $a \in A$, and $b \in B$), if $ab$ is part of an alternating path starting in an unsaturated vertex of $A$, then put $b$ into $C$, otherwise put $a$ into $C$. 
For a proof that $C$ indeed is a minimum vertex cover of $G$, see e.g. [7]. We will call the vertex cover $C$ constructed by the above procedure the $A$-König cover of $G$. A $B$-König cover of $G$ is constructed similarly by changing the roles of $A$ and $B$ (see Figure 1).

Lemma 2 below shows that the $A$-König cover will, on the $A$-side consist of the $A$-vertices in the union over all minimum vertex covers, and on the $B$-side will consist of the $B$-vertices in the intersection over all minimum vertex covers.

**Lemma 2.** For a bipartite graph $G = (A \cup B, E)$ and minimum vertex cover $C$ of $G$, the set $C$ is the $A$-König cover of $G$ if and only if for any minimum vertex cover $C'$ of $G$ we have $A \cap C' \subseteq A \cap C$, and $B \cap C' \supseteq B \cap C$.

**Proof.** Let $M$ be a maximum matching of $G$, and $C^*$ the $A$-König cover of $G$ constructed from $M$. Since both $C^*$ and $C$ are minimum vertex covers, by showing that for any minimum vertex cover $C'$ of $G$ we have $A \cap C' \subseteq A \cap C^*$, and $B \cap C' \supseteq B \cap C^*$, as a consequence will also show that $C' = C^*$ if and only if for all minimum vertex covers $C'$ of $G$ we have $A \cap C' \subseteq A \cap C$ and $B \cap C' \supseteq B \cap C$. So this is precisely what we will do.

Let $C'$ be any minimum vertex cover, and $b$ any vertex in $C^* \cap B$. We will show that $b \in C'$, and from that conclude $B \cap C' \supseteq B \cap C^*$. As $b \in C^*$ there must be some alternating path from $b$ to an unsaturated vertex $u \in A$. The vertices $b$ and $u$ are on different sides of the bipartite graph, so the alternating path $P$ between $u$ and $b$ must be of some odd length $2k + 1$. From Theorem 1, we deduce that one and only one endpoint of each edge in $M$ must be in $C'$. As each vertex in $V(P)$ is incident with at most two edges of $P$, and all edges of $P$ must be covered by $C'$, we need at least $\lceil (2k + 1)/2 \rceil = k + 1$ of the vertices in $V(P)$ to be in $C'$. However, the vertices of $V(P) - b$ are incident with only $k$ edges of $M$. Therefore at most $k$ of the vertices $V(P) - b$ can be in $C'$. In order to have at least $k + 1$ vertices from $V(P)$ in $C'$ we thus must have $b \in C'$.

We now show that $C' \cap A \subseteq C^* \cap A$ by showing that $a \in C^*$ if $a \in A \cap C'$. Let $E^*$ and $E'$ be the edges of $G$ not covered by $C^* \cap B$ and $C' \cap B$, respectively. Since $C^* \cap B \subseteq C' \cap B$, the set $E^*$ must contain all the edges of $E'$. As $C'$ is a minimum vertex cover, and all edges other than $E'$ are covered by $C' \cap B$, a vertex $a$ of $A$ is in $C'$ only if it covers an edge $e \in E'$.

As $E' \subseteq E^*$, we have $e \in E^*$, and hence $C^*$ must also cover $e$ by a vertex in $A$. As $G$ is bipartite, the only vertex from $A$ that covers $e$ is $a$, and we can conclude that $a \in C^*$.

The following lemma establishes an important monotonicity property for $A$-König covers. For a set $S$ of vertices and a vertex $v$, denote $S + v = S \cup \{v\}$.

**Lemma 3.** Given a graph $G$ and tripartition $(A, B, X)$ of the vertices $V(G)$, the following two properties holds for the $A$-König cover $C_A$ of $G[\{A \cup X, B\}]$ and any minimum vertex cover $C$ of $G[A \cup X, B]$.  
1. $A \cap C \subseteq A \cap C_A$
2. $B \cap C \supseteq B \cap C_A$. 

![Figure 1](attachment:image.png)
Proof. To prove this, we will show that it holds for \( X = \{ x \} \), and then by transitivity of the subset relation and that a König cover is also a minimum vertex cover, it must hold also when \( X \) is any subset of \( V(G) \).

Let \( A' = A + x \) and \( B' = B + x \), and let \( C' \) be the \( A \)-König cover of the graph \( G[A, B] \) (be aware that this graph has one less vertex than \( G \)). We will break the proof into four parts, namely \( A \cap C' \subseteq A \cap C' \), \( A \cap C' \subseteq A \cap C_A \), \( B \cap C_A \subseteq B \cap C' \), and \( B \cap C' \subseteq B \cap C \). Again, by transitivity of the subset relation, this will be sufficient for our proof. We now look at each part separately.

\[ A \cap C \subseteq A \cap C' \text{; Two cases: } |C| = |C'| \text{ and } |C| > |C'|. \] We do the latter first. This means that \( C' \cup \{ x \} \) must be a minimum vertex cover of \( G[A', B] \). Therefore the \( A' \)-König cover \( C^* \) of \( G[A', B'] \) must contain \( \{ C', \{ x \} \} \cap A' \). This means that \( C^* \) is a minimum vertex cover of \( G[A, B] \), and by \( C' \) being the \( A \)-König cover of \( G[A, B] \), we have from Lemma 2 that \( C' \cap A \geq C^* \cap A \). And since \( C^* \) is an \( A \)-König cover of \( G[A', B] \) we have \( C' \cap A' \geq C \cap A' \) and can conclude that \( C' \cap A \geq A \cap C \). Now assume that the two vertex covers are of equal size. Clearly \( x \not\in \), as then \( C \cup x \) is a smaller vertex cover of \( G[A, B] \) than \( C' \), so \( x \) is not in \( C \). This means that \( C \) is a minimum vertex cover of \( G[A, B] \), so all vertices in \( A \cap C \) must be in \( C' \) by Lemma 2.

\[ A \cap C' \subseteq A \cap C_A \text{; Suppose } C' \text{ is smaller than } C_A. \] This means \( C' \cap x \) is a minimum vertex cover of \( G[A, B'] \), and hence \( (C' + x) \cap A \subseteq C_A \cap A \) by Lemma 2. On the other hand, if \( C' \) is of the same size as \( C_A \). Then \( C_A \) is a minimum vertex cover of \( G[A, B] \), and so \( x \notin C \). This means \( C_A \cap N(x) \cap A \subseteq C_A \cap A \). And as \( C_A \) is a minimum vertex cover of \( G[A, B] \), we know from Lemma 2 that \( C_A \cap N(x) \cap A \subseteq C' \). In particular, this means \( C' \) covers all the edges of \( G[A, B'] \) not in \( G[A, B] \), which means that \( C' \) is also a minimum vertex cover of \( G[A, B'] \). This latter observation means that \( C' \cap A \subseteq C_A \) from Lemma 2.

\[ B \cap C_A \subseteq B \cap C' \text{; Suppose } C' \text{ is smaller than } C_A. \] This means \( C' \cap x \) is a minimum vertex cover of \( G[A, B'] \), and thus \( B' \cap (C' + x) \supseteq B' \cap C_A \). Which implies that \( B \cap C' \supseteq B \cap C_A \). Now assume that \( C' \) is of the same size as \( C_A \). This means \( C_A \) is a minimum vertex cover of \( G[A, B] \), and \( x \notin C_A \). Furthermore, this means \( N(x) \cap A \subseteq C_A \cap A \subseteq C' \cap A \) by Lemma 2 and we conclude that \( C' \) is a minimum vertex cover of \( G[A, B'] \). By Lemma 2, this means \( B' \cap C_A \subseteq B' \cap C' \) and in particular \( B \cap C_A \subseteq B \cap C' \).

\[ B \cap C' \supseteq B \cap C \text{; Suppose } C' \text{ is smaller than } C. \] This means \( C' \cap x \) is a minimum vertex cover of \( G[A, B'] \), and hence by Lemma 2 we have \( B' \cap (C' + x) \subseteq B' \cap C_2 \), which implies \( B \cap C' \subseteq B \cap C_2 \). Now suppose \( C' \) is of the same size as \( C \). This means that \( C \) is a minimum vertex cover of \( G[A, B] \), and hence we immediately get \( C \cap B \supseteq C' \cap B \) by Lemma 2.

This completes the proof, as we by transitivity of the subset relation have that \( C_A \cap B \subseteq C \cap B \), and \( C \cap A \subseteq C_A \cap A \).

We are now ready to prove an important connectedness property of König covers that arise from cuts of a given branch decomposition.

\[ \textbf{Lemma 4.} \text{ Given a connected graph } G \text{ and rooted branch decomposition } (T, \delta) \text{ over } V(G), \text{ for any node } v \text{ in } T, \text{ where } C \text{ are the descendants of } v \text{ and } C_u \text{ means the } \delta(u) \text{-König cover of } G[\delta(u), \delta(u)], \text{ we have that } \]

\[
\left( \bigcup_{x \in V(T) \setminus C} C_x \right) \cap \left( \bigcup_{x \in C} C_x \right) \subseteq C_v.
\]

\textbf{Proof.} For all \( x \in C \), since \( C_x \) is a \( \delta(x) \)-König cover and \( C_v \) is a minimum vertex cover, from Lemma 3, we have that \( C_x \cap \delta(x) \subseteq C_v \cap \delta(x) \). In particular, since \( \delta(x) \subseteq \delta(v) \), we
have that $C_x \setminus \delta(v) \subseteq C_v \setminus \delta(v) \subseteq C_v$. Since each vertex of $V(G)$ is either in $\delta(v)$ or not in $\delta(v)$, by showing that also for all $x \in V(T) \setminus C$ we have $C_x \cap \delta(v) \subseteq C_v$, we can conclude that the lemma holds: For all $x \in V(T) \setminus C$ either $\delta(v) \subseteq \delta(x)$ (when $x$ is an ancestor of $v$) or $\delta(v) \subseteq \delta(x)$ (when $x$ is neither a descendant of $v$ nor an ancestor of $v$), in either case, we can apply the $\delta(v)$-$\delta$-König cover of $G[\delta(v), \delta(v)]$ and the minimum vertex cover $C_x$ of $G[\delta(x), \delta(x)]$ to Lemma 3 and see that $C_x \cap \delta(v) \subseteq C_v \cap \delta(v) \subseteq C_v$. \hfill \&

### 3.2 The new characterization of mmw

We say a graph is nontrivial if it has an edge.

► **Theorem 5.** A nontrivial graph $G = (V, E)$ has $\text{mmw}(G) \leq k$ if and only if there exist a tree $T$ of max degree at most 3 and for each vertex $v \in V$ a nontrivial subtree $T_v$ of $T$ such that (i) if $uv \in E$ then the subtrees $T_u$ and $T_v$ have at least one vertex of $T$ in common, and (ii) for every edge of $T$ there are at most $k$ subtrees using this edge.

**Proof.** Forward direction: Let $(T, \delta)$ be a rooted branch decomposition over $V$ having mm-width at most $k$, and assume $G$ has no isolated vertices. For each edge $e = uv$ of $T$, with $u$ a child of $v$, assign $\delta(u)$-$\delta$-König cover $C_u$ of $G[\delta(u), V \setminus \delta(u)]$ to the edge $uv$. For each vertex $x$ of $G$, define the set of edges of $T$ whose König cover contains $x$ and let $T_x$ be the sub-forest of $T$ induced by these edges. Using Lemma 4 we first show that $T_x$ is a connected forest and thus a subtree of $T$. Consider two vertices $u$ and $v$ such that $x \in C_u \cap C_v$. Let $p$ be the lowest common ancestor of $u$ and $v$. For every vertex $w$ on the path from $p$ to $u$ and on the path from $p$ to $v$, except $p$, we know that exactly one of $u, v$ is a descendant of $w$. By Lemma 4, $(C_u \cap C_v) \subseteq C_w$. It means that if a vertex $x$ of $G$ is in both $C_u$ and $C_v$ then it is also in $C_w$, which implies that $T_x$ is connected.

Now, since the branch decomposition has mm-width at most $k$ part (ii) in the statement of the Theorem holds. For an arbitrary edge $ab$ of $G$, consider any edge $e$ of $T$ on the path from $\delta^{-1}(a)$ to $\delta^{-1}(b)$ and the partition $(A, B)$ induced by $e$ where $a \in A$, $b \in B$. Then the König cover of $e$ must contain one of $a$ and $b$, and thus, (i) holds as well. Finally, $T_x$ is nontrivial because the edge of $T$ incident with a leaf $\delta^{-1}(x)$ assigns the König cover $\{x\}$.

If $G$ has isolated isolated vertices, $T_x$ is not nontrivial for isolated vertex $x$. We fix this by setting $T_x$ to consist exactly of the edge incident with $\delta^{-1}(x)$, for any isolated vertex $x$ of $G$.

Backward direction: For each given subtree $\{T_u\}_{u \in V}$ of $T$, choose an edge in $T_u$ (it is also in $T$) and append in the tree $T$ a leaf $\ell_u$, and extend $T_u$ to contain $\ell_u$ and set $\delta(\ell_u) = u$. Exhaustively remove leaves (from both $T$ and the subtrees) that are not mapped by $\delta$. Call the resulting tree $T'$ and subtrees $\{T'_u\}_{u \in V}$. Note that subtrees $\{T'_u\}_{u \in V}$ and $T'$ still satisfy (i) and (ii). We claim that $(T', \delta)$ is a branch decomposition of mm-width at most $k$. It is clearly a branch decomposition over $V$, and for any edge $e$ of $T'$, if we choose $S \subseteq V$ to be those $u$ with $T_u$ using this edge $e$, then this will be a vertex cover of the bipartite graph $H$ given by this edge $e$, and of size at most $k$ because for an edge $xy$ in $H$, one of $T_x$ and $T_y$ must contain $e$.

In the Introduction we mentioned analogous characterizations of treewidth and branchwidth, for these see e.g. [14]. Another alternative characterization is the following.

► **Corollary 6.** A graph $G$ has $\text{mmw}(G) \leq k$ if and only if it is a subgraph of a chordal graph $H$ and for every maximal clique $X$ of $H$ there exists $A, B, C \subseteq X$ with $A \cup B \cup C = X$ and $|A|, |B|, |C| \leq k$ such that any subset of $X$ that is a minimal separator of $H$ is a subset of either $A, B$ or $C$. 

\hfill IPEC'15
We only sketch the proof, which is similar to an alternative characterization of branchwidth given in [14]. We say a tree is ternary if it has maximum degree at most 3. Note that a graph is chordal if and only if it is an intersection graph of subtrees of a tree [8]. In the forward direction, take the chordal graph resulting from the subtrees of ternary tree representation. In the backward direction, take a clique tree of $H$ and make a ternary tree decomposition (which is easily made into a subtrees of ternary tree representation) by for each maximal clique $X$ of degree larger than three making a bag $X$ with three neighboring bags $A, B, C$. If minimal separators $S_1, ..., S_q \subseteq X$ are contained in $A$ make a path extending from bag $A$ of $q$ new bags also containing $A$, with a single bag containing $S_i, 1 \leq i \leq q$, attached to each of them. These ternary subtrees, one for each maximal clique, is then connected together in a tree by the structure of the clique tree, adding an edge between bags of identical minimal separators.

4 Fast DP for Dominating Set parameterized by mm-width

For graph $G = (V, E)$ a subset of vertices $S \subseteq V$ is said to dominate the vertices in $N[S]$, and it is a dominating set if $N[S] = V$. Given a rooted branch decomposition $(T, \delta)$ of $G$ of mm-width $k$, we will in this section give an $O^*(8^k)$ algorithm for computing the size of a Minimum Dominating Set of $G$. This is an algorithm doing dynamic programming along a rooted tree decomposition $(T', \{X_t\}_{t \in V(T')})$ of $G$ that we compute from $(T, \delta)$ as follows.

Given a rooted branch decomposition $(T, \delta)$ of $G$ having mm-width $k$ the proof of Theorem 5 yields a polynomial-time algorithm (using an algorithm for maximum matching in bipartite graphs) finding a family $\{T_u\}_{u \in V(G)}$ of nontrivial subtrees of $T$ (note we can assume $T$ is a rooted tree with root of degree two and all other internal vertices of degree three) such that (i) if $uv \in E(G)$ then the subtrees $T_u$ and $T_v$ have at least one vertex of $T$ in common, and (ii) for every edge of $T$ there are at most $k$ subtrees using this edge. From this it is easy to construct a rooted tree decomposition $(T', \{X_t\}_{t \in V(T')})$ of $G$, having the properties described in Figure 2. Let $T'$ be a tree with vertex set $A \cup B \cup \{r\}$ where $A$ is the set of edges of $T$, $B$ is the set of non-root vertices (all of degree-3) of $T$, and $r$ is the root of $T$ and also the root of $T'$. Two vertices $e, v$ of $T'$ are adjacent if and only if $e \in A$ and $v \in B \cup \{r\}$ are incident in $T$. For a vertex $e \in A$, let $X_e$ be the set of vertices in $G$ such that if a subtree $T_w$ uses edge $e$ of $T$, then $w \in X_e$. For a vertex $v \in B$, let $X_v$ be the set of vertices in $G$ such that for the three incident edges $e_1, e_2, e_3$ of $v$ in $T$, $X_v = X_{e_1} \cup X_{e_2} \cup X_{e_3}$. Let $X_r = X_{e_1} \cup X_{e_2}$ if $e_1$ and $e_2$ are incident with $r$ in $T$. Then $(T', \{X_t\}_{t \in V(T')})$ is a tree decomposition of $G$ with a root $r$, having the properties described in Figure 2, which we will use in the dynamic programming.

Let us now define the relevant subproblems for the dynamic programming over this tree decomposition. For node $t$ of the tree we denote by $G_t$ the graph induced by the union of $X_u$ where $u$ is a descendant of $t$. A coloring of a bag $X_t$ is a mapping $f : X_t \to \{1, 0, *\}$ with the meaning that: all vertices with color 1 are contained in the dominating set of this partial solution in $G_t$, all vertices with color 0 are dominated, while vertices with color * might be dominated, not dominated, or in the dominating set. Thus the only restriction is that a vertex with color 1 must be a dominator, and a vertex with color 0 must be dominated. Thus, for any $S \subseteq V(G)$ there is a set $c(S)$ of $3^{|S|}2^{|N(S)|}$ colorings $f : V(G) \to \{1, 0, *\}$ compatible with taking $S$ as set of dominators, with vertices of $S$ colored 1, 0 or *, vertices of $N(S)$ colored 0 or *, and the remaining vertices colored *.

For a coloring $f$ of bag $X_t$, we denote by $T[t, f]$ (and view this as a `Table' of values) the minimum $|S|$ over all $S \subseteq V(G_t)$ such that there exists $f' \in c(S)$ with $f'|_{X_t} = f$ and...
having three incident edges \( a, b, c \), with subtrees of vertices contained in \( A, B, C \subseteq V(G) \) using these edges respectively, giving rise to the four bags in the tree decomposition shown in the middle, with constraint \(|A|, |B|, |C| \leq k\).

\( f' | V(G) \setminus X \), having everywhere the value 0. In other words, the minimum size of a set \( S \) of vertices of \( G_t \) that dominate all vertices in \( V(G_t) \setminus X_t \), with a coloring \( f' \) compatible with taking \( S \) as set of dominators, such that \( f' \) restricted to \( X_t \) gives \( f \). If no such set \( S \) exists, then \( T'[t, f] = \infty \). Note that the size of the minimum dominating set of \( G \) is the minimum value over all \( T[r, f] \) where \( f^{-1}(\ast) = \emptyset \) at the root \( r \). We initialize the table at a leaf \( \ell \), with \( X_\ell = \{v\} \) as follows. Denote by \( f_i \) the coloring from \( \{1, 0, \ast\} \) to \( \{1, 0, \ast\} \) for \( i \in \{1, 0, \ast\} \). Then for a leaf bag \( X_\ell \), set \( T[\ell, f_1] := 1 \), \( T[\ell, f_0] := \infty \), \( T[\ell, f_*] := 0 \).

For internal nodes of the tree, instead of separate ‘Join, Introduce and Forget’ operations we will give a single update rule with several stages. We will be using an Extend-Table subroutine which takes a partially filled table \( T[t, \cdot] \) and extends it to table \( T'[t, \cdot] \) so the result will adhere to the above definition, ensuring the monotonicity property that \( T'[t, f] \leq T'[t, f'] \) for any \( f \) we can get from \( f' \) by changing the color of a vertex from 1 to 0 or \( \ast \), or from 0 to \( \ast \). Extend-Table is implemented as follows:

(a) Initialize. For all \( f \), if \( T[t, f] \) is defined then \( T'[t, f] := T[t, f] \), else \( T'[t, f] := \infty \).
(b) Change from 1 to 0. For \( q = |X_\ell| \) down to 1: for any \( f \) in \( T'[t, f] \) where \( |\{v : f(v) = 1\}| = q \), for any choice of a single vertex \( u \in \{v : f(v) = 1\} \) set \( f_u(u) = 0 \) and set \( f_u(x) = f(x) \) for \( x \neq u \), and update \( T'[t, f_u] := \min\{T'[t, f_u], T'[t, f]\} \).
(c) Change from 0 to \( \ast \). Similarly as in step (b).

Note the transition from color 1 to \( \ast \) will happen by transitivity. The time for Extend-Table is proportional to the number of entries in the tables times \( |X_\ell| \).

Assume we have the situation in Figure 2, corresponding to the bags surrounding any degree-three node \( x \) of the tree decomposition. This arises from the branch decomposition (and the subtrees of tree representation) having a node incident to three edges, creating three bags \( a, b, c \), containing subsets of vertices \( A, B, C \), respectively, each of size at most \( k \), and giving rise to the four bags \( a, b, c, x \) in Figure 2, with the latter containing subsets of vertices \( X = A \cup B \cup C \). Let \( L = (A \cap B) \cup (A \cap C) \cup (B \cap C) \). Assume we have already computed \( T[b, f] \) and \( T[c, f] \) for all \( 3^{|B|} \) and \( 3^{|C|} \) choices of \( f \), respectively. We want to compute \( T[a, f] \) for all \( 3^{|A|} \) choices of \( f \), in time \( O^*(\max\{3^{|A|}, 3^{|B|}, 3^{|C|}, 3^{|L|} 2^{|X\setminus L|}\}) \). Note that we will not compute the table \( T[x, \cdot] \), as it would have \( 3^{|X|} \) entries, which is more than the allowed time bound. Instead, we compute a series of tables:

1. \( T_b^a[x, \cdot] \) and \( T_c^a[x, \cdot] \) of size \( 3^{|B|} \), by for each entry \( T[b, f] \) extending the coloring \( f \) of \( B \) to a unique coloring \( f' \) of \( X \) based on the neighborhood of the dominators in \( f \)
2. \( T_b^d[x, \cdot] \) and \( T_c^d[x, \cdot] \) of size at most \( \min\{3^{|B|}, 3^{|B\setminus L|} 2^{|X\setminus (B\setminus L)|}\} \), by changing each coloring \( f \) of \( X \) to a coloring \( f' \) of \( X \) where vertices in \( B \setminus L \) having color 1 instead are given color 0 (note these vertices have no neighbors in \( V(G) \setminus V(G_x) \))
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(3) \( T_{b}[x,] \) (and \( T_{c}[x,] \)) of size exactly \( 3^{|B\cap\mathbb{L}|}2^{|X\setminus(B\cap\mathbb{L})|} \), with \( f^{-1}(1) \subseteq B \cap \mathbb{L} \), by running Extend-Table on \( T_{b}[x,] \).

(4) \( T_{b}[x,] \) of size \( 3^{|L|}2^{|X\cap L|} \) by subset convolution over parts of \( T_{b}[x,] \) and \( T_{c}[x,] \).

(5) \( T_{c}[x,] \) of size \( 3^{|L|}2^{|X\cap L|} \) by running Extend-Table on \( T_{c}[x,] \).

(6) \( T[a,] \) of size \( 3^{|A|} \) by going over all \( 3^{|A|} \) colorings of \( A \) and minimizing over appropriate entries of \( T_{c}[x,] \).

Note that in step 4 we use the following:

**Theorem 7** (Fast Subset Convolution [2]). For two functions \( g, h : 2^V \to \{-M, \ldots, M, \} \), given all the \( 2^{|V|} \) values of \( g \) and \( h \) in the input, all \( 2^{|V|} \) values of the subset convolution of \( g \) and \( h \) over the integer min-sum semiring, i.e. \( (g \ast h)(Y) = \min_{Q \cap R = Y} g(Q) + h(R) \), can be computed in time \( 2^{|V|} \cdot |V|^{O(1)} \cdot O(M \log M \log \log M) \).

Let us now give the details of the first three steps:

(1) Compute \( T_{b}^3[x,] \). In any order, go through all \( f : B \to \{1, 0, *\} \) and compute \( f' : B \cup A \cup C \to \{1, 0, *\} \) by

\[
 f'(v) = \begin{cases} 
 f(x) & \text{if } v \in B \\
 0 & \text{if } v \notin B \text{ and } \exists u \in B : f(u) = 1 \text{ and } uv \in E(G) \\
 * & \text{otherwise}
\end{cases}
\]

and set \( T_{b}^3[x, f'] := T[1, f] \).

(2) Compute \( T_{b}^2[x,] \). First, initialize \( T_{b}^2[x, f] = \infty \) for all \( f : B \cup A \cup C \to \{1, 0, *\} \) where \( f^{-1}(1) \subseteq B \cup \mathbb{L} \). In any order, go through all \( f : B \cup A \cup C \to \{1, 0, *\} \) such that \( T_{b}^3[x, f] \) was defined in the previous step, and compute \( f' : B \cup A \cup C \to \{1, 0, *\} \) by

\[
 f'(v) = \begin{cases} 
 0 & \text{if } v \in B \setminus L \text{ and } f(v) = 1 \\
 f'(v) = f(v) & \text{otherwise}
\end{cases}
\]

and set \( T_{b}^2[x, f'] := \min\{T_{b}^2[x, f'], T_{b}^3[x, f] \} \). There will be no other entries in \( T_{b}^2[x,] \).

(3) Compute \( T_{b}^1[x,] \) by Extend-Table on \( T_{b}^2[x,] \).

The total time for the above three steps is bounded by \( O^*(\max\{|B|, 3^{|B\cap\mathbb{L}|}2^{|X\setminus(B\cap\mathbb{L})|}\}) \).

Note that \( T_{b}^1[x, f] \) is defined for all \( f \) where vertices in \( B \cap \mathbb{L} \) take on values \( \{1, 0, *\} \) and vertices in \( X \setminus (B \cap \mathbb{L}) \) take on values \( \{0, *\} \). The value of \( T_{b}^1[x, f] \) will be the minimum \( |S| \) over all \( S \subseteq V(G_b) \) such that there exists \( f' \in c(S) \) with \( f'|_X = f \) and \( f'|_{V(G_b) \setminus X} \) having everywhere the value 0. Note the slight difference from the standard definition, namely that even though the coloring \( f \) is defined on \( X \), the dominators only come from \( V(G_b) \), and not from \( V(G_c) \). The table \( T_{b}^1[x,] \) is computed in a similar way, with the colorings again defined on \( X \) but with the dominators now coming from \( V(G_c) \).

When computing a Join of these two tables, we want dominators to come from \( V(G_b) \cup V(G_c) \). Because of the monotonicity property that holds for these two tables, we can compute their Join \( T_{b,c}[x, f] \) for any \( f \) where vertices in \( L \) take on values \( \{1, 0, *\} \) and vertices in \( X \setminus L \) take on values \( \{0, *\} \), by combining colorings as follows:

\[
 T_{b,c}[x, f] = \min_{f_b, f_c} (T_{b}^1[x, f_b] + T_{c}^1[x, f_c]) - |f^{-1}(1) \cap B \cap C|
\]

where \( f_b, f_c \) satisfy:

- \( f(v) = 0 \) if and only if \( (f_b(v), f_c(v)) \in \{(0, *), (*, 0)\} \)
- \( f(v) = * \) if and only if \( f_b(v) = f_c(v) = * \)
- \( f(v) = 1 \) if and only if \( v \in B \cap C \) and \( f_b(v) = f_c(v) = 1 \), or \( v \in B \setminus C \) and \( (f_b(v), f_c(v)) = (1, *), \) or \( v \in C \setminus B \) and \( (f_b(v), f_c(v)) = (*, 1) \).
This means that we can apply subset convolution to compute a table $T_{sc}^1[x, f]$ on $3^{|L|}2^{|X\setminus L|}$ entries based on $T_{sc}^0[x, f]$ and $T_{sc}^2[x, f]$. Note that $(B \cap L) \cup (C \cap L) = L$. For this step we follow the description in \cite[Section 11.1.2]{6}. Fix a set $D \subseteq L$ to be the dominating vertices. Let $F_D$ denote the set of $2^{(|X\setminus D|)}$ functions $f : X \to \{1, 0, *\}$ such that $f^{-1}(1) = D$, i.e. with vertices in $X \setminus D$ mapping in all possible ways to $\{0, *\}$. For each $D \subseteq L$ we will by subset convolution compute the values of $T_{sc}^1[x, f]$ for all $f \in F_D$.

We represent every $f \in F_D$ by the set $S = f^{-1}(0)$ and define $b_S : X \to \{1, 0, *\}$ such that $b_S(x) = 1$ if $x \in D \cap B$, $b_S(x) = 0$ if $x \in S$, $b_S(x) = *$ otherwise. Similarly, define $c_S : X \to \{1, 0, *\}$ such that $c_S(x) = 1$ if $x \in D \cap C$, $c_S(x) = 0$ if $x \in S$, $c_S(x) = *$ otherwise. Then, as explained previously, for every $f \in F_D$ we want to compute

$$T_{sc}^1[x, f] = \min_{Q \cup R = f^{-1}(0) \text{ and } Q \cap R = \emptyset} (T_b^3[x, b_Q] + T_c^3[x, c_R]) - |f^{-1}(1) \cap B \cap C|.$$ 

Define functions $T_b : 2^X \to \mathbb{N}$ such that for every $S \subseteq X \setminus D$ we have $T_b(S) = T_b^0[x, b_S]$. Likewise, define functions $T_c : 2^X \to \mathbb{N}$ such that for every $S \subseteq X \setminus D$ we have $T_c(S) = T_c^0[x, c_S]$. Also, define $a_S : X \to \{1, 0, *\}$ such that $a_S(x) = 1$ if $x \in D$, $a_S(x) = 0$ if $x \in S$, $a_S(x) = *$ otherwise. We then compute for every $S \subseteq X \setminus D$, 

$$T_{sc}^1[x, a_S] := (T_b \ast T_c)(S) - |f^{-1}(1) \cap B \cap C|$$

where the subset convolution is over the mini-sum semiring.

(4) In step (4), by Fast Subset Convolution, Theorem 7, we compute $T_{sc}^1[x, a_S]$, for all $a_S$ defined by all $f \in F_D$, in $O^*(2^{|X\setminus D|})$ time each. For all such subsets $D \subseteq L$ we get the time

$$\sum_{D \subseteq L} 2^{|X\setminus D|} = \sum_{D \subseteq L} 2^{|X\setminus L||2^{|L|}|} = 2^{|X\setminus L|} \sum_{D \subseteq L} 2^{|L|} = 2^{|X\setminus L|}3^{|L|}.$$ 

(5) In step (5) we need to run Extend-Table on $T_{sc}^1[x, \cdot]$ to get the table $T_{sc}^2[x, \cdot]$. This since the subset convolution was computed for each fixed set of dominators so the monotonicity property of the table may not hold. Note that the value of $T_{sc}^2[x, f]$ will be the minimum $|S|$ over all $S \subseteq V(G_b) \cup V(G_c)$ such that there exists $f' \in c(S)$ with $f'|_X = f$ and $f'|_{(V(G_b) \cup V(G_c)) \setminus X}$ having everywhere the value 0.

(6) In step (6) we will for each $f : A \to \{1, 0, *\}$ compute $f' : B \cup A \cup C \to \{1, 0, *\}$ by

$$f'(v) = \begin{cases} 1 & \text{if } v \in A \cap L \text{ and } f(v) = 1 \\ 0 & \text{if } v \in A \text{ and } f(v) = 0 \text{ and } N(v) \cap f^{-1}(1) = \emptyset \\ 0 & \text{if } v \not\in A \text{ and } N(v) \cap f^{-1}(1) = \emptyset \\ * & \text{otherwise} \end{cases}$$

and set $T[a, f] := T_{sc}^2[x, f'] + |f^{-1}(1) \cap (A \setminus L)|$.

Note that when we iterate over all choices of $f : A \to \{1, 0, *\}$, the vertices colored 0 (in addition to all vertices of $X \setminus A$) must either be dominated by the vertices in $f^{-1}(1)$ or by vertices in $X \setminus V_a$. As we know precisely what vertices of $f^{-1}(0)$ are dominated by $f^{-1}(1)$, we know the rest must be dominated from vertices of $X \setminus V_a$, and therefore we look in $T_{sc}[x, f']$ at an index $f'$ which colors the rest of $f^{-1}(0)$ by 0. We can also observe that it is not important for us whether or not $f^{-1}(0)$ contains all neighbours of $f^{-1}(1)$, since we are iterating over all choices of $f$ - also those where $f^{-1}(0)$ contains all neighbours of $f^{-1}(1)$.

The total runtime becomes $O^*(\max\{3^{|A|}, 3^{|B|}, 3^{|C|}, 3^{|L|}2^{|(A \cup B \cup C) \setminus L|}\})$, with $L = (A \cap B) \cup (A \cap C) \cup (B \cap C)$ and with constraints $|A|, |B|, |C| \leq k$. This runtime is maximum when $L = \emptyset$, giving a runtime of $O^*(2^{2k})$. We thus have the following theorem.

\textbf{Theorem 8.} Given a graph $G$ and branch decomposition over its vertex set of mm-width $k$ we can solve Dominating Set in time $O^*(8^k)$. 

\textbf{IPEC'15}
Figure 3 Three graphs of mm-width 2. Left, middle have treewidth 4, and right has treewidth 5.

5 Discussion

We have shown that the graph parameter mm-width will for some graphs be better than treewidth for solving Minimum Dominating Set. The improvement holds whenever \( \text{tw}(G) > 1.549 \times \text{mmw}(G) \), if given only the graph as input. In Figure 3 we list some examples of small graphs having treewidth at least twice as big as mm-width. It could be interesting to explore the relation between treewidth and mm-width for various well-known classes of graphs. The given algorithmic technique, using fast subset convolution, should extend to any graph problem expressible as a maximization or minimization over \((\sigma, \rho)-sets\), using the techniques introduced for treewidth in [17].

We may also compare with branchwidth. Let \( \omega \) be the exponent of matrix multiplication, which is less than 2.3728639 [11]. In 2010, Bodlaender, van Leeuwen, van Rooij, and Vatshelle [5] gave an \( O^*(3^{\frac{\omega}{2}} k) \) time algorithm solving Minimum Dominating Set if an input graph is given with its branch decomposition of width \( k \). This means that given decompositions of \( \text{bw}(G) \) and \( \text{mmw}(G) \) our algorithm based on mm-width is faster than the algorithm in [5] whenever \( \text{bw}(G) > \log_3 8 \cdot \frac{2}{3} \cdot \text{mmw}(G) > \frac{2 \log_3 8}{2.41728639} \cdot \text{mmw}(G) > 1.6 \text{mmw}(G) \).

Taking the subtrees of tree representation for treewidth, branchwidth and maximum matching width mentioned in the Introduction as input, our algorithm for dominating set can be seen as a generic one that works for any of treewidth, branchwidth or maximum matching width of the given representation, and in case of both treewidth and mm-width it will give the best runtime known.

We gave an alternative definition of mm-width using subtrees of a tree, similar to alternative definitions of treewidth and branchwidth. We saw that in the subtrees of a tree representation treewidth focuses on nodes, branchwidth focuses on edges, and mm-width combines them both. There is also a fourth way of defining a parameter through these intersections of subtrees representation; where subtrees \( T_u \) and \( T_v \) must share an edge if \( uv \in E(G) \) (similar to branchwidth) and the width is defined by the maximum number of subtrees sharing a single vertex (similar to treewidth). This parameter will be an upper bound on all the other three parameters, but might it be that the structure this parameter highlights can be used to improve the runtime of Dominating Set beyond \( O^*(3^{w(G)}) \) for even more cases than those shown using mm-width and branchwidth?
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Abstract

Fixed-parameter algorithms have been successfully applied to solve numerous difficult problems within acceptable time bounds on large inputs. However, most fixed-parameter algorithms are inherently sequential and, thus, make no use of the parallel hardware present in modern computers. We show that parallel fixed-parameter algorithms do not only exist for numerous parameterized problems from the literature—including vertex cover, packing problems, cluster editing, cutting vertices, finding embeddings, or finding matchings—but that there are parallel algorithms working in constant time or at least in time depending only on the parameter (and not on the size of the input) for these problems. Phrased in terms of complexity classes, we place numerous natural parameterized problems in parameterized versions of AC⁰. On a more technical level, we show how the color coding method can be implemented in constant time and apply it to embedding problems for graphs of bounded tree-width or tree-depth and to model checking first-order formulas in graphs of bounded degree.
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1 Introduction

The classical objective of parameterized complexity theory is to determine for a parameterized problem whether it can be solved by an algorithm running in time \( f(k) \cdot n^c \), where \( f \) is some function, \( k \) is a parameter, \( n \) is the input length, and \( c \) is some constant. Such algorithms are nowadays routinely used to solve large instances for \( \text{NP} \)- or even \( \text{PSPACE} \)-hard problems within acceptable amounts of time. Nevertheless, “acceptable” is not the same as “small” and one would like to further reduce the runtime by using multiple cores to speed up the computation. For this, one needs parallel fixed-parameter algorithms, but most fixed-parameter algorithms have been devised with a sequential computation model in mind. Indeed, the most important tool of parameterized complexity theory, namely kernelization, is inherently sequential: It asks us to repeatedly apply rules to an input, each time modifying the input slightly and making it a little smaller, until the input’s size only depends on the parameter. There is no straightforward way of parallelizing such algorithms since later

* A full version of this paper is available under http://arxiv.org/abs/1509.06984.
modifications strongly depend on what happened earlier, forcing us to apply the typically very large number of kernelization steps in a sequential manner.

**Our Contributions.** The purpose of the present paper is to show that not only do parallel fixed-parameter algorithms exist for many natural, well-studied problems from the literature; for certain problems there are even parallel algorithms that require only \textit{constant} time in a concurrent-read, concurrent-write PRAM model (so the runtime is totally independent of the input) or at least time depending only on the parameter (so the length of the input is irrelevant). In all cases, the \textit{work} done by the algorithms is still \( f(k) \cdot n^c \), that is, the same as the time bound for sequential fixed-parameter algorithms.\(^1\) Phrased more formally, our objective is to identify parameterized problems that lie in the complexity classes \( \text{para-AC}_{O(1)} \) and \( \text{para-AC}_{F(k)} \) (formal definitions will be given later).

In order to tackle the parallel parameterized complexity of natural problems like the vertex cover problem, we introduce three technical tools. The first and foremost is \textit{color coding}: all of our proofs employ this technique at least indirectly and we show that the universal coloring families that lie at the heart of the technique can be computed in constant time. Second, numerous natural “packing problems” are special cases of the following embedding problem: Given graphs \( H \) and \( G \), find a (not necessarily induced) subgraph of \( G \) that is isomorphic to \( H \). We give new bounds on the complexity of this problem when \( H \) has bounded tree-width or bounded tree-depth; and these bounds later translate directly to bounds on different packing problems. Third, we translate an algorithmic meta-theorem of Flum and Grohe [16] to the parallel world: We show that model checking first-order properties of graphs can be done in parallel in time depending only on the parameters (actually, only on the locality rank of the formula), where the parameters are the to-be-checked formula and the degree of the graph.

We then apply the tools to a wide variety of natural graph problems, namely \textit{packing problems}, \textit{covering problems}, \textit{clustering problems}, and \textit{separation problems}. For \textit{packing problems} the objective is to determine whether a given graph \( G \) contains \( k \) vertex-disjoint copies of some fixed graph \( H \) like, say, a triangle. Even for triangles, this problem is already NP-complete, but when \( k \) is considered as a parameter, the triangle packing problem lies in FPT [15]. We show that there is a constant-time, FPT-work algorithm for triangle packing – and indeed for packing any graph of fixed size. The \textit{covering problems} we study include the vertex cover problem and its partial version. We present a constant parallel time algorithm for the first problem and an algorithm for the second needing time depending only on the parameter. These results nicely reflect on a theoretical basis the “empirical” observation that \( p\text{-VERTEX-COVER} \) is one of the “easiest” parameterized problems and that the partial version is a bit harder to solve. For \textit{clustering problems}, also known as \textit{cluster editing problems}, the objective is to transform a graph by adding or deleting few edges into a collection of “clusters” – which are just cliques in the simplest case. We present a constant time, FPT-work algorithm for cluster editing. For \textit{graph separation problems} the objective is to “cut away” a special part of a graph using few vertices. We show that certain versions of these problems can be solved by a parallel fixed-parameter algorithm in time depending only on the parameter and FPT work (while other versions are known to be \( \text{W}[1]\)-hard).

\(^1\) The \textit{work} done by a parallel algorithm is the total number of computational steps made by all computational units during a computation. Since “all work needs to be done,” in practice the runtime of a parallel algorithm is its work divided by the number of available cores. In particular, the \textit{work} done by a parallel algorithm should not exceed the \textit{runtime} of a sequential algorithm for the same problem. In our case, this means that in order to compete with sequential algorithms running in “FPT time,” our parallel algorithm must not only be fast, but may only do “FPT work.”
Related Work. There is a growing body of literature reporting on the practicalities of implementing fixed-parameter algorithms in parallel [1]. In contrast, there are only few results addressing parallel fixed-parameter tractability on a theoretical level (as we do in the present paper), see for instance Cesati and Di Ianni [9]. Since it is well-known from classical complexity theory that problems solvable in logarithmic space can be parallelized well, previous research on parameterized logarithmic space contributes to our understanding of which parameterized problems can be parallelized in principle. This research was started by Cai, Chen, Downey, and Fellows [8]. First (quite technical) complete problems for parameterized logarithmic space where later introduced by Chen, Flum, and Grohe [11], and by Flum and Grohe [16]. A more structural study of parameterized space and circuit classes (which addresses parallelization more directly) was later made by Elberfeld and the last two authors [14]. Parameterized Circuit Complexity was also studied by Downey et al. with respect to the Weft Hierarchy [13]. Recently, Chen and Müller [10] connected color coding and parameterized space in an algorithm for finding embedding of bounded tree-depth graphs in parameterized logarithmic space (a result which we strengthen considerably in Corollary 3.7).

The first use of the color coding technique can be traced back to Alon, Yuster, and Zwick [2]. They used the technique to provide an FPT-algorithm that decides whether there is an embedding of a graph $H$ of bounded tree-width into another graph $G$, where $H$ is the parameter.

Organization of This Paper. In Section 2 we give formal definitions of the classes of problems solvable by parallel fixed-parameter algorithms. While most of our definitions and classes are standard, the class of problems solvable in “time depending on the parameter and fpt work” seems to be new. In Section 3 we introduce our three technical tools – color coding, embeddings, and model checking – and prove the results mentioned earlier. In Section 4 we study the complexity of the natural parameterized graph problems and establish new upper bounds on their complexities. Due to lack of space, most proofs are only available in the full version; we give proof sketches for some of them in the main text.

2 Classes of Fixed-parameter Parallelism

For our definition of parallel fixed-parameter tractability, we mostly use the standard terminology of parameterized complexity theory, see for instance [17]: A parameterized problem is a tuple $(Q, \kappa)$ of a language $Q \subseteq \Sigma^*$ over an alphabet $\Sigma$ and a parameterization $\kappa: \Sigma^* \rightarrow \mathbb{N}$ that maps instances to parameter values. In the classical definition, Downey and Fellows [12] require the parameterization to be computable, while Flum and Grohe [17] require it to be computable in polynomial time. Elberfeld and the last two authors require it to be computable in logarithmic space [14] and mention that it would be better if the parameterization is first-order computable (FO-computable) or, equivalently, to be computable by logarithmic-time-uniform constant depth circuits [24]. Since we will only deal with parameterized circuit classes that lie within parameterized logarithmic space, we will require all parameterizations to be FO-computable. We denote parameterized problems with a leading “p-” as in p-VERTEX-COVER and, when the parameter may be unclear, add it as an index as in $p_{H}\text{-EMB}$.

A parameterized problem is fixed-parameter tractable if it can be decided in time $f(\kappa(x)) \cdot |x|^c$ for any input $x$, where $f$ is some computable function and $c$ a constant. An equivalent definition is that there exists a set $R \in P$, where $P$ denotes the class of languages decidable in
polynomial time, such that \( x \in Q \) iff \( (x, 1^{f(k(x))}) \in R \). The first definition of fixed-parameter tractability gave rise to the class name \( \text{FPT} \) in the literature, while the second definition gives rise to the name \( \text{para-P} \) for the same class. The advantage of the second definition is that we can replace the class \( P \) in the definition by arbitrary complexity classes and arrive at classes like \( \text{parameterized logarithmic space} \), \( \text{para-L} \), or \( \text{parameterized constant depth circuits} \), \( \text{para-AC}^0 \). These parameterized classes inherit their inclusion structure from the classical classes, so we have

\[
\text{para-AC}^0 \subseteq \text{para-TC}^0 \subseteq \text{para-NC}^1 \subseteq \text{para-NC}^0 \subseteq \text{para-AC}^1 \subseteq \text{para-P}.
\]

It is not quite obvious, but the class \( \text{para-AC}^0 \) already captures one of the types of algorithms mentioned in the introduction, namely “constant time, \( \text{FPT-work} \),” while none of the above classes seems to capture “parameter time, \( \text{FPT-work} \).” For this reason and in order to explicitly spell out what \( \text{para-AC}^0 \) contains, we provide a new definition:\(^2\)

**Definition 2.1 (Classes of Parallel Fixed-Parameter Tractability).** Let \( d : \mathbb{N}^2 \to \mathbb{N} \) be a depth bounding function and \( w : \mathbb{N}^2 \to \mathbb{N} \) be a width bounding function which both map each pair of an input length and a parameter to a number. We define \( \text{para-AC}[d, w] \) as the class of parameterized problems \( \langle Q, \kappa \rangle \) for which there exists a \( \text{dlogtime} \)-uniform\(^3\) family \( (C_{n,k})_{n,k \in \mathbb{N}} \) of AC-circuits (only \( \text{NOT} \), \( \text{AND} \), and \( \text{OR} \)-gates are allowed, \( \text{AND} \)- and \( \text{OR} \)-gates may have unbounded fan-in) such that:

1. For all \( x \in \Sigma^* \), the circuit \( C_{|x|,\kappa(x)} \) evaluates to 1 on input \( x \) if, and only if, \( x \in Q \).
2. The depth of each \( C_{n,k} \) is at most \( d(n, k) \).
3. The size of each \( C_{n,k} \) is at most \( w(n, k) \).

In the present paper we exclusively study parallel algorithms with “\( \text{FPT-work} \)” and are therefore only interested in the case where \( w \) is member of the family \( W \) of functions of the form \( f(k) \cdot n^c \) for a computable function \( f \) and a constant \( c \). We introduce for arbitrary families \( D \) of functions \( d : \mathbb{N}^2 \to \mathbb{N} \) the abbreviation \( \text{para-AC}[d] \) for \( \bigcup_{d \in D, w \in W} \text{para-AC}[d, w] \). For constant depth bounding functions the resulting class \( \text{para-AC}^0 \) is the same as the class \( \text{para-AC}^0 \). For arbitrary \( i > 0 \) we obtain \( \text{para-AC}(f(k)+c \cdot \log n) = \text{para-AC}^i \) (in slight abuse of notation we will write such classes simply as \( \text{para-AC}^0 \)). When the depth bounding function just depends on the parameter, so \( d(n, k) = f(k) \), we get a new class \( \text{para-AC}_f(k) \) that we abbreviate with \( \text{para-AC}^0_f \). This class does not seem to arise from substituting some classical class for \( P \) in the definition of \( \text{para-P} \). In particular, this class seems to be incomparable with all classes between \( \text{para-TC}^0 \) and \( \text{para-NC}^0 \). It is, however, clearly contained in \( \text{para-AC}^1 \), and is strictly more powerful than \( \text{para-AC}^0 \) as we will see later. This class captures the problems solvable in “parameter time, \( \text{FPT-work} \)” and we have

\[
\text{para-AC}^0 \subseteq \text{para-AC}^0_f \subseteq \text{para-AC}^1.
\]

Let us define for arbitrary \( i \geq 0 \) the class \( \text{para-AC}^i \) as \( \text{para-AC}(f(k) \cdot O((\log n)^i)) \). Notice that we have by definition the inclusion structure \( \text{para-AC}^i \subseteq \text{para-AC}^{i+1} \subseteq \text{para-AC}^{i+2} \).

\(^2\) The definition can trivially be adjusted to use TC-circuits or NC-circuits, but we will not need them.

\(^3\) We use \( \text{dlogtime} \)-uniform families since they are equivalent to first-order definable families and constitute one of the strongest forms of uniformity [4].

\(^4\) Since the designation \( \text{para-AC}^0 \) has been used in previous publications and is a bit shorter, we will use it in the following.
3 Technical Tools

3.1 Color Coding in Constant Parallel Time

The idea of color coding is best understood by a concrete application, for instance to the well-known matching problem: Given an undirected graph $G$ and a number $k$, does $G$ contain $k$ edges such that no two of them share any endpoints? Directly solving this problem is not easy since the known polynomial-time algorithms for it are rather involved. Consider, however, what happens when we randomly color the graph with $k$ colors and then check whether the vertices of each color class contain at least one edge. Clearly, if this is the case, there is a matching of size $k$ – and if there is no such matching, then no coloring will pass the test.

We now formalize the idea behind color coding and then show how the colorings can be computed in constant time. It turns out that one can derandomize the computation of a coloring: instead of random colorings we use sets of colorings such that for every set of $k$ vertices and “desired” colors for them, at least one coloring colors the vertices as desired:

$\textbf{Definition 3.1 (Universal Coloring Families).}$ For natural numbers $n$, $k$, and $c$, an $(n,k,c)$-universal coloring family is a set $\Lambda$ of functions $\lambda : \{1, \ldots, n\} \to \{1, \ldots, c\}$ such that for every subset $S \subseteq \{1, \ldots, n\}$ of size $|S| = k$ and for every mapping $\mu : S \to \{1, \ldots, c\}$ there is at least one function $\lambda \in \Lambda$ with $\forall s \in S : \mu(s) = \lambda(s)$.

The matching problem can be solved easily when we have access to a $(n,2k,k)$-universal coloring family: If there is a matching of size $k$, the family will contain some coloring that colors the two endpoints of the first edge with color 1, the endpoints of the second edge with color 2, and so on. Thus there is, indeed, a matching of size $k$ in the graph if for at least one coloring every color class contains an edge. Since we can easily check in parallel for all colorings whether this is the case for one of them, the complexity of $p_k$-matching hinges critically on the complexity of computing the universal coloring family and the size of this family. The next theorem shows that $(n,k,c)$-universal coloring families of reasonable size can be computed “in constant time and work $f(k,c) \cdot n^{O(1)}$,” which implies that $p_k$-matching $\in \text{para-AC}^0$ holds:

$\textbf{Theorem 3.2.}$ There is a $d\log$-uniform family $(C_{n,k,c})_{n,k,c \in \mathbb{N}}$ of AC-circuits without inputs such that each $C_{n,k,c}$
1. outputs an $(n,k,c)$-universal coloring family (coded as a sequence of function tables),
2. has constant depth (independent of $n$, $k$, or $c$), and
3. has size at most $O(n \log c \cdot c^k \cdot k^4 \log^2 n)$.

$\textbf{Sketch of Proof.}$ The family of universal coloring functions we construct is based on the concept of $k$-perfect hash functions [17], that, after slight modifications, provide us with the desired coloring properties. The crucial part is to implement them using circuits that are $d\log$-uniform. However, we can achieve this, since the numbers $n$, $k$, and $c$ are encoded in unary and the operations required to compute the functions are only additions, multiplications, and modulo operations.

Investigating a parameterized version of matching may seem a bit strange at first sight – matching is even known to be solvable in randomized polylogarithmic parallel time. However, the exact parallel time complexity is still open in the classical setting while from a parameterized perspective, we just saw that the matching can be solved very quickly in parallel. Another problem that one would maybe not expect to be studied in the parameterized
A different way of looking at the matching problem is to see it as an embedding problem: Instead of trying to find \( k \) edges in a graph \( G \) that have no endpoints in common, we can try to “embed” the graph \( H = kK_2 \), consisting of \( k \) isolated edges, into \( G \). The advantage of this different point of view is, of course, that it generalizes nicely:

\[ \text{Lemma 3.3.} \quad p\text{-THRESHOLD} \in \text{para-AC}^0. \]

3.2 Finding Embeddings of Graphs of Bounded Tree-Width and Depth

A different way of looking at the matching problem is to see it as an embedding problem:
Instead of trying to find \( k \) edges in a graph \( G \) that have no endpoints in common, we can try to “embed” the graph \( H = kK_2 \), consisting of \( k \) isolated edges, into \( G \). The advantage of this different point of view is, of course, that it generalizes nicely:

\[ \text{Problem 3.4} \quad (p\text{-EMB}(H) \text{ for some class } H \text{ of undirected graphs}). \]

Instance: Two undirected graphs \( H = (V_H, E_H) \in H \) and \( G = (V_G, E_G) \).
Parameter: \( H \)
Question: Is there a injective homomorphism \( \phi: V_H \rightarrow V_G \), that is, \( H \) isomorphic to a (not necessarily induced) subgraph of \( G \)?

For arbitrary \( H \), the problem is easily be seen to be \( \text{W}[1]\text{-hard} \) by a reduction from \( p\text{-CLIQUE}. \) However, for restricted \( H \), the problem becomes fixed-parameter tractable. The best results so far are by Chen and Müller [10] who show that when \( H \) has bounded tree-depth, \( p\text{-EMB}(H) \in \text{para-L} \); when \( H \) has bounded path-width, \( p\text{-EMB}(H) \) is the para-L-reduction closure of the distance problem in graphs, parameterized by the distance; and when \( H \) has bounded tree-width, \( p\text{-EMB}(H) \) is the para-L-reduction closure of the embedding problem for trees, parameterized by the tree-size. In contrast to these results, Amano showed for the unparameterized setting, in which we consider the size of \( H \) to be a constant, that the problem can be solved in \( \text{AC}^0 \) with similar techniques [3]. We improve considerably on the first result of Chen and Müller by proving that embeddings of graphs of bounded tree-depth can actually be computed in \( \text{para-AC}^0 \). We complement their other results, without improving them, by showing that for graphs of bounded tree-width (and, thereby, also for bounded path-width) the embedding problem lies in \( \text{para-AC}^0 \).

In order to formulate our results, we first need to review the definition of a tree-decomposition, see [17] for a more detailed introduction. A tree-decomposition of a graph \( H = (V, E) \) is a tree \( T \) together with a mapping \( \iota \) from the nodes of \( T \) to subsets (called bags) of \( V \) such that (1) for every edge \( \{u, v\} \in E \) there is some bag containing \( u \) and \( v \), that is, there is some \( x \in V \) with \( \{u, v\} \subseteq \iota(x) \) and (2) for every vertex \( x \in V \) the set of nodes of \( T \) whose bags contain \( x \) forms a connected subset of \( T \). The width of tree-decomposition is the size of its largest bag minus 1, its depth is the maximum of the width and the depth of \( T \). Define \( \operatorname{tw}(H) \) as the minimum width any tree-decomposition of \( H \) must have; define \( \operatorname{td}(H) \) similarly for the tree-depth.

\[ \text{Theorem 3.5.} \quad \text{Given two graphs } H = (V_H, E_H) \text{ and } G = (V_G, E_G) \text{ together with a tree-decomposition } (T, \iota) \text{ of } H. \text{ An embedding of } H \text{ into } G \text{ can be computed by an } \text{AC-circuit of depth } O(\operatorname{depth}(T)) \text{ and size } f(|V_H|) \cdot O(|V_G|^{\operatorname{width}(T)}), \text{ if such an embedding exists.} \]

\[ \text{Sketch of Proof.} \quad \text{Color the vertices of } H \text{ uniquely and compute a } (|V_G|, |V_H|, |V_H|)-\text{universal coloring family. Starting from the leaves of the tree-decomposition, merge compatible partial} \]

\[ IPEC'15 \]
homomorphisms for the vertices of the bags until we reach the root of the decomposition, and, thus, obtain a homomorphism for $H$. The number of iterative steps required for this equals the depth of the tree-decomposition.

If $H$ is a parameter, we can compute a width- or depth-bounded tree-decomposition $(T, \iota)$ of $H$ in a preprocessing step. This implies the following corollaries:

- **Corollary 3.6.** Let $\mathcal{H}$ be the class of all graphs of tree-width at most $d$ for some constant $d$. Then $pEMB(\mathcal{H}) \in para-AC_t(d) \subseteq para-AC^0$.

- **Corollary 3.7.** Let $\mathcal{H}$ be the class of all graphs of tree-depth at most $d$ for some constant $d$. Then $pEMB(\mathcal{H}) \in para-AC^0$.

We make two remarks at this point: First, one cannot generalize Theorem 3.5 to clique-width since the embedding problem for cliques, which have clique-width 1, is already hard for $W[1]$. Second, the theorem and the corollary also hold for relational structures $H$ and $G$ and if we bound the tree-width of $H$’s Gaifman graph. Since paths have tree-width 1, the complexity of one of the canonical problems for color-coding – the $p_k$-PATH problem – can be determined: $p_k$-PATH \in para-AC$^0$. This allows us to give a short proof of the following lemma on the complexity of the distance problem for directed graphs where the distance is the parameter (one can also prove this lemma directly quite easily):

- **Lemma 3.8.** $p_d$-DISTANCE \in para-AC$_t(d) \subseteq para-AC^0$.

A known fact from circuit complexity states that a polynomial-sized AC-circuit that decides whether a given graph $G$ contains a path of length at most $d$ between to vertices $s$ and $t$ requires depth $\Omega(\log \log d)$ [5]. This implies $p_d$-DISTANCE \not\in para-AC$^0$.

- **Corollary 3.9.** para-AC$^0$ \not\subseteq para-AC$^0$.

### 3.3 First-Order Model Checking

Our last result in this section on tools is an algorithmic meta-theorem: We show that the model checking problem for first-order logic on graphs of bounded degree lies in para-AC$^0$.

We build strongly on a previous result by Flum and Grohe [16], who showed that this model checking problem lies in para-L, but differ in three regards: First, we use color coding in our proof, which simplifies the argument somewhat, second, we identify the parameterized distance problem on bounded degree graphs as the only part of the computation that is presumably not in para-AC$^0$, and, third, we observe that the degree of the graphs can be made a parameter and need not be considered constant.

- **Problem 3.10** ($p_{\phi,\delta}$-MC(FO)).

  **Instance:** A logical structure $A$ and a first-order formula $\phi$.

  **Parameter:** The (size of) the formula $\phi$ and the maximum degree $\delta$ of $A$’s Gaifman graph.

  **Question:** $A \models \phi$?

- **Theorem 3.11.** $p_{\phi,\delta}$-MC(FO) \in para-AC$_t$($d+\delta$) \subseteq para-AC$^0$.

**Sketch of Proof.** By Gaifman’s Theorem [20] we can rewrite the given formula as a formula $\phi'$ in Gaifman normal form. Thus, what essentially remains is to check whether the structure (which we can interpret as a graph) contains $k$ disjoint “balls” of size bounded in the parameter (due to the maximum degree of the underlying Gaifman graph) that satisfy the subformulas in $\phi'$. To find these substructures, we make use of color coding and apply Lemma 3.8 to compute the corresponding connecting components. Finally, we only have to model check the resulting parameter-sized substructures.
We conclude with the remark that the depth of the circuits constructed in the above theorem just depends on the degree $\delta$ of the graph and on the radius $r$ of the balls, which measure how “local” the formula $\phi$ is. The smallest $r$ for which $\phi$ can be rewritten as in the proof is known as the \textit{locality rank} $lr(\phi)$ and the proof actually shows that $p_{\phi,\delta}$-$\text{MC}(\text{FO}) \in \text{para-AC}_O(g(r(\delta)))$.

4 Fast Parallel Fixed-Parameter Algorithms for Natural Problems

The tools we have developed are now applied to a number of natural parameterized problems found in the literature.

Packing Problems. We have already pointed out that the parameterized matching problem can be seen as an embedding problem, where the objective is to embed the graph $H = kK_2$, consisting of $k$ disjoint copies of a single edge, into a graph $G$. Embedding multiple disjoint copies of the same graph into another graph is also known as “packing”. Clearly, instead of edges we can also pack other things as long as taking any number of copies of these “other things” still has bounded tree-depth. For instance, we can try to “pack” $k$ different triangles into $G$, that is, we can check whether there are $k$ vertex-disjoint triangles in $G$. Unlike the matching problem, triangle packing is known to be $\text{NP}$-complete.

\textbf{Theorem 4.1.} $p$-$\text{TRIANGLE-PACKING} \in \text{para-AC}^0$.

\textbf{Proof.} Just observe that a graph $H$ consisting of any number of disjoint copies of a triangle has tree-depth 3. The claim follows from Corollary 3.7.

Indeed, for any fixed graph $H_0$ the packing problem $p$-$H_0$-$\text{PACKING}$ lies in $\text{para-AC}^0$, where the question is whether we can find $k$ disjoint copies of $H_0$ in $G$ and $k$ is the parameter:

\textbf{Theorem 4.2.} $p$-$H_0$-$\text{PACKING} \in \text{para-AC}^0$ for every fixed graph $H_0$.

Further variants arise when, instead of a single graph $H_0$, we are given a whole multiset of graphs as inputs and we must find disjoint copies of all of them in $G$. Again, as long as there is a fixed bound on the size of the graphs, the tree-depth of their disjoint union is bounded and, hence, the packing problem lies in $\text{para-AC}^0$.

The complexity of packing problem changes when the to-be-packed graphs no longer have constant size as in the following problem:

\textbf{Problem 4.3} ($p_{k,l}$-$\text{CYCLE-PACKING}$).

\textbf{Instance:} An undirected graph $G$ and two numbers $k$ and $l$.

\textbf{Parameter:} $k$ and $l$

\textbf{Question:} Are there $k$ vertex-disjoint cycles in $G$, each having length $l$?

The graph $H = kC_l$ consisting of $k$ copies of a cycle of length $l$ no longer has bounded tree-depth; it does have tree-width 2, however. Thus, by Theorem 3.5 we get:

\textbf{Theorem 4.4.} $p_{k,l}$-$\text{CYCLE-PACKING} \in \text{para-AC}_{f(k+l)} \subseteq \text{para-AC}^0$.

The same result obviously also holds for $p$-$\text{FOREST-PACKING}$, where we are given a forest as input and the parameter is the total numbers of vertices in it. We conclude with the remark that these ideas cannot be extended to packing graphs whose tree-width is not bounded: Already embedding cliques, let alone packing them, is $\text{W}[1]$-hard.
Covering Problems. In covering problems we must choose vertices in a graph (or sometimes hypergraph) such that all (p-vertex-cover) or some (p-partial-vertex-cover) of the edges are “covered,” that is, they intersect with the set of chosen vertices. The best-known covering problem is undoubtedly p-vertex-cover, whose complexity has been scrutinized extensively in parameterized complexity theory. We now prove p-vertex-cover ∈ para-AC⁰; a fact that nicely reflects on a theoretical basis the “empirical” observation that p-vertex-cover is one of the “easiest” parameterized problems. The problem was one of the first shown to lie in para-P⁰, was then shown to lie in para-L by Cai et al. [8], then in para-TC⁰ by Elberfeld and the last two authors [14].

> **Theorem 4.5.** p-vertex-cover ∈ para-AC⁰.

Partial covering problems ask us not to cover all edges, but only t of them:

> **Problem 4.6** (p-k,t-partial-vertex-cover).

**Instance:** An undirected graph G = (V, E) and two numbers k and t.

**Parameter:** k, t

**Question:** Is there a set S ⊆ V of cardinality |S| at most k such that the cardinality of \{\{u, v\} ∈ E | u ∈ S ∨ v ∈ S\} is at least t?

Another version is p-t-exact-partial-vertex-cover, where the size of S is no longer restricted, but the cardinality of \{\{u, v\} ∈ E | u ∈ S ∨ v ∈ S\} must be exactly t.

These problems, which are generally considered to be harder than the plain vertex cover problem, lie in the class para-AC⁰. Our proofs make an interesting use of Theorem 3.11. Recall that this “meta-theorem” states that all first-order properties of graphs, parameterized by the first-order property and the maximum degree of the graph, can be decided in para-AC⁰. Covering properties can be expressed using first-order formulas – but we make no requirement concerning the degree of the input graph. The trick is to first reduce the inputs to graphs of bounded degree and then apply the meta theorem. Such a two-step approach is typically in advanced applications of algorithmic meta-theorems.

> **Theorem 4.7.** p_k,t-partial-vertex-cover ∈ para-AC_{f(k+t)} ⊆ para-AC⁰.

> **Theorem 4.8.** p_t-exact-partial-vertex-cover ∈ para-AC_{f(t)} ⊆ para-AC⁰.

We conclude with the remark that the above results on finding vertex coverings for graphs cannot easily be extended to hypergraphs since for hypergraphs covering problems are typically hard for at least W[1].

Clustering Problems. Clustering algorithms have a wide variety of applications, for example in computational biology where we want to cluster genes and proteins or process transcription data [7]. A basic clustering problem for graphs is the following:

> **Problem 4.9** (p_k,ℓ-cluster-editing).

**Instance:** An undirected graph G = (V, E) and a numbers ℓ and k.

**Parameter:** ℓ, k

**Question:** Can we add and/or delete up to k edges to or from G such that the resulting graph consists of ℓ connected components, each of which is a clique?

A variant is p_k-many-cluster-editing, where we just require that the edited graph consists of cliques and do not prescribe the number of clusters beforehand. This variant has been extensively studied, most notably by Gramm et al. [21] and Böcker [6] who showed its
fixed-parameter tractability. For the first version, algorithms based on color coding result in reasonable running times, but where recently be outperformed by other approaches [19]. However, using a color coding approach is useful when we consider parallel algorithms:

- **Theorem 4.10.** $p_{k,\ell}$-cluster-editing $\in$ para-$AC^0$.

- **Corollary 4.11.** $p_k$-many-cluster-editing $\in$ para-$AC^0$.

We remark that if $\ell$ is not no longer considered a parameter in cluster editing, the problem complexity increases only moderately:

- **Corollary 4.12.** $p_k$-cluster-editing $\in$ para-$TC^0$.

Theorem 4.10 has another interesting corollary: Let $p_{k,p}$-complete-$p$-partite-editing be the problem of determining whether in a graph $G$ we can add and/or remove up to $k$ edges such that the resulting graph is complete $p$-partite, that is, its vertex set can be partitioned into exactly $p$ non-empty sets such that there is an edge between two vertices if, and only if, they belong to two different sets. Since the complement of a complete $p$-partite graph is exactly a collection of $p$ cliques, we get the following corollary:

- **Corollary 4.13.**
  1. $p_{k,p}$-complete-$p$-partite-editing $\in$ para-$AC^0$.
  2. $p_k$-complete-$p$-partite-editing $\in$ para-$TC^0$.

Finally, instead of looking for just one complete $p$-partite graph, we can look for several at the same time:

- **Problem 4.14** ($p_{k,p}$-multipartite-cluster-editing).

  *Instance:* An undirected graph $G = (V,E)$, a natural number $k$, and a sequence of natural numbers $p_1, p_2, \ldots, p_\ell$.

  *Parameter:* $k$, $p = p_1 + \cdots + p_\ell$.

  *Question:* Can we add or delete $k$ edges of $G$ such that the resulting graph consist of $\ell$ connected components $C_1$ to $C_\ell$ such that each $C_i$ is a complete $p_i$-partite graph?

- **Theorem 4.15.**
  1. $p_{k,p}$-multipartite-cluster-editing $\in$ para-$AC^0$.
  2. $p_{k,\ell}$-multipartite-cluster-editing $\in$ para-$TC^0$.

**Graph Separation Problems.** Graph separation problems are problems where we ask to separate a set of $\ell$ vertices from the remaining graph by deleting at most $k$ other vertices. They play a key role in many real-world network applications like finding communities or isolating dangerous vertices. While this problem is well-known to be NP-complete in the unparameterized setting and $W[1]$-hard in the parameterized setting for parameters $k$, $\ell$, and $k+\ell$, the complexity of the problem changes dramatically if we require the separated set of vertices to be connected:

- **Problem 4.16** ($p_{k,\ell}$-cutting-$\ell$-connected-vertices).

  *Instance:* An undirected graph $G = (V,E)$ and two natural numbers $k$ and $\ell$.

  *Parameter:* $k$, $\ell$.

  *Question:* Is there a partitioning of $V$ into three sets $X$, $S$, and $Y$ with $|X| = \ell$ and $|S| \leq k$ such that $X$ is connected and for all $\{x,y\} \in E$ with $x \in X$ we have $y \notin Y$?
Marx [22] showed that this problem is fixed-parameter tractable; Fomin, Golovach, and Korhonen [18] studied a similar version, namely $p_{k,\ell}$-cutting-at-most-$\ell$-vertices, in which the set $X$ is not required to be connected and may be of size at most $\ell$, i.e., $1 < |X| \leq \ell$, and for which Fomin et al. gave an FPT-algorithm based on color coding. The main idea is to colorize the given graph with two colors such that the vertices of the set $X$ get colored with the first color and the vertices in $S$ get the second color. Thus, we only have to find the solution within the vertices of the first color. This algorithm can be implemented in para-AC$^0$ and, moreover, works for $p_{k,\ell}$-cutting-$\ell$-connected-vertices as well.

▶ Theorem 4.17.
1. $p_{k,\ell}$-cutting-$\ell$-connected-vertices $\in$ para-AC$^f_{\ell(t)}$ $\subseteq$ para-AC$^0$.
2. $p_{k,\ell}$-cutting-at-most-$\ell$-vertices $\in$ para-AC$^f_{\ell(t)}$ $\subseteq$ para-AC$^0$.

We conclude with the remark that both problems can also be solved with algorithms similar to the ones presented above if we consider the terminal versions of these problems [18], i.e., there is a special terminal vertex $t$ which has to be part of $X$. For this, we have to modify the above algorithms to consider only blue components that contain $t$.

5 Conclusion

We have seen that many natural parameterized problems can be solved in constant parallel time or in parallel time depending only on the parameters while doing only “FPT work.” We stress that our results are of a theoretical nature and do not directly give practical parallel implementations for the problems presented; but they show that such implementations are possible in principle for them. The core technique used in all proofs (at least indirectly) was color coding, which can be done in constant time and which is already used in practice.

This paper did not address lower bounds. While for para-AC$^0$ this is not problematic since this class lies at the bottom of almost any hierarchy of parameterized classes, some problems in para-AC$^{0\uparrow}$ might well “fall down” to para-AC$^0$. Here we only know a explicit lower bound for the distance problem, which does not lie in para-AC$^0$. Establishing lower bounds for other problems in para-AC$^{0\uparrow}$ is therefore a reasonable research goal.
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1 Introduction
The study of parameterized algorithmics for graph problems has thrown up a large variety of structural parameters of graphs. Among these are parameters that measure the distance of a graph $G$ to a class $C$ in some way. The simplest such measures are those that count the number of vertices or edges that one must delete (or add) to $G$ to obtain a graph in $C$. A common motivation for studying such parameters is that if a problem one wishes to solve is tractable on the class $C$, then the distance to $C$ provides an interesting parameterization of that problem (called distance to triviality by Guo et al. [12]). Other examples of this include the study of modulators to graphs of bounded tree-width in the context of kernelization (see [8, 9]) or the parameterizations of colouring problems (see [15]). On the other hand, determining the distance of an input graph $G$ to a class $C$ is, in general, a computationally challenging problem in its own right. Such problems have also been extensively studied with a view to establishing their complexity when parameterized by the distance. A canonical example is the problem of determining the size of a minimum vertex cover in a graph $G$, which is just the vertex-deletion distance of $G$ to the class of edge-less graphs. More generally, Cai [3] studies the parameterized complexity of distance measures defined in terms of addition and deletion of vertices and edges to hereditary classes $C$. Counting deletions of vertices and edges gives a rather simple notion of distance, and many more involved notions have also been studied. Classic examples include the crossing number of a graph which provides one notion of distance to the class of planar graphs or the treewidth of a graph which can be seen as a measure of distance to the class of trees. Another recently introduced measure is elimination distance, defined in [2] where it was shown that graph isomorphism is $FPT$ when parameterized by elimination distance to a class of graphs of bounded degree.

In this paper we consider the fixed-parameter tractability of a variety of different notions of distance to various different classes $C$ of sparse graphs. We establish two quite general
techniques for establishing that such a distance measure is FPT. The first builds on the recent result of Grohe et al. [11] which shows that the problem of evaluating first-order formulas on any nowhere dense class of graphs is FPT with the formula as parameter. We extract from their proof of this result a general statement about the fixed-parameter tractability of definable sparse classes. To be precise, we show that parameterized problems that are both slicewise nowhere dense and slicewise first-order definable (these terms are defined precisely below) are FPT. As an application of this, it follows that if C is a nowhere dense class of graphs that is definable by a first-order formula, then the parameterized problem of determining the distance of a graph G to C is FPT, for various notions of distance that can be themselves so defined. In particular, we get that various forms of edit distance to classes of bounded-degree graphs are FPT (a result established by Golovach [10] by more direct methods). Another interesting application is obtained by considering elimination distance of a graph G to the class C of empty graphs. This is nothing other than the tree-depth of G. While elimination distance to a class C is in general not first-order definable, it is in the particular case where C is the class of empty graphs. Thus, we obtain as an application of our method the result that tree-depth is FPT, a result previously known from other algorithmic meta theorems (see [16, Theorem 17.2]). The method of establishing that a parameterized problem is FPT by establishing that it is slicewise nowhere dense and slicewise first-order definable appears to be a powerful method of some generality which will find application beyond these examples.

Our second general method specifically concerns elimination distance to a minor-closed class C. We show that this measure is fixed-parameter tractable for any such C, answering an open question posed in [2]. Note that while a proper minor-closed class is always nowhere dense, it is not generally first-order definable (for instance, neither the class of acyclic graphs nor the class of planar graphs is), and elimination distance to such a class is also not known to be first-order definable. Thus, our results on the tractability of slicewise first-order definable classes do not apply here. Instead, we build on work of Adler et al. [1] to show that from a finite list of the forbidden minors characterising C, we can compute the set of forbidden minors characterising the graphs at elimination distance k to C. Adler et al. show how to do this for apex graphs, from which one immediately obtains the result for graphs that are k deletions away from C. To extend this to elimination distance k, we show how we can construct the forbidden minors for the closure of a minor-closed class under disjoint unions.

In Section 2 we present the definitions necessary for the rest of the paper. Section 3 establishes our result for slicewise first-order definable and slicewise nowhere dense problems and gives some applications of the general method. Section 4 establishes that the problem of determining elimination distance to any minor-closed class is FPT. Some open questions are discussed in Section 5. Due to limitations of space, some material is deferred to the full version of this paper, which may be found at arxiv:1502.05910.

2 Preliminaries

First-order logic

We assume some familiarity with first-order logic for Section 3. A (relational) signature σ is a finite set of relation symbols, each with an associated arity. A σ-structure A consists of a set V(A) and for each k-ary relation symbol R ∈ σ a relation R(A) ⊆ V(A)^k. Our structures are mostly (coloured) graphs, so σ = {E} or σ = {E, C_1, C_2, ..., C_r} where E is binary and the C_i are unary relation symbols. A graph G is then a σ-structure with vertex set V(G), edge relation E(G), and colours C_i(G).
A first-order formula \( \varphi \) is recursively defined by the following rules:

\[
\varphi := R(x_1, \ldots, x_r) \mid x = y \mid \neg \varphi \mid \varphi \lor \varphi \mid \exists x. \varphi.
\]

We also use the following abbreviations:

\[
\varphi \land \psi := \neg (\neg \varphi \lor \neg \psi), \quad \forall x. \varphi := \neg \exists x. \neg \varphi.
\]

The quantifier rank of a formula \( \varphi \) is the nesting depth of quantifiers in \( \varphi \). For a more detailed presentation we refer to Hodges [13].

**Parameterized Complexity**

Parameterized complexity theory is a two-dimensional approach to the study of the complexity of computational problems. We find it convenient to define problems as classes of structures rather than strings. A problem \( Q \subseteq \text{str}(\sigma) \) is an (isomorphism-closed) class of \( \sigma \)-structures given some signature \( \sigma \). A parameterization is a computable function \( \kappa : \text{str}(\sigma) \to \mathbb{N} \). We say that \( Q \) is fixed-parameter tractable with respect to \( \kappa \) if we can decide whether an input \( A \in \text{str}(\sigma) \) is in \( Q \) in time \( O(f(\kappa(A)) \cdot |A|^c) \), where \( c \) is a constant and \( f \) is some computable function. For a thorough discussion of the subject we refer to the books by Downey and Fellows [5], Flum and Grohe [7] and Niedermeier [17].

A parameterized problem \((Q, \kappa)\) is slicewise first-order definable if there is a computable function \( f : \mathbb{N} \to \text{FO}[\sigma] \) such that a \( \sigma \)-structure \( A \) with \( \kappa(A) \leq i \) is in \( Q \) if, and only if, \( A \models f(i) \). Slicewise definability of problems in a logic was introduced by Flum and Grohe [6].

**Graph theory**

A graph \( G \) is a set of vertices \( V(G) \) and a set of edges \( E(G) \subseteq V(G) \times V(G) \). We assume that graphs are loop-free and undirected, i.e. that \( E \) is irreflexive and symmetric. We mostly follow the notation in Diestel [4]. For a set \( S \subseteq V(G) \) of vertices, we write \( G \setminus S \) to denote the subgraph of \( G \) induced by \( V(G) \setminus S \).

Let \( r \in \mathbb{N} \). An \( r \)-independent set in a graph \( G \) is a set of vertices of \( G \) such that their pairwise distance is at least \( r \).

A graph \( H \) is a minor of a graph \( G \), written \( H \preceq G \), if there is a map, called the minor map, that takes each vertex \( v \in V(H) \) to a tree \( T_v \) that is a subgraph of \( G \) such that for any \( u \neq v \) the trees are disjoint, i.e. \( T_u \cap T_v = \emptyset \), and such that for every edge \( uv \in E(H) \) there are vertices \( u' \in T_u, v' \in T_v \) with \( u'v' \in E(G) \). A class of graphs \( \mathcal{C} \) is minor-closed if \( H \preceq G \in \mathcal{C} \) implies \( H \in \mathcal{C} \).

The set of minimal excluded minors \( M(\mathcal{C}) \) is the set of graphs in the complement of \( \mathcal{C} \) such that for each \( G \in M(\mathcal{C}) \) all proper minors of \( G \) are in \( \mathcal{C} \). By the Robertson-Seymour Theorem [18] the set \( M(\mathcal{C}) \) is finite for every minor-closed class \( \mathcal{C} \). It is a consequence of this theorem that membership in a minor-closed class can be tested in \( O(n^3) \) time. For a set \( M \) of graphs, we write \( \text{Forb}(M) \) for the class of graphs which forbid \( M \) as minors, i.e. \( \text{Forb}(M) = \{ G \mid H \not\preceq G \text{ for all } H \in M \} \).

Let \( r \in \mathbb{N} \). A minor \( H \) of \( G \) is a depth-\( r \) minor of \( G \), written \( H \preceq_r G \), if there is a minor map that takes vertices in \( H \) to trees that have radius at most \( r \). A class of graphs \( \mathcal{C} \) is nowhere dense if for every \( r \in \mathbb{N} \) there is a graph \( H_r \) such that for no \( G \in \mathcal{C} \) we have \( H_r \preceq_r G \). A nowhere-dense class of graphs \( \mathcal{C} \) is called effectively nowhere dense if there is a computable function \( f \) from integers to graphs such that for no \( G \in \mathcal{C} \) and no \( r \) we have \( f(r) \preceq_r G \). We are only interested in effectively nowhere-dense classes so we simply use the term nowhere dense to mean effectively nowhere dense.
We say that a parameterized graph problem \((Q, \kappa)\) is \textit{slicewise nowhere dense} if there is a computable function \(h\) from pairs of integers to graphs such that for all \(i \in \mathbb{N}\), we have for no \(G \in \{H \in Q \mid \kappa(H) \leq i\}\) and \(r\) that \(h(i, r) \preceq_r G\). We will call \(h\) the \textit{parameter function} of \(Q\).

For a class of graphs \(C\) we denote the closure of \(C\) under taking disjoint unions by \(C\). We say that a graph \(G\) is an \textit{apex graph} over a class \(C\) of graphs if there is a vertex \(v \in V(G)\) such that the graph \(G \setminus \{v\}\) is in \(C\). The class of all apex graphs over \(C\) is denoted \(C_{\text{apex}}\).

A graph \(G\) has \textit{deletion distance} \(k\) to a class \(C\) if there are \(k\) vertices \(v_1, \ldots, v_k \in V(G)\) such that \(G \setminus \{v_1, \ldots, v_k\}\) is in \(C\).

The \textit{elimination distance} of a graph \(G\) to a class \(C\) is defined as follows:

\[
edc(G) := \begin{cases} 
0, & \text{if } G \in C; \\
1 + \min \{ \nedc(G \setminus v) \mid v \in V(G) \}, & \text{if } G \notin C \text{ and } G \text{ is connected}; \\
\max \{ \nedc(H) \mid H \text{ a connected component of } G \}, & \text{otherwise}. 
\end{cases}
\]

### 3 A general method for editing distances

In this section we establish a general technique for showing that certain definable parameterized problems on graphs are \(\text{FPT}\). As an application, we show that certain natural distance measures to sparse graph classes are \(\text{FPT}\). To be precise, we show that if a parameterized problem is both slicewise first-order definable and slicewise nowhere dense, then it is \(\text{FPT}\). In particular, this implies that if we have a class \(C\) that is first-order definable and nowhere dense and the distance measure we are interested in is also first-order definable (that is to say, for each \(k\) there is a formula that defines the graphs of distance \(k\) from \(C\)), then the problem of determining the distance is \(\text{FPT}\). More generally, if we have a parameterized problem \((Q, \kappa)\) that is slicewise nowhere dense and slicewise first-order definable, and a measure of distance to it is definable in the sense that for any values of \(k\) and \(d\), there is a first-order formula defining the graphs of distance \(d\) to the class \(\{G \mid G \in Q \text{ and } \kappa(G) \leq k\}\), then the problem of deciding whether a graph has distance at most \(d\) to this class is \(\text{FPT}\) parameterized by \(d + k\). In particular, this yields the result of Golovach [10] as a consequence.

The method is an adaptation of the main algorithm in Grohe \etal [11]. Since the proof is essentially a modification of their central construction, rather than give a full account, we state the main results they prove and explain briefly how the proofs can be adapted for our purposes. For a full proof, this section is best read in conjunction with the paper [11]. Section 3.1 gives an overview of the key elements of the construction from [11] and the elements from it which we need to extract for our result. Section 3.2 then gives our main result and Section 3.3 derives some consequences for distance measures.

#### 3.1 Evaluating Formulas on Nowhere Dense Classes

The key result of [11] is:

\textbf{Theorem 1 (Grohe \etal [11, Theorem 1.1])}. \textit{For every nowhere dense class }\(C\) \textit{and every }\(\epsilon > 0\), \textit{every property of graphs definable in first-order logic can be decided in time }\(O(n^{1+\epsilon})\) \textit{on }\(C\).

In the full version of the paper we give a sketch of the algorithm from Theorem 1 with an emphasis on the changes needed for our purposes. Here we state the main results that we extracted and that are needed for the next section.
The key data structure used in the algorithm is a neighbourhood cover. An important result from [11] is that graphs from a nowhere dense class allow for small covers and that such a cover can be efficiently computed.

**Theorem 2** (Grohe et al. [11, Theorem 6.2]). Let $C$ be a nowhere dense class of graphs. There is a function $f$ such that for all $r \in \mathbb{N}$ and $\epsilon > 0$ and all graphs $G \in C$ with $n \geq f(r, \epsilon)$ vertices, there exists an $r$-neighbourhood cover of radius at most $2r$ and maximum degree at most $n \epsilon$ and this cover can be computed in time $f(r, \epsilon) \cdot n^{1+\epsilon}$. Furthermore, if $C$ is effectively nowhere dense, then $f$ is computable.

While the algorithm of [11] assumes that the input graph $G$ comes from the class $C$, we can say something more. For a fixed nowhere dense class $C$, where we know the parameter function $h$, we can, given $G$, $r$, and $\epsilon$, compute a bound on the running time of the algorithm from Theorem 2. By running the algorithm to this bound, we have the following as a direct consequence.

**Lemma 3.** Let $C$ be a nowhere dense class of graphs. There is a function $f$ such that for all $r \in \mathbb{N}$ and $\epsilon > 0$ and all graphs $G \in C$ with $n \geq f(r, \epsilon)$ vertices, there exists an $r$-neighbourhood cover of radius at most $2r$ and maximum degree at most $n \epsilon$. There is an algorithm that given an arbitrary graph $G$ runs in time $f(r, \epsilon) \cdot n^{1+\epsilon}$ and that computes this cover or determines that $G \notin C$. Furthermore, if $C$ is effectively nowhere dense, then $f$ is computable.

At the core of the proof of Theorem 1 is the Rank-Preserving Locality Theorem. We state a simplified version here. More details can be found in the full version of the paper.

**Theorem 4** (Rank-Preserving Locality Theorem, Grohe et al. [11, Theorem 7.5]). For every $q \in \mathbb{N}$ there is an $r$ such that for every FO-formula $\varphi(x)$ of quantifier rank $q$ there is a formula with an extended signature $\hat{\varphi}(x)$ and a graph $G'$ (both depending on $q$ and $r$) such that for every $v \in V(G)$,

$$
G \models \varphi(v) \iff G' \models \hat{\varphi}(v).
$$

Furthermore, $\hat{\varphi}$ is computable from $\varphi$, and $r$ is computable from $q$.

We observe that the structure $G'$ mentioned in Theorem 4 can be efficiently computed:

**Lemma 5.** Let $C$ be a nowhere dense class of graphs. There is an algorithm that runs in time $O(q)$ which, given a graph $G$, returns $G'$ or determines that $G \notin C$.

Theorem 4 reduces the problem of evaluating a formula of first-order logic to deciding a series of distance-$r$-independent set problems. So, the final ingredient is to show that this is tractable. Formally, the problem is defined as follows:

<table>
<thead>
<tr>
<th><strong>DISTANCE INDEPENDENT SET</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A graph $G$ and $k, r \in \mathbb{N}$.</td>
</tr>
<tr>
<td><strong>Parameter:</strong> $k + r$</td>
</tr>
<tr>
<td><strong>Problem:</strong> Does $G$ contain an $r$-independent set of size $k$?</td>
</tr>
</tbody>
</table>

The problem is shown to be FPT on nowhere dense classes of graphs [11, Theorem 5.1], and the theorem can be restated as follows:

**Lemma 6.** Let $C$ be a nowhere dense class of graphs. Then there is an algorithm and a function $f$ such that for every $\epsilon > 0$ the algorithm runs in time $f(\epsilon, r, k)$ and either solves the **DISTANCE INDEPENDENT SET** problem or determines $G \notin C$. If $C$ is effectively nowhere dense, then $f$ is computable.
This is all we need to evaluate $\hat{\varphi}$ on $G'$, which is equivalent to evaluating $\varphi$ on $G$ by Theorem 4.

### 3.2 Deciding Definable nowhere dense Problems

The main result of [11] establishes that checking whether $G \models \varphi$ is FPT when parameterized by $\varphi$ provided that $G$ comes from a known nowhere dense class $\mathcal{C}$. Thus, the formula is arbitrary, but the graphs come from a restricted class. Section 3.1 gives an account of this proof from which we can extract the observation that the algorithm can be modified to work for an arbitrary input graph $G$ with the requirement that the algorithm may simply reject the input if $G$ is not in $\mathcal{C}$. This suggests a tractable way of deciding $G \models \varphi$ provided that $\varphi$ defines a nowhere dense class. Now the graph is arbitrary, but the formula comes from a restricted class. We formalise the result in the following theorem:

**Theorem 7.** Let $(Q, \kappa)$ be a problem that is slicewise first-order definable and slicewise nowhere dense. Then $(Q, \kappa)$ is fixed-parameter tractable.

**Proof.** In the following, for ease of exposition, we assume that an instance of the problem consists of a graph $G$ and $\kappa(G) = i$ for some positive integer $i$.

**Step 1:** Compute $\varphi$ and the parameters function: Since $(Q, \kappa)$ is slicewise first-order definable, we can compute from $i$ a first-order formula $\varphi$ which defines the class of graphs $C_i = \{H \mid H \in Q \text{ and } \kappa(H) \leq i\}$. Moreover, since $(Q, \kappa)$ is slicewise nowhere dense, we can compute from $i$ an algorithm that computes the parameter function $h$ for $C_i$.

**Step 2:** Obtain $\hat{\varphi}$ from $\varphi$: By the Rank-Preserving Locality Theorem (Theorem 4), we can compute from $\varphi$ the formula $\hat{\varphi}$ and a radius $r$.

**Step 3:** Find a small cover $\mathcal{X}$ for $G$: By Lemma 3, we can either find a cover $\mathcal{X}$ for $G$, or reject if the algorithm determine that $G \not\in C_i$.

**Step 4:** Simulate Splitter game to compute $G'$: By Lemma 5 we obtain $G'$ or reject if the algorithm determines that $G \not\in C_i$.

**Step 5:** Evaluate $\hat{\varphi}$ on $G'$: Finally to evaluate $\hat{\varphi}$ on $G'$, we need to solve the distance independent set problem. We can do this by Lemma 6. Since evaluating $\hat{\varphi}$ on $G'$ is equivalent to evaluating $\varphi$ on $G$ this allows us to decide whether $G \in Q$. ◀

### 3.3 Applications

In this Section we discuss some applications of Theorem 7 that demonstrate its power. We begin by considering simple edit distances.

#### Edit Distances

A graph $G$ has *deletion distance* $k$ to a class $\mathcal{C}$ if there exists a set $S$ of $k$ vertices in $G$ so that $G \setminus S \in \mathcal{C}$. Suppose $(Q, \kappa)$ is a parameterized graph problem. We define the problem of deletion distance to $Q$ as follows:

<table>
<thead>
<tr>
<th>Deletion Distance to $Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A graph $G$ and $k, d \in \mathbb{N}$.</td>
</tr>
<tr>
<td><strong>Parameter:</strong> $k + d$</td>
</tr>
<tr>
<td><strong>Problem:</strong> Does $G$ contain a set $S$ of $k$ vertices so that $\kappa(G \setminus S) \leq d$ and $G \setminus S \in Q$?</td>
</tr>
</tbody>
</table>

In many of the examples below, we define formulas of first-order logic by *relativisation*. For convenience, we define the notion here.
Definition 8. Let $\varphi$ and $\psi(x)$ be first-order formulas, where $\psi$ has a distinguished free variable $x$. The relativisation of $\varphi$ by $\psi$, denoted $\varphi^{[x,\psi]}$, is the formula obtained from $\varphi$ by replacing all subformulas of the form $\exists v \varphi'$ in $\varphi$ by $\exists v (\psi[v/x] \land \varphi')$, and all subformulas of the form $\forall v \varphi'$ in $\varphi$ by $\forall v (\psi[v/x] \rightarrow \varphi')$. Here $\psi[v/x]$ denotes the result of replacing the free occurrences of $x$ in $\psi$ with $v$ in a suitable way avoiding capture. The key idea here is that $\varphi^{[x,\psi]}$ is true in $G$ Iff $\varphi$ is true in the subgraph of $G$ induced by the vertices that satisfy $\psi(x)$. Note that the variable $x$ that is free is $\psi$ is bound in $\varphi^{[x,\psi]}$. Other variables that appear free in $\psi$ remain free in $\varphi^{[x,\psi]}$.

Proposition 9. If $(Q, \kappa)$ is slice-wise nowhere dense and slice-wise first-order definable then Deletion Distance to $Q$ is FPT.

Proof. It suffices to show that Deletion Distance to $Q$ is also slice-wise nowhere dense and slice-wise first-order definable. For the latter, note that if $\varphi_i$ is the first-order formula that defines the class of graphs $C_i = \{G \mid \kappa(G) \leq i \text{ and } G \in Q\}$, then the class of graphs at deletion distance $k$ to $C_i$ is given by:

$$\exists w_1, \ldots, w_k \varphi_i^{[x, \theta_k]}$$

where $\theta_k(x)$ is the formula $\wedge_{1 \leq i \leq k} x \neq w_i$.

Since $C_i$ is slice-wise nowhere dense, there is a computable function $f$ such that for all $i$ and $r$ the graph $H_i = f(i)$ is not an $r$-minor of any of the graphs in the class $C_i$. Observe that if a graph $G \in C_i$ excludes $H_i$ with $|H_i| = m_i$ vertices as an $r$-minor, then it also excludes $K_{m_i}$ as an $r$-minor.

To see that Deletion Distance to $Q$ is also slice-wise nowhere dense, note that a graph with deletion distance $k$ to a graph in $G \in C_i$ cannot contain $K_{m_i + k}$ as an $r$-minor. We can thus define $g(r, k) = K_{m_i + k}$ as the parameter function of the class of graphs with deletion distance $k$ to $C_i$.

Instead of deleting vertices, we can also consider editing the graph by adding or deleting edges. It is easily seen that we can modify a first-order formula $\varphi$ to define the class of graphs $G$ that can be made to satisfy $G$ by $k$ edge additions or deletions. Thus, an analogue of Proposition 9 is obtained for any combination of vertex and edge deletions and additions. Golovach [10] proved that that editing a graph to degree $d$ using at most $k$ edge additions/deletions is FPT parameterized by $k + d$. Since the class of graphs of degree $d$ is first-order definable and nowhere dense for any $d$, the result also now follows from Theorem 7.

Tree-depth

Tree-depth is a graph parameter that lies between the widely studied parameters vertex cover number and tree width. It has interesting connections to nowhere dense graph classes. It is usually defined as follows:

Definition 10. The tree-depth of a graph $G$, written $td(G)$, is:

$$td(G) := \begin{cases} 0, & \text{if } V(G) = \emptyset; \\ 1 + \min\{td(G \setminus v) \mid v \in V(G)\}, & \text{if } G \text{ is connected}; \\ \max\{td(H) \mid H \text{ a component of } G\}, & \text{otherwise}. \end{cases}$$
Note that a graph has tree-depth $k$ if, and only if, it has elimination distance $k$ to the class of empty graphs. So one can think of elimination distance as a natural generalisation of tree-depth.

It is known that the problem of determining the tree-depth of a graph is FPT, with tree-depth as the parameter (see [16, Theorem 7.2]). We now give an alternative proof of this, using Theorem 7. It is clear that for any $k$, the class of graphs of tree-depth at most $k$ is nowhere dense. We show below that it is also first-order definable.

**Proposition 11.** For each $k \in \mathbb{N}$ there is a first-order formula $\varphi_k$ such that a graph $G$ has tree-depth $k$ if and only if $G \models \varphi_k$.

**Proof.** We use the fact that in a graph of tree-depth less than $k$, there are no paths of length greater than $2^k$. This allows us, in the inductive definition of tree-depth above, to replace the condition of connectedness (which is not first-order definable) with a first-order definable condition on vertices at distance at most $2^k$.

Let $\text{dist}_d(u, v)$ denote the first-order formula with free variables $u$ and $v$ that is satisfied by a pair of vertices in a graph $G$ if, and only if, they have distance at most $d$ in $G$. Note that the formula $\text{dist}_{d-1}(u, v)$ is then a formula with three free variables $u, v, w$ which defines those $u, v$ which have a path of length $d$ in the graph obtained by deleting the vertex $w$.

We can now define the formula $\varphi_k$ by induction. Only the empty graph has tree-depth 0, so $\varphi_0 := \neg \exists v (v = v)$.

Suppose that $\varphi_k$ defines the graphs of tree-depth at most $k$, let

$$\theta_k := (\forall u, v \exists w (w \neq w)).$$

The formula $\theta_k$ defines the connected graphs of tree depth at most $k + 1$. Indeed, the first conjunct ensures that the graph is connected as no pair of vertices has distance greater than $2^k + 1$ and that we can find a vertex $w$ whose removal yields a graph of tree-depth at most $k$.

We can now define the formula $\varphi_{k+1}$ as follows.

$$\varphi_{k+1} := (\forall u, v \exists w \exists x (x \neq w)) \land (\forall u, v \exists w \exists x (x \neq w)).$$

The formula asserts that there are no pairs of vertices whose distance is strictly greater than $2^k + 1$ and that for every vertex $w$, the formula $\theta_k$ holds in its connected component, namely those vertices which are at distance at most $2^k + 1$ from $w$.

While the proof of Proposition 9 shows that deletion distance to any slicewise first-order definable class is also slicewise first-order definable, Proposition 11 shows that elimination distance to the particular class of empty graphs is slicewise first-order definable. It does not establish this more generally for elimination distance to any slicewise nowhere dense class.

### 4 Elimination distance to classes characterised by excluded minors

In this section we show that determining the elimination distance of a graph to a minor-closed class $\mathcal{C}$ is FPT when parameterized by the elimination distance. More generally, we formulate the following parameterized problem where the forbidden minors of $\mathcal{C}$ are also part of the parameter.
Elimination Distance to Excluded Minors

Input: A graph $G$, a natural number $k \in \mathbb{N}$ and a set of graphs $M$

Parameter: $k + \sum_{H \in M} |H|$

Problem: Does $G$ have elimination distance $k$ to the class $\text{Forb}(M)$?

It is not difficult to show that the class of graphs which have elimination distance $k$ to a minor-closed class $C$ is also minor-closed. Indeed, this can be seen directly from an alternative characterisation of elimination distance that we establish below. The characterisation is in terms of the iterated closure of $C$ under the operation of disjoint unions and taking the class of apex graphs. We introduce a piece of notation for this in the next definition. Recall that we write $C_{\text{apex}}$ for the class of all the apex graphs over $C$, and that we write $\overline{C}$ for the closure of $C$ under disjoint unions.

Definition 12. For a class of graphs $C$, let $C_0 := C$, and $C_{i+1} := \overline{C_i}_{\text{apex}}$.

We show next that the class $C_k$ is exactly the class of graphs at elimination distance $k$ from $C$.

Proposition 13. Let $C$ be a class of graphs and $k \geq 0$. Then $C_k$ is the class of all graphs with elimination distance at most $k$ to $C$.

Proof. We prove this by induction. Only the graphs in $C$ have elimination distance 0 to $C$, so the statement holds for $k = 0$.

Suppose the statement holds for $k$. If $G \in C_{k+1}$, then $G$ is a disjoint union of graphs $G_1, \ldots, G_s$ from $C_{\text{apex}}$, so we can remove at most one vertex from each of the $G_i$ and obtain a graph in $C_k$. Thus the elimination distance of $G$ to $C_k$ is 1, and by induction the elimination distance to $C$ is $k + 1$. Conversely, if $G$ has elimination distance $k + 1$ to $C$, then we can remove a vertex from each component of $G$ to obtain a graph $G'$ with elimination distance $k$ to $C$. Using the induction hypothesis each component of $G'$ is in $C_k$, and thus $G \in C_{k+1}$. ▶

It is easy to see that if $C$ is a minor-closed class of graphs then so is $C_k$ for any $k$. Indeed, it is well-known that $C_{\text{apex}}$ is minor-closed for any minor-closed $C$, so we just need to note that $\overline{C}$ is also minor-closed. But it is clear that if $H$ is a minor of a graph $G$ that is the disjoint union of graphs $G_1, \ldots, G_s$, then $H$ itself is the disjoint union of minors of $G_1, \ldots, G_s$. Thus, the class of graphs of elimination distance at most $k$ to a minor-closed class $C$ is itself minor-closed. We next show that we can construct the set of its minimal excluded minors from the corresponding set for $C$.

To obtain $M(C_k)$, we need to iteratively compute $M(C_{\text{apex}})$ and $M(\overline{C})$ from $M(C)$. Adler et al. [1] show that from the set of minimal excluded minors $M(C)$ of a class $C$, we can compute $M(C_{\text{apex}})$:

Theorem 14 ([1], Theorem 5.1). There is a computable function that takes the set of graphs $M(C)$ characterising a minor-closed class $C$ to the set $M(C_{\text{apex}})$.

We next aim to show that from $M(C)$ we can also compute $M(\overline{C})$. Together with Theorem 14 this implies that from $M(C)$ we can compute $M(C_k)$.

We begin by characterising minor-closed classes that are closed under disjoint unions in terms of the connectedness of their excluded minors.

Lemma 15. Let $C$ be a class of graphs closed under taking minors. Then $C$ is closed under taking disjoint unions iff each graph in $M(C)$ is connected.
Proof. Let $\mathcal{C}$ be a minor-closed class of graphs, and let $M(\mathcal{C})$ be its set of minimal excluded minors.

Suppose each of the graphs in $M(\mathcal{C})$ is connected. Let $H \in M(\mathcal{C})$ and let $G = G_1 \oplus \cdots \oplus G_r$ be the disjoint union of graphs $G_1, \ldots, G_r \in \mathcal{C}$. Because $H$ is connected, we have that $H \not\leq G$ if, and only if, $H \leq G_i$ for some $i$. So, since for each $i$, $G_i \in \mathcal{C}$, we have $H \not\leq G$ and thus $G \in \mathcal{C}$. This shows that $\mathcal{C}$ is closed under taking disjoint unions.

Conversely assume $H \in M(\mathcal{C})$ is not connected and let $A_1, \ldots, A_t$ be its connected components. Then $A_1, \ldots, A_t \in \mathcal{C}$, since each $A_i$ is a proper minor of $H$, and $H$ is minor-minimal in the complement of $\mathcal{C}$. However, $A_1 \oplus \cdots \oplus A_t = H \not\in \mathcal{C}$. ▶

Definition 16. For a graph $G$ with connected components $G_1, \ldots, G_r$, let $\mathcal{H}$ denote the set of connected graphs $H$ with $V(H) = V(G)$ and such that the subgraph of $H$ induced by $V(G_i)$ is exactly $G_i$. We define the connection closure of $G$ to be the set of all minimal (under the subgraph relation) graphs in $\mathcal{H}$. The connection closure of a set of graphs is the union of the connection closures of the graphs in the set.

Note that if $G$ has $e$ edges and $m$ components, then any graph in the connection closure of $G$ has exactly $e + m - 1$ edges. This is because it has $G$ as a subgraph and in addition $m - 1$ edges corresponding to a tree on $m$ vertices connecting the $m$ components.

Lemma 17. Let $\mathcal{C}$ be a minor-closed class of graphs. Then $M(\bar{\mathcal{C}})$ is the set of minimal minimal graphs in the connection closure of $M(\mathcal{C})$.

Proof. Let $\mathcal{C}$ be a minor-closed class of graphs, with $M(\mathcal{C})$ its set of minimal excluded minors, and let $\bar{\mathcal{M}}$ be the connection closure of $M(\mathcal{C})$.

Let $G$ be a graph such that $\bar{H} \not\leq G$ for all $\bar{H} \in \bar{M}$. Suppose for contradiction that $G$ is not a disjoint union of graphs from $\mathcal{C}$. Then there is a component $G'$ of $G$ that is not in $\mathcal{C}$ and therefore there is a graph $H \in M(\mathcal{C})$ such that $H \not\leq G'$. We show that one of the graphs in the connection closure of $H$ is a minor of $G'$.

Let $\{w_1, \ldots, w_s\}$ be the vertex set of $H$ and consider the image $T_1, \ldots, T_s$ of the minor map from $H$ to $G'$. Let $T$ be a minimal subtree of $G'$ that contains all of the $T_i$. Such a tree must exist since $G'$ is connected. Let $\bar{H}$ be the graph with the same vertex set as $H$, and an edge between two vertices $w_i, w_j$ whenever either $w_i, w_j \in E(H)$ or when there is a path between $T_{w_i}$ and $T_{w_j}$ in $T$ that is disjoint from any $T_{w_k}$ with $w_i \neq w_k \neq w_j$. We claim that $\bar{H}$ is in the connection closure of $H$. By construction, $\bar{H}$ is connected and contains all components of $H$ as disjoint subgraphs, so we only need to argue minimality. $\bar{H}$ has no vertices besides those in $H$ so no graph obtained by deleting a vertex would contain all components of $H$ as subgraphs. To see that no edge of $\bar{H}$ is superfluous, we note it has exactly $e + m - 1$ edges and thus no proper subgraph could be connected and have all components of $H$ as disjoint subgraphs. By the construction $\bar{H} \not\leq G' \leq G$, so by the transitivity of the minor relation we have that $\bar{H} \not\leq G$.

Conversely let $G$ be an arbitrary graph and assume that $\bar{H} \in \bar{M}$ and $\bar{H} \not\leq G$. Because $\bar{H}$ is connected, there is a connected component $G'$ of $\bar{G}$ such that $\bar{H} \leq G'$. Now there must be a graph $H \in M(\mathcal{C})$ such that $\bar{H}$ is in the connection closure of $H$, and since $H$ is a subgraph of $\bar{H}$, $H \leq \bar{H}$. Then, by the transitivity of the minor relation, $H \leq G'$ and thus $G' \not\in \mathcal{C}$. Therefore $G$ is not a disjoint union of graphs from $\mathcal{C}$. ▶

Now our main theorem is established by a simple induction:

Theorem 18. There is a computable function which takes a set $M$ of excluded minors characterising a minor-closed class $\mathcal{C}$ and $k \geq 0$ to the set $M(\mathcal{C}_k)$. 
Proof. The proof is by induction. For \( k = 0 \), the set of minimal excluded minors of \( \mathcal{C}_0 \) is \( M(\mathcal{C}_0) = M(\mathcal{C}) \), which is given. For \( k > 0 \), we have that \( \mathcal{C}_k = \mathcal{C}_{k-1}^{\text{apex}} \). By the induction hypothesis we can compute \( M(\mathcal{C}_{k-1}) \), by Theorem 14 we can compute \( M(\mathcal{C}_{k-1}^{\text{apex}}) \) and using Lemma 17 we can compute the connection closure of \( M(\mathcal{C}_{k-1}^{\text{apex}}) \) to obtain \( M(\mathcal{C}_{k-1}^{\text{apex}}) = M(\mathcal{C}_k) \). 

So by the Robertson-Seymour Theorem we have the following:

\[ \textbf{Corollary 19.} \text{ Let } \mathcal{C} \text{ be a minor-closed graph class. Then the problem Elimination Distance to Excluded Minors is FPT.} \]

5 Conclusion

We are motivated by the study of the fixed-parameter tractability of edit distances in graphs. Specifically, we are interested in edit distances such as the number of vertex or edge deletions, as well as more involved measures like elimination distance. Aiming at studying general techniques for establishing tractability, we establish an algorithmic meta-theorem showing that any slicewise first-order definable and slicewise nowhere dense problem is FPT. This yields, for instance, the tractability of counting the number of vertex and edge deletions to a class of bounded degree. As a second result, we establish that determining elimination distance to any minor-closed class is FPT, answering an open question of [2].

A natural open question raised by these two results is whether elimination distance to the class of graphs of degree \( d \) is FPT. When \( d = 0 \), this is just the tree-depth of a graph, and this case is covered by our first result. For positive values of \( d \), it is not clear whether elimination distance is first-order definable. Indeed, a more general version of the question is whether for any nowhere dense and first-order definable \( \mathcal{C} \), elimination distance to \( \mathcal{C} \) is FPT.

Another interesting case that seems closely related to our methods, but is not an immediate consequence is that of classes that are given by first-order interpretations from nowhere dense classes of graphs. For instance, consider the problem of determining the deletion distance of a graph to a disjoint union of complete graphs. This problem, known as the cluster vertex deletion problem is known to be FPT (see [14]). The class of graphs that are disjoint unions of cliques is first-order definable but certainly not nowhere dense and so the method of Section 3 does not directly apply. However, this class is easily shown to be interpretable in the nowhere dense class of forests of height 1. Can this fact be used to adapt the methods of Section 3 to this class?
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Abstract

We consider a restriction of the Resolution proof system in which at most a fixed number of variables can be resolved more than once along each refutation path. This system lies between regular Resolution, in which no variable can be resolved more than once along any path, and general Resolution where there is no restriction on the number of such variables. We show that when the number of re-resolved variables is not too large, this proof system is consistent with the Strong Exponential Time Hypothesis (SETH). More precisely for large \(n\) and \(k\) we show that there are unsatisfiable \(k\)-CNF formulas which require Resolution refutations of size \(2^{(1-\epsilon_k)n}\), where \(n\) is the number of variables and \(\epsilon_k = \tilde{O}(k^{-1/5})\), whenever in each refutation path we only allow at most \(\tilde{O}(k^{-1/5})n\) variables to be resolved multiple times. However, these re-resolved variables along different paths do not need to be the same. Prior to this work, the strongest proof system shown to be consistent with SETH was regular Resolution [Beck and Impagliazzo, STOC’13]. This work strengthens that result and gives a different and conceptually simpler game-theoretic proof for the case of regular Resolution.
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Abstract

Introduction

The SAT problem is one of the most fundamental NP-complete problems. The theoretical significance of this problem has once again been demonstrated recently, after a series of results showing that SAT if not equivalent to circuit lower bounds but it is at least closely related. Paturi, Pudlák and Zane [19] proved tight depth-3 circuit lower bounds and from their technique they obtained a \(k\)-SAT algorithm which beats exhaustive search. Along similar lines, Santhanam [23] modified a lower bound argument to obtain improved satisfiability algorithms for De Morgan formulas of linear size. Employing stronger lower bound arguments, satisfiability algorithms were given for formulas of larger size in [7] and [8]. In a different direction, Williams [27] showed that even small improvements over exhaustive search for satisfiability on certain circuit classes implies a lower bound against that class. In fact he obtained his seminal \(\text{NEXP} \not\subseteq \text{ACC}^0\) result in [28] by giving a non-trivial \(\text{ACC}^0\)-SAT algorithm.

In this paper we will be focusing on the \(k\)-SAT problem. There are several non-trivial algorithms known for this problem (see e.g. [11, 19, 18, 24]). Despite this however, the exact
complexity of \(k\)-SAT under suitable assumptions remains unknown. Formalising what this complexity could be, Impagliazzo and Paturi [15] formulated the following two hypotheses. The \textit{Exponential Time Hypothesis} (ETH) which states that there are no sub-exponential time algorithms for the SAT problem, and the \textit{Strong Exponential Time Hypothesis} (SETH) which states that the complexity of \(k\)-SAT grows as \(k\) increases and the running time of the best \(k\)-SAT algorithms approach that of exhaustive search. More formally, it says that \(k\)-SAT requires running time \(2^{(1-\epsilon_k)n}\) where \(\epsilon_k \to 0\) as \(k \to \infty\).

Both ETH and SETH are stronger than \(P \neq NP\) and hence we do not expect to be able to verify either of them in any new future. We can however ask whether known algorithms are consistent with these hypotheses, algorithms that work in a relatively intuitive way. For the PPSZ algorithm [18] strong lower bounds were proved in [9] supporting SETH. But one may ask for such a result that holds for a class of algorithms rather than for a specific one. Proof complexity provides a framework to do this. One can think of the run of a SAT algorithm on an unsatisfiable instance as a proof of unsatisfiability. If this proof is structured enough, we can employ tools from proof complexity and obtain lower bounds. For instance practical SAT-solvers are based on the \textit{Davis-Putnam-Logemann-Loveland} algorithm (DPLL) that is a backtracking method introduced by [13, 12] to search for assignments satisfying a CNF formula. It is a well known result that DPLL is equivalent to a sub-system of the proof system Resolution where only proofs having a tree structure are allowed. Hence tree-like Resolution lower bounds transfer to lower bounds for the DPLL algorithm. In a series of works, [16, 25, 17] introduced the idea of \textit{Conflict Driven Clause Learning} (CDCL) as a way for DPLL SAT-solvers to cut the search space and avoid duplicated work. This is done by performing a \textit{conflict analysis} when the search for an assignments leads to a contradiction and then \textit{learning} a clause encoding a reason for that failure. By definition Resolution simulates (polynomially) runs of CDCL solvers over unsatisfiable instances\(^1\), hence lower bounds for Resolution transfer to lower bounds for CDCL solvers.

Exponential lower bounds consistent with ETH have long been known for natural proof systems such as Resolution, see e.g. [26]. These are \(2^{\Omega(n)}\) lower bounds for \(k\)-CNF formulas on \(n\) variables and hence not strong enough to support SETH. Some thirteen years needed to be passed for the first SETH lower bounds. Pudlák and Impagliazzo [22] proved such lower bounds for tree-like Resolution via Prover-Delayer games. Another thirteen years later, Beck and Impagliazzo [4] obtained a very strong width lower bound which simplified and improved the result of [22] for tree-like Resolution and they were able to prove SETH lower bounds for regular Resolution. In this paper we prove another SETH lower bound for regular Resolution. One advantage of our proof is that it gives a SETH lower bound for a proof system which is more general than regular Resolution; we allow at most \(\epsilon_k n\) variables to be re-queried along each path. We stress that these re-queried variables along different paths do not need to be the same.

\textbf{Techniques}

A standard technique to prove Resolution size lower bounds is due to Ben-Sasson and Wigderson [5]. They showed that if a formula requires refutations of large width, it also requires refutations with many clauses. More precisely they showed that if a \(k\)-CNF formula can only have Resolution refutations of width at least \(W\), then it requires Resolution size at least \(2^{(W-k)^2/16n}\) where \(n\) is the number of variables. Because of the \(\frac{1}{16}\) in the exponent we

\(^1\) The converse also holds \textit{under certain assumptions} on the behaviour of the CDCL solver, cf. [20] and [2].
do not immediately get \(2^{(1-\epsilon_k)n}\) size lower bounds from strong width lower bounds. However, we note that if the formula is structured in some sense, for instance if it is a xorification, we can avoid this loss.

Beck and Impagliazzo in [4] showed that there are unsatisfiable \(k\)-CNF formulas in \(n\) variables requiring refutations of size at least \(2^{n(1-\epsilon_k)}\) in regular Resolution, a sub-system of Resolution. Their proof is an adaptation of a probabilistic technique from [3] and, from an high level can be seen as a variation of the bottleneck counting of Haken in [14]. In their argument a rule is given which maps assignments to particular clauses of the proof, at which a significant amount of ‘work’ is done.

We will be considering xorification of formulas where we replace each variable with the parity of a block of new variables. For such formulas we can strengthen the result of Ben-Sasson and Wigerson and show that the number of large clauses must be really large, and this gives us the desired lower bound. This result is achieved through Pudlák games that characterise Resolution size [21] applied to a structured formula, a xorification of some unsatisfiable CNF \(\varphi\). This allows us to avoid the use of probabilistic arguments and it is the core of our main technical result, cf. Theorem 4. There we prove that if there is a width lower bound for refuting an unsatisfiable CNF \(\varphi\) in Resolution, then there exists a ‘sufficiently strong’ exponential size lower bound for refuting a xorification of \(\varphi\). Our construction apply to a restriction of the Resolution proof system in which at most a fixed number of variables can be resolved more than once along each refutation path. For such system the SETH lower bound for size (Corollary 6) follows for our result on size of xorified formulas (Theorem 4) and from a strong width lower bound for some families of CNFs [4].

Informally, in the Pudlák game we have two players, Prover and Delayer, that play on some formula \(\varphi\). Prover has the objective of showing that the formula \(\varphi\) is unsatisfiable by querying variables. Delayer on the other hand wants to play as long as possible before the formula is falsified while answering to the queries Prover asks her. The size of Resolution proofs of \(\varphi\) is then characterised as the minimal number of records, i.e. partial assignments, Prover has to consider in a winning strategy. Hence to prove a Resolution size lower bound we show that, in order to win, Prover must keep a large number of records and we can do that by producing a lot of sufficiently different strategies for Delayer. Prover must win against each of them, hence in his winning strategy he must have a lot of distinct records, since the strategies of Delayer are sufficiently different. In the literature this is done essentially by making Prover play against a Delayer that plays accordingly to a random strategy [21, 10]. Then the size lower bound, that is a lower bound on the number of records that Prover must have in a winning strategy, is obtained by probabilistic arguments. This may very likely lead to some loss in the constants that we need to avoid to prove a SETH lower bound for Resolution size. In the Pudlák game played on the xorification of a formula \(\varphi\), we give a series of strategies for Delayer to which Prover has to answer in order to win. The construction of strategies relies on the characterisation of Resolution width as a game [1]. At a very high level, a winning strategy for Delayer in the width game on \(\varphi\) gives rise to a multitude of strategies for Delayer on the Pudlák game on the xorification of \(\varphi\). The new strategies act differently from each other on the xorification of \(\varphi\), but in a sense they all act the same as the original strategy \(\sigma\) on the original formula \(\varphi\). This is done by exploiting the combinatorial properties of the xorified formula in such a way that the number of Delayer strategies, for the Pudlák game played on the xorified formula, does indeed hugely amplify. Then, the desired size lower bound follows from a counting argument.
2 Preliminaries

A literal is either a variable $x$ or its negation $\neg x$. A clause $C$ is a disjunction of literals and by its width we mean the number of literals appearing in $C$ and we denote this by $|C|$. A conjunctive normal form formula (CNF) is a conjunction of a set of clauses.

Given a boolean function $f$ on a set of variables $X$, a partial assignment is a function $\rho : X \rightarrow \{0, 1, *\}$. We call domain of $\rho$, dom($\rho$) the set $\rho^{-1}(\{0, 1\})$. The restriction of $f$ to $\rho$ denoted by $f|_{\rho}$ is a function on $\rho^{-1}(*)$ obtained from $f$ by fixing the value of all variables in $\rho^{-1}(0) \cup \rho^{-1}(1)$ according to $\rho$. We write $\rho \subseteq \sigma$ if for all $x \in X$, $\rho(x) \neq *$ implies $\sigma(x) = \rho(x)$.

For a partial assignment $\rho$ for which $\rho(x) = *$, by $\rho \cup \{(x, b)\}$ we denote a partial assignment $\rho'$ such that for all $y \neq x$, $\rho'(y) = \rho(y)$ and $\rho'(x) = b$. Given a (partial) assignment $\rho$ and a subset $B \subseteq X$, $\rho|_B$ is a partial assignment defined only on the variables in $B$ such that for all $x \in B$, $\rho|_B(x) = \rho(x)$.

Resolution [6] is a proof system for refuting unsatisfiable CNF formulas. The only inference rule in Resolution is given as follows

$$
\frac{C \lor x, D \lor \neg x}{C \lor D},
$$

where $C$ and $D$ are clauses and we say that $x$ is resolved and $C \lor D$ is called the resolvent of $C \lor x$ and $D \lor \neg x$.

A Resolution derivation of a clause $D$ from a CNF $\varphi$ is a sequence $\Pi = \langle C_1, \ldots, C_n \rangle$ of clauses such that $C_n = D$ and each $C_i$ is either an axiom, i.e., a clause from $\varphi$, or it is derived by applying the Resolution rule on some clause $C_j$ and $C_{j'}$ such that $j, j' < i$. We will denote this by $\Pi : \varphi \vdash D$. If $\varphi$ is an unsatisfiable formula, a Resolution refutation of $\varphi$ is a derivation of $\bot$, the empty clause, from $\varphi$. Resolution is sound and complete, that is we can derive $\bot$ from a CNF formula if and only if it is unsatisfiable.

A $\delta$-regular Resolution derivation of a clause $D$ from a formula $\varphi$ in $n$ variables is a Resolution derivation in which along any path at most $\delta n$ variables are resolved multiple times. Hence a 0-regular Resolution refutation is just a standard regular refutation and a 1-regular Resolution refutation is one without any constraint.

The size of a Resolution derivation is the number of clauses appearing in it. We denote the minimum size of a derivation of $D$ from $\varphi$ by size($\varphi \vdash D$). We also denote the minimum size of a $\delta$-regular derivation of $D$ from $\varphi$ by size$_\delta(\varphi \vdash D)$. Similarly we define the width of a derivation to be the width of the largest clause appearing in it. We denote the minimum width of a derivation of $D$ from $\varphi$ by width($\varphi \vdash D$).

3 A game view of Resolution

In this section we present a common framework for the games described by Atserias and Dalmau [1] and Pudlák [21].

Definition 1 (Game($\varphi, R$)). Given an unsatisfiable CNF $\varphi$ in $n$ variables and a set of partial assignments $R$ containing the empty assignment, we define a game, Game($\varphi, R$), between two players Prover (he) and Delayer (she).

At each step $i$ of the game a partial assignment $\alpha_i \in R$ is maintained ($\alpha_0$ is the empty partial assignment), then at step $i + 1$ the following moves take place:

1. Prover picks some variable $x \notin \text{dom}(\alpha_i)$.
2. Delayer then has to answer $x = b$ for some bit $b \in \{0, 1\}$.
3. Prover set $\alpha_{i+1} \in R$ such that $\alpha_{i+1} \subseteq \alpha_i \cup \{(x, b)\}$.
If at any point in the game $\alpha_i$ falsify $\varphi$ then Prover wins; otherwise Delayer wins. We say that Prover has a winning strategy for the game if for any strategy of Delayer, he can play so that he wins the game. Otherwise we say that Delayer has a winning strategy.

If in each run of the game Prover can query at most $\delta n$ variables, we call the corresponding game $\text{Game}_\delta(\varphi, R)$.

For a suitable choice of $R$ the $\text{Game}(\varphi, R)$ is exactly the one used by Atserias and Dalmau [1] to characterise the minimal width of Resolution refutations of $\varphi$. In particular in [1] the following result is shown (rephrased here with the notations we just set up).

**Theorem 2** (Atserias and Dalmau [1]). Let $\varphi$ be an unsatisfiable CNF and $R$ be the set of all possible partial assignments with a domain of size strictly less than $w$. The following are equivalent
1. Prover has a winning strategy for $\text{Game}(\varphi, R)$;
2. width$(\varphi \vdash \bot) < w$.

Due to this equivalence, for this particular choice of $R$, we will denote $\text{Game}(\varphi, R)$ by $\text{width-Game}(\varphi, w)$.

The next result is essentially due to Pudlák [21]. He shows that we can also characterise the minimal size of Resolution refutations of $\varphi$ in terms of these games. From a Resolution refutation $\Pi$ we can construct a winning strategy for Prover with a set $R$ of the same size of $\Pi$ and vice versa. Moreover a play of the $\text{Game}_\delta(\varphi, R)$ corresponds to a path in $\Pi$ and, if $\Pi$ is $\delta$-regular, in each run the set of variables Prover is going to query many times has size at most $\delta n$.

**Theorem 3.** Let $\varphi$ be an unsatisfiable CNF and let $\delta$ be any real in the interval $[0, 1]$. The following are equivalent
1. there exists a set of partial assignments $R$ such that $|R| \leq s$ for which Prover has a winning strategy for $\text{Game}_\delta(\varphi, R)$;
2. size$_\delta(\varphi \vdash \bot) \leq s$.

### 4 Games and Xorifications

Given a CNF $\varphi$ on the variables $x_1, \ldots, x_n$, we define the $\ell$-xorification of $\varphi$ as follows: it is a formula on the new variables $y^i_j$, where $1 \leq i \leq n$ and $1 \leq j \leq \ell$ and it is obtained by replacing each $x_i$ with $y^i_1 \oplus \ldots \oplus y^i_\ell$. We denote this formula by $\varphi[\oplus^{\ell}]$ and note that if $\varphi$ is a $k$-CNF, then $\varphi[\oplus^{\ell}]$ can be expanded to a $k\ell$-CNF. Due to this notation we will refer to the variables of $\varphi$ as the $x$-variables and to the variables of $\varphi[\oplus^{\ell}]$ as the $y$-variables. Moreover we say that all the $y$-variables $y^i_1, \ldots, y^i_\ell$ form a block of variables corresponding to the $x$-variable $x_i$. We say that a partial assignment over the $y$-variables fixes a value for a $x$-variable $x_i$ if it assigns all the $y$-variables in the block corresponding to $x_i$.

**Theorem 4.** Let $\varphi$ an unsatisfiable CNF in $n$ variables and $w$, $\delta$ and $\ell$ be parameters. If width$(\varphi \vdash \bot) \geq w$ then

$$\text{size}_\delta(\varphi[\oplus^{\ell}] \vdash \bot) \geq 2^{w(1-\epsilon)},$$

where $\epsilon = \frac{1}{\ell} \log \left(\frac{\delta \sqrt{n}}{w}\right) + \frac{\delta n}{w} \log \frac{\ell^\ell}{\delta}$.

**Proof.** For each partial assignment $\alpha$ over the $y$-variables there is naturally associated a partial assignment $\alpha'$ over the $x$-variables, defined as follows

$$\alpha'(x_i) = \begin{cases} 
\alpha(y^i_1) \oplus \ldots \oplus \alpha_r(y^i_\ell) & \text{if } \forall j = 1, \ldots, \ell, \ y^i_j \in \text{dom}(\alpha), \\
* & \text{otherwise}.
\end{cases}$$
By Theorem 3, it is enough to show that if Prover wins $\text{Game}_d(\varphi[\oplus^d], R)$ then

$$|R| \geq 2^{w(\ell - \log(\frac{1}{C})) - \frac{\ell}{\log^3 \log^2 w_{\ell}}},$$

So suppose Prover wins $\text{Game}_d(\varphi[\oplus^d], R)$ for some set of partial assignments $R$. Since width($\varphi \vdash \bot$) $\geq w$, by Theorem 2, there is a winning strategy $\sigma$ for Delayer in the game width-$\text{Game}(\varphi, w)$.

For each total assignment $\beta$ on the $y$-variables, we consider a strategy $\sigma_{\beta}$ for Delayer in the game $\text{Game}_d(\varphi[\oplus^d], R)$ as follows. Let $\alpha_r$ be the partial assignment on $y$-variables at stage $r$ of the game $\text{Game}_d(\varphi[\oplus^d], R)$ and $y^i_j$ the variable queried at stage $r + 1$. Then the strategy $\sigma_{\beta}$ for Delayer goes as follows:

1. if there exists $j' \neq j$ such that $y^i_{j'} \notin \text{dom}(\alpha_r)$, set $y^i_j$ to $\beta(y^i_j)$;
2. otherwise, if for all $j' \neq j$, $y^i_{j'} \in \text{dom}(\alpha_r)$, then look at the value $b \in \{0, 1\}$ the strategy $\sigma$ sets the variable $x_i$ when given the partial assignment $\alpha_{\beta}$. Then set $y^i_j$ to $q \in \{0, 1\}$ such that

$$q \oplus \bigoplus_{j' \neq j} \alpha_r(y^i_{j'}) = b.$$

This can be done since $x_i \equiv y^i_1 \oplus \ldots \oplus y^i_n$ and the value of $x_i$ can be set freely to 0 or 1 appropriately even after all but one of $y^i_1, \ldots, y^i_n$ have been set.

Since we are assuming that Prover has a winning strategy for $\text{Game}_d(\varphi[\oplus^d], R)$, in particular, this means that for any $\beta$ he wins against the Delayer’s strategy $\sigma_{\beta}$. It is immediate to see that for each total assignment $\beta$ over the $y$-variables, $\sigma_{\beta}$ is a winning strategy for Delayer in the game width-$\text{Game}(\varphi[\oplus^d], w\ell)$. This means that for each total assignment $\beta$ over the $y$-variables, $R$ must contain some partial assignment, denoted by $\rho_{\beta}$, with domain of size at least $w\ell$ and such that at least $w$ blocks of $y$-variables are completely fixed by $\rho_{\beta}$. Without loss of generality we assume that each $\rho_{\beta}$ fixes exactly $w$ blocks of $y$-variables, that is if $\rho_{\beta}$ is setting more $y$-variables we simply ignore some of the variables and only consider $w$ blocks. Our goal is to show that we have ‘many distinct’ such partial assignments $\rho_{\beta}$.

Let $B \subseteq [n]$ denote a generic set of size $w$ and consider for each possible such $B$ the set $S_{B'}$ of the total assignments $\beta$s such that $\rho_{\beta}$ is fixing all the $y^i_1, \ldots, y^i_n$ corresponding to some $i$ in $B$. There are $2^{|B'|}$ possible total assignments $\beta$ and $\binom{n}{w}$ possible sets $B$, hence by the pigeonhole principle, there is a set $B' \subseteq [n]$ of size $w$ such that

$$|S_{B'}| \geq \frac{2^{|B'|}}{\binom{n}{w}}. \tag{1}$$

Let $S'_{B'}$ be the set of partial assignments $\beta|_{B'}$ where $\beta \in S_{B'}$. We clearly have that

$$|S'_{B'}| \leq |S_{B'}| \cdot 2^{w\ell - |B'|} = |S_{B'}| \cdot 2^{w\ell - w\ell}. $$

By equation (1), we get

$$|S'_{B'}| \geq \frac{2^{|B'|}}{\binom{n}{w}}. \tag{2}$$

We have now that $S'_{B'}$ and $\{\rho_{\beta} : \beta \in S_{B'}\}$ both consist of assignments of domain $\{y^i_j : i \in B', 1 \leq j \leq \ell\}$. We show that $|\{\rho_{\beta} : \beta \in S_{B'}\}|$ cannot be too small compared to $|S'_{B'}|$, this will be, intuitively, due to the fact that the $\beta$s we start with are very different.
Let $Z^\beta$ be the set of variables that Prover re-queried when playing against $\sigma_\beta$ and for any $i = 1, \ldots, n$ let $Z^\beta_i = Z^\beta \cap \{y^i_1, \ldots, y^i_n\}$. By hypothesis $|Z^\beta| \leq \delta \ell n$.

When Delayer follows the strategy $\sigma_\beta$ and fixes all $y$-variables in a block corresponding to $x_i$, this assignment is within Hamming distance $|Z^\beta_i| + 1$ from $\beta$ in this block. This means that for each $\beta \in S_{B'}$ and for each $i$, $\rho_\beta|_{\{y^i_1, \ldots, y^i_n\}}$ has Hamming distance at most $|Z^\beta_i| + 1$ from some partial assignment in $S'_{B'}$, restricted to $\{y^i_1, \ldots, y^i_n\}$. This means that for each $\beta \in S_{B'}$ and for each $i$, $\rho_\beta$ restricted to the set $\{y^i_1, \ldots, y^i_n\}$ has Hamming distance at most $|Z^\beta_i| + 1$ from some partial assignment in $S'_{B'}$, restricted to $\{y^i_1, \ldots, y^i_n\}$. Let $Z$ be the set of all possible sets $Z$ subsets of the $y$-variables of size $\delta \ell n$ such that there exists $\beta \in S_{B'}$ with $Z^\beta \subseteq Z$. For any $i = 1, \ldots, n$ let $Z_i = Z \cap \{y^i_1, \ldots, y^i_n\}$. Then, by counting the variables where $\rho_\beta$ and an assignment in $S'_{B'}$ could differ, we have that

$$|S'_{B'}| \leq |\{\rho_\beta : \beta \in S_{B'}\}| \cdot \sum_{Z \in Z} \prod_{i \in Z} 2^{Z_i |+1} \left( |Z_i| + 1 \right).$$  \hspace{1cm} (3)

Hence we have the following chain of inequalities

$$|S'_{B'}| \leq |\{\rho_\beta : \beta \in S_{B'}\}| \cdot \sum_{Z \in Z} \prod_{i \in Z} 2^{Z_i |+1} \left( |Z_i| + 1 \right) \hspace{1cm} (4)$$

$$\leq |\{\rho_\beta : \beta \in S_{B'}\}| \cdot \sum_{Z \in Z} \left( \frac{\sum_{i \in B'} e^2 \ell}{\sum_{i \in B'} ((|Z_i| + 1))} \right)^{|Z_i|+1} \hspace{1cm} (5)$$

$$\leq |\{\rho_\beta : \beta \in S_{B'}\}| \cdot \left( \frac{\sum_{i \in B'} e^2 \ell}{\sum_{i \in B'} (|Z_i| + 1)} \right) \sum_{i \in B'} (|Z_i| + 1) \hspace{1cm} (6)$$

$$\leq |\{\rho_\beta : \beta \in S_{B'}\}| \cdot \left( \frac{\ell n}{\delta \ell n} \right) \cdot \left( \frac{\sum_{i \in B'} e^2 \ell}{w} \right) \delta \ell n + w \hspace{1cm} (7)$$

$$= |\{\rho_\beta : \beta \in S_{B'}\}| \cdot \left( \frac{\ell n}{\delta \ell n} \right) \cdot \left( e^2 \ell \right) \delta \ell n + w \hspace{1cm} (8)$$

The inequality (6) follows from the weighted AM-GM inequality\(^2\) and the inequality (7) follows from the fact that $w \leq \sum_{i \in B'} (|Z_i| + 1) \leq \delta \ell n + w$. Putting all together we have that

$$|R| \geq |\{\rho_\beta : \beta \in S_{B'}\}| \geq |S'_{B'}| \cdot \frac{\ell n}{\delta \ell n} \cdot \left( e^2 \ell \right) \delta \ell n + w \hspace{1cm} (9)$$

$$\geq |S'_{B'}| \cdot \left( \frac{\ell n}{\delta \ell n} \right) \cdot \left( e^2 \ell \right) \delta \ell n + w \hspace{1cm} (10)$$

$$= \left( \frac{\ell n}{\delta \ell n} \right) \cdot \left( e^2 \ell \right) \delta \ell n + w \hspace{1cm} (11)$$

$$\geq 2^{w \ell + \ell n} \left( e^2 \ell \right) \delta \ell n + w \hspace{1cm} (12)$$

$$\geq 2^{w \ell + \ell n} \left( e^2 \ell \right) \delta \ell n + w \hspace{1cm} (13)$$

$$= 2^{w \ell + \ell n} \left( e^2 \ell \right) \delta \ell n + w \hspace{1cm} (14)$$

where the inequality (\(\dagger\)) follows by the definition of $\rho_\beta$.

\(^2\) The weighted Arithmetic Mean - Geometric Mean inequality says that given non-negative numbers $a_1, \ldots, a_n$ and non-negative weights $w_1, \ldots, w_n$ then

$$\prod_i a_i^{w_i} \leq \left( \frac{\sum_i w_i a_i}{w} \right)^w,$$

where $w = \sum_i w_i$. We applied this inequality with $a_i = e^2 \ell$ and $w_i = |Z_i| + 1$. The next step now is to obtain formulas which require very large Resolution width. Such a construction is given by Beck and Impagliazzo in [4].
Theorem 5 ([4]). For any large \( n \) and \( k \), there exist an unsatisfiable \( k \)-CNF formula \( \varphi \) on \( n \) variables and some \( \zeta_{\ell} = \widetilde{O}(k^{-1/4}) \) such that

\[
\text{width}(\varphi \vdash \bot) \geq (1 - \zeta_{\ell})n.
\]

Now, informally, our SETH lower bound for Resolution will follow from the existence of a CNF requiring very high Resolution width (Theorem 5) and the previous theorem about xorifications (Theorem 4).

Corollary 6. For any large \( n, k \) and \( \ell = \widetilde{O}(k^{1/4}) \), there exists an unsatisfiable \( k \)-CNF formula \( \varphi \) on \( n \) variables such that

\[
\text{sizes}(\varphi[\oplus^\ell] \vdash \bot) \geq 2^{(1-\epsilon_{\ell'})n\ell},
\]

where \( k' = k\ell \) is the initial width of the clauses of \( \varphi[\oplus^\ell] \) and \( \epsilon_{\ell'} = \delta = \widetilde{O}(k^{-1/5}). \)

Proof. Let \( \varphi \) be the \( k \)-CNF formula given by Theorem 5, in particular \( \text{width}(\varphi \vdash \bot) \geq (1 - \zeta_{k})n \) where \( \zeta_{k} = \widetilde{O}(k^{-1/4}). \) Then \( \varphi[\oplus^\ell] \) is a \( k' \)-CNF on \( n\ell \) variables where \( k' = k\ell. \) By the choice of \( \ell = \Theta(k^{1/4}) \), \( \delta = \widetilde{O}(k^{-1/4}) \) and by Theorem 4, it follows that

\[
\text{sizes}(\varphi[\oplus^\ell] \vdash \bot) \geq 2^{(1-\zeta_{k})n(\ell - \log(\frac{\log k}{\ell \log 2\ell}) - \frac{\ell}{\log k}\log 2\ell)}
\]

\[
\overset{(*)}{=} 2^{(1-\zeta_{k})n(\ell - O(\log k)) - \ell \tilde{O}(k^{-1/4}))} = 2^{(1-\tilde{O}(k^{-1/4}))n\ell} = 2^{(1-\epsilon_{\ell'})n\ell}.
\]

In particular the equality \((*)\) follows from the choice of \( \ell = \tilde{O}(k^{1/4}) \) and \( \delta = \tilde{O}(k^{-1/4}). \) To obtain the asymptotic behaviour of \( \epsilon_{\ell'} \) with respect to \( k' \), just observe that \( k' = k\ell = \Theta(k^{5/4}) \) and \( \epsilon_{\ell'} = \tilde{O}(k^{-1/4}) \), hence \( \epsilon_{\ell'} = \tilde{O}(k^{-1/5}) \). Similarly we get the asymptotic behaviour of \( \delta \) as a function of \( k' \).

5 Conclusion

We proved that there exist unsatisfiable \( k \)-CNF formulas in \( n \) variables that require \( \delta \)-regular Resolution refutations of size at least \( 2^{(1-\epsilon)n} \), where \( k = \tilde{O}(\epsilon^{-5}) \) and where \( \delta = \tilde{O}(\epsilon^{-5}). \) A natural question is whether it is possible to improve the dependency of \( \delta \) and \( k \) on \( \epsilon \).

More generally, we have some proof systems stronger than Resolution, such as Polynomial Calculus + Resolution, RES\((k)\), Cutting Planes, for which we know that there are some unsatisfiable CNFs which require exponential size refutations. Are those proof systems consistent with SETH?
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Abstract

Let $F$ be a family of graphs. Given an input graph $G$ and a positive integer $k$, testing whether $G$ has a $k$-sized subset of vertices $S$, such that $G \setminus S$ belongs to $F$, is a prototype vertex deletion problem. These type of problems have attracted a lot of attention in recent times in the domain of parameterized complexity. In this paper, we study two such problems; when $F$ is either a family of cactus graphs or a family of odd-cactus graphs. A graph $H$ is called a cactus graph if every pair of cycles in $H$ intersect on at most one vertex. Furthermore, a cactus graph $H$ is called an odd cactus, if every cycle of $H$ is of odd length. Let us denote by $C$ and $C_{\text{odd}}$, families of cactus and odd cactus, respectively. The vertex deletion problems corresponding to $C$ and $C_{\text{odd}}$ are called Diamond Hitting Set and Even Cycle Transversal, respectively. In this paper we design randomized algorithms with running time $12k^{\mathcal{O}(1)}$ for both these problems. Our algorithms considerably improve the running time for Diamond Hitting Set and Even Cycle Transversal, compared to what is known about them.
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1 Introduction

In the field of parameterized graph algorithms, vertex (edge) deletion (addition, editing) problems constitute a considerable fraction. In particular, let $F$ be a family of graphs. Given an input graph $G$ and a positive integer $k$, testing whether $G$ has a $k$-sized subset of vertices (edges) $S$, such that $G \setminus S$ belongs to $F$, is a prototype vertex (edge) deletion problem. Many well known problems in parameterized complexity can be phrased in this language. For example, if $F$ is a family of edgeless graphs, or forests or bipartite graphs, then it corresponds to Vertex Cover, Feedback Vertex Set, and Odd Cycle Transversal, respectively. Most of these problems are NP-complete due to a classic result by Lewis and Yannakakis [13], and naturally a candidate for parameterized study (with respect to solution size). Vertex Cover, Feedback Vertex Set and Odd Cycle Transversal are some of the most well studied problem in the domain of parameterized complexity. These problems have led to identification of several new techniques and ideas in the field.

Recent years have seen a plethora of results around vertex and edge deletion problems, in the domain of parameterized complexity [3, 4, 8, 9, 10, 11, 12]. In this paper, we continue this line of research and study two vertex deletion problems. In particular we study the

\* The research leading to these results has received funding from the European Research Council (ERC) via grants Rigorous Theory of Preprocessing, reference 267959 and PARAPPROX, reference 306992 and the Bergen Research Foundation via grant “Beating Hardness by Preprocessing”.
problem of deleting vertices to get a cactus or an odd cactus graph. A graph \( H \) is called a cactus graph if every pair of cycles in \( H \) intersect on at most one vertex. Furthermore, a cactus graph \( H \) is called an odd cactus graph, if every cycle of \( H \) is of odd length. Let us denote by \( C \) and \( C_{\text{odd}} \), families of cacti and odd cacti, respectively. The vertex deletion problems corresponding to \( C \) and \( C_{\text{odd}} \) are called Diamond Hitting Set and Even Cycle Transversal, respectively. It is important to note here that the name of deleting vertices to get into \( C_{\text{odd}} \) is called Even Cycle Transversal, because it is equivalent to deleting a \( k \)-sized subset \( S \) such that \( G - S \) does not have any cycle of even length. More precisely, we study the following problems:

<table>
<thead>
<tr>
<th>Problem</th>
<th>Parameter</th>
<th>Input</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Even Cycle Transversal</strong></td>
<td>( k )</td>
<td>An undirected graph ( G ) and a positive integer ( k ).</td>
<td>Does there exist a set ( S ) such that ( G - S \in C_{\text{odd}} )?</td>
</tr>
<tr>
<td><strong>Diamond Hitting Set</strong></td>
<td>( k )</td>
<td>An undirected graph ( G ) and a positive integer ( k ).</td>
<td>Does there exist a set ( S ) such that ( G - S \in C )?</td>
</tr>
</tbody>
</table>

It needs to be mentioned that, in this paper, we refer to multigraphs (may have parallel edges) as graphs. While Odd Cycle Transversal is one of the most well studied problem in the realm of parameterized complexity, there is only one article about Even Cycle Transversal in the literature. The structure of the graph without even cycles, or without cycles \( 0 \) modulo some positive integer \( p \), is simple. Thomassen showed that such graphs have treewidth at most \( f(p) \) [16]. Misra et al. [15] used the structural properties of an odd-cactus graph to design an algorithm for Even Cycle Transversal with running time \( 50^k n^{O(1)} \). They also give an \( O(k^2) \) kernel for the problem. On the other hand the family of cacti \( C \) can be characterised by a single excluded minor. In particular, let \( \Theta \) be a graph on two vertices that have three parallel edges, then a graph \( H \in C \) if and only if \( H \) does not contain \( \Theta \) as a minor. Since \( \Theta \) is a connected planar graph we obtain a \( c^k n^{O(1)} \) time algorithm as a corollary to the main results in [8, 11, 12]. It also has \( O(k^2) \) kernel [7]. However, we are not aware of exact value of \( c \) as all these algorithms use a protrusion subroutine [2]. In this paper we give the following algorithm for these problems.

**Theorem 1.** There is a randomised algorithm for Diamond Hitting Set and Even Cycle Transversal running in time \( 12^k n^{O(1)} \).

**Our Methods.** Our algorithms use the same methodology that is used for the \( 4^k n^{O(1)} \) time algorithm for Feedback Vertex Set [1], and its generalization to Planar \( F \) Deletion [8]. In both our algorithms, we start by applying some reduction rules to the given instance. After this, we show that the number of edges incident to any solution \( S \) of our problems, is a constant fraction to the total number of edges in the graph. This counting lemma is our main technical contribution. We also observe that the analysis for the counting lemma is tight for an infinite family of graphs and thus the analysis of our randomized algorithms can not be improved. It is in the same spirit as finding an infinite family of instances for which an approximation algorithm achieves its approximation ratio.

To apply our reduction rules in a way that this fraction is as small as possible, we study a more general problem than Even Cycle Transversal, which we call Parity Even Cycle Transversal. In this problem we are given a graph \( G \) and a weight function \( w : E(G) \to \{0, 1\} \) and the objective is to delete a subset \( S \) of vertices of size at most \( k \) such
that in $G - S$ there is no cycle whose weight sum is even. Observe that if $w$ assigns one to every edge then it is same as Even Cycle Transversal. We conclude the introduction by noting that Diamond Hitting Set and Even Cycle Transversal admit approximation algorithms with factor 9 and 10 respectively [6, 15].

2 Preliminaries

We denote a graph as $G$, while its vertex set and edge set as $V(G)$ and $E(G)$ respectively. It is possible that there are parallel edges between two vertices of a graph. The degree of a vertex $v \in V(G)$, denoted by $d_G(v)$, is the number of edges incident on $v$. The neighbourhood of $v$, denoted by $N_G(v)$, is the set of vertices that have at least one edge with $v$. $N^2_G(v)$ is the set of vertices that have a path of length at most two with $v$. For a subset of vertices $S$, the subgraph of $G$ induced by $S$ is denoted by $G[S]$. Similarly, for a subset of edges $E'$, the subgraph of $G$ induced by $E'$ is denoted by $G[E']$. For $S \subseteq V(G)$, $G - S$ denotes the induced subgraph $G[V(G) - S]$. Similarly, for $E' \subseteq E(G)$, $G - E'$ denotes the induced subgraph $G[E(G) - E']$.

An edge between two vertices $u, v \in V(G)$ is denoted by $(u, v)$, while a path between $u, v$ is denoted by $[u,v]$. If a sequence of vertices $v_1, \ldots, v_k$ or edges $e_1, \ldots, e_t$ form a path, then too we denote this path by $[v_1, \ldots, v_t]$, while a path $[e_1, \ldots, e_t]$ respectively. Given two subsets $V_1, V_2 \subseteq V(G)$, $E(V_1, V_2)$ denotes the set of edges in $E(G)$ that have one end point in $V_1$ and the other in $V_2$. The subdivision of an edge $e = (u, v)$ of a graph $G$ results in a graph $G'$, which contains a new vertex $w$, and where the edge $e$ is replaced by two new edges $(u, w)$ and $(w, v)$. A graph $G$ is a subdivision of a graph $G$ if there is a sequence of graphs $\{G_1, G_2, \ldots, G_t\}$, with $G_1 = G$ and $G_t = G'$, where for each $1 < i \leq t$, $G_i$ is obtained by the subdivision of an edge of $G_{i-1}$.

> **Definition 2.** Given a graph $G$, a cut vertex of $G$ is a vertex $v$ such that $G - \{v\}$ has more components than $G$. A block of $G$ is a maximal connected subgraph that does not contain any cut vertices of $G$. A block-decomposition of $G$ is the collection of all blocks. It corresponds to a tree $T$, where a block $X$ of $G$ corresponds to a vertex $t_X$ of $T$, and $(t_X, t_Y) \in E(T)$ if the intersection of the corresponding blocks $X, Y$ is exactly one cut vertex.

A block decomposition of a graph can be built in polynomial time.

> **Lemma 3 (†).** Let $T$ be a tree. Let $V_1 = \{ v \in V(T) \mid d_T(v) = 1 \}$, $V_2 = \{ v \in V(T) \mid d_T(v) = 2 \}$ and $V_3 = \{ v \in V(T) \mid d_T(v) \geq 3 \}$. Then $\sum_{v \in V_3} d_T(v) \leq 3|V_1|.$

> **Definition 4.** A cactus graph is a connected graph where any two cycles have at most one vertex in common. Equivalently, every edge of the graph belongs to at most one cycle. Another equivalent definition is that a block of a cactus graph can be either a cycle or an edge. A graph where every component is a cactus graph is called a forest of cacti.

> **Definition 5.** Let $H$ be a graph on a pair of vertices $\{u, v\}$ that have 3 parallel edges between them. A graph is called a diamond graph if it is obtained by a number of subdivisions of $H$.

The following Proposition characterizes the class of forests of cacti.

> **Proposition 6.** A graph is a forest of cacti if and only if it does not have a diamond as a subgraph.

---

1 Results marked with † can be found in the full version.
The definition of diamond graphs and the characterisation of forests of cacti have been taken from [6]. Please refer to [5] for further details on notations and definitions in Graph Theory.

3 Counting Lemma

In this section, we consider a graph $G$ which has a set $S$, the deletion of which results in a cactus graph. Moreover, each vertex of the cactus graph has at least three distinct neighbors in $G$ or shares at least two edges with $S$. Then, it is possible to bound the number of edges in $E(G - S)$ by the number of edges in $E(S, V(G) \setminus S)$. In fact, we exhibit a family of graphs where this bound is tight, up to a constant difference.

Lemma 7. Let $G$ be a graph and $S \subseteq V(G)$ such that $G - S$ is a cactus graph and for all $v \in V(G) \setminus S$ one of the following two conditions holds:
1. $v$ has at least 3 distinct neighbors in $G$, or
2. there are at least two edges in $E(v, S)$

Then $|E(G - S)| \leq 5|E(S, V(G) \setminus S)|$.

Proof. Let $G' = G - S$. We know that $G'$ is a cactus graph. Let $T$ be the block decomposition tree of $G'$ rooted at a vertex of degree one. Let $B = E(G')$ and $C = E(S, V(G) \setminus S)$ We need to show that $|B| \leq 5|C|$. Towards the proof, we first define some notations. Let $X$ be a block of size at most 2 (an edge or a cycle of length 2) in $G'$ such that $t_X$ has only one child, which is a leaf node in $T$. Then we say $X$ and $Y$ together form a super block. If blocks $X$ and $Y$ form a super block $Z$, where $t_Y$ is a leaf node, then by parent of the super block $Z$, we mean the parent of $t_X$ in $T$. All other blocks, which are not part of any super block, are called normal blocks. By size of a (super/normal) block $Z$, denoted by size($Z$), we mean the number of edges in the block $Z$. To bound the number of edges in $G'$ it is enough to bound the total number of edges in super blocks and normal blocks. Let $B_t$ be the set containing all super blocks and normal blocks which correspond to leaves in $T$. Let $B_n$ be the set of normal blocks which are not part of $B_t$. Now we define $B_t$ as the set of edges in the (normal/super) blocks which are part of $B_t$ and $B_n$ as the set of edges in the normal blocks which are part of $B_n$. To bound the cardinality of $B$, it is enough to bound the cardinality of $B_t$ and $B_n$, individually. We partition the edges in $C$ as follows. We say an edge $e \in C$ is incident to a (super/normal) block $Z$ if it is incident to a vertex $u$ in $Z$, which is not the cut vertex shared with the parent of $Z$. We use $E_Z$ to denote the set of edges in $C$, which are incident to the (super/normal) block $Z$. Let $C_t$ be the set of edges in $C$ which are incident to (super/normal) blocks in $B_t$. Similarly, let $C_n$ be the set of edges in $C$ which are incident to blocks in $B_n$. Let $r_i$ be the number of blocks of size $i$ in $B_t$. Let $B_{t,i}^{(i)}$ be the set of edges in blocks of size $i$ in $B_t$. Let $C_{t,i}^{(i)}$ be the set of edges in $C_t$ which are incident to blocks of size $i$ in $B_t$. Notice that $B_t = \bigcup_i B_{t,i}^{(i)}$ and $C_t = \bigcup_i C_{t,i}^{(i)}$.

Claim 1. $r_i \leq \frac{|C_{t,i}^{(i)}|}{2}$ for $i \leq 4$ and $r_i \leq \frac{|C_{t,i}^{(i)}|}{i-3}$ for $i \geq 5$.

Proof.

Bound on $r_1$. Let $X$ be a block of size one in $B_t$. That is, the block $X$ is a single edge $(x, y)$ and there is a vertex in $(x, y)$ which has degree one in $G'$. Let $x$ be the degree one vertex. By our assumption at least 2 edges in $C_{t,1}^{(1)}$ are incident on $x$. This implies that $|E_X| \geq 2$. Thus we have that $|C_{t,1}^{(1)}| = \sum_{\text{size}(X) = 1} |E_X| \geq 2r_1$. Hence $r_1 \leq \frac{|C_{t,1}^{(1)}|}{2}$.
**Bound on** $r_2$. Let $X$ be a block of size two in $B_t$. If $X$ is a normal block, then the block $X$ is a cycle $y, x, y$ of length 2. Since $X$ is leaf block, there is a vertex in $X$ which is not a cut vertex in $G'$. Let $x$ be the vertex in $X$ such that $x$ is not a cut vertex. This implies that $G'_x = \{ y \}$. Thus, by our assumption, either $|E(x, S)| \geq 2$ or $x$ has two neighbors in $S$. In either case, $|E(x, S)| \geq 2$. That is, $|E_X| \geq 2$. If $X$ is a super block, then $X$ consists of two blocks $Y$ and $Z$ of size 1 each, such that $t_Y$ has only one child $t_Z$ and $t_Z$ is a leaf node in $T$. Let $Z = (x, y)$ be such that $x$ has degree one in $G'$. Thus, by our assumption, we can conclude that $|E(x, S)| \geq 2$. That is, $|E_X| \geq 2$. Thus, we have that $|C^{(2)}_t| = \sum_{\{X: \text{size}(X) = 2\}} E_X \geq 2r_2$. Hence, $r_2 \leq \frac{|C^{(2)}_t|}{2}$.

**Bound on** $r_3$. Let $X$ be a (super/normal) block of size three in $B_t$. That is, either the block $X$ is a cycle $x, y, z, x$ of length 3, or it is a super block consisting of two blocks, where one of them is a cycle of length 2 and other is an edge. If $X$ is a cycle $x, y, z, x$, then $t_X$ is a leaf in $T$. Let $z$ be the only cut vertex in $\{ x, y, z \}$. This implies that the degrees of $x$ and $y$ are exactly 2 in $G'$. Thus, by our assumption, $|E(x, S)| \geq 1$ and $|E(y, S)| \geq 1$. This implies that $|E_X| \geq 2$.

Suppose $X$ is a super block. Then $X$ consists of a cycle $x, y, x$ and an edge $(y, z)$. In this case, only one vertex, either $x$ or $z$, will be shared with the parent of $X$ and all other vertex will not have a neighbor in $G' \setminus X$. Suppose $x$ is the shared vertex with the parent of the block $X$. Then the number of distinct neighbors of $y$ and $z$ are exactly 2 and 1 respectively in $G'$. This implies that $|E(y, S)| \geq 1$ and $|E(z, S)| \geq 2$. Consequently, $|E_X| \geq 3$. By a similar argument, we can show that if $z$ is the shared vertex of the super block $X$ with its parent, then $|E_X| \geq 3$. Thus, we have that $|C^{(3)}_t| = \sum_{\{X: \text{size}(X) = 3\}} E_X \geq 2r_3$. Hence, $r_3 \leq \frac{|C^{(3)}_t|}{2}$.

**Bound on** $r_4$. Let $X$ be a (super/normal) block of size four in $B_t$. That is, either the block $X$ is a cycle of length 4 or it is a super block consisting of two blocks. If $X$ is a cycle of length 4, then $t_X$ is a leaf in $T$. This implies that the degree of every vertex in $X$, except the cut vertex shared with the parent block, is exactly 2 in $G'$. This implies that $|E_X| \geq 3$.

Suppose $X$ is a super block consisting of two blocks $Y$ and $Z$, where size of $Y$ is at most 2 and $t_Z$ is a leaf node in $T$. If size($Y$) = 1, then $Z$ is a cycle of length 3. This implies that at least two vertices in $Z$ has degree exactly 2 in $G'$. Thus, by our assumption, $|E_Z| \geq 2$ and this implies that $|E_X| \geq 2$.

If size($Y$) = 2, then both $Y$ and $Z$ are cycles of length 2. Let $x, y$ be the block $Y$ and $y, z, y$ be the block $Z$. Thus, the number of distinct neighbors of $y$ and $z$ in $G'$ is 2 and 1 respectively. By our assumption, this implies that $|E(y, S)| \geq 1$ and $|E(z, S)| \geq 2$. Thus, we have that $|E_X| \geq 3$. Hence, we conclude that $|C^{(4)}_t| = \sum_{\{X: \text{size}(X) = 4\}} E_X \geq 2r_4$. This means, $r_4 \leq \frac{|C^{(4)}_t|}{2}$.

**Bound of** $r_i$ for $i \geq 5$. Let $X$ be a (super/normal) block of size at least five in $B_t$. That is, either the block $X$ is a cycle of length $i$, or it is a super block consisting of two blocks $Y$ and $Z$ such that $Z$ is a cycle of length at least $i - 2$ and $t_Z$ is a leaf in $T$. In either case, $X$ contains at least $i - 3$ vertices (excluding the cut vertex shared with the parent block) having exactly 2 distinct neighbors in $G'$. This implies that $|E_X| \geq i - 3$. Hence, we have that $|C^{(i)}_t| = \sum_{\{X: \text{size}(X) = i\}} E_X \geq (i - 3)r_i$. Thus, $r_i \leq \frac{|C^{(i)}_t|}{i - 3}$. \[\square\]
Applying Equations 4 and 5 in Equation 3, we get that

\[
|B| = \sum_i |B^{(i)}| = \sum_i i \cdot r_i
\]

\[
\leq 2|C^{(4)}| + \sum_{i>5} \frac{i}{i-3} |C^{(i)}| \quad \text{(By Claim 1)}
\]

\[
\leq 2|C^{(4)}| + \frac{5}{2} |C^{(5)}|
\]

What remains is to bound the cardinality of \(B_n\). Let \(B_n^{(\geq 3)}\) be the set of blocks in \(B_n\) such that the corresponding nodes in \(T\) have degree at least 3. That is,

\[
B_n^{(\geq 3)} = \{ X \in B_n | d_T(t_X) \geq 3 \}.
\]

Let \(B_n^{(\geq 3)}\) be the set of edges present in the blocks in \(B_n^{(\geq 3)}\). We first bound the cardinality of \(B_n^{(\geq 3)}\) and then the cardinality of \(B_n \setminus B_n^{(\geq 3)}\). For a set \(X \subseteq V(G')\) let \(\text{numcut}_X\) and \(\text{numnoncut}_X\) denote the number of cut vertices and non-cut vertices in \(X\), respectively.

\[
|B_n^{(\geq 3)}| = \sum_{X \in B_n^{(\geq 3)}} |X| = \sum_{X \in B_n^{(\geq 3)}} \text{numcut}_X + \text{numnoncut}_X
\]

The quantity \(\sum_{X \in B_n^{(\geq 3)}} \text{numcut}_X\), is at most \(\sum_{X \in B_n^{(\geq 3)}} d_T(t_X)\). This is bounded by three times the number of leaves in \(T\) (by Lemma 3). Thus by Claim 1,

\[
\sum_{X \in B_n^{(\geq 3)}} \text{numcut}_X \leq \frac{3}{2} |C^{(4)}| + \frac{3}{2} |C^{(5)}|
\]

Let \(C_n^{\geq 3}\) be the set of edges in \(C_n\) which are incident to blocks in \(B_n^{(\geq 3)}\), and \(C_n^{\leq 2}\) be the set of edges in \(C_n\) which are incident to blocks in \(B_n \setminus B_n^{(\geq 3)}\). For each non-cut vertex \(x\) in the block \(X \in B_n^{(\geq 3)}\), there is at least one edge from \(C_n^{(\geq 3)}\) which is incident on \(x\). This implies that

\[
\sum_{X \in B_n^{(\geq 3)}} \text{numnoncut}_X \leq |C_n^{(\geq 3)}|
\]

Applying Equations 4 and 5 in Equation 3, we get that

\[
|B_n^{(\geq 3)}| \leq \frac{3}{2} |C^{(4)}| + \frac{3}{2} |C^{(5)}| + |C_n^{(\geq 3)}|
\]

Now we bound the cardinality of \(B_n \setminus B_n^{(\geq 3)}\). First, we bound the number of edges in the blocks in \(B_n \setminus B_n^{(\geq 3)}\) which are not incident to any edge in \(C_n\). Let \(X\) be a block in \(B_n \setminus B_n^{(\geq 3)}\),
such that there is no edge from $C_n$ incident on it. Since $t_X$ has degree 2 in $T$, the number of cut vertices in $X$ is 2. Now, we claim that $\text{size}(X) \leq 2$. Suppose not. Then there is a vertex $x$ in $X$ such that the degree of $x$ in $G'$ is two. Thus, by our assumption, $x$ is incident to an edge from $C_n$. This contradicts the fact that there is no edge from $C_n$ incident on $X$. Since $X$ is a block in $B_n \setminus B_n^{(\geq 3)}$, we have that $t_X$ has only one child. Let the child of $t_X$ be $t_Y$. Now we have the following claim.

**Claim 2.** Either $d_T(t_Y) \geq 3$ or $Y \in B_n \setminus B_n^{(\geq 3)}$ such that there is an edge from $C_n^{(\leq 2)}$ incident on $Y$.

**Proof.** Towards the claim, we first show that $Y \notin B_t$. Suppose not. If $Y$ is a normal block in $B_t$, then $X$ and $Y$ together will form a super block and it contradicts the fact that $X \in B_n \setminus B_n^{(\geq 3)}$. Suppose $Y$ is a super block in $B_t$. Let $Y$ be the block consisting of blocks $Y_1$ and $Y_2$ where $t_{Y_2}$ is a leaf in $T$ (See Figure 1). Consider the shared vertex $x$ by the blocks $X$ and $Y_1$. The number of neighbors of $x$ in $G'$ is 2. Thus, by our assumption, $x$ is incident with a vertex in $C_n$. This contradicts the fact that $X$ be a block in $B_n \setminus B_n^{(\geq 3)}$ which is not incident to any edge in $C_n$. Now to prove the claim the only case remaining is $Y \in B_n \setminus B_n^{(\geq 3)}$, but $d_T(t_Y) = 2$ and there is no edge from $C_n^{(\leq 2)}$ incident on $Y$ (See Figure 2). Then, the size of $Y$ is at most 2. Consider the shared vertex $x$ by the blocks $X$ and $Y$. The number of neighbors of $x$ in $G'$ is 2. Thus by our assumption $x$ is incident with a vertex in $C_n$. This contradicts the fact that $X$ be a block in $B_n \setminus B_n^{(\geq 3)}$ which is not incident to any edge in $C_n$. This proves the claim.

Using the above claim we can show that the total number of edges in the blocks in $B_n \setminus B_n^{(\geq 3)}$ which are not incident to any edge in $C_n$ is bounded by

$$2 \left( |C_n^{(\leq 2)}| + \sum_{t \in V(T), d_T(t) \geq 3} 1 \right) \leq 2|C_n^{(\leq 2)}| + 2 \sum_i r_i$$

$$\leq 2|C_n^{(\leq 2)}| + |C^{(\leq 4)}_t| + |C^{(\leq 3)}_t| \quad \text{(By Claim 1)} \quad (7)$$

Now, we bound the number of edges in the blocks in $B_n \setminus B_n^{(\geq 3)}$ which are incident to some edges in $C_n$. Let $X$ be a such a block. If the size of $X$ is at least 3, then there are $i - 2$ vertices in $X$ such that each of these vertices will have only two neighbors in $G'$. By our assumption, this implies that there are at least $i - 2$ edges from $C_n^{(\leq 2)}$ which are incident on $X$. Thus, the total number of edges, in the blocks in $B_n \setminus B_n^{(\geq 3)}$, which are not incident to any edge in $C_n$, is bounded by $3|C_n^{(\leq 2)}|$. Hence,

$$|B_n \setminus B_n^{(\geq 3)}| = 5|C_n^{(\leq 2)}| + |C^{(\leq 4)}_t| + |C^{(\leq 3)}_t| \quad \text{(By Claim 1)} \quad (8)$$
Hence,

\[ |B| = |B_l| + |B_{n}^{(2)}| + |B_n \setminus B_{n}^{(2)}| \]
\[ = \frac{n}{2} |C_l^{(5)}| + 5|C_{l}^{(5)}| + 5|C_n^{(2)}| + |C_n^{(2)}| \]
\[ \leq 5|C| \]

(By Equations 2, 6 and 8)

This completes the proof of the Lemma.

The bound given in Lemma 7 is in fact tight. Figure 3 represents a family of tight instances.

From the figure, let \( S = \{ s \} \). Let \( E_{\text{cross}} = E(S, V(G) \setminus S) \). Let \( E' = E_{\text{cross}} - \{ e_1, e_2, e_3 \} \). Let \( E_{\text{cactus}} = E(G - S) \). We see that for every pair of consecutively occurring triangle and double parallel edges in the cactus, there is an edge in \( E_{\text{cross}} \). Thus, \( |E_{\text{cactus}}| = 5(|E'|) \). This means that \( |E_{\text{cactus}}| = 5(|E_{\text{cross}}| - 3) \). Hence, this is a family of tight instances.

4 Algorithm for Even Cycle Transversal

In this section, we give a randomized FPT algorithm for Even Cycle Transversal. This problem is a special case of the following problem.

Parity Even Cycle Transversal

**Parameter**: \( k \)

**Input**: A graph \( G \), a weight function \( w : E(G) \rightarrow \{0, 1\} \) and positive integer \( k \)

**Question**: Is there a set \( S \subseteq V(G) \) of size \( k \) such that \( G - S \) does not contain any cycle \( C \) with \( \sum_{e \in E(C)} w(e) = 0 \mod 2 \)?

We call a cycle \( C \) an even-parity (odd-parity) cycle if \( \sum_{e \in E(C)} w(e) = 0 \mod 2 \) (\( \sum_{e \in E(C)} w(e) = 1 \mod 2 \)). For compactness of notation, we define the function \( \text{parity} : 2^{E(G)} \rightarrow \{0, 1\} \), where for an edge set \( E' \in E(G) \), \( \text{parity}(E') = \sum_{e \in E'} w(e) \mod 2 \). In other words, for an even-parity (odd-parity) cycle \( C \), \( \text{parity}(E(C)) = 0 \) (\( \text{parity}(E(C)) = 1 \)). This should not be confused with cycles of even (odd) length, since we will refer to these cycles simply as even and odd cycles.

In what follows, we give a randomized FPT algorithm for Parity Even Cycle Transversal, that runs in \( 12^k n^{O(1)} \) time. First, we preprocess the input graph by applying some reduction rules. A reduction rule reduce an instance \((I_1, k)\) of a problem \( \Pi \) to another instance \((I_2, k')\) of \( \Pi \). The reduction rule is safe when \((I_1, k)\) is a Yes instance and only if \((I_2, k')\) is a Yes instance. We describe the reduction rules below and prove their safeness. We apply the following rules exhaustively.

\begin{itemize}
  \item **Reduction Rule 1.** If there is a vertex \( v \) in \( G \) which is not part of any even-parity cycle, then delete \( v \) from \( G \).
  \item **Lemma 8 (†).** Reduction Rule 1 is safe.
\end{itemize}
Quick but Odd Growth of Cacti

In the following Lemma, we show that, on a graph where all edges have weight 1, testing whether a vertex is contained in an even cycle can be done in polynomial time.

Lemma 9. Given a graph $G$, where every edge has weight 1, and a vertex $v \in V(G)$, there is a polynomial time algorithm that checks whether there is an even cycle containing $v$.

Proof. The vertex $v$ is contained in an even cycle $C$ if and only if there is a neighbour $u \in N_G(v)$ such that the edge $(u, v) \in E(C)$. For each $u \in N_G(v)$, we check whether there is an even cycle containing the edge $(u, v)$. This is equivalent to checking whether there is an odd path $P$ between $v$ and $w$ in the graph $G' = G - (u, v)$. In [14], the Parity Multiway Cut (PMWC) problem was posed: If we are given a graph with a set of terminal vertices $T_\circ \uplus T_o$, does there exist a set $S$ of at most $k$ vertices such that the edge $(u, v)$ is contained in an even cycle $C$. We observe that our problem is a special case of the above problem. In our case, $T_o = \{u, v\}, T_c = \emptyset$ and $k = 0$. In other words, we wish to check whether there are any odd paths between $u$ and $w$ in $G'$. Since $2^{2O(n)} = \mathcal{O}(1)$, the algorithm for PMWC enables us to check in polynomial time, whether there are no odd paths between $u$ and $w$ in $G'$. If the algorithm returns Yes, then we know that there are no even cycles in $G$ containing the edge $(u, v)$. Otherwise, we conclude that there is an even cycle in $G$ containing $v$. If, for every edge $e \in E(G)$ adjacent to $v$, there is no even cycle containing the edge $e$, then we conclude that there is no even cycle in $G$ that contains $v$.

This also gives us a polynomial time algorithm to check whether a vertex of a $(0, 1)$ edge-weighted graph is contained in an even-parity cycle.

Lemma 10 (*). Given a graph $G$, where every edge has weight 0 or 1, and a vertex $v \in V(G)$, there is a polynomial time algorithm that checks whether there is an even-parity cycle containing $v$.

Reduction Rule 2. Let $[x, y, z]$ be a path in $G$ and degree of $y$ is exactly 2. Then delete $y$ from $G$ and add a new edge $e_1 = (x, z)$. $w(e_1) = w((x, y)) + w((y, z)) \mod 2$. (See Figure 4).

Lemma 11. Reduction Rule 2 is safe.

Proof. Suppose $C$ is a cycle of parity $p$ in $G$, which contains the vertex $y$. Then, since $d_G(y) = 2$, $C$ must contain the path $[x, y, z]$. In the reduced graph $G'$, $C$ is reduced to a cycle $C'$ which contains the edge $e_1 = (x, z)$. By definition of $w(e_1)$, the parity of the reduced cycle is still $p$. On the other hand, if $C'$ is a cycle of parity $p$ in the reduced graph $G'$, and $C'$ does not contain the new edge $e_1$, then $C'$ is a cycle of the original graph $G$. Otherwise, there is a corresponding cycle $C$ in $G$, which contains the path $[x, y, z]$ instead of the newly added edge $e_1$. Again, by definition of $w(e_1)$, the parity of $C'$ and $C$ are the same.

Now, suppose $(G, k)$ is a Yes instance for Parity Even Cycle Transversal. Let $S$ be a solution set in $G$. Then $S$ hits all even-parity cycles of $G$. We have argued that any cycle in $G$ that contains $y$ also contains $x$ and $z$. Thus, if $y$ was contained in $S$, then
Reduction Rule 3. Let \( x, y \) be two vertices with two parallel edges \( e_1 \) and \( e_2 \). Let \( w(e_1) = 1, w(e_2) = 0 \). Further, \( e_3 = (y, z) \) is an edge in \( G \), with \( z \neq x \), and \( d_G(y) = 3 \). Then delete \( y \) from the graph \( G \) and add two new edges \( f_1, f_0 = (x, z) \). Define \( w(f_1) = 1 \) and \( w(f_0) = 0 \). (See Figure 5).

Lemma 12 (†). Reduction Rule 3 is safe

Reduction Rule 4. Let \( \{x_1, y\} \) be a pair of vertices that have two parallel edges \( e_1 \) and \( e_2 \), with \( w(e_1) = 1, w(e_2) = 0 \). Let there be another vertex \( x_2 \neq x_1 \) such that \( \{x_2, y\} \) have two parallel edges \( e_3 \) and \( e_4 \). It also holds that \( w(e_3) = 1, w(e_4) = 0 \). Let \( d_G(y) = 4 \). Then delete \( y \) from \( G \) and add two new parallel edges \( f_1, f_0 \) between \( x_1 \) and \( x_2 \). We define \( w(f_1) = 1 \) and \( w(f_0) = 0 \). (See Figure 6).

Lemma 13 (†). Reduction Rule 4 is safe

We give the definition of an odd-parity (even-parity) cactus graph and relate it to Parity Even Cycle Transversal.

Definition 14. A cactus graph, where the edges have weights from \( \{0, 1\} \), is an odd-parity (even-parity) cactus graph when every block of the graph is either an odd-parity (even-parity) cycle or an edge.

Lemma 15 (†). Let \( G \) be a connected graph and \( w : E(G) \to \{0, 1\} \) be a weight function on the edges. \( G \) does not contain any cycle \( C \) with \( w(C) = 0 \mod 2 \) if and only if \( G \) is an odd-parity cactus.

Given a graph \( G \), let \( S \) be a set of vertices that hits all even-parity cycles. Then each component of \( G - S \) does not contain an even-parity cycle. By Lemma 15, it follows that \( G - S \) is a forest of odd-parity cacti.
Observation 1 (†). Each connected component of the reduced graph for Parity Even Cycle Transversal satisfies the conditions of Lemma 7.

Now, we are ready to describe the algorithm for Parity Even Cycle Transversal.

Theorem 16. Parity Even Cycle Transversal has a randomized algorithm running in $12^k n^{O(1)}$ time.

Proof. Let $S$ be a solution set of at most $k$ vertices such that $G - S$ is a forest of odd-parity cacti. By Lemma 7, for each component $C$ of $G$, $|E(C - S)| \leq \frac{5}{6} |E(C \cup S)|$. This implies that $|E(G - S)| \leq \frac{5}{6} |E(G)|$.

Our algorithm is as follows: We define a set $S = \emptyset$ to start with. We pick an edge $e = (u, v) \in E(G)$ uniformly at random and then, with equal probability, we pick one of the two endpoints. We delete this vertex from the current graph and put it into $S$. In other words, we pick a vertex with probability proportional to its degree. We do this for $k$ steps, at the end of which we check if the constructed set $S$ is a solution set for Parity Even Cycle Transversal. Recognising a forest of odd-parity cacti is equivalent to building a block-decomposition and checking if a block is an odd-parity cycle or an edge. Thus, the entire procedure can be implemented in polynomial time.

Notice that the final set $S$ is a solution set if in each step $i$, with respect to the current set of vertices in $S$, we pick a vertex $v$ such that in $G - S$ there is a $k - i$-sized solution set $S_i$ containing $v$. We will call such a vertex a good vertex for the step $i$. In step $i \leq k$, the probability, that a good vertex of step $i$ is picked, is at least $\frac{1}{2} \cdot \frac{1}{6} = \frac{1}{12}$. We succeed in finding a solution set $S$ for Parity Even Cycle Transversal if every step picks a good vertex of that step. Thus, the probability of failure in the $k$-step procedure is at most $1 - \left(\frac{1}{12}\right)^k$. We repeat the above procedure $12^k$ times and if in any round we obtain a solution set $S$ of size at most $k$, we output that set. The probability of failure of this many-round procedure is at most $(1 - \left(\frac{1}{12}\right)^k)^{12^k} \sim e^{-1}$. The running time of the many-round procedure is $12^k n^{O(1)}$. ◀

Corollary 17. Even Cycle Transversal has a randomized algorithm running in $12^k n^{O(1)}$ time.

5 Algorithm for Diamond Hitting Set

In this section, we give a randomized FPT algorithm for Diamond Hitting Set. It was shown in [6] that there is a set of safe reduction rules that can be applied to reduce the input graph to a graph with certain properties.

Proposition 18 ([6]). There are polynomial time reduction rules, on application of which, the input instance of Diamond Hitting Set is reduced to an equivalent instance where every vertex either has at least three distinct neighbours or three parallel edges.

Observation 2 (†). Each connected component of the reduced graph for Diamond Hitting Set satisfies the conditions of Lemma 7.

Now, we can design an algorithm for Diamond Hitting Set, that is very similar to the algorithm for Parity Even Cycle Transversal.

Theorem 19 (†). Diamond Hitting Set has a randomized algorithm running in $12^k n^{O(1)}$ time.
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Abstract

In the Block Graph Deletion problem, we are given a graph $G$ on $n$ vertices and a positive integer $k$, and the objective is to check whether it is possible to delete at most $k$ vertices from $G$ to make it a block graph, i.e., a graph in which each block is a clique. In this paper, we obtain a kernel with $O(p^6q^6)$ vertices for the Block Graph Deletion problem. This is a first step to investigate polynomial kernels for deletion problems into non-trivial classes of graphs of bounded rank-width, but unbounded tree-width. Our result also implies that Chordal Vertex Deletion admits a polynomial-size kernel on diamond-free graphs. For the kernelization and its analysis, we introduce the notion of ‘complete degree’ of a vertex. We believe that the underlying idea can be potentially applied to other problems. We also prove that the Block Graph Deletion problem can be solved in time $10^k n^{O(1)}$.
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1 Introduction

In parameterized complexity, an instance of a parameterized problem consists in a pair $(x, k)$, where $k$ is a secondary measurement, called the parameter. A parameterized problem $Q \subseteq \Sigma^* \times N$ is fixed-parameter tractable (FPT) if there is an algorithm which decides whether $(x, k)$ belongs to $Q$ in time $f(k) \cdot |x|^{O(1)}$ for some computable function $f$. Such an algorithm is called an FPT algorithm. We call an FPT algorithm a single-exponential FPT algorithm if it runs in time $c^k \cdot |x|^{O(1)}$ for some constant $c$. A parameterized problem is said to admit a polynomial kernel if there is a polynomial time algorithm in $|x| + k$, called a kernelization algorithm, that reduces an input instance into an instance with size bounded by a polynomial function in $k$, while preserving the Yes/No answer.

Graph modification problems constitute a fundamental class of graph optimization problems. Typically, for a class $\Phi$ of graphs, a set $\Psi$ of graph operations and a positive integer $k$, we want to know whether it is possible to transform an input graph into a graph in $\Phi$ by at most $k$ operations chosen in $\Psi$. One of the most intensively studied graph-modification problems is the Feedback Vertex Set problem. Given a graph $G$ and an integer $k$ as input, the Feedback Vertex Set problem asks whether $G$ has a vertex subset of size at most $k$ whose removal makes it a forest, which is a graph without cycles. The Feedback Vertex Set problem is known to admit an FPT algorithm [1, 11] and the
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running time has been subsequently improved by a series of papers [23, 16, 14, 10, 4, 2, 7, 19]. Also, Thomassé [26] showed that it admits a kernel on $O(k^2)$ vertices.

The Feedback Vertex Set problem has been generalized to deletion problems for more general graph classes. Tree-width [25] is one of the basic parameters in graph algorithms and plays an important role in structural graph theory. Since forests are exactly the graphs of tree-width at most 1, the natural question is to decide, for an integer $w \geq 2$, whether there is an FPT algorithm with parameter $k$ to find a vertex subset of size at most $k$ whose removal makes it a graph of tree-width at most $w$ (called Tree-width $w$ Vertex Deletion). Courcelle’s meta theorem [5] implies that the Tree-width $w$ Vertex Deletion is FPT. Recently it is proved to admit a single-exponential FPT algorithm and a (non-uniform) polynomial kernel (a kernel of size $O(k^{g(w)})$ for some function $g$) [12, 18].

On the other hand, there are interesting open questions related to two natural graph classes having tree-like structures. A graph is chordal if it does not contain any induced cycle of length at least 4. Chordal graphs are close to forests as a forest is a chordal graph without triangles. Marx [20] firstly showed that the Chordal Vertex Deletion problem is FPT, and Cao and Marx [3] improved that it can be solved in time $2^{O(k \log k)} \cdot n^{O(1)}$. However, it remains open whether there is a single-exponential FPT algorithm or a polynomial kernel [20, 3]. Another interesting class is distance-hereditary graphs, also known as graphs of rank-width at most 1 [22]. As many problems are tractable on graphs of bounded rank-width by the meta-theorem on graphs of bounded rank-width (equivalently, bounded clique-width) [6], it is worth studying the general Rank-width $w$ Vertex Deletion problem. Again, it is known to be FPT from the meta-theorem on graphs of bounded rank-width [6], but for our knowledge, it is open whether there is a single exponential FPT algorithm or a polynomial kernel for this problem even for $w = 1$.

Block graphs lie in the intersection of chordal graphs and distance-hereditary graphs, and they contain all forests. A graph is a block graph if each block (maximally 2-connected subgraph) of it forms a clique. It is not difficult to see that block graphs are exactly those not containing an induced cycle of length at least 4 and a diamond (i.e. a cycle of length 4 with a single chord) as an induced subgraph. We study the following parameterized problem.

<table>
<thead>
<tr>
<th>Block Graph Deletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: A graph $G$, an integer $k$</td>
</tr>
<tr>
<td>Parameter: $k$</td>
</tr>
<tr>
<td>Question: Is there a vertex subset $S$ of $G$ with $</td>
</tr>
</tbody>
</table>

Our main results are stated in the next two theorems.

**Theorem 1.1.** The Block Graph Deletion admits a kernel with $O(k^6)$ vertices.

**Theorem 1.2.** The Block Graph Deletion can be solved in time $10^k \cdot n^{O(1)}$.

Our kernelization is motivated by the quadratic vertex-kernel by Thomassé [26]. In [26], basic reduction rules are applied so that whenever the size of the instance is still large, there must be a vertex of large degree (otherwise, it is a No-instance). Then a vertex $v$ of large degree witnesses either so-called the sunflower structure, or the 2-expansion structure. Our kernelization employs a similar strategy. In order to work with block graphs instead of forests, we come up with the notion of the complete degree of a vertex, which replaces the role of the usual degree of a vertex in Feedback Vertex Set. Also, we need to bound the size of a block which might appear in a block graph $G - S$, if such a set $S$ of size at most $k$ exists. Our single-exponential algorithm is surprisingly analogous to the algorithm of Chen et al. [4] for Feedback Vertex Set although the analysis is non-trivial.

Since block graphs are exactly diamond-free chordal graphs, we have the following as a corollary of Theorem 1.1 and Theorem 1.2.
Corollary 1.3. On diamond-free graphs, Chordal Vertex Deletion admits a kernel with $O(k^5)$ vertices and can be solved in time $O(10^k \cdot n^{O(1)})$.

2 Preliminaries

All graphs considered in this paper are undirected and simple (without loops and parallel edges). For a graph $G$, we denote by $V(G)$ and $E(G)$ the vertex set and the edge set of $G$, respectively. When we analyze the running time of an algorithm, we agree that $n = |V(G)|$.

A block tree $T_G$ of a graph $G$ is the graph having $B \cup C$ as the vertex set, where $B$ is the set of all blocks of $G$ and $C$ is the set of all cut vertices of $G$, and there is an edge $Bc \in E(T_G)$ between $B \in B$ and $c \in C$ if and only if the cut vertex $c$ belongs to the block $B$ in $G$. The constructed graph does not contain a cycle. We say that a graph is a block graph obstruction, or simply an obstruction, if it is isomorphic to a diamond, or an induced cycle $C_\ell$ of length $\ell$ for some $\ell \geq 4$. A vertex is simplicial in $G$ if $N_G(v)$ is a complete graph.

3 Complete degree of a vertex

We define a concept called the complete degree of a vertex in a graph. The definition of the complete degree is motivated by the following lemma, whose proof is deferred at the end of this section.

Proposition 3.1. Let $G$ be a graph and let $v \in V(G)$ and let $k$ be a positive integer. Then in $O(kn^2)$ time, we can find either
1. $k + 1$ obstructions that are pairwise vertex-disjoint, or
2. $k + 1$ obstructions whose pairwise intersections are exactly the vertex $v$, or
3. $S_v \subseteq V(G)$ with $|S_v| \leq 7k$ such that $G - S_v$ has no block graph obstruction containing $v$.

For a graph $G$ and $v \in V(G)$ such that $G$ has no $k + 1$ vertex-disjoint obstructions and has no $k + 1$ obstructions whose pairwise intersections are exactly the vertex $v$, the complete degree of $v$ is defined as the minimum number of components of $G - (S_v \cup \{v\})$ among all possible $S_v \subseteq V(G) \setminus \{v\}$ where
- $|S_v| \leq 7k$, and
- $G - S_v$ has no block graph obstruction containing $v$.

Note that if $G - S_v$ has no block graph obstruction containing $v$, then $G[N_G(v) \setminus S_v]$ is a disjoint union of complete graphs.

To prove Proposition 3.1, we use the Gallai’s $A$-path theorem. For a graph $G$ and $A \subseteq V(G)$, an $A$-path of $G$ is a path of length at least 1 whose end vertices are in $A$, and all internal vertices are in $V(G) \setminus A$.

Theorem 3.2 (Gallai [13]). Let $G$ be a graph and let $A \subseteq V(G)$ and let $k$ be a positive integer. Then, in $O(kn^2)$ time, we can find either
1. $k + 1$ vertex-disjoint $A$-paths, or
2. $X \subseteq V(G)$ with $|X| \leq 2k$ such that $G - X$ has no $A$-paths.

Proof of Proposition 3.1. Let $G_1 := (G - v) - E(G[N_G(v)])$. By Theorem 3.2, we can find in time $O(kn^2)$ either
1. $2k + 1$ vertex-disjoint $N_G(v)$-paths in $G_1$, or
2. $X \subseteq V(G)$ with $|X| \leq 4k$ such that $G_1 - X$ has no $N_G(v)$-paths.

Suppose that $G_1$ contains at least $2k + 1$ pairwise vertex-disjoint $N_G(v)$-paths. Let $P$ be one of these $N_G(v)$-paths in $G_1$ with $p$ and $q$ as its end vertices, and let $P'$ be a shortest $p, q$-path
in $G_1[V(P)]$. Note that $P'$ has length at least 2. If $P'$ has length 2, then $G[\{v\} \cup V(P')]$ is isomorphic to either $C_4$ or the diamond depending on the adjacency between $p$ and $q$ in $G$. If $P'$ has length at least 3 and $pq \in E(G)$, then $G[V(P')]$ is an induced cycle of length at least 4. If $P'$ has length at least 3 and $pq \notin E(G)$, then $G[\{v\} \cup V(P')]$ is an induced cycle of length at least 5. Thus, $G[\{v\} \cup V(P')]$ contains an obstruction, and $G$ contains either disjoint $k+1$ obstructions, or $k+1$ obstructions whose pairwise intersections are exactly $v$.

So, we may assume that there exists $X \subseteq V(G_1)$ with $|X| \leq 4k$ such that $G_1 - X$ has no $N_G(v)$-paths. Now, we greedily find a maximal set $P$ of vertex-disjoint induced $P_3$ in $G[N_G(v)]$ by searching vertex subsets of size 3. If there are $k+1$ vertex-disjoint induced $P_3$’s, then $G$ has $k+1$ diamonds whose pairwise intersections are exactly $v$. Otherwise, we set $S_i = X \cup \bigcup_{P \in P} V(P)$ and notice that $|S_i| \leq 7k$. Observe that $G - S_i$ has no block graph obstruction containing $v$. Clearly, we can find $P$ in time $O(kn^3)$.

In our algorithm, we need to find a vertex of sufficiently large complete degree and the corresponding deletion set $S_v$ in polynomial time. However, we just need sufficiently many complete graphs on the neighborhood, and do not need to compute the complete degree of each vertex exactly. The following lemma will be used to analyze the difference between an optimal set and an arbitrary set $S_v$ obtained by Proposition 3.1.

**Lemma 3.3.** Let $G$ be a graph and let $S_1, S_2 \subseteq V(G)$ such that for each $1 \leq i \leq 2$, $G - S_i$ is a disjoint union of complete graphs. If $|S_2| \leq k$, then the number of components of $G - S_2$ is at least the number of components of $G - S_1$ minus $k$.

### 4 Finding a vertex of large complete degree

In this section, we prove that if a graph is reduced under certain rules and its size is still large, then there should exist a vertex of large complete degree. To do this, we first provide basic reduction rules.

#### 4.1 Basic reduction rules

**Reduction Rule 1** (Block component rule). If $G$ has a component $H$ that is a block graph, then we remove $H$ from $G$.

**Reduction Rule 2** (Cut vertex rule). Let $v$ be a vertex of $G$ such that $G - v$ contains a component $H$ where $G[V(H) \cup \{v\}]$ is a connected block graph. Then we remove $H$ from $G$.

Two vertices $v, w$ in a graph $G$ are called true twins if $N_G(v) \setminus \{w\} = N_G(w) \setminus \{v\}$ and $vw \in E(G)$. Note that two simplicial vertices in a block of a block graph are true twins.

**Reduction Rule 3** (Twin rule). Let $S$ be the set of vertices that are pairwise true twins in $G$. If $|S| \geq k + 2$, then we remove vertices except $k + 1$ vertices.

It is not hard to observe that Rules 1, 2, and 3 are sound. Note that we can test whether a given graph is a block graph in quadratic time using an algorithm to partition the graph into blocks [15], and testing whether each block is a complete graph.

**Reduction Rule 4** (Reducing block-cut vertex paths). Let $t_1t_2t_3t_4$ be an induced path of $G$ and for each $1 \leq i \leq 3$, let $S_i \subseteq V(G) \setminus \{t_1, \ldots, t_4\}$ be a clique of $G$ such that

- for each $1 \leq i \leq 3$ and $v \in S_i$, $N_G(v) \setminus S_i = \{t_i, t_{i+1}\}$, and
- for each $2 \leq i \leq 3$, $N_G(t_i) = \{t_{i-1}, t_{i+1}\} \cup S_{i-1} \cup S_i$.

Then we remove $S_2$ and contract $t_2t_3$. 

**Reduction Rule 5** (Cut vertex rule). Let $v$ be a vertex of $G$ such that $G - v$ contains a component $H$ where $G[V(H) \cup \{v\}]$ is a connected block graph. Then we remove $H$ from $G$.
Clearly, we can apply Reduction Rule 4 in polynomial time. We prove the soundness of Reduction Rule 4 in the full version [17]. The following rule will be applied using Proposition 3.1.

**Reduction Rule 5** 
((k + 1)-distinct obstructions rule). Let $v \in V(G)$ and let $G' := G - v - E(G[N_G(v)])$ such that there are $2k + 1$ vertex-disjoint $N_G(v)$-paths in $G'$. If $G$ contains $k + 1$ vertex-disjoint obstructions, then say that it is a No-instance. Otherwise, we remove $v$ from $G$, and decrease $k$ by one. (By Proposition 3.1, one of them exists.)

### 4.2 A vertex of large complete degree

An instance $(G, k)$ is called a reduced instance if it is reduced under Rules 1, 2, 3, 4, and 5 introduced in the previous subsection. In this subsection, we prove that there exists a vertex of large complete degree whenever a reduced instance is sufficiently large, which is stated as Theorem 4.1.

For positive integers $k, \ell$, we define that

- $g_1(k, \ell) := 6k^2(\ell + 14k)^2 + 2k(\ell + 14k)$,
- $g_2(k, \ell) := (k + 1)^2 + 7k^2 + \frac{1}{2}k(\ell + 14k)$.

**Theorem 4.1.** Let $(G, k)$ be a reduced instance of Block Graph Deletion that is a YES-instance. If $G$ has at least $k + g_1(k, \ell)g_2(k, \ell)$ vertices then $G$ has a vertex of complete degree at least $\ell + 1$.

Let $(G, k)$ be a reduced instance of Block Graph Deletion and let $S \subseteq V(G)$ of size at most $k$ such that $G - S$ is a block graph. We let $G' := G - S$ and for each $v \in S$, we define that

- $G_v := G[V(G') \cup \{v\}]$,
- $S'_v$ is a vertex set of size at most $7k$ in $G - v$ that is obtained by Proposition 3.1,
- $S_v := S'_v \cap V(G')$.

Let $T := \bigcup_{v \in S} S_v$. Note that $|T| \leq 7k^2$ and for each $v \in S$, there are no block graph obstructions containing $v$ in $G_v - T$.

We first give a bound on the size of each block of $G'$ and the number of blocks in $G'$ sharing a cut vertex with it, assuming that there is no vertex in $S$ of large complete degree in $G$. Each block of $G'$ consists of the set of simplicial vertices and the set of cut vertices in $G'$.

**Lemma 4.2.** Let $F$ be a graph whose vertex set is $X \cup \{v_1, \ldots, v_t\}$ such that $t \geq 2$ and $X$ is a clique of $F$ and every two vertices of $X$ have different neighbors on $\{v_1, \ldots, v_t\}$. If $|X| \geq t + 2$, then $F$ contains a diamond having exactly one vertex of $\{v_1, \ldots, v_t\}$.

**Proof.** Without loss of generality, we can assume that $\{v_1, \ldots, v_t\}$ is a minimal set with the aforementioned property. Notice that there exists a vertex $v_i$ which has at least two neighbors in $X$. By minimality assumption, $v_i$ is not adjacent with all vertices in $X$. Choose distinct vertices $x, y, z \in X$ such that $x, y$ are neighbors of $v_i$ and $z$ is not. Observe that $F[\{v_i, x, y, z\}]$ is isomorphic to the diamond containing exactly one vertex of $\{v_1, \ldots, v_t\}$.

**Lemma 4.3.** Let $B$ be a block of $G'$, and let $B_1$ and $B_2$ be the sets of all simplicial vertices and all cut vertices of $G'$ contained in $B$, respectively. Let $H_1, H_2, \ldots, H_t$ be the components of $G' - V(B)$ that has a neighbor in $B$. The followings hold.

1. $|B_1| \leq (k + 1)^2 + 7k^2$.
2. If for every $v \in S$, $v$ has complete degree at most $\ell$ in $G$, then $|B_2| \leq t \leq k(\ell + 14k)$. 


Proof. The proof for (2) can be found in the full version [17]. (1) We first give a bound on the number of simplicial vertices of a block for \( G' - T \). Note that \( B'T \) is a block of \( G' - T \). Let \( B'_1 \) be \( B'_1 \cap T \). Clearly, \( |B'1| \leq |B'_1| + 7k^2 \).

Since vertices in \( B'_1 \) are pairwise true twins in \( G' \), if two vertices in \( B'_1 \) have the same neighbors on \( S \), then they are true twins in \( G \). We partition \( B'_1 \) into an equivalent classes where two vertices are equivalent if they have the same neighbors on \( S \). From Reduction Rule 3, each equivalent class has at most \( k + 1 \) vertices.

If \( |S| \leq 1 \), then there are at most 2 equivalent classes in \( B'_1 \). If \( |S| \geq 2 \) and the number of equivalent classes in \( B'_1 \) is at least \( k + 2 \), then since \( |S| \leq k \), \( G \) contains a diamond containing exactly one vertex \( v \) of \( S \) by Lemma 4.2. This contradicts to the fact that \( G_v - T \) has no obstruction containing \( v \). Thus, the number of equivalent classes in \( B'_1 \) is at most \( k + 1 \) and \( |B'1| \leq |B'_1| + 7k^2 \leq (k + 1)^2 + 7k^2 \).

\[ \square \]

**Contracted Block Tree.** We introduce a notion called the contracted block tree of \( G \). A contracted block tree \( T_G \) of a connected graph \( G \) is a rooted tree obtained from a block tree \( T_G^0 \) of \( G \) by (i) choosing a block vertex of \( T_G^0 \) as a root, and (ii) for each cut vertex \( e \) of \( T_G^0 \), identifying it with its unique parent.

Let \( T_G \) be the union of contracted block trees of connected components of \( G' \). We color the vertices of \( T_G \) in three phases: in the first phase, for every vertex \( v \in S \) and for every \( w \in N_{V(G)}(S(v)) \), we choose the (unique) block \( B \in V(T_G) \) which contains \( w \) and is closest to the root, and color \( B \) by red. Let \( R1 \) be the vertices colored red so far. In the second phase, we again recursively color the least common ancestor of any pair of red vertices by red. Let \( R \) be the set of red vertices \( T_G \). All other vertices of \( T_G \) are colored blue.

**Lemma 4.4.** Suppose that the complete degree of \( v \) is at most \( \ell \) for every \( v \in S \). Then we have \( |R| \leq 2k(\ell + 14k) \).

**Lemma 4.5.** Let \( T \) be a tree with at least 2 vertices and degree at most \( d \), and let \( M \) be a set of vertices in \( T \). Then there are at most \( d \cdot |M| \) connected components in \( T - M \).

The next lemma follows from Lemma 4.4 and 4.5.

**Lemma 4.6.** If \( G' \) contains at least \( g_1(k, \ell) \) blocks, then \( T_{G'} \) has a blue component on at least 3 vertices.

**Proof of Theorem 4.1.** Let \((G,k)\) be a reduced instance with \( |V(G)| \geq k + g_1(k, \ell)g_2(k,\ell) \) and \( S \subseteq V(G) \) be a set of size at most \( k \) such that \( G - S \) is a block graph. To derive contradiction, suppose that for every \( v \in S \), \( v \) has complete degree at most \( \ell \) in \( G \). Then \( G' = G - S \) has at least \( g_1(k, \ell)g_2(k,\ell) \) vertices. Let \( p \) be the number of blocks of \( G' \). From Lemma 4.3 and the fact that each cut vertex is contained in at least two blocks, we obtain \( |V(G')| \leq p((k + 1)^2 + 7k^2) + \frac{1}{2} pk(\ell + 14k) \leq p \cdot g_2(k, \ell) \). Therefore, we have \( p \geq g_1(k, \ell) \). By Lemma 4.6, \( T_{G'} \) contains a blue component \( P \) on at least 3 vertices.

We claim that \( P \) is (i) a path, and (ii) each of its two end vertices, and no other, is adjacent with exactly one red vertex. Let us prove (i) first. Let \( W \) be the unique block vertex in \( P \) which is closest to the root. Notice that \( W \) is not the root itself since the instance is reduced with respect to Reduction Rule 1 and thus the root is a red vertex. Hence \( W \) has a unique parent which is red. For any \( Z \) which is a leaf in the subtree \( P \), it is adjacent with at least one red vertex. Indeed, if not, \( Z \) is a leaf in \( T_{G'} \). Then by Reduction Rule 2, the block \( Z \) (possibly except for its unique cut vertex) should have been removed from \( G \), a contradiction. Note that any red vertex adjacent with \( Z \) is a child of \( Z \) since the path from \( Z \) to \( W \) is blue and \( W \neq Z \). Furthermore, the subtree \( P \) has exactly one leaf since
otherwise, the second phase of coloring must have colored the branching vertices contained in $P$, a contradiction. This establishes (i). For (ii), observe that if (ii) does not hold, then some vertex of $P$ must have been colored in the second phase, a contradiction.

Now, with $P$ together with the two red vertices incident with $V(P)$, we can apply Reduction Rule 4, a contradiction. Therefore, we conclude that there exists a vertex $v \in P$ such that $v$ has complete degree at least $\ell + 1$ in $G$. ▷

5 Reducing the instance with large complete degree

We introduce the last rule, which will be used when $G$ has a vertex of large complete degree. We use the well-known technique, called the $\alpha$-expansion lemma, which is already used in several kernelization algorithms [26, 9, 21, 8]. One notable difference from other approaches is that, to guarantee the equivalence, we add some paths in the given graph, and thus increase the number of vertices. However, we show that our rule decreases $n + m$ where $m$ is the number of edges whose both degrees are at least 3, by using the 3-expansion lemma instead of the 2-expansion lemma.

▷ Reduction Rule 6 (Large complete degree rule). Let $v \in V(G)$ and $X \subseteq V(G) \setminus \{v\}$ with $|X| \leq 7k$. Let $C$ be a set of connected components of $G - (X \cup \{v\})$ and let $\phi : X \rightarrow \binom{C}{2}$ such that

$\bullet$ for each $C \in C$, $G[\{v\} \cup V(C)]$ is a block graph, $v$ has a neighbor in $C$, and there exists a vertex $x \in X$ that has a neighbor in $C$,

$\bullet$ for $x \in X$, $\phi(x)$ is a subset of $C$ where each graph in $\phi(x)$ has a neighbor of $x$, and

$\bullet$ the sets in $\{\phi(x) : x \in X\}$ are pairwise disjoint.

Then, remove all edges between $v$ and every component of $C$, and add two internally vertex-disjoint paths of length two between $v$ and each vertex $x \in X$. (All of the new vertices in these paths have degree 2 in the resulting graph). If a component of $C$ has a vertex of degree 1 in the resulting graph, then we remove the vertex. See Figure 1.

We prove that Reduction Rule 6 is safe in the full version [17]. As we discussed, we clarify that it decreases $n + m$ where $m^*$ is the number of edges whose both end vertices have degree at least 3. Since $|C| \geq 3|X|$ and $n + m^*$ is increased by $2|X|$ by adding paths of length 2 from $v$ to each vertex of $X$, it is sufficient to show that for each $C \in C$, $n + m^*$ is decreased by at least 1 by removing the edges between $v$ and $C$. Let $C \in C$. If $|NG(v) \cap C| \geq 3$, then it is trivial. First assume that $|NG(v) \cap C| = 2$. Then $C$ has more than two vertices, or there exists a vertex $x \in X$ that has a neighbor on $NG(v) \cap C$. In either case, it is not difficult to verify that one of the vertex in $NG(v) \cap C$ has degree at least 3 in $G$. Therefore, $m^*$ is decreased by at least 1 when removing the edges between $v$ and $C$. Now, let us assume that $NG(v) \cap C = \{w\}$ for some $w \in V(C)$. If $w$ has degree 2, then after removing the edge.
vw, we also remove w following Reduction Rule 6. Thus, n is decreased by 1. Otherwise, removing vw decreases \( m^* \) by 1. We conclude that \( n + m^* \) is always decreased when applying Reduction Rule 6.

Now we describe how to obtain a polynomial-size kernel from a given instance. The algorithm presented in the following theorem is used as a subroutine.

- **Theorem 5.1** (α-expansion lemma [26]). Let \( \alpha \) be a positive integer. Let \( F \) be a bipartite graph on the bipartition \( (X, Y) \) with \( |Y| \geq \alpha |X| \) such that every vertex of \( Y \) has at least one neighbor in \( X \). Then there exist nonempty subsets \( X' \subseteq X \) and \( Y' \subseteq Y \) and a function \( \phi : X' \to \binom{Y}{\alpha} \) such that
  - \( N_F(Y') \cap X = X' \),
  - \( \phi(x) \subseteq N_F(x) \) for each \( x \in X' \), and
  - the sets in \( \{ \phi(x) : x \in X' \} \) are pairwise disjoint.

In addition, such pair of subsets \( X', Y' \) can be computed in polynomial time in \( \alpha |V(F)| \).

**Proof of Theorem 1.1.** Given an instance \((G, k)\), we exhaustively apply Reduction Rules 1-5 to obtain a reduced instance. If a reduced graph \( G \) has at least \( k + g_1(k, 29k)g_2(k, 29k) \) vertices, then by Theorem 4.1, \( G \) has a vertex of complete degree at least \( 29k \). By Proposition 3.1, we can find in polynomial time a vertex \( v \) and a vertex set \( S_v \subseteq V(G-v) \) such that \( G-S_v \) has no block graph obstruction containing \( v \), and \( G[N_G(v)\setminus S_v] \) has at least \( 29k-7k = 22k \) components. Note that there are at most \( k \) components of \( G-(\{v\} \cup S_v) \) that may contain an obstruction, and for each component \( C \) of \( G-(\{v\} \cup S_v) \), at most one components of \( G[N_G(v)\setminus S_v] \) can be contained in \( C \). Let \( C \) be the set of components of \( G-(\{v\} \cup S_v) \) which (i) contains a component of \( G[N_G(v)\setminus S_v] \), and (ii) has no block graph obstructions. Since \( |C| \geq 22k-k = 21k \) and \( |S_v| \leq 7k \), using Theorem 5.1, we can find in polynomial time sets \( C' \subseteq C \) and \( S_v' \subseteq S_v \) and a function \( \phi : S_v' \to \binom{C}{\alpha} \) such that
  - the set of vertices in \( S_v \) that has a neighbor in \( \bigcup_{C \in C'} V(C) \) is \( S_v' \),
  - for \( x \in S_v' \), \( \phi(x) \) is a subset of \( C \) where each graph in \( \phi(x) \) has a neighbor of \( x \), and
  - the sets in \( \bigcup_{C \in \phi(x)} V(C) : x \in S_v' \) are pairwise disjoint.

Note that for each \( C \in C' \), \( G[\{v\} \cup V(C)] \) is a block graph, otherwise, it has an obstruction containing \( v \), contradicting to the definition of \( S_v \). Furthermore, for each \( C \in C' \), there exists a vertex \( x \in S_v' \) that has a neighbor in \( C \), otherwise, we can reduce it using Reduction Rule 2. So, we can apply Reduction Rule 6 to reduce this instance. We apply these reductions recursively. As we discussed, each step decreases \( n + m^* \) where \( m^* \) is the number of edges whose both end vertices have degree 3, so, it will terminate in polynomial time, and at the final step, the resulting graph will have less than \( k + g_1(k, 29k)g_2(k, 29k) = \mathcal{O}(k^6) \) vertices.

### 6 A fixed parameter tractable algorithm

The goal of this section is to prove Theorem 1.2 claiming an \( O(10^k \cdot n^{O(1)}) \)-time algorithm for **Block Graph Deletion**. We apply iterative compression technique, which is established as a powerful tool to design FPT algorithms since it was first introduced by Reed, Smith and Vetta [24]. Our algorithm **Block Graph Deletion** requires as a subroutine an FPT algorithm for the following disjoint version of **Block Graph Deletion**.
A Polynomial Kernel for Block Graph Deletion

**Disjoint Block Graph Deletion**

**Input:** A graph $G, S \subseteq V(G)$ such that both $G - S$ and $G[S]$ are block graphs, an integer $k$.

**Parameter:** $k$

**Task:** Find a solution to $(G, S, k)$, i.e. a set $\tilde{S} \subseteq V(G) \setminus S$ such that $G - \tilde{S}$ is a block graph and $|\tilde{S}| \leq k$, or correctly report that no such set exists.

We present an algorithm \textbf{Block}$(G, S, k)$ which solves \textbf{Disjoint Block Graph Deletion} in time $O(3^{k+\ell} \cdot n^6)$, where $\ell$ is the number of connected components in $G[S]$.

**Algorithm 1** Algorithm for \textbf{Block Graph Deletion}

1: procedure Block$(G, S, k)$
2: if $k \leq 0$ and $V(G) \setminus S \neq \emptyset$, return No.
3: if $k \geq 0$ and $G$ is a block graph, return $\emptyset$.
4: if $u, v, w \in V(G) \setminus S$ s.t. $G[S \cup \{u, v, w\}]$ is not a block graph then
5: \hspace{1cm} Block$(G - u, S, k - 1) \cup \{u\}$ \hspace{1cm} $\triangleright$ Small Set Branching Rule
6: Block$(G - v, S, k - 1) \cup \{v\}$
7: Block$(G - w, S, k - 1) \cup \{w\}$
8: else if there is $uv \in E(G - S)$ and $x, y \in N_S(\{u, v\})$ s.t.
9: \hspace{1cm} $x, y$ belong to distinct connected components of $G[S]$ then
10: \hspace{1cm} Block$(G - u, S, k - 1) \cup \{u\}$ \hspace{1cm} $\triangleright$ Component Branching Rule
11: Block$(G - v, S, k - 1) \cup \{v\}$
12: Block$(G, S \cup \{u, v\}, k)$
13: else
14: \hspace{1cm} Let $B$ be a leaf block of $G - S$ and $\hat{c}_{G - S}(B) = \{b\}$.
15: \hspace{1cm} $G' \leftarrow G - B \hat{c}_{G - S}(B) + \{bw : w \in N_S(B)\}$ \hspace{1cm} $\triangleright$ Bypass Rule
16: Block$(G', S, k)$.
17: end if
18: end procedure

Let us establish that \textbf{Block}$(G, S, k)$ correctly returns a solution to $(G, S, k)$ if it is a \textbf{Yes}-instance, and returns \textbf{No} otherwise. Notice that if $(G, S, k)$ does not meet the condition at line 3, then $V(G) \setminus S$ is non-empty and thus one of the steps at lines 2, 4, 10, or 15 will be executed and some output will be returned at the end of the algorithm \textbf{Block}$(G, S, k)$. The execution of \textbf{Block}$(G, S, k)$ can be represented by a search tree where each node corresponds to a call made during the execution. For the correctness of the algorithm, we use induction on the level of a call in the search tree. It is clear that lines 2–3, corresponding to the base case, returns the output correctly. If the condition at line 4 is met, then any solution $\tilde{S}$ to $(G, S, k)$ must contain one of $u, v$ and $w$. Conversely, if $\tilde{S}$ is a solution returned by one of the calls \textbf{Block} at lines 6–8, then $\tilde{S}$ together with $u, v, w$ is a solution to $(G, S, k)$. To see the correctness of lines 11–13, first notice that they enumerate all possible intersection of a solution $\tilde{S} \cap \{u, v\}$. Hence it suffices to verify that $G[S \cup \{u, v\}]$ is indeed a block graph. This is a consequence from the fact that $G$ does not meet the condition of line 4 for any (at most) three vertices.

The branching rules considered at lines 4–8 and lines 10–13 are called the \textbf{Small Set Branching} and \textbf{Component Branching}, respectively. Notice that an instance $(G, S, k)$ considered at line 15 is reduced with respect to \textbf{Small Set Branching} and \textbf{Component Branching} or, simply put, irreducible: neither branching rules apply to $(G, S, k)$. For the correctness of
the algorithm Block, it remains to show that Bypass Rule at line 16 is safe, that is, \( \tilde{S} \) is a solution to the instance \((G', S, k)\) at line 17 if and only if it is a solution to \((G, S, k)\). We need the following lemmata, whose proofs can be found in the full version [17].

\[\text{Lemma 6.1. Let } (G, S, k) \text{ be an irreducible instance and } B \text{ be a leaf block of } G - S. \text{ Then either } N_S(B) = \emptyset \text{ or there exists a single block } X \text{ of } G[S] \text{ such that } N_S(B) \subseteq X.\]

\[\text{Lemma 6.2. Let } (G, S, k) \text{ be an irreducible instance and } B \text{ be a leaf block of } G - S. \text{ Then } G[S \cup B] \text{ is a block graph.}\]

\[\text{Lemma 6.3. Let } (G, S, k) \text{ be an irreducible instance and } B \text{ be a leaf block of } G - S. \text{ Then there exists a vertex } u \in B \text{ such that } N_S(u) = N_S(B).\]

\[\text{Lemma 6.4. Let } (G, S, k) \text{ be an irreducible instance and } B \text{ be a leaf block of } G - S. \text{ If there is a vertex set } \tilde{S} \subseteq V(G)[S] \text{ such that } G - \tilde{S} \text{ is a block graph, then there is } \tilde{S}' \subseteq V(G) \setminus S \text{ such that } G - \tilde{S}' \text{ is a block graph, } |\tilde{S}'| \leq |\tilde{S}| \text{ and } \tilde{S}' \cap (B \setminus \partial_{G - S}(B)) = \emptyset.\]

The following lemma states the correctness of Bypass Rule applied at lines 15–17.

\[\text{Lemma 6.5. Let } (G, S, k) \text{ be an irreducible instance, } B \text{ be a leaf block of } G - S, \text{ and } G' \text{ be the graph obtained by applying Bypass Rule. Then,}\]

- if \( \tilde{S} \) is a solution to \((G, S, k)\), \( \tilde{S}'(B \setminus \partial_{G - S}(B)) \) is a solution to \((G', S, k)\), and
- if \( \tilde{S}' \) is a solution to \((G', S, k)\), it is also a solution to \((G, S, k)\).

**Proof.** Let \( b \) be the unique cut vertex of \( G - S \) contained in \( B \). Let us prove the first implication. Suppose that \( \tilde{S} \) is a solution to \((G, S, k)\) such that \( \tilde{S} \cap (B \setminus \partial_{G - S}(B)) = \emptyset \). Such a solution exists by Lemma 6.4. We show that \( \tilde{S} \) is a solution to \((G', S, k)\), from which the first implication follows. If \( b \in \tilde{S} \), then \( G' - \tilde{S} \) clearly a block graph as it is an induced subgraph of \( G - \tilde{S} \). Let us consider the case when \( b \notin \tilde{S} \). For the sake of contradiction, suppose that \( G' - \tilde{S} \) contains a vertex set \( C \) inducing an obstruction. Consider a vertex \( u \in B \) such that \( N_S(u) = N_S(B) \). The existence of such \( u \) is shown in Lemma 6.3. Note that \( u \neq b \) and there exists \( x \in N_S(B) \) such that \( bx \notin E(G) \) and \( bx \) is contained in \( C \), otherwise, \( C \) also appears in \( G - \tilde{S} \). If \( C \) contains one more vertex from \( N_S(B) \), then \( C \) should be a diamond with two intersections on \( N_S(B) \) in \( G' - \tilde{S} \). Then \( G[V(C) \cup \{b\} \cup \{u\}] \) is a diamond of \( G - S \), which is a contradiction. Thus, \( |V(C) \cap N_S(B)| = 1 \) and \( G[V(C) \cup \{u\}] \) induces a subgraph isomorphic to a graph obtained from \( C \) by subdividing one edge. It contains an obstruction in \( G - \tilde{S} \), which contradicts to our assumption.

We establish the second implication. Suppose that \( \tilde{S}' \) is a solution to \((G', S, k)\), but \( G - \tilde{S}' \) is not a block graph. Let \( C \) be a vertex set inducing an obstruction in \( G - \tilde{S}' \). Then \( G[C] \) is not a diamond nor a cycle of length 4 since otherwise, \( G[C \cup S] \) is not a block graph and \( |C \setminus S| \leq 3 \), contradicting to the assumption that \((G, S, k)\) is reduced with respect to Small Set Branching. Therefore \( G[C] \) must be an induced cycle of length at least 5. Notice that \( C \) contains some vertex \( v \notin B \cup S \) since \( G[B \cup S] \) is a block graph by Lemma 6.2. There are two possibilities, and in each case we derive a contradiction.

**When \( b \notin C \):** Notice that \( N_S(B) \cap C \) is a separator between \( B \cap C \) and \( v \) in \( G[C] \), and thus contains a minimal separator between \( B \cap C \) and \( v \). However, \( N_S(B) \) is a complete graph by Lemma 6.1 while any minimal separator in an induced cycle must be non-adjacent, a contradiction.
When $b \in C$: Observe that there is a vertex $x \in N_S(B) \cap C$ such that $x$ is adjacent with some vertex, say $w$, in $B \cap C$. We claim that $N_S(B) \cap C = \{x\}$. Suppose not, and let $y$ be a vertex in $(N_S(B) \cap C) \setminus \{x\}$. The existence of $v \in C \setminus (B \cup S)$ implies $wy \notin E(G)$. Take $u \in B$ such that $N_S(u) = N_S(B)$, which is possible due to Lemma 6.3, and observe that $ux, uy \in E(G)$. It follows that $G[\{u, w, x, y\}]$ is a diamond, contradicting to the assumption that $(G, S, k)$ is reduced with respect to Small Set Branching. From $\{x\} \subseteq N_S(B) \cap C$, our claim follows. Notice that $|C \cap B| \leq 2$ since an induced cycle can intersect with a clique in at most two vertices. Therefore, $(C \setminus B) \cup \{b\}$ has at least four vertices. Also $G'[\{(C \setminus B) \cup \{b\}\}]$ is an induced cycle as no chord can be added in the construction of $G'$ from $G$. This contradicts to the assumption that $G' - S'$ is a block graph. This completes the proof of the lemma.

Lemma 6.6. Given an instance $(G, S, k)$ to disjoint block graph deletion with $n = |V(G)|$, the algorithm Block$(G, S, k)$ correctly returns a solution or outputs No in time $O(3^{k+\ell} \cdot n^6)$.

Proof. The correctness of the algorithm is discussed above. For the analysis of the running time, we use the fact that every branching during the execution of Block$(G, S, k)$ decreases either $k$ or the number of connected components in $G[S]$ by at least one. The details of the proof can be found in the full version [17].

Finally, to solve block graph deletion, we apply the standard iterative compression technique. Together with the algorithm Block for disjoint block graph deletion and its analysis given in Lemma 6.6, we obtain an FPT algorithm stated in Theorem 1.2. The full proof is given in the full version [17].
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Abstract

Graph constraint logic is a framework introduced by Hearn and Demaine [6], which provides several problems that are often a convenient starting point for reductions. We study the parameterized complexity of Constraint Graph Satisfiability and both bounded and unbounded versions of Nondeterministic Constraint Logic (NCL) with respect to solution length, treewidth and maximum degree of the underlying constraint graph as parameters. As a main result we show that restricted NCL remains PSPACE-complete on graphs of bounded bandwidth, strengthening Hearn and Demaine’s framework. This allows us to improve upon existing results obtained by reduction from NCL. We show that reconfiguration versions of several classical graph problems (including independent set, feedback vertex set and dominating set) are PSPACE-complete on planar graphs of bounded bandwidth and that Rush Hour, generalized to \(k \times n\) boards, is PSPACE-complete even when \(k\) is at most a constant.
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1 Introduction

Nondeterministic Constraint Logic (NCL) was introduced by Hearn and Demaine in [6] and extended in [8] to a more general graph constraint logic framework. The framework provides a number of problems complete for various complexity classes, that aim to provide a convenient starting point for reductions proving the hardness of games and puzzles. We study the Constraint Graph Satisfiability problem and Nondeterministic Constraint Logic in a parameterized setting, considering (combinations of) solution length, treewidth and maximum degree of the underlying constraint graph as parameters.

As part of the constraint logic framework [6], Hearn and Demaine provide a restricted variant of Nondeterministic Constraint Logic (restricted NCL), in which the constraint graph is planar, 3-regular, uses only weights in \(\{1, 2\}\) and the graph is constructed from only two specific vertex types (AND and OR). Restricted NCL is PSPACE-complete, and is (due to the restrictions) a particularly suitable starting point for reductions. Hearn and Demaine’s reduction creates graphs of unbounded treewidth. We strengthen their result, by providing a new reduction showing that restricted NCL remains PSPACE-complete, even when restricted to graphs of bandwidth at most a given constant (which is a subclass of graphs of treewidth at most a given constant). We show hardness by reduction from H-Word Reconfiguration [14].

The puzzle game Rush Hour, when generalized to \(n \times n\) boards, is PSPACE-complete [4]. Hearn and Demaine provide a reduction from NCL to Rush Hour [7]. As a consequence of this reduction and our improved hardness result for NCL, we show that Rush Hour is
Table 1 Parameterized complexity of graph constraint logic problems.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>CGS</th>
<th>C2E</th>
<th>C2C</th>
<th>nC2E</th>
<th>nC2C</th>
</tr>
</thead>
<tbody>
<tr>
<td>l</td>
<td>NP-C</td>
<td>PSPACE-C</td>
<td>PSPACE-C</td>
<td>NP-C</td>
<td>NP-C</td>
</tr>
<tr>
<td>l + Δ</td>
<td>FPT</td>
<td>FPT</td>
<td>FPT</td>
<td>FPT</td>
<td>FPT</td>
</tr>
<tr>
<td>tw</td>
<td>weakly NP-C</td>
<td>PSPACE-C</td>
<td>PSPACE-C</td>
<td>weakly NP-H</td>
<td>weakly NP-H</td>
</tr>
<tr>
<td>tw + Δ</td>
<td>FPT</td>
<td>PSPACE-C</td>
<td>PSPACE-C</td>
<td>FPT</td>
<td>FPT</td>
</tr>
</tbody>
</table>

PSPACE-complete even when played on \( k \times n \) boards, where \( k \) is a constant. This is in contrast to the result of Ravikumar [12] that Peg Solitaire, a game NP-complete on \( n \times n \) boards, is linear time solvable on \( k \times n \) boards for any fixed \( k \).

NCL is also has applications in showing the hardness of reconfiguration problems [10, 5, 2, 9]. For some reconfiguration problems, their hardness on planar graphs of low maximum degree is known by reduction from NCL [5, 9] while their hardness on bounded bandwidth graphs is known by reduction from H-Word Reconfiguration [14, 5, 11]. Our reduction, which combines techniques from Hearn and Demaine’s constraint logic [8] and the reductions from H-Word Reconfiguration in [14, 11] unifies these results: we show that a number of reconfiguration problems (including Independent Set, Vertex Cover and Dominating Set) are PSPACE-complete on low-degree, planar graphs of bounded bandwidth. Previously, hardness was known only on graphs that either are planar and have low degree or have bounded bandwidth - we show that the problems remain hard even when both of these conditions hold simultaneously. Note that while a graph of bounded bandwidth also has bounded degree, the graphs created in these reductions have quite large bandwidth. The degree bounds we obtain are much tighter than what would be obtained from the bandwidth bound alone.

Our results concerning the hardness of constraint logic problems are summarized in Table 1. This table shows the parameterized complexity of Constraint Graph Satisfiability (CGS), unbounded configuration-to-edge (C2E) and configuration-to-configuration (C2C) variants of Nondeterministic Constraint Logic and their respective bounded counterparts (nC2E and nC2C) with respect to solution length (\( l \)), maximum degree (\( Δ \)) and treewidth (\( tw \)). If a traditional complexity class is listed this means that the problem is hard for this class even when restricted to instances where the parameter is at most a constant.

In this extended abstract, we discuss only the main result (concerning unbounded C2E and C2C NCL on bounded bandwidth graph) and its applications. For a discussion of the other results in Table 1 and for some omitted proofs, we refer to the full version of this paper [13].

2 Preliminaries

2.1 Constraint Logic

Definition 1 (Constraint Graph). A constraint graph is a graph with edge weights and vertex weights. A legal configuration for a constraint graph is an assignment of an orientation to each edge such that for each vertex, the total weight of the edges pointing into that vertex is at least that vertex’ weight (its minimum inflow).
A fundamental decision problem regarding constraint graphs is that of their satisfiability:

**Constraint Graph Satisfiability**

**Instance:** A constraint graph \( G \).

**Question:** Does \( G \) have a legal configuration?

**Constraint Graph Satisfiability (CGS)** is \( \text{NP} \)-complete \([8]\).

An important problem regarding constraint graph configurations is whether they can be reconfigured into each other:

**Nondeterministic Constraint Logic (C2C)**

**Instance:** A constraint graph \( G \) and two legal configurations \( C_1, C_2 \) for \( G \).

**Question:** Is there a sequence of legal configurations from \( C_1 \) to \( C_2 \), where every configuration is obtained from the previous configuration by changing the orientation of one edge?

This problem is called the configuration-to-configuration (C2C) variant of **Nondeterministic Constraint Logic**. It is \( \text{PSPACE} \)-complete \([8]\). The configuration-to-edge variant (C2E) is also \( \text{PSPACE} \)-complete \([8]\):  

**Nondeterministic Constraint Logic (C2E)**

**Instance:** A constraint graph \( G \), a target edge \( e \) from \( G \) and an initial legal configuration \( C_1 \) for \( G \).

**Question:** Is there a sequence of legal configurations, starting with \( C_1 \), where every configuration is obtained from the previous by changing the orientation of one edge, so that eventually \( e \) is reversed?

For the C2C and C2E problems, \( \text{bC2C} \) and \( \text{bC2E} \) denote their bounded variants which ask whether there exists a reconfiguration sequence in which each edge is reversed at most once. These problems are \( \text{NP} \)-complete \([8]\).

Hearn and Demaine \([8]\) consider a restricted subset of constraint graphs, which are planar and constructed using only two specific types of vertices: AND and OR vertices (Figure 1).

The OR vertex has minimum inflow 2 and three incident weight 2 edges. Its inflow constraint is thus satisfied if and only if at least one of its incident edges is directed inwards (resembling an OR logic gate). The AND vertex has minimum inflow 2, two incident weight 1 edges and one incident weight 2 edge. Its constraint is thus satisfied if and only if both weight 1 edges are directed inwards or the weight 2 edge is directed inwards (resembling an AND logic gate). Both C2C and C2E NCL remain \( \text{PSPACE} \)-complete under these restrictions.
2.2 Constraint Logic Gadgets

Some constructions in this paper use existing gadgets (such as crossover) for NCL reductions due to Hearn and Demaine [8]. For the purpose of being self-contained, we reproduce these gadgets here and state (without proof) their functionality.

**Edge Terminators.** The constrained blue-edge (Figure 2a) terminator allows us to have a loose blue edge that is forced to point outwards, effectively removing the edge from the graph while still meeting the requirement that the graph is built from only AND and OR vertices. The free red-edge terminator (Figure 2b) allows us to have a loose red edge whose orientation can be freely chosen, effectively decreasing the minimum inflow of the vertex to which it is incident by one.

**Red-blue Conversion.** It is useful to be able to convert a blue edge to a red edge, i.e. we require a gadget which has a blue edge that can (be reconfigured to) point outwards if and only if its red edge is pointing inwards and vice-versa. Hearn and Demaine [8] provide a construction that allows red-blue conversion in pairs, but also note a simpler construction is possible: an AND vertex, with one of its red edges attached to a free red-edge terminator (Figure 2b) can serve as a red-blue conversion gadget.

We also use the crossover gadget due to Hearn and Demaine [8]. We do not reproduce this gadget here, as it is sufficient to know that given a constraint graph we can eliminate any crossings using the crossover gadget, which can be constructed using only AND and OR vertices. For details of the crossover gadget, we refer to [13, 8].

2.3 H-Word Reconfiguration

To show hardness of NCL on bounded bandwidth graphs, we reduce from the *H-Word Reconfiguration* problem, introduced in [14].

**Definition 2 (H-word).** Let \( H = (\Sigma, E) \) where \( \Sigma \) is an alphabet and \( E \subseteq \Sigma \times \Sigma \) a relation. An *H-word* is a word over \( \Sigma \) such that every pair of consecutive characters \((a, b)\) is an element of \( E \).
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**H-Word Reconfiguration**

**Instance:** Two $H$-words $W_s, W_g$ of equal length

**Question:** Is there a sequence of $H$-words $W_1, \ldots, W_n$, so that every pair of consecutive words $W_i, W_{i+1}$ can be obtained from each other by changing one character to another and $W_1 = W_s$, $W_n = W_g$?

▶ **Theorem 3** (Wrochna [14]). There exists an $H$ such that $H$-Word Reconfiguration is PSPACE-complete.

2.4 Bandwidth and Cutwidth

The main result concerns graphs of bounded bandwidth. The proof of Theorem 11 uses the notion of cutwidth.

▶ **Definition 4** (Bandwidth [1]). Let $G = (V, E)$ be a graph and define a one-to-one correspondence $f : V \rightarrow \{1, \ldots, |V|\}$. The **bandwidth** of a graph is the minimum over all such correspondences of $\max_{(u, v) \in E} |f(u) - f(v)|$.

▶ **Definition 5** (Cutwidth [1]). Let $G = (V, E)$ be a graph and define a one-to-one correspondence $f : V \rightarrow \{1, \ldots, |V|\}$. The **cutwidth** of a graph is the minimum over all such correspondences of $\max_{w \in V} |\{u, v \in E | f(u) \leq f(w) < f(v)\}|$.

3 Hardness of Nondeterministic Constraint Logic on Bounded Bandwidth Graphs

In this section we prove the main result, namely that restricted Nondeterministic Constraint Logic remains PSPACE-complete even when restricted to graphs of bounded bandwidth (which is a subclass of graphs of bounded treewidth).

To show PSPACE-completeness, we reduce from $H$-Word Reconfiguration. The bandwidth of the constraint graph created in the reduction will depend only on the size of $H$. Since $H$-Word Reconfiguration is PSPACE-complete for a fixed (finite) $H$, we obtain a constant bound on the bandwidth.

▶ **Theorem 6**. There exists a constant $c$, such that C2C Nondeterministic Constraint Logic is PSPACE-complete on planar constraint graphs of bandwidth at most $c$ that consist of only AND and OR vertices.

**Proof.** Let $H = (\Sigma, E)$ be so that $H$-Word Reconfiguration is PSPACE-complete. We provide a reduction from $H$-Word Reconfiguration to (unrestricted) NCL and then show how to adapt this reduction to work for restricted NCL. Let $W_s, W_g$ be an instance of $H$-Word Reconfiguration and let $n$ denote the length of $W_s$. In the following, all vertices are given minimum inflow 2.

We create a matrix of vertices $X_{i,j}$ for $i \in \{1, \ldots, n\}, j \in \Sigma$, the **character vertices**. The orientation of edges incident to $X_{i,j}$ will correspond to whether the character at position $i$ in the word is character $j$. For every row $i$ of this matrix we create a universal vertex $U_i$ and for every $j \in \Sigma$ we create a blue (weight 2) edge connecting $U_i$ and $X_{i,j}$.

In each row $i \in 1, \ldots, n-1$ and for all pairs $(A, B) \not\in E$, we create a relation vertex $\Delta_{i,A,B}$. We create a red (weight 1) edge connected to $X_{i,A}$ and pass it through a red-blue conversion gadget and connect the blue edge leaving the conversion gadget to $\Delta_{i,A,B}$. We mirror this construction, creating a red edge connected to $X_{i+1,B}$, converting it to blue, and connecting it to $\Delta_{i,A,B}$. 

Finally, we connect one additional blue edge to $\Delta_{i,A,B}$ and connect it to a constrained blue-edge terminator. This edge serves no purpose (its inflow can never count towards $\Delta_{i,A,B}$) but to make $\Delta_{i,A,B}$ an OR vertex as claimed.

A single instance of this construction is shown in Figure 3, which depicts a slice of two rows from the matrix of vertices. Having created an instance of this construction for $(A, B)$, we might need to create an instance for $(A, C)$. Rather than attaching another red edge to $X_{i,A}$, we instead split the existing red edge leaving $X_{i,A}$ by connecting it to a red-blue conversion gadget, and attaching the resulting blue edge to an AND vertex. The edges leaving the AND vertex may be oriented outward if and only if the red edge leaving $X_{i,A}$ is oriented into the AND vertex, effectively splitting it. We then convert the two red edges of the AND vertex to blue and attach them to $\Delta_{i,A,B}$ and $\Delta_{i,A,C}$ as before. To create further copies of this construction we can repeat the splitting process, so that $X_{i,A}$ eventually has two incident red edges, one connecting to gadgets in row $i - 1$ and one connecting to row $i + 1$ (the excess red edges in rows 1 and $n$ may instead be connected to a free red edge terminator).

We define a character $j$ to be in the word at position $i$ if the edge $(U_i, X_{i,j})$ is oriented towards $U_i$.

\begin{claim}
In any legal configuration, at least one character is in the word at each position.
\end{claim}

\begin{proof}
$U_i$ has minimum inflow 2, so at least one of its incident edges $(U_i, X_{i,j})$ must be oriented towards it and hence $j$ is in the word at position $i$.
\end{proof}

\begin{claim}
In any legal configuration, if $(A, B) \not\in E$ then $A$ can be in the word at position $i$ only if $B$ is not in the word at position $i + 1$.
\end{claim}

\begin{proof}
If $A$ is in the word at position $i$, then $X_{i,A}$ is not receiving inflow from $U_i$, so both of the red edges incident to $X_{i,A}$ must point in towards $X_{i,A}$. On the path from $X_{i,A}$ through $\Delta_{i,A,B}$ to $X_{i+1,B}$ we will first pass through a red-blue conversion gadget. Since the red edge is oriented out of the conversion gadget (and towards $X_{i,A}$), the blue edge must be oriented
into the conversion gadget. We may then encounter several AND vertices (that are used for the “splitting” of red edges incident to \(X_{i,A}\)), note that since the blue edge is oriented towards the conversion gadget and away from the AND vertex, both red edges must be oriented into the AND vertex. This means that when we encounter another red-blue conversion gadget its blue edge must be oriented into the AND vertex and in turn the red edge incident to the conversion gadget has to be oriented into the conversion gadget. Ultimately, when we arrive at the vertex \(\Delta_{i,A,B}\) we find that one of its edges must be oriented out of it (to point into the previously described AND vertices and help satisfy the minimum inflow of \(X_{i,A}\)). Suppose by contradiction that \(B\) is in the word at position \(i + 1\). By a similar argument, we find that the second edge incident to \(\Delta_{i,A,B}\) also has to be oriented out of it. This is impossible, since the third blue edge incident to \(\Delta_{i,A,B}\) is also oriented out of it (since that edge is attached to a constrained blue-edge terminator gadget) and thus its minimum inflow constraint is violated. Therefore \(B\) can not be in the word at position \(i + 1\).

Note that this claim implies that if for each position we pick some character that is in the position at that word, we end up with a valid \(H\)-Word. We say that a configuration for the constraint graph encodes a word \(W\) if each of that word’s characters is in the word at the appropriate position.

\textbf{Claim.} If a legal configuration for the constraint graph encoding \(W_s\) may be reconfigured into a legal configuration encoding only \(W_g\) (i.e. the configuration encodes no other word), then \(W_s\) may be reconfigured into \(W_g\).

\textbf{Proof.} Suppose we have a reconfiguration sequence of legal configurations \(C_1, \ldots, C_m\) so that \(C_1\) encodes \(W_s\) and \(C_m\) encodes only \(W_g\). We define a reconfiguration sequence of words \(W_1, \ldots, W_m\) which has the property that \(C_i\) encodes \(W_i\). Let \(W_1 = W_s\), we recursively define \(W_i, 1 < i \leq m\) as follows: Since \(C_{i+1}\) differs from \(C_i\) in the orientation of only one edge, the set of words encoded by \(C_{i+1}\) differs only from the set of words encoded by \(C_i\) by making one character at a position allowed (in the word) or disallowed (was in the word in \(C_i\) but not in the word in \(C_{i+1}\)). If a character at a position becomes allowed in \(C_{i+1}\), let \(W_{i+1} = W_i\) (since \(C_i\) encodes \(W_i, C_{i+1}\) also encodes \(W_i\)). If a character at a position becomes disallowed (i.e. is no longer in the word), we obtain \(W_{i+1}\) from \(W_i\) by changing the character at that position to some allowed character (of which there is at least one). Following these steps, since the final configuration encodes only \(W_g\), we obtain a reconfiguration sequence from \(W_i\) to \(W_g\) as claimed.

Note that we may have multiple choices for \(W_i\) because \(C_i\) can encode more than one word. It suffices to simply pick one of the words it encodes, while ensuring it differs in at most one character from the previous and next.

\textbf{Claim.} Given a \(H\)-word \(W\) of length \(n\), there exists a legal configuration for the constraint graph encoding only \(W\).

\textbf{Proof.} Pick the orientation of edge \((U_i, X_{i,j})\) to be towards \(U_i\) if the character in \(W\) at position \(i\) is \(j\), and towards \(X_{i,j}\) otherwise. Clearly this constraint graph encodes only \(W\). This configuration can be extended to a legal configuration for the remaining (relation) vertices by noticing the following: if there is a relation vertex \(\Delta_{i,A,B}\) then either \(A\) is not in the word at position \(i\) or \(B\) is not in the word at position \(j\). Suppose w.l.g. that \(B\) is not in the word, then \(X_{i+1,B}\) is receiving inflow from \(U_{i+1}\) and hence its incident red edges may be pointing outwards, which (after passing through the red-blue conversion gadgets and
splitting AND vertices as described before) allows us to satisfy the inflow requirement of $\Delta_{i,A,B}$.

Claim. If two $H$-Words $W_1, W_2$ differ by only one character, then a constraint graph $G$ encoding only $W_1$ can be reconfigured into one encoding only $W_2$.

Proof. Suppose that $W_1$ and $W_2$ differ by changing the character at position $i$ from $A$ to $B$. We may first reconfigure $G$ from encoding only $W_1$ to encoding both $W_1$ and $W_2$. This temporarily increases the inflow $U_i$ receives from 2 (receiving inflow only from $X_{i,A}$) to 4 (receiving inflow from both $X_{i,A}$ and $X_{i,B}$) back to 2 (receiving inflow from only $X_{i,A}$). It may be required to reorient some edges to satisfy the inflows of the relation vertices, but this is always possible because neither $A$ nor $B$ conflicts with any preceding or succeeding characters.

Note that this claim implies that if $W_s$ can be reconfigured into $W_g$, then a constraint graph encoding only $W_s$ can be reconfigured into one encoding only $W_g$. This completes the reduction.

All that remains to show is that this graph can be adapted so that it only uses AND and OR vertices and becomes planar, and that the resulting graph has bounded bandwidth. The only vertices that are not already AND or OR vertices are the universal vertices $U_i$. Note that taking a single OR vertex (that has 3 incident edges at least one of which has to be oriented inwards) we can attach another OR vertex to one of its edges to obtain a structure that has 4 external edges, at least one of which has to be oriented inwards. Repeating this procedure $n$ times we obtain a tree of OR vertices with $n+3$ external edges, at least one of which has to be oriented inwards, which can replace the universal vertex.

To make the graph planar, we can use Hearn and Demaine’s crossover gadget [8, 13]. While this may increase the graph’s bandwidth, the following argument that it remains bounded by a constant:

We create a number of bags $B_1, \ldots, B_{n-1}$ that are subsets of vertices, with the property that the size of each bag depends only on $H$ (which is fixed) and that edges connect only vertices that are both in the same bag, or a vertex in bag $B_i$ with a vertex in bag $B_{i+1}$. This is achieved by taking in bag $i$ the vertices $\{X_{i,j} : j \in \Sigma\}$, $\{\Delta_{i,A,B} (A, B) \notin E\}$, $\{X_{i+1,j} : j \in \Sigma\}$, the vertices in gadgets between them (i.e. the red-blue conversion gadgets and AND vertices used in the splitting process) and the construction replacing the universal vertices $U_i$ and $U_{i+1}$. This shows the bandwidth of the graph is bounded by a constant $c$, since we can order the vertices so that a vertex in $B_i$ precedes a vertex in $B_{i+1}$ (and pick an arbitrary order for the vertices in the same bag).

We have thus shown how to reduce $H$-Word Reconfiguration to NCL, shown how to adapt our reduction to use only AND and OR vertices and make the resulting graph planar and that the resulting graph has bounded bandwidth and have thus shown Theorem 6.

Theorem 6 also holds for $C2E$ Nondeterministic Constraint Logic:

Theorem 7. There is a constant $c$, such that $C2E$ Nondeterministic Constraint Logic is $PSPACE$-complete, even on planar constraint graphs of treewidth (bandwidth) at most $c$ that use only AND and OR vertices.

Proof. $H$-Word Reconfiguration remains $PSPACE$-complete, even when instead of requiring that one $H$-word is reconfigured in to another, we ask whether it is possible to reconfigure a given $H$-word so that a given character appears at a specific position (without requiring anything regarding the remaining characters in the word). This can be seen by
examining the proof in [14], noting that we may modify the Turing machine to, upon reaching an accepting state, move the head to the start of the tape and write a specific symbol there. The proof of Theorem 6 can then easily be adapted to work for C2E NCL (since a character appearing at a specific position corresponds to reversing a specific edge).

We note that Theorems 6 and 7 may be further strengthened by requiring that all OR vertices in the graph are protected, i.e., in any legal configuration at least one of its incident edges is directed outwards. Hearn and Demaine [8] show how to construct an OR vertex using only AND vertices and protected OR vertices.

4 Applications

As a result of our hardness proof for NCL, we (nearly) automatically obtain tighter bounds for other problems that reduce from NCL in their hardness proofs. If the reduction showing \textit{PSPACE}-hardness for a problem is bandwidth-preserving in the sense that the bandwidth of the resulting graph only depends on the bandwidth of the original constraint graph, then that problem remains \textit{PSPACE}-hard even when limited to instances of bounded bandwidth. Since reductions from NCL usually work by locally replacing AND and OR vertices in the graph with gadgets that simulate their functionality, such reductions are often bandwidth-preserving.

**Independent Set Reconfiguration (IS-R)**

\textbf{Instance:} Graph \( G = (V, E) \), independent sets \( S_s, S_g \subseteq V \) of \( G \), integer threshold \( k \).

\textbf{Question:} Is there a sequence of independent sets \( S_1, \ldots, S_n \), so that for all \( i \), \( S_{i+1} \) is obtained from \( S_i \) by the addition or removal of one vertex, \( |S_i| \geq k \) and \( S_1 = S_s, S_n = S_g \)?

This is the token addition-and-removal (TAR) version of IS-R. It is also possible to define a token jumping (TJ) variant (in which we obtain one independent set from the next by removing and immediately replacing a vertex) and a token sliding variant (in which when we remove a vertex, we must replace it with an incident vertex, i.e. "sliding" the token/vertex along an edge).

\textbf{Theorem 8.} TAR, TJ and TS versions of Independent Set Reconfiguration are \textit{PSPACE}-complete on planar, maximum degree 3 graphs of bounded bandwidth.

\textbf{Proof.} Hearn and Demaine [7] provide a reduction from IS-R to TJ and TS versions of IS-R. The gadgets used in their reduction are reproduced in Figure 4. Since the reduction works by replacing every vertex with a construction of at most 6 other vertices, the bandwidth of the graph created in the reduction is at most 6 times the bandwidth of the original constraint graph. The theorem thus follows immediately from our hardness result and Hearn and Demaine’s reduction [7] and the fact that the TAR version is equivalent to TJ [10].

Similarly to Independent Set Reconfiguration, we can define reconfiguration versions of Vertex Cover (VC-R), Feedback Vertex Set (FVS-R), Induced Forest (IF-R), Odd Cycle Transversal (OCT-R) and Induced Bipartite Subgraph (IBS-R). Note that for IS-R, IF-R, IBS-R the size of the vertex subset is never allowed to drop below the threshold, while for VC-R, FVS-R and OCT-R the size is never allowed to exceed the threshold. These problems are \textit{PSPACE}-complete on bounded bandwidth graphs by reduction from \textit{H-Word Reconfiguration} [11]. We strengthen this result, noting that our proof follows the same reasoning as in [11]:
Figure 4 Gadgets used in the reduction from IS-R to NCL. Dashed vertices represent vertices that are part not of the gadget itself, but of other gadgets. The dark gray vertices represent an example independent set.

Theorem 9. TAR, TJ and TS versions of Independent Set (IS-R), Vertex Cover (VC-R), Feedback Vertex Set (FVS-R), Induced Forest (IF-R), Odd Cycle Transversal (OCT-R) and Induced Bipartite Subgraph (IBS-R) are PSPACE-complete on planar graphs of bounded bandwidth and low maximum degree.

Proof. By Theorem 8, IS-R is PSPACE-complete on planar graphs of bounded bandwidth and maximum degree 3. Since an independent set is the complement of a vertex cover, the theorem holds for VC-R on maximum degree 3 graphs.

By replacing every edge in the graph by a triangle, we can reduce VC-R to FVS-R (since picking at least one vertex of every edge is equivalent to picking at least one vertex of every triangle), thus showing the theorem for FVS-R on maximum degree 6 graphs. We note that in such a graph a feedback vertex set is also an odd cycle transversal, thus also showing the theorem for OCT-R on maximum degree 6 graphs.

Finally, the theorem holds for IF-R and IBS-R on maximum degree 6 graphs by considering complements of solutions for FVS-R and OCT-R.

Another related reconfiguration problem is that of Dominating Set Reconfiguration (DS-R). In [5], the authors show that DS-R is PSPACE-complete on planar graphs of maximum degree six by reduction from NCL and PSPACE-complete on graphs of bounded bandwidth by a reduction from VC-R. The following theorem that unifies these results follows immediately from our improved result concerning VC-R:

Theorem 10. The TAR version of Dominating Set Reconfiguration is PSPACE-complete, even on planar, maximum degree six graphs of bounded bandwidth.

The puzzle game Rush Hour, in which the player moves cars horizontally and vertically with the goal to free a specific car from the board, is PSPACE-complete [4] when played on an \( n \times n \) board. Another consequence of our result is that Rush Hour is PSPACE-complete even on rectangular boards where one of the dimensions of the board is constant:

Theorem 11. There exists a constant \( k \), so that Rush Hour is PSPACE-complete when played on boards of size \( k \times n \).

Proof. Hearn and Demaine [7] provide a reduction from restricted NCL, showing how to construct AND and OR vertices as gadgets in Rush Hour and how to connect them together using straight line and turn gadgets. Given a planar constraint graph, it can be drawn in the grid (with vertices on points of the grid and edges running along the lines of the grid), after
which vertices can be replaced by their appropriate gadgets and edges with the necessary line and turn gadgets. However, starting with a graph of bounded bandwidth does not immediately give a suitable drawing in a grid of which one of the dimensions is bounded (from which the theorem would follow, since all of the gadgets have constant size).

Given a restricted NCL graph of bounded bandwidth, we note that this graph also has bounded cutwidth [1]. Given such a graph with \( n \) vertices and cutwidth at most \( c \), it is possible to arrange it in a \((c + 1) \times 3n\) grid, so that vertices of the graph are mapped to vertices of the grid, the edges of the graph run along edges of the grid, and no two edges or vertices get mapped to the same edge or vertex in the grid. This is achieved by placing all of the vertices of the graph in a single column (noting that 3 rows are required for each vertex since it has 3 incident edges) and (due to the graph having cutwidth \( c \)) the edges can be placed in the remaining \( c \) columns (placing each edge in a distinct column). However, even when starting with a planar NCL graph, the resulting embedding may have crossings. These can be eliminated using the crossover gadget, noting that since the crossover gadget has constant size, the resulting graph can still be drawn in a \( O(c) \times O(n) \) grid. We can now use the existing gadgets from [7] to finish the reduction, showing Rush Hour \( \text{PSPACE} \)-complete on boards of which one of the dimensions is bounded by a constant.

Note that this result is likely to carry over to show other board games \( \text{PSPACE} \)-complete on \( n \times k \) boards, such as Sokoban or Plank Puzzles, which also reduce from NCL in their hardness proofs [8].

This result is in contrast to [12], where it is shown that Peg Solitaire, when played on \( k \times n \) boards, is linear time solvable for any fixed \( k \). An important distinction here is that the length of a solution in a Peg Solitaire game is \emph{bounded} by the number of pegs (since every move removes one peg from play) whereas Rush Hour games are \emph{unbounded}: any length move sequence is possible, though obviously after an exponential number of moves, positions would be repeated.

## 5 Conclusions

We have studied the parameterized complexity of constraint logic problems with regards to (combinations of) solution length, maximum degree and treewidth as parameters. As a main result, we showed that \emph{restricted Nondeterministic Constraint Logic} remains \( \text{PSPACE} \)-complete on graphs of bounded bandwidth, strengthening Hearn and Demaine’s framework [8].

By combining Wrochna’s proof [14] and Hearn and Demaine’s [8] constraint logic techniques, we have managed to get the best of both worlds: for several reconfiguration problems, we showed hardness for graphs that are not only planar and have low maximum degree, but that also have bounded bandwidth. This not only strengthens Wrochna’s results, but also makes it easier to prove hardness for reconfiguration on bounded bandwidth graphs by merging \emph{H-Word Reconfiguration} into the more convenient NCL framework.

Note that the constant \( c \) in Theorem 6 has not been calculated precisely, but an informal analysis of Wrochna’s proof [14] and our reduction suggests it is very large (growing with the \( 12^{\text{th}} \) power of the original instance size). This raises two open questions: one is to determine a tighter bound on the value of \( c \), and the other is to determine whether efficient algorithms exist for solving reconfiguration problems when the graph’s bandwidth is bounded by more practical values. Some progress in this direction has already been made [3].

We have studied the parameterized complexity of CGS and NCL. Hearn and Demaine [8] have defined several other problems related to constraint graphs, including two player
and multiple player constraint graph games, complete for classes such as $\text{EXPTIME}$ and $\text{NEXPTIME}$. Studying these problems in a parameterized setting gives rise to several interesting open problems.
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\section*{Abstract}

We study the optimization version of constraint satisfaction problems (Max-CSPs) in the framework of parameterized complexity; the goal is to compute the maximum fraction of constraints that can be satisfied simultaneously. In standard CSPs, we want to decide whether this fraction equals one. The parameters we investigate are structural measures, such as the treewidth or the clique-width of the variable-constraint incidence graph of the CSP instance.

We consider Max-CSPs with the constraint types AND, OR, PARITY, and MAJORITY, and with various parameters $k$. We attempt to fully classify them into the following three cases:

1. The exact optimum can be computed in FPT-time.
2. It is W[1]-hard to compute the exact optimum, but there is a randomized FPT approximation scheme (FPT-AS), which computes a $(1-\epsilon)$-approximation in time $f(k,\epsilon) \cdot \text{poly}(n)$.
3. There is no FPT-AS unless FPT=W[1].

For the corresponding standard CSPs, we establish FPT vs. W[1]-hardness results.
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\section{Introduction}

Constraint Satisfaction Problems (CSPs) play a central role in almost all branches of theoretical computer science. Starting from CNF-SAT, the prototypical NP-complete problem, the computational complexity of CSPs has been widely studied from various points of view.
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In this paper we focus on two aspects of CSP complexity which, though extremely well-investigated, have mostly been considered separately so far in the literature: parameterized complexity and approximability. We study four standard predicates and contribute some of the first results indicating that the point of view of approximability considerably enriches the parameterized complexity landscape of CSPs.

1.1 Parameterized CSPs

The vast majority of interesting CSPs are NP-hard [21, 12]. This has motivated the study of such problems from a parameterized complexity point of view, and indeed this topic has attracted considerable attention in the literature [9, 26, 6, 18, 8, 25]. We refer the reader to [20] where an extensive classification of CSP problems for a large range of parameters is given. In this paper we focus on structurally parameterized CSPs, that is, we consider CSPs where the parameter is some measure of the structure of the input instance. The central idea behind this approach is to represent the structure of the CSP using a (hyper-)graph and leverage the powerful tools commonly applied to parameterized graph problems (such as tree decompositions) to solve the CSP.

The typical goal of this line of research is to find the most general parameterization of a CSP that still remains fixed-parameter tractable (FPT). To give a concrete example for a very well-known CSP, CNF-SAT is FPT when parameterized by the treewidth of its incidence graph\(^1\) [23] but it is W-hard for more general parameters such as clique-width [16], or even the more restricted modular treewidth [17]. General (boolean) CSP on the other hand, where the description of each constraint is part of the input is known to be a harder problem: it is already W[1]-hard parameterized by the incidence treewidth, but FPT parameterized by the treewidth of the primal graph [24]. Thus, parameterized investigations aim to locate the boundary where a CSP jumps from being FPT to being W-hard. It is of course a natural question how we can deal with the W-hard cases of a CSP once they are identified.

1.2 Approximation

CSPs also play a central role in the theory of (polynomial-time) approximation algorithms [27, 13, 2]. In this context we typically consider a CSP as an optimization problem (MAX-CSP) where the goal is to find an assignment to the variables that satisfies as many of the constraints as possible. Unfortunately, essentially all non-trivial CSPs are hard to approximate (APX-hard) from this point of view [4, 12], even those where deciding if an assignment can satisfy all constraints is in P (e.g. 2CNF-SAT or Horn SAT). Thus, research in this area typically focuses on discovering exactly the best approximation ratio that can be achieved in polynomial time. Amazingly, for many natural CSPs this happens to be exactly the ratio achieved by a completely random assignment [11]. This motivates the question of whether we can find natural cases where non-trivial efficient approximations are possible.

1.3 Results

In this paper we consider four different types of CSPs where the constraints are respectively OR, AND, PARITY and MAJORITY functions. Our approach follows, for the most part, the standard parameterized complexity script: we consider the input instance’s incidence graph and try to determine the complexity of the CSP when parameterized by various graph

---

\(^1\) See the next section for a definition of incidence graphs
widths. The new ingredient in our approach is that, in addition to trying to determine which parameters make a CSP FPT or W-hard, we also ask if the optimization versions of W-hard cases can be well-approximated. We believe that this is a question of special interest since, as it turns out, there are CSPs for which W-hardness can be (almost) circumvented using approximation, and others which are inapproximable.

More specifically, our results are as follows: for OR constraints, which corresponds to the standard CNF-SAT (MAX-CNF-SAT) problem, we present a new hardness proof establishing that deciding a formula’s satisfiability is W-hard even if parameterized by the incidence graph’s neighborhood diversity. Neighborhood diversity is a parameter much more restricted than modular treewidth (already a restriction of clique-width) [14], for which the strongest previously known W[1]-hardness result was known [17]. We complement this negative result with a strong positive approximation result: there exists a randomized FPT Approximation Scheme (FPT-AS)² for MAX-CNF-SAT parameterized by clique-width, that is, an algorithm which for all $\epsilon > 0$ runs in time $f(k, \epsilon)n^{O(1)}$ and returns an assignment satisfying $(1 - \epsilon)OPT$ clauses. Thus, even though we establish that solving CNF-SAT exactly is W-hard even for extremely restricted dense graph parameters, MAX-CNF-SAT is well-approximable even in the quite general case of clique-width. To the best of our knowledge, this is the first approximation result of this type for a W-hard MAX-CSP problem.

Recalling that MAX-CNF-SAT is FPT parameterized by the treewidth of the incidence graph, we consider other problems for which the jump from treewidth to clique-width could have interesting complexity consequences. We show that MAX-DNF-SAT and MAX-PARITY, which are FPT parameterized by treewidth, exhibit two wildly different behaviors. On the one hand, the problem of maximizing the largest possible number of satisfied PARITY constraints remains FPT even for dense parameters such as clique-width. On the other hand, by modifying our reduction for CNF-SAT, we are able to show not only that maximizing the number of satisfied AND constraints is W[1]-hard parameterized by neighborhood diversity, but also that this problem cannot even admit an FPT-AS (like MAX-CNF-SAT), unless W[1]=FPT. We recall that PARITY and AND constraints are similar in other aspects: for example, for both we can decide in polynomial time if an assignment satisfying all constraints exists.

Finally, we consider CSPs with MAJORITY constraints, that is, constraints which are satisfied if at least half their literals are true. We give a reduction establishing that this is an interesting case of a natural constraint type for which deciding satisfiability is already W[1]-hard parameterized by treewidth (we actually show W[1]-hardness for the more restricted case of incidence feedback vertex set) and by neighborhood diversity. We complement this negative result with two algorithmic results: first, we show that the corresponding MAX-CSP is FPT parameterized by incidence vertex cover. Then, we use this algorithm as a sub-routine to obtain an FPT-AS for incidence feedback vertex set. Both of these algorithmic results also apply to the more general case of THRESHOLD constraints. We leave it as an interesting open problem to examine if the approximation algorithm for feedback vertex set can be extended to treewidth.

2 Preliminaries

A Boolean CSP $\psi$ is defined as a set $\{C_1, \ldots, C_m\}$ of $m$ constraints over a set $X(\psi) = \{x_1, \ldots, x_n\}$ of $n$ variables and their negations. Each constraint $C_i$ is regarded as a function

---

² We follow the standard definition of FPT-AS given in [15].
Figure 1 The structural parameters we study and their relationships. For example, the arrow between $cw^*$ and $tw^*$ means that if the treewidth is bounded, then the clique-width is bounded as well — more precisely, there is a monotone computable function $f : \mathbb{N} \to \mathbb{N}$ so that $cw^* \leq f(tw^*)$. On the other hand, $tw^*$ and $nd^*$ as well as $fvs^*$ and $nd^*$ cannot be bounded by each other in general.

Figure 2 The parameterized complexity status of MAX-CSP problems. The gray labels above the boxes indicate the theorem in which we establish the result; previously known results are displayed without reference. Red means that the problem is $\text{W}[1]$-hard to compute exactly, and there is no $\text{FPT-AS}$ unless $\text{FPT} = \text{W}[1]$. Blue means that the problem is $\text{W}[1]$-hard to compute exactly, and there is an $\text{FPT-AS}$. Green means that the problem is $\text{FPT}$ to compute exactly. The blue/white stripes mean that it’s $\text{W}[1]$-hard to compute exactly, and it’s open whether there is an $\text{FPT-AS}$.

Figure 3 The parameterized complexity status of CNF-SAT and MAJORITY-CSP. Recall that DNF-SAT and PARITY-CSP are polynomial-time computable. Red means that the problem is $\text{W}[1]$-hard and green means that the problem is $\text{FPT}$. 
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of literals (positive or negative appearances of variables) mapped to the set \{0, 1\}, where literals can take the values 0 or 1. Furthermore, we define \(|C_j|\) to denote the arity of constraint \(C_j\) (the number of literals that occur in \(C\)) and \(|\psi| = m\) the number of constraints in \(\psi\). For simplicity, we also write \(l_i\in C_j\) for a literal \(l_i\) and a constraint \(C_j\) if \(l_i\) appears in \(C_j\).

We will be dealing with Boolean constraint satisfaction problems for four well-studied Boolean functions: OR constraints, AND constraints, PARITY (or XOR) constraints and MAJORITY constraints. We say that an assignment \(t: X \rightarrow \{0, 1\}\) satisfies a constraint \(C\) of

- OR, if \(\exists l_i \in C, t(l_i) = 1\);
- AND, if \(\forall l_i \in C, t(l_i) = 1\);
- PARITY, if it satisfies some equation \(\sum_{l_i \in C} t(l_i) = b\) (for \(b \in \{0, 1\}\)) modulo 2;
- MAJORITY, if at least \(\lceil |C|/2 \rceil\) literals in \(C\) are set to 1. More generally, we may consider THRESHOLD constraints, where a certain threshold number of literals must be set to true to satisfy the constraint.

Let \(\text{occ}(\psi) = \sum_{C \in \psi} |C|\) be the total number of variable occurrences in \(\psi\), that is, the total size of the formula. For a variable \(x\), we write \(\psi_x\) for the set of all constraints \(C \in \psi\) where \(x\) occurs either positive or negative; for the functions we consider without loss of generality, no clause contains both literals. Thus, the total number of occurrences of a variable \(x\) is equal to \(|\psi_x|\).

We are dealing also with MAX-CSPs, where given a set of constraints \(\psi\), we are interested in finding an assignment to the variables that maximizes the number of satisfied constraints. The natural decision version of this problem is, given a target \(k\), decide whether there exists an assignment that satisfies at least \(k\) constraints. Clearly, the problem where we want to decide whether we can satisfy all the constraints is a special case of the above decision problem since we can set \(k = m\), but in some cases we consider this simpler decision version, particularly when we want to show hardness.

In the case of OR constraints, the CSP and MAX-CSP problems correspond to the more widely known CNF-SAT and MAX-CNF-SAT problems. In this case we call the constraints clauses. When the constraint function is AND, the MAX-CSP problem is called MAX-DNF-SAT. In that case, the constraints are called terms. The problem MAX-PARITY is also known as MAX-LIN-2 (satisfy a maximum number of given linear equations modulo 2).

For a CSP \(\psi\), the incidence graph \(G_\psi\) is defined as the bipartite graph where we construct one vertex \(v_i\) for each (unsigned) variable \(x_i\) and one vertex \(u_j\) for each constraint \(C_j\) and connect \(v_i\) with \(u_j\) if \(x_i \in C_j\).

We are interested in parameterizations of the incidence graph \(p(G_\psi)\) (or simply \(p^*\) if \(G_\psi^*\) is clear from the context), where \(p\) is a structural parameter of \(G_\psi^*\). We are mostly interested in the two most widely studied graph parameters, treewidth \(\text{tw}^*\) and clique-width \(\text{cw}^*\). We refer the reader to standard parameterized complexity textbooks for the definitions, as well as the definitions of standard parameterized complexity terminology used in this paper [5].

## 3 CNF-SAT and MAX-CNF-SAT

In this section, we consider one of the most fundamental problems in computer science: the satisfiability problem for CNF formulas, which can be viewed as a constraint satisfaction problem where the only allowed constraints are clauses, that is, ORs of literals. An optimal solution for MAX-CNF-SAT can be computed in FPT when parameterized by the treewidth \(\text{tw}^*\) of the incidence graph [1], and hence CNF-SAT can be solved in the same time. When parameterized by the clique-width \(\text{cw}^*\) of the incidence graph, all known exact
algorithms for CNF-SAT and MAX-CNF-SAT run in XP time [22, 19]. Moreover, we don’t expect these problems to be in FPT since they are both $W[1]$-hard parameterized by $cw^*$ [17].

In Section 3.1, we construct an approximation scheme for MAX-CNF-SAT that runs in FPT time. Intuitively, our algorithm works as follows: given a formula $\phi$ with ‘small’ incidence clique-width, we first examine the formula to see if it contains many or few ‘large’ clauses. If the formula contains relatively few large clauses, then we simply disregard them. We then know that the incidence graph does not contain ‘large’ bi-cliques, so by a theorem of Gurski and Wanke [10] the remaining formula has small treewidth and we can solve the problem. If on the other hand the original formula contains a large number of large clauses, then we observe that we can rely on a random assignment to satisfy almost everything.

In Section 3.2, we explore a class of CSP instances that is smaller than the class of bounded incidence clique-width instances; our goal is to understand which incidence graph parameter is responsible for the transition from FPT to $W[1]$. To this end, we have to look for a graph parameter that is bounded by a function of $cw^*$ (where it’s hard) but can leave the $tw^*$ unbounded (where it’s FPT). In fact, [17] shows that the problem is $W[1]$-hard parameterized by the modular treewidth $mtw^*$ of the incidence graph, which lies between $cw^*$ and $tw^*$.\footnote{A graph of bounded modular treewidth is a graph of bounded treewidth after merging modules into a single vertex, where a module is a set of vertices with same neighborhood outside of the set. In fact, the reduction in [17] constructs a formula whose incidence graph has small feedback vertex set after contracting modules.}

We prove that CNF-SAT remains $W[1]$-hard parameterized by $nd^*$.

Definition 1. A graph $G(V,E)$ has neighborhood diversity $nd(G) = k$ if we can partition $V$ into $k$ sets $V_1, \ldots, V_k$ such that, for all $v \in V$ and all $i \in \{1, \ldots, k\}$, either $v$ is adjacent to every vertex in $V_i$ or it is adjacent to none of them.

In other words, $nd(G) = k$ if $V$ can be partitioned into $k$ modules that are either cliques or independent sets.

Formulas whose incidence graph has neighborhood diversity at most $k$ seem very restrictive: there are only at most $k$ variable- and clause-types, where all variables of the same type belong to the same clauses and all clauses of the same type involve the same variables. This class of formulas is a subset of formulas with $mtw^* \leq k$ because contracting all modules leaves a graph of order at most $k$, which trivially has treewidth at most $k$.

### 3.1 Approximation Algorithm parameterized by clique-width

Theorem 2. There is a randomized algorithm that, given a CNF formula $\psi$ with $n$ variables, $m$ clauses, and incidence clique-width $cw$, runs in time $f(\epsilon, cw) \cdot \text{poly}(n + m)$, and outputs a truth assignment that satisfies at least $(1 - \epsilon) \cdot \text{OPT}$ clauses in expectation.

We formulate the following basic lemma about probability distributions.

Lemma 3. For all $\epsilon, L > 0$ there is a $c = c(\epsilon, L) > 0$ such that all $c' \geq c$ and all sequences $p_1, \ldots, p_{c'} \geq 0$ with $\sum_{i=1}^{c'} p_i \leq 1$ have an index $d \leq c/L$ with the property $p[d, L, d] = \sum_{j=d}^{L} p_j < \epsilon$.\footnote{A graph of bounded modular treewidth is a graph of bounded treewidth after merging modules into a single vertex, where a module is a set of vertices with same neighborhood outside of the set. In fact, the reduction in [17] constructs a formula whose incidence graph has small feedback vertex set after contracting modules.}
Proof. Let $\epsilon, L > 0$. We set $c = c(\epsilon, L)$ below. Assume for contradiction that $p_{[d,L,d]} \geq \epsilon$ holds for all $d \in [1, c/L]$. If there are $1/\epsilon + 1$ disjoint intervals $[a_1, L \cdot a_1], \ldots, [a_{1/\epsilon+1}, L \cdot a_{1/\epsilon+1}] \subseteq [1, c]$, then we arrive at a contradiction with the fact that the $p_i$’s are non-negative and sum to at most one. Clearly there exists a constant $c = c(\epsilon, L)$ such that $1/\epsilon + 1$ disjoint intervals of the form $[a, La]$ fit into $[1, c]$. This proves the claim.

For an arbitrary given $\epsilon > 0$, we fix $L = \epsilon^{-4}$. We use Lemma 3 as follows: For a CNF formula $\psi$, we define $p_i$ as the fraction of clauses of size $i$, that is,

$$p_i = \frac{|\{C \in \psi \mid |C| = i\}|}{|\psi|}.$$

Then Lemma 3 gives us a number $d \leq c(\epsilon)$ such that the total fraction of clauses whose size is between $d$ and $\epsilon^{-4}d$ is bounded by $\epsilon$. It is now natural to partition all clauses into short, medium, and long clauses. More precisely, we define $\psi = \psi^{<d} \cup \psi^{[d,D]} \cup \psi^{>D}$ for $D = \epsilon^{-4}d$ as follows:

$$\psi^{<d} = \{C \in \psi \mid |C| < d\},$$
$$\psi^{[d,D]} = \{C \in \psi \mid d \leq |C| \leq D\},$$
$$\psi^{>D} = \{C \in \psi \mid |C| > D\}.$$

An immediate corollary to Lemma 3 is thus that we can choose $d \leq c(\epsilon)$ in such a way that $|\psi^{[d,D]}| \leq \epsilon |\psi|$.

\textbf{Corollary 4.} For all $\epsilon > 0$ there is some $c = c(\epsilon) > 0$ such that all CNF formulas $\psi$ have some $d = d(\epsilon) \in [1, c]$ with $|\psi^{[d,c^{-1}d]}| \leq \epsilon |\psi|$.

If $\psi^{[d,D]} = \emptyset$ holds for $D = \epsilon^{-4}d$ and $d \in [1, c(\epsilon)]$, we say that $\psi$ is $\epsilon$-well separated. We call $\psi$ $\epsilon'$-balanced if, in addition, we have $|\psi^{<d}| \geq \epsilon' m$ and $|\psi^{>D}| \geq \epsilon' m$.

\textbf{Lemma 5.} Let $\psi$ be an $\epsilon$-well separated formula (and thus $V = V(\psi^{<d}) \cup V(\psi^{>D})$).

Then, for each subset $\hat{\psi} \subseteq \psi^{>D}$ with $|\hat{\psi}| > \epsilon^2 m$, there is a variable $y$ such that $|\psi_y^{<d}| \leq \epsilon^2 |\hat{\psi}|$.

That is, for every set $\hat{\psi}$ that contains a significant fraction of long clauses, there is a variable that occurs $|\hat{\psi}|$ times in $\hat{\psi}$, but only at most an $\epsilon^2$-fraction of that in the short clauses.

Proof. Let $\hat{\psi} \subseteq \psi^{>D}$ with $|\hat{\psi}| > \epsilon^2 m$. Note that the total number of literal occurrences in $\hat{\psi}$ is $\text{occ}(\hat{\psi}) > D \cdot \epsilon^2 m = \epsilon^2 dm$. In contrast, $\text{occ}(\psi^{<d}) < dm$. Now suppose that there was no variable $y$ with the claimed properties, that is, suppose that every variable $y$ satisfies $|\psi_y^{<d}| > \epsilon^2 |\hat{\psi}_y|$. Then the total number of variable occurrences in $\psi^{<d}$ can be bounded from below as follows:

$$\text{occ}(\psi^{<d}) = \sum_y |\psi_y^{<d}| > \sum_y \epsilon^2 |\hat{\psi}_y| = \epsilon^2 \text{occ}(\hat{\psi}) = \epsilon^2 dm.$$ 

This yields a contradiction and thus proves the claim.

\textbf{Proof of Theorem 2.} The algorithm $A$ works as follows. Let $\epsilon' = \epsilon^2$, and we assume w.l.o.g. that $\epsilon < 1/8$. Given a CNF formula $\phi$, we compute an $\epsilon'$-well separated formula $\psi$ by dropping all clauses in $\psi^{[d,D]}$. Corollary 4 guarantees that the fraction of deleted clauses is
bounded by \( \epsilon' \). If \( \psi \) is not \( \epsilon/2 \)-balanced, we discard the smaller side (with fewer clauses) and only handle the larger one: If \( \psi^{<d} \) is the larger side, we compute an optimal assignment for \( \psi^{<d} \) in FPT time, by using the result of Gurski and Wanke [10]. This way the total number of unsatisfied clauses is at most \( em/2 \), and together with the unsatisfied clauses due to applying Corollary 4, the total number of unsatisfied clauses is smaller than \( em \). Since \( \text{OPT} > m/2 \), we get the approximation guarantee.

If \( \psi^{>d} \) is the larger side, we use a random assignment. This way, at most \( em/2 \) clauses from \( \psi^{>d} \) are violated, and in expectation at most a \( 2^{-D} \) fraction of clauses from \( \psi^{>d} \) are violated. Since \( 2^{-D} \) is smaller than \( \epsilon/4 \), we conclude that – together with unsatisfied clauses due to applying Corollary 4 – at least \( (1 - \epsilon)m \) clauses are satisfied in expectation.

This finishes the analysis of unbalanced formulas, and in the remaining proof we may assume that \( \psi \) is \( \epsilon/2 \)-balanced. To handle this case, we determine a set of variables \( Y \) such that

- there are at most \( em/4 \) short clauses with variables from \( Y \) and
- there are at most \( \epsilon^2m \) long clauses that contain \( \leq 1/\epsilon \) variables from \( Y \).

Before we construct \( Y \), let us verify that the properties of \( Y \) imply the correctness of the theorem. Our algorithm computes a satisfying assignment of the short clauses without variables from \( Y \), again using the result of Gurski and Wanke [10]. Afterwards it assigns values uniformly at random to the variables in \( Y \).

There are at most \( \epsilon^2m = \epsilon^2m \) unsatisfied clauses due to applying Corollary 4, \( em/4 \) short clauses clauses that we did not consider when satisfying clauses from \( \psi^{<d} \), and \( \epsilon^2m \) clauses from \( \psi^{>d} \) that we did not consider in the random assignment. Additionally, in expectation there are less than \( 2^{-1/\epsilon^2}m \) clauses left unsatisfied from the remaining \( |\psi^{>d}| - \epsilon^2m \) clauses from \( \psi^{>d} \). Since we assumed that \( \epsilon < 1/8 \), the theorem follows.

To construct the set \( Y \), we iteratively apply Lemma 5 with the parameter \( \epsilon/4 \). Initially, we set \( \hat{\psi} = \psi^{>d} \). In each iteration, we identify a variable \( y \) according to the lemma and add the variable to \( Y \). In the subsequent iterations, we mark \( y \) to be inactive and handle it as if it was not contained in any clause. Whenever we identify a clause \( C \) that has at least \( 1/\epsilon \) inactive variables (i.e., variables from \( Y \)), we remove \( C \) from \( \hat{\psi} \). We continue this process until \( |\hat{\psi}| \leq \epsilon^2 \). Note that applying Lemma 5 for \( \epsilon/4 \) but having an \( \epsilon' \)-well separated formula ensures that at all times, all clauses in \( \hat{\psi} \) have sufficiently many literals to apply Lemma 5. Therefore the process terminates and the generated set \( Y \) has the aimed-for properties since \( |Y| \leq m/\epsilon \).

### 3.2 Hardness parameterized by neighborhood diversity

A constraint on \( r \) variables is a relation \( R \subseteq \{0,1\}^r \). We define the unary constraints \( U_0 = \{0\} \) and \( U_1 = \{1\} \), which corresponds to clauses \( \bar{x} \) and \( x \), respectively. We define the equality \( = \) and disequality \( \neq \) constraints on two groups of Boolean variables \( x = x_1 \ldots x_n \) and \( y = y_1 \ldots y_n \) in infix notation in the usual way: For an assignment \( a \) to the \( x \)- and \( y \)-variables, we say that \( a \models x = y \) if and only if, for all \( i \in [n] \), we have \( a(x_i) = a(y_i) \), that is, the assignment sets \( x_i \) to the same value as \( y_i \); as usual, \( x \neq y \) is interpreted as the negation of \( x = y \).

▶ Lemma 6. CNF-SAT parameterized by nd* is W[1]-hard, where nd* is the neighborhood diversity of the input’s incidence graph.

**Proof.** We devise an FPT-reduction from \( k \)-Multicolored Clique to CNF-SAT. Given a \( k \)-partite graph \( G \), whose parts \( V_1, \ldots, V_k \) all have the same size \( n \), we construct \( k \) groups of
variables $x_1, \ldots, x_k$, which together are supposed to represent a $k$-clique in $G$, should one exist. Each group $x_i$ consists of $\log n$ Boolean variables and represents the supposed clique’s vertex in the part $V_i$. Without loss of generality, we assume that $\log n$ is an integer.

Starting from the empty CNF formula, we construct a formula $\phi$ on the $x$-variables as follows. First choose, for each $i \in [k]$, an arbitrary bijection $\text{bin}: V_i \rightarrow \{0, 1\}^{\log n}$ that maps any vertex $u \in V_i$ to its binary representation $\text{bin}(u)$; for convenience, we drop the index $i$. For each $i, j \in [k]$ with $i < j$, and for each non-edge $(u, v) \notin E(V_i, V_j)$ between $V_i$ and $V_j$, we add the following constraint $C_{i,j,u,v}$ to $\phi$:

$$x_i x_j \neq \text{bin}(u) \text{bin}(v).$$

Clearly, this constraint excludes exactly one of the $2^{2\log n}$ possible assignments to $x_i x_j$, and so it can be written as an OR of literals of the $x$-variables. In the end, $\phi$ is a CNF formula with $|E(G)|$ clauses.

For the completeness of the reduction, let $v_i \in V_i$ for all $i \in [k]$ be such that $v_1, \ldots, v_k$ is a clique in $G$. For all $i \in [k]$, set $x_i = \text{bin}(v_i)$. This assignment satisfies all constraints: for all $(u, v) \notin E(V_i, V_j)$, we have that $\text{bin}(v_i) \text{bin}(v_j) \neq \text{bin}(u) \text{bin}(v)$ because $(v_i, v_j)$ is an edge and $(u, v)$ is not, and bin is a bijection.

For the soundness of the reduction, let $a_1, \ldots, a_k \in \{0, 1\}^{k \log n}$ be a satisfying assignment of $\phi$. For each $i \in [k]$, let $v_i$ be the unique vertex in $V_i$ for which $\text{bin}(v_i) = a_i$. Let $i, j \in [k]$ with $i < j$. Since the assignment satisfies all constraints of $\phi$, it must be the case that $(v_i, v_j)$ is an edge in $G$. For if it was a non-edge, its corresponding constraint in $\phi$ would have excluded the assignment $a_i a_j$ for $x_i x_j$. Hence $v_1, \ldots, v_k$ is a clique in $G$.

It remains to argue that the neighborhood diversity of the incidence graph of $\phi$ is at most $k + \binom{k}{2}$. The modules of the incidence graph are the variable group $x_h$ for each $h \in [k]$ and the clause group $\{C_{i,j,u,v}\}$ for each $i, j \in [k]$ with $i < j$. Indeed, the incidence graph between $x_h$ and $C_{i,j,u,v}$ is a bipartite clique if $h \in \{i, j\}$, and otherwise it is an independent set.

We constructed an FPT-reduction from the W[1]-complete problem Multicolored Clique to CNF-SAT parameterized by $nd^*$, which finishes the proof of the theorem.

\section{From Treewidth to Clique-width}

In the previous section, we have seen that MAX-CNF-SAT is fixed-parameter tractable when parameterized by $\text{tw}^*$, which is a sparse graph parameter, and it is W[1]-hard to compute exactly and has an FPT-AS when parameterized by $nd^*$, which is a dense graph parameter. In this section we observe that the transition from sparse to dense parameters has different effects on the complexity of MAX-CSP, depending on which types of constraints are allowed.

By modifying our reduction for CNF-SAT we show that MAX-DNF-SAT, the problem of maximizing the number of satisfied AND constraints is W[1]-hard parameterized $nd^*$. Furthermore, because the maximum number of constraints that could be satisfied in our reduction is also bounded by some function of the parameter, we show that the problem does not have an FPT-AS unless FPT=W[1]. Thus, while MAX-DNF-SAT is FPT parameterized by $\text{tw}^*$, it does not even appear to have an FPT approximation scheme when parameterized by $nd^*$.

\begin{theorem}
Suppose that there exists an FPT-AS which, given $\epsilon > 0$ and an instance $\phi$ of MAX-DNF-SAT, computes a $(1-\epsilon)$-approximate solution and runs in time $f(nd^*, \epsilon) \cdot \text{poly}(n)$, where $nd^*$ is the neighborhood diversity of the incidence graph of $\phi$. Then FPT=W[1].
\end{theorem}

The proof is similar to that of Theorem 6 and deferred to the full version.
When parameterized by \( tw^* \), MAX-CNF-SAT and MAX-DNF-SAT are both FPT, and when parameterized by a dense graph parameter, such as \( nd^* \), the former problem is hard but approximable while the latter problem is hard even to approximate. We next consider natural constraint types where the corresponding CSPs stay FPT both for sparse as well as dense incidence graph parameters. MAX-PARITY wants to find an assignment that satisfies the maximum number of linear equations modulo two. While deciding whether there is an assignment that satisfies all equations is in P (by Gauss elimination), the maximization version is a typical APX-hard problem [11]. Here we show that computing the optimal solution of MAX-PARITY is FPT, regardless of whether the parameter is the treewidth or the clique-width of the incidence graph. Our intuition for why MAX-PARITY appears to be so much easier than CNF-SAT is that negations are (almost) irrelevant, and so the incidence graph seems to capture most of the structure relevant to the complexity of the CSP instance.

\[ \text{Theorem 8.} \quad \text{Given an instance } \phi \text{ for MAX-PARITY, we can find an optimal solution in time } f(cw^*|\phi|O(1)), \text{ where } cw^* \text{ is the clique-width of the incidence graph of } \phi. \]

The proof relies on the meta-theorem of [3] and appears in the full version.

5 Majority and Threshold CSPs

In this section we describe our results for CSPs where each constraint is a MAJORITY constraint. Here a constraint \( \text{MAJORITY}(\{\ell_1, \ldots, \ell_d\}) \) stipulates that at least \( d/2 \) of the literals \( \ell_i \) are set to true. We denote the resulting CSP problem with MAJORITY, and the resulting MAX-CSP with MAX-MAJORITY.

5.1 Hardness of exact algorithms

We parameterize MAJORITY by the size \( fvs^* \) of the smallest feedback vertex set, or by the neighborhood diversity \( nd^* \) of the instance’s incidence graph. These parameterized problems turn out to be hard, even for the special case of MAJORITY constraints. Thus, neither dense nor sparse incidence graph parameters appear to put the problem in FPT.

\[ \text{Theorem 9.} \quad \text{MAJORITY parameterized by the incidence feedback vertex set number } fvs^* \text{ is } W[1]-\text{hard.} \]

\[ \text{Theorem 10.} \quad \text{MAJORITY parameterized by the incidence neighborhood diversity } nd^* \text{ is } W[1]-\text{hard.} \]

While the former theorem is proved by a technical reduction from Multicolored Clique, the latter is established using a straightforward reduction from Lemma 6. Proofs appear in the full version.

5.2 Exact Algorithm parameterized by vertex cover

Motivated by the negative result of Theorem 9 we now investigate the complexity of MAX-JORITY for more restricted parameters. The first parameter we consider is the vertex cover of the incidence graph. This is a natural, though quite restrictive, parameter which is often considered for problems which are W-hard for treewidth.

\[ \text{Theorem 11.} \quad \text{MAX-THRESHOLD parameterized by the incidence vertex cover } vc^* \text{ is FPT.} \]

The proof appears in the full version, and it works by reducing the problem to integer linear programming parameterized by the number of variables, which is FPT.
5.3 Approximation Algorithm parameterized by feedback vertex set

The results of Theorem 9 naturally pose the following question: can we evade the W-hardness of MAJORITY by designing an FPT-AS for the problem? In this section, though we do not resolve this question, we give some first positive indication that this may be possible. We consider THRESHOLD parameterized by the incidence graph’s feedback vertex set (that is, the number of vertices that need to be deleted to make the graph acyclic). This is a natural, well-studied parameter that generalizes vertex cover but is a restriction of treewidth. It is also connected to the concept of back-door sets to acyclicity, which is well-studied in the parameterized CSP literature [16, 7].

Observe that approximating this CSP is non-trivial, since MAX-MAJORITY with constraints of arity two already generalizes MAX-2SAT, and is hence APX-hard. On the other hand, MAX-MAJORITY can easily be 2-approximated by considering any assignment and its negation. Hence, the natural goal here is an approximation ratio of \((1 - \epsilon)\). Using Corollary 11 as a sub-routine we achieve this with an FPT-AS.

▶ Theorem 12. There exists an FPT-AS which, given \(\epsilon > 0\) and an instance \(\phi\) of MAX-THRESHOLD, computes a \((1 - \epsilon)\)-approximate solution and runs in time \(f(\text{fvs}\,^*, \epsilon) \cdot \text{poly}(n)\), where \(\text{fvs}\,^*\) is the size of the smallest feedback vertex set of the incidence graph of \(\phi\).
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Abstract
Listing, generating or enumerating objects of specified type has important applications in various domains of computer science, such as data mining, machine learning, and artificial intelligence, as well as in other sciences, especially biology. In particular, enumeration algorithms whose running time is measured in the size of the input have gained increasing interest recently. The reason for this is two-fold. Firstly, many exact exponential-time algorithms for the solution of NP-hard problems rely on such enumeration algorithms. Sometimes the fastest known algorithm to solve an optimization problem is by simply enumerating all minimal or maximal feasible solutions (e.g., for subset feedback vertex sets [15]), whereas other times the enumeration of some objects is useful for algorithms for completely different problems (e.g., enumeration of maximal independent sets in triangle-free graphs for computing graph homomorphisms [14]). Secondly, the running times of such enumeration algorithms very often imply an upper bound on the maximum number of enumerated objects a graph can have. This is a field of research that has long history within combinatorics, and enumeration algorithms provide an alternative way to prove such
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1 Introduction
Listing, generating or enumerating objects of specified type and properties has important applications in various domains of computer science, such as data mining, machine learning, and artificial intelligence, as well as in other sciences, especially biology. In particular, enumeration algorithms whose running time is measured in the size of the input have gained increasing interest recently. The reason for this is two-fold. Firstly, many exact exponential-time algorithms for the solution of NP-hard problems rely on such enumeration algorithms. Sometimes the fastest known algorithm to solve an optimization problem is by simply enumerating all minimal or maximal feasible solutions (e.g., for subset feedback vertex sets [15]), whereas other times the enumeration of some objects is useful for algorithms for completely different problems (e.g., enumeration of maximal independent sets in triangle-free graphs for computing graph homomorphisms [14]). Secondly, the running times of such enumeration algorithms very often imply an upper bound on the maximum number of enumerated objects a graph can have. This is a field of research that has long history within combinatorics, and enumeration algorithms provide an alternative way to prove such
combinatorial bounds. In fact, several classical examples exist in this direction, of which one of the most famous is perhaps that of Moon and Moser [25] who showed that the maximum number of maximal independent sets in a graph on \( n \) vertices is \( 3^{n/3} \). Although the arguments of [25] were purely combinatorial, the same bound is also achieved by an enumeration algorithm with running time \( O^*(3^{n/3}) \), where the \( O^* \)-notation suppresses polynomial factors.

The mentioned result on the number of maximal independent sets is tight, as there is a graph that has exactly \( 3^{n/3} \) maximal independent sets, namely a disjoint union of \( n/3 \) triangles. However, for many upper bounds, no such matching lower bound is known, and hence for the maximum number of many objects there is a gap between the known upper and lower bounds. This motivates the study of enumeration of objects in graphs belonging to various graph classes. For example, the maximum number of minimal dominating sets in graphs is known to be at most \( 1.7159^n \) [13], however no graph having more than \( 1.5704^n \) minimal dominating sets is known. On the other hand, on many graph classes matching upper and lower bounds can be shown on the maximum number of minimal dominating sets [7, 9]. Furthermore, even if the bound on general graphs is tight, a better bound might exist for graph classes, which might be useful algorithmically and interesting combinatorially. For example, the maximum number of maximal independent sets in triangle-free graphs is at most \( 2^{n/2} \) and they can be listed in time \( O^*(2^{n/2}) \) [5], which was used in the above mentioned algorithm for homomorphisms [14]. As a consequence, there has been extensive research in this direction recently, both on general graphs and in particular on graph classes. Examples of algorithms for the enumeration and combinatorial lower and upper bounds on graph classes exist for minimal feedback vertex sets, minimal subset feedback vertex sets, minimal dominating sets, minimal separators, and potential maximal cliques [7, 8, 9, 12, 15, 17, 19, 20, 21].

In this paper we initiate the study of the enumeration and maximum number of minimal connected dominating sets in a given graph. Interestingly, the best known upper bound for the maximum number of minimal connected dominating sets in an arbitrary \( n \)-vertex graph is \( 2^n \), i.e., the trivial one. The best lower bound we achieve in this paper is \( 3^{(n−2)/3} \), and thus the gap between the known lower and upper bounds is huge on arbitrary graphs. Furthermore, although connected dominating sets have been subject to extensive study when it comes to optimization and decision variants, their enumeration has been left completely unattended. In fact computing a minimum connected dominating set is one of the classical NP-hard problems already mentioned in the monograph of Garey and Johnson [18]. The best known running time of an algorithm solving this problem is \( O(1.8619^n) \) [1], which is surprisingly larger than the best known lower bound \( 3^{(n−2)/3} \approx 1.4423^n \).

The results that we present in this paper are summarized in the following table, where \( n \) is the number of vertices and \( m \) is the number of edges of an input graph belonging to the given class.

<table>
<thead>
<tr>
<th>Graph Class</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
<th>Enumeration Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>chordal</td>
<td>( 3^{(n−2)/3} )</td>
<td>( O(1.7159^n) )</td>
<td>( O(1.7159^n) )</td>
</tr>
<tr>
<td>split</td>
<td>( 1.3195^n[7] )</td>
<td>( 1.3803^n )</td>
<td>( O(1.3803^n) )</td>
</tr>
<tr>
<td>cobiclique</td>
<td>( 1.3195^n[7] )</td>
<td>( 1.3803^n )</td>
<td>( O(1.3803^n) )</td>
</tr>
<tr>
<td>interval</td>
<td>( 3^{(n−4)/3} )</td>
<td>( 3^{(n−2)/3} )</td>
<td>( O^*(3^{n/3}) )</td>
</tr>
<tr>
<td>AT-free</td>
<td>( 3^{(n−2)/3} )</td>
<td>( O^*(3^{(n−2)/3}) )</td>
<td>( O^*(3^{n/3}) )</td>
</tr>
<tr>
<td>strongly chordal</td>
<td>( 3^{(n−2)/3} )</td>
<td>( 3^n )</td>
<td>( O^*(3^{n/3}) )</td>
</tr>
<tr>
<td>distance-hereditary</td>
<td>( 3^{(n−2)/3} )</td>
<td>( 3^n/3 \cdot n )</td>
<td>( O^*(3^{n/3}) )</td>
</tr>
<tr>
<td>cograph</td>
<td>( m )</td>
<td>( m )</td>
<td>( O(m) )</td>
</tr>
</tbody>
</table>
We consider finite undirected graphs without loops or multiple edges. For each of the graph problems considered in this paper, we let \( n = |V(G)| \) and \( m = |E(G)| \) denote the number of vertices and edges, respectively, of the input graph \( G \). For a graph \( G \) and a subset \( U \subseteq V(G) \) of vertices, we write \( G[U] \) to denote the subgraph of \( G \) induced by \( U \). We write \( G - U \) to denote the subgraph of \( G \) induced by \( V(G) \setminus U \), and \( G - u \) if \( U = \{u\} \). A set \( U \subseteq V(G) \) is connected if \( G[U] \) is a connected graph. For a vertex \( v \), we denote by \( N_G(v) \) the (open) neighborhood of \( v \), i.e., the set of vertices that are adjacent to \( v \) in \( G \). The closed neighborhood \( N_G[v] = N_G(v) \cup \{v\} \). For a set of vertices \( U \subseteq V(G) \), \( N_G[U] = \cup_{v \in U} N_G[v] \) and \( N_G(U) = N_G[U] \setminus U \). We say that \( P \) is a \((u,v)\)-path if \( P \) is a path that joins \( u \) and \( v \).

The vertices of \( P \) different from \( u \) and \( v \) are the inner vertices of \( P \). The distance \( \text{dist}_G(u,v) \) between vertices \( u \) and \( v \) of \( G \) is the number of edges on a shortest \((u,v)\)-path. A path (cycle) \( P \) is induced if it has no chord, i.e., there is no edge of \( G \) incident to any two vertices of \( P \) that are not adjacent in \( P \). The chordality \( \text{chord}(G) \) of a graph \( G \) is the length of a longest induced cycle in \( G \); if \( G \) has no cycles, then \( \text{chord}(G) = 0 \). A vertex \( v \) is a cut vertex of a connected graph \( G \) with at least two vertices if \( G - v \) is disconnected.

For a non-negative integer \( k \), a graph \( G \) is \( k \)-chordal if \( \text{chord}(G) \leq k \). A graph is chordal if it is \( 3 \)-chordal. A graph \( G \) is strongly chordal if \( G \) is chordal and every cycle \( C \) of even length at least \( 6 \) in \( G \) has an odd chord, i.e., an edge that connects two vertices of \( C \) that are an odd distance apart from each other in the cycle. A graph \( G \) is distance-hereditary if for any connected induced subgraph \( H \) of \( G \), \( \text{dist}_H(u,v) = \text{dist}_G(u,v) \) for \( u,v \in V(H) \). Distance hereditary graphs are 4-chordal. An asteroidal triple (AT) is a set of three pairwise non-adjacent vertices such that between each pair of them there is a path that does not contain a neighbor of the third. A graph is AT-free if it contains no AT. Consequently, AT-free graphs are 5-chordal.

A graph is a split graph if its vertex set can be partitioned in an independent set and a clique. Split graphs are chordal. A graph \( G \) is an interval graph if it is the intersection graph of a set of closed intervals on the real line, i.e., the vertices of \( G \) correspond to the intervals and two vertices are adjacent in \( G \) if and only if their intervals have at least one point in common. Interval graphs are strongly chordal and AT-free. A graph is a cobipartite graph if its vertex set can be partitioned into two cliques. A graph is a cograph if it has no induced path on 4 vertices. Cobipartite graphs and cographs are AT-free as well as 4-chordal.

Each of the above-mentioned graph classes can be recognized in polynomial (in most cases linear) time, and they are closed under taking induced subgraphs \([4, 22]\). See the monographs by Brandstädt et al. \([4]\) and Golumbic \([22]\) for more properties and characterizations of these classes and their inclusion relationships.

A vertex \( v \) of a graph \( G \) dominates a vertex \( u \) if \( u \in N_G[v] \); similarly \( v \) dominates a set of vertices \( U \) if \( U \subseteq N_G[v] \). For two sets \( D, U \subseteq V \), \( D \) dominates \( U \) if \( U \subseteq N_G[D] \). A set of vertices \( D \) is a dominating set of \( G \) if \( D \) dominates \( V(G) \). A set of vertices \( D \) is a connected dominating set if \( D \) is connected and \( D \) dominates \( V(G) \). A (connected) dominating set is minimal if no proper subset of it is a (connected) dominating set. Let \( D \subseteq V(G) \), and let \( v \in D \). Vertex \( u \) is a private vertex, or simply private, for vertex \( v \) (with respect to \( D \)) if \( u \) is dominated by \( v \) but is not dominated by \( D \setminus \{v\} \). Clearly, a dominating set \( D \) is minimal if and only if each vertex of \( D \) has a private vertex. Notice also that a connected dominating set \( D \) is a minimal if and only if for any \( v \in D \), \( v \) has a private vertex or \( D \setminus \{v\} \) is disconnected, i.e., \( v \) is a cut vertex of \( G[D] \). Observe that a vertex can be private for itself with respect to a dominating set \( D \), but if \( D \) is a connected dominating set of size at least two, then any private \( u \) of \( v \) is a neighbor of \( v \).
For technical reasons, we also consider red-blue domination. Let \{R, B\} form a bipartition of the vertex set of a graph \(G\). We refer to the vertices of \(R\) as the red vertices, the vertices of \(B\) as the blue vertices, and we say that \(G\) is a red-blue graph. A set of vertices \(D \subseteq R\) is a red dominating set if \(D\) dominates \(B\), and \(D\) is minimal if no proper subset of it dominates \(B\). It is straightforward to see that \(D \subseteq R\) is a minimal red dominating set if and only if \(D\) dominates \(B\) and each vertex of \(D\) has a private blue vertex.

We conclude this section by showing a lower bound for the maximum number of minimal connected dominating sets.

\[\text{Proposition 1. There are interval and distance-hereditary graphs with at least } 3^{(n-2)/3} \text{ minimal connected dominating sets.}\]

\[\text{Proof. To obtain the bound for interval and distance-hereditary graphs, consider the graph } G \text{ constructed as follows for a positive integer } k.
\]

- For \(i \in \{1, \ldots, k\}\), construct a triple of pairwise adjacent vertices \(T_i = \{x_i, y_i, z_i\}\).
- For \(i \in \{2, \ldots, k\}\), join each vertex of \(T_{i-1}\) with every vertex of \(T_i\) by an edge.
- Construct two vertices \(u\) and \(v\) and edges \(ux_1, uy_1, uz_1\) and \(vx_k, vy_k, vz_k\).

Clearly, \(G\) has \(n = 3k + 2\) vertices. Notice that \(D \subseteq V(G)\) is a minimal connected dominating set of \(G\) if and only if \(u, v \notin D\) and \(|D \cap T_i| = 1\) for \(i \in \{1, \ldots, k\}\). Therefore, \(G\) has \(3^k = 3^{(n-2)/3}\) minimal connected dominating sets. It remains to observe that \(G\) is both interval and distance-hereditary.

\[\text{3 Chordal graphs}\]

In this section we shall heavily rely on minimal separators of graphs and minimal transversals of hypergraphs. A vertex set \(S \subseteq V\) is a separator of the graph \(G = (V, E)\) if \(G - S\) is disconnected. A component \(C\) of \(G - S\) is full if every vertex of \(S\) has a neighbor in \(C\). A separator \(S\) of \(G\) is a minimal separator of \(G\) if \(G - S\) has at least two full components. Minimal separators of graphs have been studied intensively in the last twenty years. They play a crucial role in minimal triangulations, and in solving problems like treewidth and minimum fill-in. For more information we refer to [23].

Let us start with a strong relationship between the minimal connected dominating sets of a graph and its minimal separators, established by Kante, Limouzy, Mary and Nourine [24]. First note that disconnected graphs have no connected dominating set, and all minimal connected dominating sets of a complete graph \(G\) are singletons \(\{v\}\) with \(v \in V(G)\). Now we define the minsep hypergraph \(H = (V(H), E(H))\) of a graph \(G = (V, E)\). The vertex set of \(H\) consists of all vertices of \(G\) belonging to some minimal separator of \(G\), hence \(V(H) \subseteq V(G)\). The hyperedges of \(H\) are exactly the minimal separators of \(G\). Hence \(|E(H)|\) is the number of minimal separators of \(G\). Recall that a transversal of a hypergraph \(H\) is a vertex set \(T \subseteq V(H)\) intersecting all hyperedges of \(H\), i.e. \(T \cap A \neq \emptyset\) for all \(A \in E(H)\). Furthermore a transversal is minimal if no proper subset of it is a transversal.

\[\text{Theorem 2 ([24]). Let } G = (V, E) \text{ be a connected and non complete graph. Then } D \subseteq V \text{ is a minimal connected dominating set of } G \text{ if and only if } D \text{ is a minimal transversal of the minsep hypergraph } H \text{ of } G.\]

To enumerate the minimal transversals of the minsep hypergraph of chordal graphs, we will be relying on a branching algorithm and its analysis which is due to Fomin, Grandoni, Pyatkin and Stepanov [13]. The main result of their paper is that a graph has at most \(1.7159^h\) minimal dominating sets. The crucial result of the paper for us is the branching
algorithm to enumerate all minimal set covers of a set cover instance \((\mathcal{U}, \mathcal{S})\), where \(\mathcal{U}\) is a universe and \(\mathcal{S}\) is a collection of subsets of \(\mathcal{U}\). When studying the algorithm and its analysis one observes that it can be applied to all set cover instances \((\mathcal{U}, \mathcal{S})\). Only at the very end of the analysis the obtained general bound is applied to the particular instances obtained from graphs satisfying \(|\mathcal{U}| = |\mathcal{S}|\), which includes tailoring the weights to the case \(|\mathcal{U}| = |\mathcal{S}|\). The interested reader may study Sections 3 and 4 of [13] to find the following implicit result.

**Theorem 3** ([13]). A set cover instance \((\mathcal{U}, \mathcal{S})\) has \(O^*(\lambda^{\lfloor E(\mathcal{H})\rfloor + \alpha |\mathcal{S}|})\) minimal set covers, where \(\lambda = 1.156154\) and \(\alpha = 2.720886\). These minimal set covers can be enumerated in time \(O^*(\lambda^{\lfloor E(\mathcal{H})\rfloor + \alpha |\mathcal{S}|})\).

By Corollary 2 we are interested in enumerating the minimal transversals of a hypergraph \(H = (V(\mathcal{H}), E(\mathcal{H}))\) with \(V(\mathcal{H}) = \{v_1, v_2, \ldots, v_s\}\) and \(E(\mathcal{H}) = \{E_1, E_2, \ldots, E_t\}\) where \(E_j \subseteq V(\mathcal{H})\) for all hyperedges \(E_j\). It is well-known that enumerating the minimal transversals of a hypergraph \(H\) is equivalent to enumerating the minimal set covers of a set cover instance (corresponding to the dual hypergraph of \(H\)) constructed as follows. First we set \(\mathcal{U} = E(\mathcal{H})\) and \(\mathcal{S}\) is a collection of sets \(S(v_1), S(v_2), \ldots, S(v_s)\) such that for all \(i \in \{1, 2, \ldots, s\}\) the set \(S(v_i) \subseteq E(\mathcal{H})\) consists of all hyperedges \(E_j\) containing \(v_i\). Consequently \(|\mathcal{U}| = |E(\mathcal{H})|\) and \(|\mathcal{S}| = |V(\mathcal{H})|\). By the construction enumerating the minimal set covers of the dual set cover instance \((\mathcal{U}, \mathcal{S})\) is equivalent to enumerating the minimal transversals of \(H\). Consequently Theorem 3 implies

**Corollary 4.** A hypergraph \((V(\mathcal{H}), E(\mathcal{H}))\) has \(O^*(\lambda^{E(\mathcal{H})} + \alpha |V(\mathcal{H})|)\) minimal transversals, where \(\lambda = 1.156154\) and \(\alpha = 2.720886\). These minimal transversals can be enumerated in time \(O^*(\lambda^{E(\mathcal{H})} + \alpha |V(\mathcal{H})|)\).

Now we are ready to consider the enumeration of minimal connected dominating sets on chordal graphs.

**Theorem 5.** A chordal graph has \(O(1.7159^n)\) minimal connected dominating sets, and these sets can be enumerated in time \(O(1.7159^n)\).

**Proof.** Note that every chordal graph has a simplicial vertex, and no simplicial vertex belongs to a minimal separator. Furthermore a chordal graph has at most \(n\) minimal separators. Now let \(H\) be the minsep hypergraph of a chordal graph \(G\). Let \(s \geq 1\) be the number of maximal cliques containing a simplicial. Then \(|V(\mathcal{H})| \leq |V(G)| - s = n - s\) and \(|E(\mathcal{H})| \leq |V(G)| = n\). By Corollary 4, the number of minimal transversals of \(H\) is \(O^*(\lambda^{E(\mathcal{H})} + \alpha |V(\mathcal{H})|)\). Hence we can upper bound (up to a polynomial factor) the running time of the algorithm enumerating the minimal transversals and the number of minimal transversals by

\[
\lambda^{E(\mathcal{H})} + \alpha |V(\mathcal{H})| \leq \lambda^{(1+\alpha)n} < 1.7159^n.
\]

Consequently the number of minimal transversals of \(H\) is \(O(1.7159^n)\), and they can be enumerated in time \(O(1.7159^n)\). Finally by Corollary 2 these minimal transversals are precisely the minimal connected dominating sets of \(G\).

## 4 Split graphs and cobipartite graphs

We denote a split graph by \(G = (C, I, E)\) to indicate that its vertex set \(V(G)\) can be partitioned into a clique \(C\) and an independent set \(I\). The following simple lemma will be crucial for our branching algorithm.
Lemma 6. Let $G = (C, I, E)$ be a split graph. Then $D$ is a minimal connected dominating set of $G$ if and only if either $D \subseteq C$ and $D$ is minimal dominating set of $G$, or $|I| = 1$ and $D = I$ is a dominating set of $G$.

Proof. Suppose $|I| \geq 2$. Then a minimal connected dominating set $D$ of a split graph $G$ cannot contain a vertex $v \in I$ since this would imply $w \in D$ for some $w \in C$ being adjacent to $v$. But then $D \setminus \{v\}$ would also be a connected dominating set, contradicting the minimality of $D$.

Couturier et al. have shown that the maximum number of minimal dominating sets in a split graph is $3^{n/3}$, and that these sets can be enumerated in time $O^*(3^{n/3})$ [9]. Combined with Lemma 6, this implies that the same results hold for minimal connected dominating sets in split graphs. With a branching algorithm, given in the appendix, we are able to establish a significant improvement.

Theorem 7. A split graph has at most $1.3803^n$ minimal connected dominating sets, and these can be enumerated in time $O(1.3803^n)$.

Theorem 7 implies an improvement on the number of minimal dominating sets for $n$-vertex cobicartite graphs. The previous best known bound is $O(1.4511^n)$ [9].

Corollary 8. A cobicartite graph has $O(1.3803^n)$ minimal (connected) dominating sets, and these can be enumerated in time $O(1.3803^n)$.

Proof. Let $G = (C_1, C_2, E)$ be a cobicartite where its vertex set can be partitioned into cliques $C_1$ and $C_2$. Let $D$ be a minimal dominating set of $G = (C_1, C_2, E)$. Then $D = \{x, y\}$ with $x \in C_1$ and $y \in C_2$, $D \subseteq C_1$ or $D \subseteq C_2$. Hence with the exception of the $O(n^2)$ minimal dominating sets $D = \{x, y\}$, all other minimal dominating sets are connected. There is a one-to-one relation of the minimal (connected) dominating sets of $G = (C_1, C_2, E)$ being a subset of $C_1$ and the minimal connected dominating sets of the split graph $G = (C_1, C_2, E)$ obtained by transforming $C_2$ into an independent set. Similarly, there is a one-to-one relation of the minimal (connected) dominating sets of $G = (C_1, C_2, E)$ being a subset of $C_2$ and the minimal connected dominating sets of the split graph $G = (C_2, C_1, E)$ obtained by transforming $C_1$ into an independent set. Hence the maximum number of minimal (connected) dominating sets of an $n$-vertex cobicartite graphs is equal to the maximum number of minimal connected dominating sets in an $n$-vertex split graph up to a polynomial factor. This together with Theorem 7 implies the corollary.

The above one-to-one correspondence can also be used to obtain the best known lower bound for the maximum number of minimal connected dominating sets in an $n$-vertex split graph which is $1.3195^n$, based on a lower bound construction for cobicartite graphs given in [7]. The following corollary will be useful in the next section.

Corollary 9. A red-blue graph $G$ has $O(1.3803^n)$ minimal red dominating sets, and these can be enumerated in time $O(1.3803^n)$.

Proof. Let $G = (R, B, E)$ be a red-blue graph. We construct a split graph $G' = (R, B, E)$ with clique $R$ and independent set $B$. Then there is a one-to-one relation between the minimal red dominating sets of the red-blue graph $G$ and the minimal connected dominating sets of the split graph $G$. Using this and Theorem 7 we get the result.
5 AT-free graphs

We need the following folklore observation about the number of induced paths.

Lemma 10. For every pair of vertices $u$ and $v$ of a graph $G$, $G$ has at most $3^{(n-2)/3}$ induced $(u,v)$-paths, and these paths can be enumerated in time $O^*(3^{n/3})$.

Using Lemma 10, we can obtain the tight upper bound for the number of minimal connected dominating sets for interval graphs. Let $G$ be an interval graph with at least two non-adjacent vertices. Consider an interval model of $G$, i.e., a collection of closed intervals on the real line corresponding to the vertices of $G$ such that two vertices are adjacent in $G$ if and only if their intervals intersect. Let $u$ be the vertex of $G$ corresponding to an interval with the leftmost right end-point and let $v$ be the vertex corresponding to an interval with the rightmost left end-point. Notice that $u \neq v$ and $u$ and $v$ are not adjacent, because $G$ is not a complete graph. It can be shown that $D \subseteq V(G)$ is a minimal connected dominating set of $G$ if and only if $D$ is the set of inner vertices of an induced $(u,v)$-path. This observation together with Lemma 10 immediately imply the following proposition.

Proposition 11. An interval graph has at most $3^{(n-2)/3}$ minimal connected dominating sets, and these sets can be enumerated in time $O^*(3^{n/3})$.

Proposition 1 shows that the bound is tight. To extend it to AT-free graphs we need some additional terminology and auxiliary results. A path $P$ in a graph $G$ is a dominating path if $V(P)$ is a dominating set of $G$. A pair of vertices $\{u,v\}$ of $G$ is a dominating pair if any $(u,v)$-path in $G$ is a dominating path.

Lemma 12 ([6]). Every connected AT-free graph has a dominating pair.

We show the following properties of minimal connected dominating sets of AT-free graphs. Notice that if $D$ is a connected dominating set of a graph $G$, then $G[D]$ is a connected AT-free graph and, therefore, $G[D]$ has a dominating pair by Lemma 12.

Lemma 13. Let $D$ be a minimal connected dominating set of an AT-free graph $G$. Let $\{u,v\}$ be a dominating pair of $H = G[D]$ and suppose that $P = v_1 \ldots v_k$, where $u = v_1$ and $v = v_k$, is a shortest $(u,v)$-path in $H$. Let $X_1 = N_G(\{v_1, v_2\}) \setminus N_G(v_1)$, $X_2 = N_G(\{v_{k-1}, v_k\}) \setminus N_G[v_{k-3}, v_{k-1}]$, $Y_1 = N_G(X_1) \setminus N_G(\{v_1, \ldots, v_4\})$ and $Y_2 = N_G(X_2) \setminus N_G(\{v_{k-3}, \ldots, v_k\})$. Then $D \subseteq N_G[V(P)]$ and if $k \geq 6$, the following holds:

(i) $D \subseteq V(P) \cup X_1 \cup X_2$,

(ii) for the $(v_k, v_{k-3})$-subpath $P_1$ of $P$, $V(P_1) \cap N_G[\{v_1, \ldots, v_4\} \cup Y_1] = \emptyset$, and for the $(v_1, v_{k-5})$-subpath $P_2$ of $P$, $V(P_2) \cap N_G[\{v_{k-3}, \ldots, v_k\} \cup Y_2] = \emptyset$.

Proof omitted for lack of space.

Now we are ready to enumerate the minimal connected dominating sets of AT-free graphs.

Theorem 14. An AT-free graph has $O^*(3^{(n-2)/3})$ minimal connected dominating sets, and these sets can be enumerated in time $O^*(3^{n/3})$.

Proof. First, we show that there are at most $3^{n/3} \cdot n^9$ minimal connected dominating sets $D$ such that $H = G[D]$ has a dominating pair $\{u,v\}$ with $\text{dist}_G(u,v) \leq 8$ and enumerate these sets. Consider all the at most $\binom{3}{2} + \ldots + \binom{n}{2} \leq n^9$ possible choices of a pair of vertices $\{u,v\}$ and an induced path $P = v_1 \ldots v_k$ with $u = v_1$ and $v = v_k$ such that $k \leq 9$. For each $\{u,v\}$ and $P$ we enumerate the minimal connected dominating sets $D$ such that $\{u,v\}$ is a dominating pair in $H = G[D]$ and $P$ is a shortest $(u,v)$-path in $H$. 
Let $P$ be any induced path $P = v_1 \ldots v_k$ with $u = v_1$ and $v = v_k$ such that $k \leq 9$. Consider the red-blue graph $G' = G - V(P)$, where the set of red vertices is $R = N_G(V(P))$ and the set of blue vertices is $B = V(G') \setminus R$. Let $D$ be a minimal connected dominating set of $G$ such that $\{u, v\}$ is a dominating pair of $H = G[D]$ and $P$ is a shortest $(u, v)$-path in $H$. By Lemma 13, $D \subseteq N_G[V(P)]$. It is straightforward to see that $D \setminus V(P)$ is a red dominating set of $G'$ that dominates all blue vertices and by minimality, $D \setminus V(P)$ is a minimal red dominating set. By Corollary 9, there are at most $3^{3n/3} |V(G')| \leq 3^{n/3}$ such sets $D$ and they can be enumerated in time $O(3^{n/3})$. We obtain that there are at most $3^{n/3} \cdot n^9$ minimal connected dominating sets $D$ such that $H = G[D]$ has a dominating pair $\{u, v\}$ with $\text{dist}_G(u, v) \leq 8$, and these sets can be enumerated in time $O(3^{n/3} \cdot n^9)$.

Now we enumerate minimal connected dominating sets $D$ such that $H = G[D]$ has a dominating pair $\{u, v\}$ with $\text{dist}_G(u, v) \geq 9$. Consider all the at most $\binom{n}{1} + \ldots + \binom{n}{10} \leq n^{10}$ possible choices of a pair of vertices $\{u, v\}$ and 2 disjoint induced paths $P_1 = x_1 \ldots x_5$ and $P_2 = y_1 \ldots y_5$ with $u = x_1$ and $v = y_5$. For each $\{u, v\}$, $P_1$ and $P_2$ we enumerate the minimal connected dominating sets $D$ such that $\{u, v\}$ is a dominating pair in $H = G[D]$ and $H$ has a shortest $(u, v)$-path $P = v_1 \ldots v_k$ such that $v_i = x_i$ for $i \in \{1, \ldots, 5\}$ and $v_i = y_{i+5-k}$ for $i \in \{k+4, \ldots, k\}$.

Denote by $X_1 = N_G(\{x_1, x_2\}) \setminus N_G[y_1]$, $X_2 = N_G(\{y_1, y_2\}) \setminus N_G[x_1]$ $Y_1 = N_G(x_1) \setminus N_G[\{x_1, \ldots, x_4\}]$ and $Y_2 = N_G(x_2) \setminus N_G[\{y_2, \ldots, y_5\}]$. Consider the red-blue graph $G_1 = G[X_1 \cup X_2 \cup Y_1 \cup Y_2]$, where the set of red vertices $R = X_1 \cup X_2$ and the set of blue vertices $B = Y_1 \cup Y_2$. Let $n_1 = |V(G_1)|$. Let $D$ be a minimal connected dominating set of $G$ such that $\{u, v\}$ is a dominating pair of $H = G[D]$ and $P$ is a shortest $(u, v)$-path in $H$. By Lemma 13, $D \subseteq N_G[V(P)]$ and $D' = D \setminus V(P) \subseteq X_1 \cup X_2$ is a red dominating set of $G_1$ that dominates all blue vertices and by minimality, $D'$ is a minimal red dominating set. By Corollary 9, there are at most $3^{3n_{1/3}} \leq 3^{n/3}$ minimal red dominating sets in $G_1$, and they can be enumerated in time $O(3^{n/3})$.

Let $G_2 = G - (V(G_1) \cup \{x_1, \ldots, x_4\} \cup \{y_2, \ldots, y_5\})$ and let $n_2 = |V(G_2)|$. By Lemma 13, the $(v_5, v_{k-4})$-subpath of $P$ is an induced $(x_5, y_1)$-path in $G_2$. By Lemma 10, there are at most $3^{3(n_{2-2}/3)}$ such paths, and they can be enumerated in time $O^*(3^{n_{2/3}})$.

Since $D = D' \cup V(P)$, we obtain that there are at most $3^{3n/3}3^{(n_{2-1}/3)} \leq 3^{3(n_{2}+1)/3} \leq 3^{n/3}$ minimal connected dominating sets $D$ with the dominating pair $\{u, v\}$ in $H = G[D]$ and such that $H$ has a shortest $(u, v)$-path $P = v_1 \ldots v_k$ such that $v_i = x_i$ for $i \in \{1, \ldots, 5\}$ and $v_i = y_{i+5-k}$ for $i \in \{k-4, \ldots, k\}$. Moreover, these sets can be enumerated in time $O(3^{n/3})$. It follows that there are at most $3^{n/3} \cdot n^{10}$ minimal connected dominating sets $D$ such that $H = G[D]$ has a dominating pair $\{u, v\}$ with $\text{dist}_G(u, v) \geq 9$, and these sets can be enumerated in time $O(3^{n/3} \cdot n^{10})$.

We conclude that $G$ has at most $3^{n/3} \cdot (n^{10} + n^9)$ minimal connected dominating sets that can be enumerated in time $O^*(3^{n/3})$. \hfill \triangleleft

Proposition 1 implies that the bound for AT-free graphs is tight up to a polynomial factor.

### 6 Strongly chordal graphs

A vertex $u$ of a graph $G$ is simple if for any two neighbors $x$ and $y$, $N_G[x] \subseteq N_G[y]$ or $N_G[y] \subseteq N_G[x]$. In other words, the closed neighborhoods of the neighbors of $u$ are linearly ordered by inclusion. An ordering $v_1, \ldots, v_n$ of $V(G)$ is a simple elimination ordering if for each $i \in \{1, \ldots, n\}$, $v_i$ is a simple vertex of $G[\{x_1, \ldots, x_n\}]$. 
Lemma 15 ([11]). A graph is strongly chordal if and only if it has a simple elimination ordering.

Theorem 16. A strongly chordal graph has at most \(3^{n/3}\) minimal connected dominating sets, and these sets can be enumerated in time \(O^*(3^{n/3})\).

Proof. We consider the following EnumCDS\((H, X)\) algorithm that for a connected induced subgraph \(H\) of \(G\) and a set of vertices \(X \subseteq V(G)\) enumerates the minimal connected dominating sets \(D\) of \(G\) such that \(X \subseteq D\), \(D \cap (V(G) \setminus V(H)) = X \cap (V(G) \setminus V(H))\) and \(D \cap V(H)\) is a connected dominating set of \(H\). This is a branching algorithm based on the property that any strongly chordal graph has a simple vertex by Lemma 15. If \(G\) is disconnected, then \(G\) has no connected dominating set. Assume that \(G\) is connected.

EnumCDS\((H, X)\)
1. If \(X \cap V(H)\) is a connected dominating set of \(H\), then return \(X\) if \(X\) is a minimal connected dominating set of \(G\) and stop.
2. If \(H\) is a complete graph, then for each \(v \in V(H)\), return \(X \cup \{v\}\), and stop.
3. Consider a simple vertex \(v \in V(H)\), and for each \(v \in N_H(u)\), let \(H' = H - (N_H[u] \setminus \{v\})\), \(X' = X \cup \{v\}\) and call EnumCDS\((H', X')\).

We call EnumCDS\((G, \emptyset)\) to enumerate minimal connected dominating sets of \(G\).

The correctness of the algorithm is proved via the following claim, whose proof is given in the appendix.

Claim (*). Suppose that \(D\) is a minimal connected dominating set of \(G\), \(X \subseteq D\) and \(H\) is a connected induced subgraph \(G\) such that

(i) \(D \cap (V(G) \setminus V(H)) = X \cap (V(G) \setminus V(H))\) and \(X\) dominates \(V(G) \setminus V(H)\),
(ii) any vertex \(w\) of \(H\) dominated by \(X\) in \(G\) is dominated by \(X \cap V(H)\) in \(H\) and, moreover,
   - if \(w\) is dominated by a vertex of a component \(F\) of \(G[X]\), then \(w\) is dominated by \(V(F) \cap V(H)\),
(iii) for any component \(F\) of \(G[X]\), \(V(H) \cap V(F) \neq \emptyset\) and \(G[V(F) \cap V(H)]\) is a component of \(G[X \cap V(H)]\).

Then

(a) if \(X \cap V(H)\) is a connected dominating set of \(H\), then \(X = D\),
(b) otherwise, if \(H\) is a clique, then \(D = X \cup \{v\}\) for some \(v \in V(H)\),
(c) otherwise, if \(u\) is a simple vertex of \(H\), then there is \(v \in N_H(u)\) such that \(X' = X \cup \{v\} \subseteq D\) and (i)–(iii) are fulfilled for \(H' = H - (N_H[u] \setminus \{v\})\) and \(X'\).

Observe that the conditions (i)–(iii) of Claim (*) are fulfilled for \(H = G\) and \(X = \emptyset\). Applying Claim (*) recursively, we obtain that for any minimal connected dominating set \(D\) of \(G\), EnumCDS\((G, \emptyset)\) outputs \(D\) at least once, i.e., EnumCDS\((G, \emptyset)\) enumerates the minimal connected dominating sets.

To obtain an upper bound for the number of minimal connected dominating sets, it is sufficient to upper bound the number of leaves in the search tree produced by EnumCDS. Notice that when we perform branching on Step 3 of EnumCDS for a simple vertex \(u\) with \(d = d_H(u)\), we get \(d\) branches and in each branch we call EnumCDS for a graph with \(|V(H)| - d\) vertices. By standard arguments (see, e.g., [16]), we obtain that the search tree for \(G\) has at most \(3^{n/3}\) leaves. Hence, \(G\) has at most \(3^{n/3}\) minimal connected dominating sets.

To complete the proof, notice that it is known that a simple elimination ordering of a strongly chordal graph can be found in polynomial time (see, e.g., [2, 4]). Observe also
that for any induced subgraph $H$ of $G$, the ordering of its vertices induced by the simple elimination ordering for $G$ is a simple elimination ordering. As each step of EnumCDS can be done in linear time, we conclude that EnumCDS runs in time $O^*(3^{n/3})$.

As the class of interval graphs is a subclass of the strongly chordal graphs, the bound $3^{n/3}$ is tight by Proposition 1.

7 Distance-hereditary graphs

First we observe that the number of minimal connected dominating sets of a cograph is polynomial. The proof of Proposition 17 is given in the appendix.

\textbf{Proposition 17.} A cograph $G$ with at least 3 vertices has at most $m = |E(G)|$ minimal connected dominating sets, and these can be enumerated in time $O(m)$.

Notice that this bound is tight, e.g., for complete bipartite graphs. Now we consider distance-hereditary graphs. First, we need some additional terminology.

Let $G$ be a connected graph and $u \in V(G)$. Denote by $L_0(u), \ldots, L_{s(u)}(u)$ the levels in the breadth-first search (BFS) of $G$ starting at $u$. Hence for all $i \in \{0, \ldots, s(u)\}$, $L_i(u) = \{v \in V(G) \mid \text{dist}_G(u, v) = i\}$. Clearly, the number of levels in this decomposition is $s(u) + 1$. For $i \in \{1, \ldots, s(u)\}$, we denote by $G_i(u)$ the set of components of $G[L_i(u) \cup \ldots \cup L_{s(u)}(u)]$, and $G(u) = \cup_{i=1}^{s(u)} G_i(u)$. Let $H \in G_i(u)$ and $B = N_G(V(H))$. Clearly, $B \subseteq L_i-1(u)$. We say that $B$ is the boundary of $H$ in $L_i-1(u)$. For $i \in \{0, \ldots, s(u)-1\}$, $B_i(u)$ is the set of boundaries in $L_i(u)$ of the graphs of $G_i(u)$ and $B(u) = \cup_{i=0}^{s(u)-1} B_i(u)$.

\textbf{Lemma 18 ([3, 10])}. A connected graph $G$ is distance-hereditary if and only if for any vertex $u \in V(G)$, any $H \in G(u)$ with the boundary $B$, the following holds: $N_G(u) \cap V(H) = N_G(v) \cap V(H)$ for $u, v \in B$.

We also need the next observation that is implicit in [3, 10] but also can be easily proved directly.

\textbf{Lemma 19 ([3, 10])}. Let $G$ be a connected distance hereditary graph and $u \in V(G)$. Then for any $B_1, B_2 \in B(u)$, either $B_1 \cap B_2 = \emptyset$ or $B_1 \subseteq B_2$ or $B_2 \subseteq B_1$.

For a graph $G$ and $u \in V(G)$, denote by $B'(u)$ the set of inclusion minimal sets of $B(u)$. Notice that by Lemma 19, the sets of $B'(u)$ are pairwise disjoint if $G$ is distance-hereditary. The enumeration of minimal connected dominating sets for distance-hereditary graphs is based on the following lemma.

\textbf{Lemma 20.} Let $G$ be a distance hereditary graph with at least two vertices and $u \in V(G)$. Then for any minimal connected dominating set $D$ with $u \in D$, $D \subseteq \cup_{B \in B'(u)} B$ and $|B \cap D| = 1$ for $B \subseteq B'(u)$.

\textbf{Proof.} Let $H \in G(u)$ and let $B \in B(u)$ be its boundary. If $v \in V(H) \cap D \neq \emptyset$, then $B \cap D \neq \emptyset$, because $G[D]$ has an $(u, v)$-path and this path has a vertex of $B$. If $V(H) \cap D = \emptyset$, then $D$ has a vertex $v$ that dominates a vertex of $H$. Clearly, $v \in B$. We conclude that for each $B \in B'(u)$, $|B \cap D| \geq 1$.

Since $u \geq 2$, $s(u) \geq 1$ and, therefore, $G(u) \neq \emptyset$ and $B'(u) \neq \emptyset$. In particular, $\{u\} \in B'(u)$. Recall that the sets of $B'(u)$ are pairwise disjoint. Hence, there is a $D' \subseteq D$ such that $D \subseteq \cup_{B \in B'(u)} B$ and $|B \cap D| = 1$ for $B \subseteq B'(u)$. If $H \in G_i(u)$ for $i \in \{1, \ldots, s(u)\}$, then any vertex of its boundary dominates $V(H) \cap L_i(u)$ by Lemma 18. Therefore, for each $H \in G_i(u)$,
the vertices of $V(H) \cap L_i(u)$ are dominated. Hence, $D'$ is a dominating set. Because for each $v \in D'$, $G[D']$ has a $(u,v)$-path by Lemma 18, $D'$ is a connected dominating set. By minimality, we obtain that $D = D'$. ▶

The most challenging question concerns the maximum number of minimal connected dominating sets, and these sets can be enumerated in time $O^*(3^{n/3})$.

**Theorem 21.** A distance-hereditary graph has at most $3^{n/3} \cdot n$ minimal connected dominating sets, and these sets can be enumerated in time $O^*(3^{n/3})$.

**Proof.** If $G$ is disconnected, it has no connected dominating set. If $n = 1$, then $G$ has one connected dominating set and $1 \leq 3^{n/3} \cdot n$. Suppose that $G$ is a connected graph and $n \geq 2$. For each $u \in V(G)$, $G$ has at most $\prod_{B \in B'(u)} |B|$ sets $D \subseteq \bigcup_{B \in B'(u)} B$ such that $|D \cap B| = 1$ for $B \in B'(u)$. By Lemma 20, $G$ has at most $\prod_{B \in B'(u)} |B|$ minimal connected dominating sets containing $u$. Because the sets of $B'(u)$ are pairwise disjoint, $\sum_{B \in B'(u)} |B| \leq n$. It is well known (see, e.g., [16]) that $\prod_{B \in B'(u)} |B| \leq 3^{n/3}$ in this case. We obtain that the total number of minimal connected dominating sets is at most

$$\sum_{u \in V(G)} \prod_{B \in B'(u)} |B| \leq 3^{n/3} \cdot n.$$  

It is trivial to enumerate minimal connected dominating sets if $G$ is disconnected or $n = 1$. To enumerate minimal connected dominating sets of a connected graph $G$ with $n \geq 2$, we consider all possible choices of a vertex $u$. For each $u$, we perform the breadth-first search from $u$ that can be done in linear time, and in time $O(nm)$ construct $B'(u)$. Then the sets $D \subseteq \bigcup_{B \in B'(u)} B$ such that $|D \cap B| = 1$ for $B \in B'(u)$ can be enumerated in straightforward way in time $O^*(3^{n/3})$. Hence, the total running time is $O^*(3^{n/3})$. ▶

By Proposition 1 the obtained upper bound for distance-hereditary graphs is tight up to factor $n$.

8 **Open questions**

The most challenging question concerns the maximum number of minimal connected dominating sets in an $n$-vertex graph. No upper bound $cn^a$ with $c < 2$ is known; neither such an enumeration algorithm was achieved nor could it be achieved by combinatorics. The large gap between lower bound $3^{n/3}$ and upper bound $2^n$ is astonishing. Let us mention that it seems unlikely that the maximum number of minimal connected dominating sets in an $n$-vertex graph is upper bounded by $3^{n/3}$. If this were the case and the upper bound could be obtained by an enumeration algorithm, then this would drastically improve the running time of the best algorithm solving the minimum connected dominating set problem from $O(1.8619^n)$ to $O(1.4423^n)$.
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Abstract

The Graph Motif problem was introduced in 2006 in the context of biological networks. It consists of deciding whether or not a multiset of colors occurs in a connected subgraph of a vertex-colored graph. Graph Motif has been analyzed from the standpoint of parameterized complexity. The main parameters which came into consideration were the size of the multiset and the number of colors. Though, in the many applications of Graph Motif, the input graph originates from real-life and has structure. Motivated by this prosaic observation, we systematically study its complexity relatively to graph structural parameters. For a wide range of parameters, we give new or improved FPT algorithms, or show that the problem remains intractable. Interestingly, we establish that Graph Motif is W[1]-hard (while in W[P]) for parameter max leaf number, which is, to the best of our knowledge, the first problem to behave this way.
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1 Introduction

The Graph Motif problem has received a lot of attention during the last decade. Informally, Graph Motif is defined as follows: given a graph with arbitrary colors on the nodes and a multiset of colors called the motif, the goal is to decide if there exists a subset of vertices of the graph such that (1) the subgraph induced by this subset is connected and (2) the colors on the subset of vertices match the motif, i.e. each color appears the same number of times as in the motif. Originally, this problem is motivated by applications in biological network analysis [24]. However, it proves useful in social or technical networks [4] or in the context of mass spectrometry [8].

Studying biological networks allows a better characterization of species, by determining small recurring subnetworks, often called motifs. Such motifs can correspond to a set of nodes realizing some function, which may have been evolutionary preserved. Thus, it is crucial to determine these motifs to identify common elements between species and transfer the biological knowledge. Graph Motif corresponds to topology-free queries and can be
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seen as a variant of a graph pattern matching problem with the sole topological requirement of connectedness. Such queries were also studied extensively for sequences during the last thirty years, and with the increase of knowledge about biological networks, it is relevant to extend these queries to networks [30].

2 Preliminaries and previous work

For any two integers $x < y$, we set $[x, y] := \{x, x+1, \ldots, y-1, y\}$, and for any positive integer $x$, $[x] := [1, x]$. If $G = (V,E)$ is a graph and $S \subseteq V$ a subset of vertices, $G[S]$ denotes the subgraph of $G$ induced by $S$. For a vertex $v \in V$, the set of neighbors of $v$ in $G$ is denoted by $N_G(v)$, or simply $N(v)$, and $N_G(S) := (\bigcup_{v \in S} N(v)) \setminus S$ and will often be written just $N(S)$. We define $N[v] := N(v) \cup \{v\}$ and $N[S] := N(S) \cup S$. We say that a vertex $v$ dominates a set of vertices $S$ if $S \subseteq N[v]$. A set of vertices $R$ dominates another set of vertices $S$ if $S \subseteq N[R]$. If $G = (V,E)$ is a graph and $V' \subseteq V$, $G - V'$ denotes the graph $G[V \setminus V']$. A universal vertex $v$, in a graph $G = (V,E)$, is such that $N_G[v] = V$. A matching of a graph is a mutually disjoint set of edges. In an explicitly bipartite graph $G = (V_1 \cup V_2, E)$, we call a matching of size min($|V_1|, |V_2|$) a perfect matching. A cluster graph (or simply, cluster) is a disjoint union of cliques. A co-cluster graph (or, co-cluster) is the complement graph of a cluster graph. If $C$ is a class of graphs, the distance to $C$ of a graph $G$ is the minimum number of vertices to remove from $G$ to get a graph in $C$.

If $f : A \to B$ is a function and $A' \subseteq A$, $f|_{A'}$ denotes the restriction of $f$ to $A'$, that is $f|_{A'} : A' \to B$ such that $\forall x \in A'$, $f|_{A'}(x) := f(x)$. Similarly, if $E$ is a set of edges on vertices of $V$ and $V' \subseteq V$, $E_{V'}$ is the subset of edges of $E$ having both endpoints in $V'$.

Graph Motif and multisets. Graph Motif is defined as follows:

<table>
<thead>
<tr>
<th>Graph Motif</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong>: A triple $(G, c, M)$, where $G = (V,E)$ is a graph, $c : V \to C$ gives some color of $</td>
</tr>
<tr>
<td><strong>Output</strong>: A subset $P \subseteq V$ such that (1) $G[P]$ is connected and (2) $c(P) = M$.</td>
</tr>
</tbody>
</table>

We will refer to condition (1) as the connectivity constraint and to condition (2) as the multiset constraint. For convenience, if $S \subseteq V$, $c(S)$ will denote the multiset of colors of vertices in $S$.

The multiplicity of element $x$ in multiset $M$, denoted by $m_M(x)$, is the number of occurrences of $x$ in $M$. The cardinality of a multiset $M$ denoted by $|M|$ is its number of elements with their multiplicity: $\Sigma_{x \in M} m_M(x)$. If $M$ and $N$ are two multisets, $M \cup N$ is the multiset $A$ such that $\forall x$, $m_A(x) = m_M(x) + m_N(x)$, and $M \setminus N$ is the multiset $D$ such that $\forall x \in M$, $m_D(x) = \max(0, m_M(x) - m_N(x))$ (and $\forall x \notin M$, $m_D(x) = 0$). We write $M \subseteq N$ if $M \setminus N = \emptyset$ and $M \subseteq N$ if $M \subseteq N$ and $M \neq N$. For example, let $M = \{1, 2, 2, 4, 5, 5, 5\}$ and $N = \{1, 1, 1, 2, 2, 3, 3, 4, 5, 5, 5, 5\}$. Here, $|M| = 7$, $|N| = 12$, $M \setminus N = \emptyset$, $N \setminus M = \{1, 1, 3, 3, 5\}$, and $M \subseteq N$.

Parameterized Complexity and ETH. A parameterized problem $(I, k)$ is said fixed-parameter tractable (or in the class FPT) w.r.t. (with respect to) parameter $k$ if it can be solved in $f(k) \cdot |I|^c$ time (in fpt-time), where $f$ is any computable function and $c$ is a constant (see [28, 14] for more details about fixed-parameter tractability). The parameterized complexity hierarchy is composed of the classes $\text{FPT} \subseteq \text{W}[1] \subseteq \text{W}[2] \subseteq \cdots \subseteq \text{W}[\mathcal{P}] \subseteq \text{XP}$. The class $\text{XP}$ contains problems solvable in time $|I|^{f(k)}$, where $f$ is an unrestricted function.
A powerful technique to design parameterized algorithms is kernelization. In short, kernelization is a polynomial-time self-reduction algorithm that takes an instance \((I, k)\) of a parameterized problem \(P\) as input and computes an equivalent instance \((I', k')\) of \(P\) such that \(|I'| \leq h(k)\) for some computable function \(h\) and \(k' \leq k\). The instance \((I', k')\) is called a kernel in this case. If the function \(h\) is polynomial, we say that \((I', k')\) is a polynomial kernel.

The Exponential Time Hypothesis (ETH) is a conjecture by Impagliazzo et al. [21] asserting that there is no \(2^{o(n)}\)-time algorithm for 3-SAT on instances with \(n\) variables. The so-called sparsification lemma, also proved in [21], shows that if ETH turns out to be true, then there is no \(2^{o(n+m)}\)-time algorithm solving 3-SAT where \(m\) is the number of clauses.

**Previous work.** Many results about the complexity of Graph Motif are known. The problem is NP-hard even with strong restrictions. For instance, it remains NP-hard for bipartite graphs of maximum degree 4 and motifs containing two colors only [15], or for trees of maximum degree 3 and when the motif is colorful (that is, no color occurs more than once) [15], or for rooted trees of depth 2 [2]. However, the problem is solvable in polynomial time when the graph is a caterpillar [2], or when both the number of colors in the motif and the treewidth of the graph are bounded by a constant [15].

As Graph Motif is intractable even for very restricted classes of graphs, and considering that, in practice, the motif is supposed to be small compared to the graph, the parameterized complexity of Graph Motif relatively to the size of the motif has been tackled. It is indeed in FPT when parameterized by the size of the motif. At least seven different papers gave an FPT algorithm [15, 4, 20, 23, 5, 30, 29]. The best (randomized) algorithm runs in time \(O^*(2^k)\) where the \(O^*\) notation suppresses polynomial factors [5, 30] and works well in practice for small values of \(k\), even with hundreds of millions of edges [6]. The current best deterministic algorithm takes time \(O^*(5.22^k)\) [29]. However, an algorithm running in time \(O^*(2 - \epsilon)^k\) would break the \(2^n\) barrier in solving Set Cover instances with \(n\) elements [5]. Besides, it is unlikely that Graph Motif admits a polynomial kernel, even on a restricted class of trees [2]. Ganian also proved that the problem is in FPT when the parameter is the size of a minimum vertex cover of the graph [17]. Actually, his algorithm is given for a smaller parameter called twin-cover. Ganian also show that Graph Motif can be solved in \(O^*(2^k)\) for graphs with neighborhood diversity \(k\) [18]. On the negative side, the problem is \(W[1]\)-hard relatively to the number of colors, even for trees [15]. To deal with the huge rate of noise in the biological data, many variants of the problem has been introduced. For example, the approach of Dondi et al. requires a solution with a minimum number of connected components [13], while the one of Betzler et al. asks for a 2-connected solution [4]. In other variants stemming purely from bio-informatics, some colors can be added to, substituted or subtracted from the solution [10, 13].

In light of the previous paragraphs, it is clear that the complexity of Graph Motif is well known for different versions and constraints on the problem itself. However, only few works take into account the structure of the input graph. We believe that this an interesting direction since Graph Motif has applications in real-life problems, where the input is not random. For example, some biological networks have been shown scale-free or with small diameter [1]. We will therefore introduce a systematic study with respect to structural graph parameters [22, 16]. We believe that this is also of theoretical interest, to understand how a given parameter influences the complexity of the problem.

**Organization.** In Section 3, we improve the known FPT algorithms with parameter distance to clique, vertex cover number, and edge clique cover number. We also give a parameterized
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algorithm for the parameter distance to co-cluster which nicely reuses the FPT algorithms for both vertex cover number and distance to clique and another algorithm for parameter vertex clique cover number. These last two algorithms are noteworthy since a bounded distance to co-cluster or a bounded vertex clique cover number do not imply a bounded neighborhood diversity, a parameter for which GRAPH MOTIF was already known to be in FPT. We also show that a polynomial kernel for the aforementioned parameters is unlikely. In Section 4, we show that GRAPH MOTIF remains hard on graphs of constant distance to disjoint paths, or constant bandwidth, or constant distance to cluster, or constant dominating set number. More surprisingly, we establish that GRAPH MOTIF is W[1]-hard (but in W[P]) for the parameter max leaf number. To the best of our knowledge, there is no previously known problem behaving similarly when parameterized by max leaf number. Indeed, graphs with bounded max leaf number are really simple and, for instance, all the problems studied in [16] are FPT for this parameter. These positive and negative results draw a tight line between tractability and intractability (see Figure 1). Due to space constraints, some proofs (marked with ⋆) are deferred to the full version of the paper.

3 FTP algorithms and lower bound in the size of kernels

In this section, we improve or establish new FPT algorithms for several parameters. We also give a lower bound on the size of the kernel for all those parameters except cluster editing number. Figure 1 summarizes those results.

3.1 Cluster editing and linear neighborhood diversity

The cluster editing number of a graph is the number of edge deletions or additions required to get a cluster graph. It can be computed in time $O^*(1.62^k)$ [7]. We will use a known result involving another parameter called neighborhood diversity introduced by Lampis [25]. A graph has neighborhood diversity $k$ if there is a partition of its vertices into at most $k$ sets.
such that all the vertices in each set have the same type. And, two vertices $u$ and $v$ have the same type iff $N(v) \setminus \{u\} = N(u) \setminus \{v\}$. We say that a graph parameter $\kappa$ has linear (resp. exponential) neighborhood diversity if, for every positive integer $k$, all the graphs $G$ such that $\kappa(G) \leq k$ have neighborhood diversity $ck$ (resp. $c^k$) for some constant $c$. We say that a parameter $\kappa$ has unbounded neighborhood diversity, if there is no function $f$ such that all graphs $G$ with $\kappa(G) \leq k$ have neighborhood diversity $f(k)$.

Theorem 1 ([18]). Graph Motif can be solved in $O^*(2^k)$ on graphs with neighborhood diversity $k$.

The following result is a direct consequence of the fact that, restricted to connected graphs, cluster editing has linear neighborhood diversity.

Corollary 2. Graph Motif can be solved in $O^*(8^k)$, where $k$ is the cluster editing number.

Proof. Let $(G = (V, E), c, M)$ be any instance of Graph Motif. We can assume that $G$ is connected, otherwise we run the algorithm in each connected component of $G$. Let $X$ be the set of vertices which are an endpoint of an edited edge (deleted or added) and let $G'$ be the cluster graph obtained by the $k$ edge editions. We may observe that $|X| \leq 2k$ and that the number of maximal cliques $C_1, \ldots, C_l$ in $G'$ is bounded by $k$ (otherwise, $G$ could not be connected). For each $i \in [l]$, and for each vertex $v \in C_i \setminus X$, $N[x] = C_i$. Thus the neighborhood diversity of $G$ is bounded by $|X| + l \leq 2k + k = 3k$. So, we can run the algorithm for bounded neighborhood diversity [18] and it takes time $O^*(2^{3k})$.

3.2 Parameters with exponential neighborhood diversity

The next three parameters that we consider are distance to clique, size of a minimum vertex cover, and size of a minimum edge clique cover. For the first two, a value of $k$ entails that the neighborhood diversity is at most $k + 2^k$; and neighborhood diversity $2^k$ for the third one. Therefore, Ganian has already given an algorithm running in double exponential time for these parameters ($O^*(2^{k+2^k})$ or $O^*(2^{2^k})$, see Theorem 1, [17, 18]). We improve this bound to single exponential time $2^{O(k)}$ (more precisely $O^*(8^k)$) for distance to clique and to $2^{O(k \log k)}$ for the vertex cover and edge clique cover numbers. The latter running time is sometimes called slightly superexponential FPT time [26]. Then, we prove that for each of those three parameters, a polynomial kernel is unlikely.

As a preparatory lemma for the algorithm parameterized by distance to clique, we show that a variant of Set Cover with thresholds is solvable in time $O^*(2^n)$, where $n$ is the size of the universe. In the problem that we call here Colored Set Cover with Thresholds, one is given a triple $(\mathcal{U}, \mathcal{S} = C_1 \uplus \ldots \uplus C_l, (a_1, \ldots, a_l))$ where $\mathcal{U}$ is a ground set of $n$ elements, $\mathcal{S}$ is a set of subsets of $\mathcal{U}$ partitioned into $l$ classes called colors and $(a_1, \ldots, a_l)$ is a tuple of $l$ positive integers called threshold vector. The goal is to find a set cover $T \subseteq \mathcal{S}$ (not necessarily minimum) such that for each $i \in [l]$, the number of sets with color $i$ (that is, in $C_i$) in $T$ is at most $a_i$.

Lemma 3. Colored Set Cover with Thresholds with $n$ elements and $m$ sets can be solved in time $O(nm2^n + nm)$.

Proof. We order the sets of $\mathcal{S}$ such that sets of the same color appear consecutively, say, first the sets of $C_1$, then the sets of $C_2$, and so on. The order within the sets of a same color is not important and is chosen arbitrarily. We denote the sets resultanty ordered by $S_1, \ldots, S_m$ and function $c$ maps the index of a set to its color. Therefore, $c(j) = i$ means that set $S_j$ has
color \(i\) \((S_j \in C_i)\). We fill by dynamic programming the table \(T\), where \(T[U,j]\) is meant to contain the minimum number of sets in \(C_{c(j)}\) among any subset of \(\{S_1, \ldots, S_j\}\) that covers \(U \subseteq U\) and respects the threshold vector.

As an initialization step, for each \(U \subseteq U\), we set \(T[U,1] = 1\) if \(U \subseteq S_1\), and \(T[U,1] = \infty\) otherwise. For each \(j \in [2, m]\), assuming that \(T[U',j-1]\) was already filled for every \(U' \subseteq U\), we distinguish two cases to fill \(T[U,j]\). If \(S_j\) is the first set of the color class \(C_{c(j)}\) then:

\[
T[U,j] = \begin{cases} 
0 & \text{if } T[U,j-1] < \infty \quad (* \text{ discard } S_j \ast) \\
1 & \text{if } T[U,j-1] = \infty \text{ and } T[U \setminus S_j, j-1] < \infty \quad (* \text{ add } S_j \ast) \\
\infty & \text{otherwise}
\end{cases}
\]

Otherwise \(S_j\) is not the first set in \(C_{c(j)}\) and:

\[
T[U,j] = \min \left\{ T[U, j-1] \right\}
\]

\[
\text{with } v = T[U \setminus S_j, j-1].
\]

A standard induction shows that the instance is positive iff \(T[U,m] \neq \infty\). The only costly operation in filling one entry of table \(T\) is the set difference which can be done in \(O(n)\). If we want to produce an actual solution (and not solely decide the problem), we can add one bit in each entry \(T[U,j]\) signaling whether or not \(S_j\) should be taken. Should the instance be positive, it then takes time \(O(nm)\) to reconstruct a solution from a filled table \(T\). Therefore, the running time is \(O(n|T| + nm) = O(nm^2 + nm)\).

\[\text{(Theorem 4)}\]

\[\text{Graph Motif can be solved in } O^*(8^k), \text{ where } k \text{ is the distance to clique.}\]

\[\text{Proof.}\] Let \((G = (V,E), c : V \rightarrow C, M)\) be any instance of \text{Graph Motif} and assume \(R\) is a solution, that is \(G[R]\) is connected and \(c(R) = M\). If there is no solution, our algorithm will detect it eventually. We first compute a set \(S \subseteq V\) of size \(k\) such that \(C := V \setminus S\) is a clique. This can be done in time \(O^*(2^k)\) by branching over the two endpoints of a non-edge, or even in \(O^*(1.2738^k)\) by applying the state-of-the-art algorithm for \text{Vertex Cover} on the complementary graph \([11]\). Running through all the \(2^k\) subsets of \(S\), one can guess the subset \(S' = R \cap S\) of \(S\) which is in the solution \(R\), and \(S_1, S_2, \ldots, S_k\) be the \(k' \leq k\) connected components of \(G[S']\). It must hold that \(c(S') \subseteq M\), otherwise \(R\) would not be a solution. Now, the problem boils down to finding a non-empty (an empty subset would mean that \(S' = R\) which can be easily checked) subset \(C' \subseteq C\) such that \(G[S' \cup C']\) is connected and \(c(C') \subseteq M \setminus c(S')\). Then, the set \(S' \cup C'\) can be extended into a solution by adding vertices of \(C' \setminus C\) with the right colors. The graph \(G[S' \cup C']\) is connected if each connected component \(S_j\) of \(G[S']\) has at least one neighbor in \(N(C')\). We build an equivalent instance of \text{Colored Set Cover with Thresholds} in the following way. The ground set \(U\) is of size \(k'\) with one element \(x_j\) per connected component \(S_j\) of \(G[S']\). For each vertex \(v\) in \(C\) colored by \(i\), there is a set \(S_i\) colored by \(i\) such that \(x_j \in S_i\) if \(N(v) \cap S_j \neq \emptyset\). For each color \(i\), the threshold \(a_i\) is set to the multiplicity of \(i\) in \(M \setminus c(S')\). If there are more than one set with the same color and the same elements, we keep only one copy of this colored set. The number of sets is therefore at most \(2^{k'}|C|\). So, it takes time \(O(k'2^{k}|C|(2^{k'} + 1)) = O^*(4^k)\) to solve this instance, hence an overall worst case running time of \(O^*(2^k + 2^{k \log k}) = O^*(8^k)\).

\[\text{(Theorem 5)}\]

\[\text{Graph Motif can be solved in } O^*(2^{2k \log k}) \text{ on graphs with a vertex cover of size } k.\]

\[\text{Proof.}\] We start similarly to the previous algorithm. We compute a minimum vertex cover \(S\) of \(G\) in time \(O^*(2^k)\) (or \(O^*(1.2738^k)\) \([11]\)), and then guess in time \(O^*(2^k)\) the subset \(S' = S \cap R\), where \(R\) is a fixed solution. Again, we denote by \(S_1, S_2, \ldots, S_k\) the connected components of \(G[S']\). We remove \(c(S')\) from the motif and we remove from \(V\) the set \(I'\)
of the vertices of the independent set $I := V \setminus C$ which have no neighbor in $S'$. Now, by the transformation presented in the algorithm parameterized by distance to clique, the problem could be made equivalent to a constrained version of COLORED SET COVER WITH THRESHOLDS where the intersection graph (with an edge between two sets if they have a non-empty intersection) of the solution has to be connected. Unfortunately, it is not clear whether or not this variant can be solved in time $2^{O(n)}$. Thus, at this point, we have to do something different.

Let $R_d = \{r_1, r_2, \ldots, r_l\} \subseteq R \setminus S'$ be a minimal (inclusion-wise) set of vertices such that $G[S' \cup R_d]$ is connected. We can observe that $l \leq k' \leq k$. We guess in time $O^*(\|B_l\|)$ (where $B_l$ is the $l$-th Bell number, i.e., the number of partitions of a set of size $l$) an ordered partition $P := \{A_1, A_2, \ldots, A_l\}$ of the connected components $\{S_1, \ldots, S_{k'}\}$ such that, for each $i \in [l]$, (1) $r_i$ has at least one neighbor in each connected component of $A_i$ and (2) if $i \geq 2$, $r_i$ has at least one neighbor in a connected component of $\bigcup_{1 \leq j < i} A_j$. Note that such an ordered partition always exists since $G[S' \cup R_d]$ is connected. Now, we build the bipartite graph $B = (P \cup M', F)$, where $M' = M \setminus c(S')$ and there is an edge between $A_i \in P$ and each copy of color $c \in M'$ iff there is a vertex $v \in I$ colored by $c$ in the original graph $G$ and such that (1) $v$ has at least one neighbor in each connected component of $A_i$ and (2) if $i \geq 2$, $v$ has at least one neighbor in a connected component of $\bigcup_{1 \leq j < i} A_j$. By construction, $\{\{A_i, c(r_i)\} \mid i \in [l]\}$ is a maximum matching of size $|P| = l$ in graph $B$. Thus, we compute in polynomial time a maximum matching $\{\{A_i, c_i\} \mid i \in [l]\}$ in $B$. Then, we obtain a solution to the GRAPH MOTIF instance by taking, for each $i \in [l]$ any vertex $v_i$ colored by $c_i$ and having (1) at least one neighbor in each connected component of $A_i$ and (2) if $i \geq 2$, at least one neighbor in a connected component of $\bigcup_{1 \leq j < i} A_j$. This can also be done in polynomial time and the existence of such a $v_i$ is guaranteed by the construction of graph $B$. Then, we complete set $S' \cup \bigcup_{i \in [l]} \{v_i\}$ into a solution by taking any vertices in $I \setminus I'$ with the right colors. As $l! < l^l$, $B_l \leq (\frac{l}{2})^l$ (even $B_l < (\frac{0.792}{\ln(l+1)})^l$ [3]), and $l \leq k$ the overall running time is $O^*(2^k + 2^k l！B_k) = O^*(k^kk^k) = O^*(2^{2k\log k})$.

In the EDGE CLIQUE COVER problem, one asks, given a graph $G = (V, E)$ and an integer $k$, for $k$ subsets $C_1, \ldots, C_k \subseteq V$, such that $\forall i \in [k], G[C_i]$ is a clique, and $\forall e \in E$, $e$ lies in a clique $C_i$ for some $i \in [k]$. The set $\{C_1, \ldots, C_k\}$ is called an edge clique cover of $G$. The edge clique cover number of a graph $G$ is the smallest $k$ such that $G$ has an edge clique cover of size $k$. EDGE CLIQUE COVER admits a kernel of size $2^k$ [19] and, as observed in [12], it can be solved by dynamic programming in time $2^{O(n+m)}$. Therefore, it can be solved in time $2^{O(2^k+2k^k)}$ that is $2^{2^O(k)}$. On the negative side, EDGE CLIQUE COVER cannot be solved in time $2^{2^k}$ under ETH [12]. Thus, the algorithm of Ganian [18] is essentially optimal if the edge clique cover is not given. But, we may imagine that the instance comes with an optimal or close to optimal edge clique cover, or that we have a good heuristic to compute it (a polynomial time approximation with sufficiently good ratio is unlikely [27]).

**Theorem 6.** GRAPH MOTIF can be solved in time $2^{O(k)}$, where $k$ is the edge clique cover number, and in time $O^*(2^{2k\log k+k})$ if an edge clique cover of size $k$ is given as part of the input.

**Proof.** Let $(G = (V, E), c, M)$ be any instance of GRAPH MOTIF. If not given, we first compute an edge clique cover $\{C_1, \ldots, C_k\}$ of size $k$ in $G$, in time $2^{O(k)}$ [19]. We guess in time $O^*(2^k)$ the exact subset $\{C'_1, \ldots, C'_{k'}\} \subseteq \{C_1, \ldots, C_k\}$ of cliques $C_i$ such that $C_i \cap R$ is non-empty, for a fixed solution $R$. Now, we turn the instance into an equivalent instance where the motif has size $|M| + k'$ and the graph has at most $|V| + k'$ vertices and a vertex cover of size $k'$. The new graph is a bipartite graph $B = (A \cup W, F)$ such that $A$ contains one vertex.
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The motif consists of 1 occurrence of color 1, q of color 2 and 3q of color 3.

\[ v(C_i') \text{ per clique } C_i' (so, } A \text{ is a vertex cover of graph } B \text{ of size } k' \leq k, W = C_1' \cup \ldots \cup C_r' \subseteq V, \]
and there is an edge in \( F \) between \( v(C_i') \in A \) and \( w \in W \) iff \( w \in C_i' \). Each vertex in \( W \) keeps the color it had in \( G \). A fresh color \( c \) is given to the \( k' \) vertices of \( A \), and color \( c \) is added to the motif \( M \) with multiplicity \( k' \). Then, we run the algorithm parameterized by the vertex cover number of Theorem 5. This algorithm has an overall running time of \( O^*(2^k 2^k \log k) \), if the edge clique cover is given, and \( 2^{O(k^2)} \) otherwise.

Ganian [17], Theorem 5 and Theorem 4 prove that GRAPH MOTIF is in FPT if the parameter is the vertex cover number or the distance to clique. Therefore, the problem has a kernel [28]. Though, the size of this kernel is \textit{a priori} not known. We show that the corresponding kernels cannot be polynomial unless \( \text{NP} \subseteq \text{coNP/poly} \).

\textbf{Theorem 7.} Unless \( \text{NP} \subseteq \text{coNP/poly} \), GRAPH MOTIF has no polynomial kernel when parameterized by the vertex cover number or the distance to clique, even for (i) motifs with only 3 colors and (ii) when the motif is colorful.

\textbf{Proof.} We only give the proof for (i). The second item (ii) can be proven similarly following the ideas of [5].

We will define an OR-cross-composition [9] from the NP-complete X3C problem, stated as follows: given and integer \( q \), a set \( X = \{x_1, x_2, \ldots, x_{3q}\} \) and a collection \( S = \{S_1, \ldots, S_{3q}\} \) of 3-elements subsets of \( X \), the goal is to decide if \( S \) contains a subcollection \( T \subseteq S \) such that \( |T| = q \) and each element of \( X \) occurs in exactly one element of \( T \). Given \( t \) instances, \( (X_1, S_1), (X_2, S_2), \ldots, (X_t, S_t) \), of X3C, we define our equivalence relation \( R \) such that any strings that are not encoding valid instances are equivalent, and \( (X_i, S_i), (X_j, S_j) \) are equivalent iff \( |X_i| = |X_j| \) and \( |S_i| = |S_j| \). Hereafter, we assume that \( X_i = [3q] \) and \( S_i = \{S_1, \ldots, S_{3q}\} \), for any \( i \in [t] \). We will build an instance \((G, c, M)\) of GRAPH MOTIF parameterized by the vertex cover or the distance to clique, where \( G \) is the input graph, \( c \) the coloring function and \( M \) the motif, such that there is a solution for GRAPH MOTIF iff there is an \( i \in [t] \) such that there is a solution for \((X_i, S_i)\). We will now describe how to build such instance of GRAPH MOTIF. The graph \( G \) consists of \( t \) nodes \( r_1, r_2, \ldots, r_t \) forming a clique. There are also \( O((3q)^3) \) nodes \( s_{x,y,z}, 1 \leq x < y < z \leq 3q \), with an edge between \( r_i \) and \( s_{x,y,z} \) iff the 3-element subset \( \{x, y, z\} \) exists in \( S_i \). Finally, there are \( 3q \) nodes \( x_i, 1 \leq i \leq 3q \), and there is an edge between \( x_i \) and every subset \( s_{x,y,z} \) where \( x_i \) occurs (see also Figure 2).

The coloration is \( c(r_i) = 1 \), for all \( 1 \leq i \leq t \), \( c(s_{x,y,z}) = 2 \) for all \( 1 \leq x < y < z \leq 3q \), and \( c(x_i) = 3, 1 \leq i \leq 3q \). The multiset \( M \) consists of 1 occurrence of the color 1, \( q \) occurrences of color 2 and \( 3q \) occurrences of color 3.

\begin{figure}[h]
\centering
\begin{tikzpicture}
\node (A) at (0,0) {\( r_1 \)};
\node (B) at (1,0) {\( r_2 \)};
\node (C) at (2,0) {\( \cdots \)};
\node (D) at (3,0) {\( r_t \)};
\draw (A) -- (B);
\draw (B) -- (C);
\draw (C) -- (D);
\end{tikzpicture}
\caption{Illustration of the construction of \( G \). The motif consists of 1 occurrence of color 1, \( q \) of color 2 and \( 3q \) of color 3.}
\end{figure}
It is easy to see that \( \{s_{x,y,z} | 1 \leq x < y < z \leq 3q\} \cup \{x_i | 1 \leq i \leq 3q\} \) is a vertex cover for \( G \) and that its removal leaves only a clique, and that its size is polynomial in \( 3q \) and hence in the size of the largest instance.

Let us show that there is a solution for our instance of Graph Motif iff at least one of the \((X_i, S_i)\)'s has a solution of size \( q \).

\( (\Leftarrow) \) Suppose that \((X_i, S_i)\) has a solution \( T_i \) of size \( q \). We set \( P = \{r_i\} \cup \{s_{x,y,z} | \{x, y, z\} \in T_i \} \cup \{x_i | 1 \leq i \leq 3q\} \). One can easily check that \( G[P] \) is connected and that \( c(P) = M \).

\( (\Rightarrow) \) Suppose that there is a solution \( P \subseteq V \) such that \( G[P] \) is connected and \( c(P) = M \). Due to the motif, only one of the nodes \( r_i \) is in \( P \) and all nodes \( x_i \) are in \( P \). We claim that there is then a solution \( T_i \) in \((X_i, S_i)\), where \( i \) is the index of the only node \( r_i \) in \( P \). We add in \( T_i \) the \( q \) sets \( \{x, y, z\} \) such that \( s_{x,y,z} \in P \). By the connectivity constraint, these sets all occur in the instance \( i \) s.t. \( r_i \in P \). Let us now prove that \( T_i \) covers exactly all the elements of \( X_i \). Since \( P \) is a solution, the nodes \( s_{x,y,z} \) in \( P \) correspond to a partition of \( X \). Otherwise, one of the node \( x_i \) will not be connected.

\[ \]

### 3.3 Parameters with unbounded neighborhood diversity

This section disproves the idea that Graph Motif is only tractable for classes with bounded neighborhood diversity. Indeed, we show that Graph Motif is in FPT parameterized by the size of a vertex clique cover or by the distance to co-cluster. The former algorithm creates a win/win based on König’s theorem applied to a bounded number of auxiliary bipartite graphs. The latter is simpler and use as subroutines the algorithms parameterized by vertex cover number and distance to clique.

In the Vertex Clique Cover problem (also known as Clique Partition), one asks, given a graph \( G = (V, E) \) and an integer \( k \), for a partition of the vertices into \( k \) subsets \( C_1, \ldots, C_k \subseteq V \), such that \( \forall i \in [k], G[C_i] \) is a clique. The set \( \{C_1, \ldots, C_k\} \) is called an vertex clique cover of \( G \). The vertex clique cover number of a graph \( G \) is the smallest \( k \) such that \( G \) has an vertex clique cover of size \( k \). This problem is equivalent to the Graph Coloring problem since a graph as a vertex clique cover of size \( k \) iff its complement is \( k \)-colorable. Therefore, Vertex Clique Cover is unlikely to be in XP. However, if a vertex clique cover comes with the input, we show that Graph Motif is in FPT for parameter vertex clique cover number. One can notice that Graph Motif is NP-hard in 2-colorable graphs. This is a striking example of how easier can Graph Motif be on the denser counterpart of two complementary classes.

To realize that vertex clique cover number has unbounded neighborhood diversity, think of the complement of a bipartite graph. The vertex clique cover is of size 2 but the neighborhood diversity could be arbitrary; for parameter distance to co-cluster, think of the complement of a cluster graph with an unbounded number of cliques.

\[ \]

#### Theorem 8 (★) Graph Motif can be solved in time \( O^*(2^{4k\log(2k)}) \) where \( k \) is the vertex clique cover number, provided that the vertex clique cover is given as part of the input.

\[ \]

#### Theorem 9 (★) Graph Motif can be solved in \( O^*(2^{2k\log k}) \), where \( k \) is the distance to co-cluster.

### 4 Parameters for which Graph Motif is hard

In this section, we provide several parameters for which Graph Motif is not in XP, unless \( P = NP \). In other words, the problem is NP-hard even for fixed values of the parameter. We
also prove that the problem remains \( \text{W}[1] \)-hard for parameter max leaf number. Figure 1 summarizes these results.

### 4.1 Deletion set numbers

We study parameters which correspond to the minimum number of vertices to remove to make the graph belong to a restricted class. We will show that \text{Graph Motif} remains \( \text{NP} \)-hard for constant values of those parameters. More precisely, the colorful restriction of \text{Graph Motif} is hard even if we can obtain a set of disjoint paths by removing 1 vertex, a cluster graph by removing 1 vertex, and an acyclic graph by removing 0 edge.

▶ **Theorem 10** ([15]). \text{Graph Motif} is \( \text{NP} \)-hard even when \( G \) is a tree of maximum degree 3 and the motif is colorful.

▶ **Corollary 11.** \text{Graph Motif} is \( \text{NP} \)-hard even for graphs with feedback edge set 0 and when the motif is colorful.

▶ **Theorem 12** (★). \text{Graph Motif} is \( \text{NP} \)-hard even (i) for graphs with distance 1 to disjoint paths and when the motif is colorful and (ii) for graphs with bandwidth 4 and when the motif is colorful.

▶ **Theorem 13** (★). \text{Graph Motif} is \( \text{NP} \)-hard even for graphs with distance 1 to cluster and when the motif is colorful.

### 4.2 Dominating set number

Being given a small dominating set of the graph cannot help in solving \text{Graph Motif}. For any instance \((G = (V,E), c, M)\), one may add a universal new vertex \( v \) to \( G \), and color it with a color which does not appear in motif \( M \). The minimum dominating set \( \{v\} \) is of size 1. Vertex \( v \) cannot be part of the solution due to its color, so answering the new problem is as hard as solving the original instance. Though, this could be considered as cheating since a vertex whose color is not in \( M \) can immediately be discarded from the graph. We show that even when \( \forall v \in V, c(v) \in M \), graphs with dominating set of size 2 can be hard to solve.

▶ **Theorem 14** (★). \text{Graph Motif} is \( \text{NP} \)-hard even for graphs with a minimum dominating set of size 2 and when the motif is colorful.

### 4.3 Max leaf number

The **max leaf number** of a graph \( G \), denoted \( \text{ml}(G) \) is the maximum number of leaves (i.e., vertices of degree 1) in a spanning tree of \( G \). Therefore, if \( G \) is itself a tree, then \( \text{ml}(G) \) is simply the number of leaves of \( G \). We will show that \text{Graph Motif} is in \( \text{XP} \) (even in \( \text{W}[P] \)) and is \( \text{W}[1] \)-hard with parameter max leaf number. In fact, we will even prove that it is \( \text{W}[1] \)-hard on trees with parameter number of leaves in the tree plus number of distinct colors in the motif. This strengthens the previously known result that the problem is \( \text{W}[1] \)-hard on trees with parameter number of distinct colors in the motif [15].

▶ **Theorem 15** (★). \text{Graph Motif} can be solved in time \( O^*(16^k n^{10k}) = n^{O(k)} \), where \( k = \text{ml}(G) \) and is even in \( \text{W}[P] \) with respect to that parameter.

▶ **Theorem 16** (★). \text{Graph Motif} is \( \text{W}[1] \)-hard with respect to the max leaf number plus the number of colors, even on trees.
5 Conclusion and open problems

Figure 1 sums up the parameterized complexity landscape of Graph Motif with respect to structural parameters. For parameter maximum independent set the complexity status of Graph Motif remains unknown. Even when the problem is in FPT, polynomial kernels tend to be unlikely; be it for the natural parameter even on comb graphs or for the vertex cover number or the distance to clique. Is it the case for parameter cluster editing number?

The sparsification lemma [21] together with a straightforward reduction from 3-SAT shows that, under ETH, Graph Motif cannot be solved in time $2^{o(n)}$ on graphs with $n$ vertices. Thus, for every parameter $k$ bounded by $n$, an algorithm solving Graph Motif in $2^{o(k)}$ would disprove ETH. This is the case of four out of six parameters for which we have given an FPT algorithm: cluster editing and edge clique cover numbers are only bounded by $n^2$. On the one hand, it says that our algorithm running in $2^{O(k)}$ for parameter distance to clique is probably close to optimal. On the other hand, for parameter vertex cover number, for instance, we have still some room for improvement between the $2^{O(k \log k)}$-upper bound and the $2^{o(k \log k)}$-lower bound under ETH. Can we improve the algorithm to time $2^{O(k)}$, or, on the contrary, show a stronger lower bound of $2^{o(k \log k)}$ (potentially using [26])?
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Abstract

**Vertex Cover** is one of the most well studied problems in the realm of parameterized algorithms and admits a kernel with $O(\ell^2)$ edges and $2\ell$ vertices. Here, $\ell$ denotes the size of a vertex cover we are seeking for. A natural question is whether **Vertex Cover** admits a polynomial kernel (or a parameterized algorithm) with respect to a parameter $k$, that is, provably smaller than the size of the vertex cover. Jansen and Bodlaender [STACS 2011, TOCS 2013] raised this question and gave a kernel for **Vertex Cover** of size $O(f^3)$, where $f$ is the size of a feedback vertex set of the input graph. We continue this line of work and study **Vertex Cover** with respect to a parameter that is always smaller than the solution size and incomparable to the size of the feedback vertex set of the input graph. Our parameter is the number of vertices whose removal results in a graph of maximum degree two. While vertex cover with this parameterization can easily be shown to be fixed-parameter tractable (FPT), we show that it has a polynomial sized kernel.

The input to our problem consists of an undirected graph $G$, $S \subseteq V(G)$ such that $|S| = k$ and $G[V(G) \setminus S]$ has maximum degree at most 2 and a positive integer $\ell$. Given $(G,S,\ell)$, in polynomial time we output an instance $(G',S',\ell')$ such that $|V(G')| \leq O(k^5)$, $|E(G')| \leq O(k^6)$ and $G$ has a vertex cover of size at most $\ell$ if and only if $G'$ has a vertex cover of size at most $\ell'$. When $G[V(G) \setminus S]$ has maximum degree at most 1, we improve the known kernel bound from $O(k^3)$ vertices to $O(k^2)$ vertices (and $O(k^3)$ edges). In general, if $G[V(G) \setminus S]$ is simply a collection of cliques of size at most $d$, then we transform the graph in polynomial time to an equivalent hypergraph with $O(k^d)$ vertices and show that, for $d \geq 3$, a kernel with $O(k^{d-\epsilon})$ vertices is unlikely to exist for any $\epsilon > 0$ unless $NP \subseteq coNP/poly$.
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1 Introduction and Motivation

In the early years of parameterized complexity and algorithms, problems were almost always parameterized by the solution size. Recent research has focussed on other parameterizations based on structural parameters in the input [9], or above or below some guaranteed optimum values [13, 14, 18]. The reasons are many. Such ‘non-standard’ parameters are more likely to be small in practice. Also, once a problem is shown to be fixed-parameter tractable (FPT) or to have a polynomial sized kernel by a parameterization, it is natural to ask whether the problem is FPT (and admits polynomial kernel) when parameterized by a provably smaller parameter. In the same vein, if we show that a problem is W-hard under a parameterization, it is natural to ask whether it is FPT when parameterized by a provably larger parameter.
One of the earliest papers in the realm of alternate parameterization dates back to 1981. Let $\mathcal{D}_k$ denote the set of all graphs $G$ such that the length of the longest odd cycle is upper bounded by $k$. Hsu et al. [15] initiated a study of NP-hard optimization problems on $\mathcal{D}_k$. In particular, they studied the effect of avoiding long odd cycle for the maximum independent set problem and showed that a maximum sized independent set on a graph $G \in \mathcal{D}_k$ on $n$ vertices can be found in time $n^{O(k)}$. Later, Grötschel and Nemhauser [12] did a similar study for MAX-CUT and obtained an algorithm with running time $n^{O(k)}$ on a graph $G \in \mathcal{D}_k$ on $n$ vertices. These algorithms, using modern techniques, can be made FPT and also shown to not admit polynomial kernel unless $NP \subseteq coNP/poly$ [21]. Later Cai [4] did a similar study for COLORING problems. Fellows et al. [10] studied alternate parameterizations for problems that were proven to be intractable with respect to standard parameterizations. This led to the whole new ecology program and opened up a floodgate of new and exciting research. We refer to [9] for a detailed introduction to the whole program. The kernelization results tend to be harder in this framework, as the rules need to capture the interaction of the structural parameter with the rest of the input, against simply using the property of feasible solutions in the case of the ‘standard’ parameterization. Vertex Cover, that asks whether a given undirected graph $G$ has a set of size at most $\ell$ such that $G \setminus S$ is an independent set, for some given integer $\ell$, is one of the most well studied problems in the realm of parameterized algorithms and admits an algorithm with running time $1.2738^\ell n^{O(1)}$ and a kernel with $O(\ell^2)$ edges and $2\ell$ vertices [5, 19]. The set $S$ is also called vertex cover of the graph. A natural question is whether Vertex Cover admits a polynomial kernel (or a parameterized algorithm) with respect to a parameter $k$, that is, provably smaller than the size of the vertex cover. Jansen and Bodlaender [16] first raised this question and showed that Vertex Cover admits a kernel of size $O(f^3)$, where $f$ is the size of the feedback vertex set of the input graph. Since then we have several results in this direction. For Vertex Cover parameterized by the size of the odd cycle transversal and konig vertex deletion set, there is a randomized polynomial sized kernel [17]. Vertex Cover parameterized by the deletion set to chordal graphs or perfect graphs has no polynomial kernel unless $NP \subseteq coNP/poly$ [2, 9]. In this paper we continue this line of work on Vertex Cover and study it with respect to a parameter that is always smaller than the solution size and incomparable to the feedback vertex set of the input graph. In particular, we consider the Vertex Cover problem parameterized by the number of vertices whose removal results in a graph of maximum degree at most $x$, where $x \geq 1$.

**Vertex Cover parameterized by degree $x$ Modulator (VC-$x$-Mod)**

**Parameter:** $k$

**Input:** An undirected graph $G$, $S \subseteq V(G)$ of size at most $k$ such that $G[V(G) \setminus S]$ is a graph of degree at most $x$ and an integer $\ell$.

**Question:** Does $G$ have a vertex cover of size at most $\ell$?

Vertex Cover is known to be NP-complete even on graphs of maximum degree 3 and thus the $x$ in VC-$x$-Mod must be upper bounded by 2, else we can not even hope to have an algorithm of the form $n^{f(k)}$ for any function $f$. On the other hand Vertex Cover is polynomial time solvable when the maximum degree is at most 2.

Let $G$ be the input graph along with a vertex subset $S$ such that $|S| \leq k$ and $G[V(G) \setminus S]$ has maximum degree at most 2. We call $S$ a degree 2 modulator of the graph. By ‘guessing’ (i.e. trying all possible choices for) the intersection of $S$ with the optimal vertex cover, and solving the remaining problem in polynomial time, we can find a minimum vertex cover of $G$ in $2^k n^{O(1)}$ time. This shows that VC-2-Mod is FPT. One of our main results is a polynomial kernel for VC-2-Mod.
Our Results. We obtain a kernel for VC-2-Mod with $O(k^5)$ vertices, and $O(k^6)$ edges. Our result is in contrast to the fact that Vertex Cover parameterized by treewidth 2 modulator (i.e. when $G[V(G) \setminus S]$ is a general graph of treewidth at most 2) has no polynomial sized kernel unless $\text{NP} \subseteq \text{coNP}/\text{poly}$ [6]. We also address the kernelization question for VC-1-Mod. Here, a kernel with $O(k^3)$ vertices was already known from the result of [16] for Vertex Cover parameterized by the feedback vertex set size. This follows as the size of the feedback vertex set is at most the size of a degree 1 modulator. We improve the kernel size to $O(k^2)$ vertices. More generally, we consider the Vertex Cover problem when parameterized by the size of a subset of vertices whose removal results in a graph with all components being cliques of size at most a constant $d$. We call a graph $G$ $d$-cluster graph if every connected component of $G$ is a clique and has size at most $d$. In particular we study the following problem:

<table>
<thead>
<tr>
<th>Vertex Cover parameterized by $d$-CVD (VC-param-$d$-CVD)</th>
<th>Parameter: $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An undirected graph $G$, $S \subseteq V(G)$ of size at most $k$ such that $G[V(G) \setminus S]$ is a $d$-cluster graph and an integer $\ell$.</td>
<td><strong>Question:</strong> Does $G$ have a vertex cover of size at most $\ell$?</td>
</tr>
</tbody>
</table>

Observe that VC-1-Mod and VC-param-2-CVD are the same problems. It is known that if the resulting graph is simply a clique (with no bound on the size), then a polynomial sized kernel is unlikely [2]. We show that the input graph of VC-param-$d$-CVD can be transformed in polynomial time to obtain an equivalent hypergraph with $O(dk^4)$ vertices where each hyperedge is of size at most $d$. We also show that a kernel with $O(d^{d-\epsilon})$ vertices, for any $\epsilon > 0$, is unlikely unless $\text{NP} \subseteq \text{coNP}/\text{poly}$. We think that this idea of using hyperedges to capture certain constraints could find applications while doing a compression for the parameterized problem.

Observe that we have always assumed that the modulator is given as a part of the input. However, this constraint can be relaxed as both VC-2-MOD and VC-param-$d$-CVD admit constant factor approximation algorithms. For example, for VC-2-MOD, there is a factor 4-approximation algorithm and for VC-param-$d$-CVD, we can get an approximation algorithm with factor $(d + 1)$ (see [20] for approximation algorithms). However, we can obtain constant factor approximation algorithms by greedily finding an obstruction (like a vertex $v$ and any of its three neighbors in the case of VC-2-MOD) and selecting all the vertices in this obstruction to the approximate solution we are constructing. This implies that rather than demanding that modulators are given as a part of the input, we can first compute it using the polynomial time constant factor approximation algorithms and then run our kernelization algorithms using these. These will result in kernels with same asymptotic upper bounds as mentioned above.

2 Preliminaries and Definitions

By $[r]$, we mean the set $\{1, 2, \ldots, r\}$. Throughout the paper we denote the vertex cover number (the size of a minimum vertex cover) by $vc(G)$.

- **Definition 1 (Kernelization).** Let $L \subseteq \Sigma^* \times \mathbb{N}$ be a parameterized language. Kernelization is a procedure that replaces the input instance $(I, k)$ by a reduced instance $(I', k')$ such that $k' \leq k$, $|I'| \leq g(k)$ for some function $g$ depending only on $k$ and $(I, k) \in L$ if and only if $(I', k') \in L$. The reduction from $(I, k)$ to $(I', k')$ must be computable in $\text{poly}(|I| + k)$ time.

- **Definition 2 (Soundness/Safeness of Reduction Rule).** A reduction rule that replaces an instance $(I, k)$ of a parameterized language $L$ by a reduced instance $(I', k')$ is said to be sound or safe if $(I, k) \in L$ if and only if $(I', k') \in L$. 
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Definition 3 (Polynomial parameter transformation (PPT)). Let $P_1$ and $P_2$ are two parameterized languages. We say that $P_1$ is polynomial parameter reducible to $P_2$ if there exists a polynomial time computable function (or algorithm) $f: \Sigma^* \times \mathbb{N} \to \Sigma^* \times \mathbb{N}$, a polynomial $p : \mathbb{N} \to \mathbb{N}$ such that $(x, k) \in P_1$ if and only if $f(x, k) \in P_2$ and $k' \leq p(k)$ where $f((x, k)) = (x', k')$. We call $f$ to be a polynomial parameter transformation from $P_1$ to $P_2$.

The following proposition gives the use of the polynomial parameter transformation for obtaining kernels for one problem from another.

Proposition 4 ([3]). Let $P, Q \subseteq \Sigma^* \times \mathbb{N}$ be two parameterized problems and assume there exists a PPT from $P$ to $Q$. Furthermore, assume that the classical version of $P$ is NP-hard and $Q$ is in NP. Then if $Q$ has a polynomial kernel implies that $P$ has a polynomial kernel.

The following powerful variation of Hall’s matching theorem, known as Expansion Lemma, is used in some of our reduction rules.

Lemma 5 ($q$-Expansion Lemma). [11, 22, 24]) Let $q$ be a positive integer and $G$ be a bipartite graph with vertex partition $A$ and $B$ such that $|B| > q|A|$ and there are no isolated vertices in $B$. Then, there exists non-empty subsets $X \subseteq A, Y \subseteq B$ obtainable in polynomial time, such that

- there is a $q$-expansion of $X$ into $Y$. i.e. there is a $M \subseteq E$ such that every vertex in $X$ is incident with exactly $q$ edges of $M$. Moreover $M$ saturates exactly $q|X|$ vertices in $Y$, and
- $N_G(Y) \subseteq X$.

In Section 4, after applying some reduction rules, the input graph gets converted to a hypergraph where hyperedges consisting of more than 2 vertices are sometimes present in $G[S]$. We define an independent set and a vertex cover in hypergraph as follows. Recall that by $G[S]$ for a subset of vertices $S$ (where $G$ is a graph or a hypergraph), we denote the subgraph that consists of the vertices of $S$ and all the (hyper) edges which are completely contained in $S$.

Definition 6 (Independent Set in a hypergraph). $A \subseteq V(G)$ is said to be an independent set in a hypergraph if no hyperedge is contained in $G[A]$.

Definition 7 (Vertex Cover in a hypergraph). $A \subseteq V(G)$ is said to be a vertex cover in hypergraph if for every hyperedge $e \in E(G), A \cap V(e) \neq \emptyset$ where $V(e)$ be the set of vertices present in the hyperedge $e$.

A vertex cover in a hypergraph is also known as a hitting set.

3 Kernel for VC-2-Mod

Throughout this section for an input $(G, S, \ell)$ to VC-2-Mod we use $F$ to denote $V(G) \setminus S$. Now, we are ready to describe the reduction rules that compress $G[F]$ to an equivalent instance whose size is polynomial in $k$. Note that rules will have to be applied sequentially, and after every rule is applied, we need to start from the beginning and exhaustively apply applicable rules; some of the earlier rules may become applicable after a rule is applied. We allow the input graphs to have self loops. The main reason for this is that even though input graph may not have self loops, some reduction rules (for example, Reduction Rule 8) may create self loops.
3.1 Ensuring minimum degree 3

The following reduction rules are standard for the VERTEX COVER problem (see, for example, Chapter 4 of [8] for correctness of the rules).

- **Reduction Rule 1.** Remove isolated vertices from \( G \).
- **Reduction Rule 2.** If \( \exists u \in V(G) \) such that there is a self loop with \( u \), then \( G' \leftarrow G \setminus \{u\}, \ell' \leftarrow \ell - 1 \).
- **Reduction Rule 3.** If \( \exists u \in G \) such that \( \deg_G(u) = 1 \) and \( v \) is its unique neighbour, then \( G' \leftarrow G \setminus \{u,v\}, \ell' \leftarrow \ell - 1 \).
- **Reduction Rule 4.** If \( \exists u \in G \) such that \( \deg_G(u) = 2 \) and let \( v, w \) be its 2 neighbours in \( F \), then do the followings:
  - If \( (v, w) \in E(G) \), then \( G' \leftarrow G \setminus \{u, v, w\}, \ell' \leftarrow \ell - 2 \)
  - If \( (v, w) \notin E(G) \), then \( G' \leftarrow G \setminus \{u, v, w\} \cup \{u_{\text{new}}\}, \ell' \leftarrow \ell - 1 \), and make all vertices adjacent to \( v \) and \( w \) (except \( u \)) in \( G \) adjacent to \( u_{\text{new}} \).

When the above reduction rules are not applicable, the minimum degree in the graph is at least 3, and hence every vertex \( v \in F \) has at least one neighbour in \( S \). We partition \( F \) into \( F_0, F_1 \) and \( F_2 \) such that every connected component of \( G[F_0] \) is an isolated vertex, every connected component of \( G[F_1] \) is either a path (of length at least 2) or a cycle of even length (length at least 4) and every connected component of \( G[F_2] \) is an odd cycle. As every component in \( G[F_2] \) is an odd cycle, we interchangeably use the term component or an odd cycle to mean the same thing in \( G[F_2] \). Central to the rules in this subsection is a notion of a blocking set, we define the notion first and then prove some properties about them.

3.2 Blocking Sets and their Properties

- **Definition 8 (Blocking Set and Good Set).** Let \( B \subseteq V(G) \). We call \( B \) to be a **blocking set** if \( vc(G[V(G) \setminus B]) + |B| > vc(G) \). We call a blocking set \( B \) to be a **minimal blocking set** if no proper subset of \( B \) is a blocking set. A set \( B \subseteq F \) is called a **good set** if it is not a blocking set.

If an algorithm picks the vertices of a blocking set \( B \) into a solution, then any way to complete it to an optimum vertex cover results in a non-optimal solution. So the blocking set ‘blocks’ the completion step from resulting into an optimal solution. For example, in a cycle of even length, the end points of any edge form a blocking set as no optimum solution for the cycle contains two vertices of the same edge. We will apply these notions to \( G[F] \).

For two vertices \( a_i, a_j \) of a cycle \( C \) where vertices are ordered as \( a_0, a_1, \ldots, a_{|C| - 1} \) with \( i < j \mod |C| \), by dist\((a_i, a_j)\) we mean the length (the number of edges) in the clockwise path that goes through the vertices \( a_{i+1}, a_{i+2}, \ldots, a_{j-1} \) where all the subscripts are taken mod \( |C| \). The following statement is easy to verify.

- **Observation 9.** In a cycle, no single vertex forms a blocking set; hence minimal blocking sets are of size at least 2 in cycles.

- **Lemma 10 (⋆).** Let \( B \subseteq V(F) \) be a minimal blocking set in \( G[F] \). Then there exists a unique \( C \) for which \( B \subseteq V(C) \) where \( C \) is a component of \( G[F] \).

\(^\ddagger\) Due to lack of space, the proofs of results marked *, and the proof of correctness and the polynomial runtime of our reduction rules will appear in the full version.
Theorem 11 (⋆).
- In an odd cycle, the only minimal blocking sets are of size 3 where the clockwise distance between every pair of them is odd.
- In an even cycle, the only minimal blocking sets are of size 2 where the clockwise distance between every pair of them is odd.

Definition 12 (Bad Component and Nice Component). Let $C$ be a cycle in $G[F_2]$. If there exists an independent set $A \subseteq S$ of size at least 3 such that $N_G(A) \cap C$ contains a blocking set, then we call $C$ a bad component. A component is said to be a nice component if it is not a bad component.

We partition the set of bad components (in $F_2$) as $B_1, B_2$ and $B_3$ where

- $B_1 = \{ C \mid C$ is a component and $\exists x \in S$ such that $N_G(x) \cap C$ contains a blocking set $\}$.
- $B_2 = \{ C \mid C$ is a component and $\exists x, y \in S, (x, y) \notin E(G)$ such that $C \cap (N_G(x) \cup N_G(y))$ contains a blocking set $\}$ \ $B_1$.
- $B_3 = \{ C \mid C$ is a component and $\exists x, y, z \in S, \{x, y, z\}$ is independent set such that $C \cap (N_G(x) \cup N_G(y) \cup N_G(z))$ contains a blocking set $\} \ (B_1 \cup B_2)$.

By $B_4$ we denote the set of nice components. The following observation follows from the definitions.

Observation 13. If $C \in B_2$ then for any blocking set $B$ in $C$, $B \not\subseteq N_G(x)$ for any $x \in S$ and if $C \in B_3$, then for any blocking set $B$ in $C$, $B \not\subseteq N_G(A)$ for any independent set of size at most 2 in $S$.

3.3 Towards bounding the number of components

In this subsection we describe three rules, two of which are powerful to help us bound the number of components in $G[F]$.

Reduction Rule 5 (NiceComponent Rule). Let $C$ be a nice component in $F$. Then $G' \leftarrow G \setminus C, \ell' \leftarrow \ell - \text{vc}(G[C])$.

Reduction Rule 6. If there exists a vertex $x \in S$ such that $\text{vc}(G[F \setminus N_G(x)]) + |N_G(x) \cap F| \geq \text{vc}(G[F]) + |S| + 1$, then $G' \leftarrow G \setminus \{x\}, \ell' \leftarrow \ell - 1$.

Reduction Rule 7. If there exists $x, y \in S, (x, y) \notin E(G)$ such that $\text{vc}(G[F \setminus N_G(\{x, y\})]) + |N_G(\{x, y\}) \cap F| \geq \text{vc}(G[F]) + |S| + 1$, then add edge $(x, y)$ into $G$.

Note that while this rule does not decrease the size of the graph or $\ell$, it does enable the applicability of some rules (for example Reduction Rule 8 which is stated later).

Lemma 14. If Reduction Rules 6 and 7 are not applicable, then the following statements are true. Let $M$ be a maximum matching of $G[F_1]$, and let $M_1$ be a maximum matching of $G[F_2]$.

1. Then, for every $x \in S$,
   - $|N_G(x) \cap F_0| \leq |S|$.
   - $N_G(x) \cap F$ contains both end points of at most $|S|$ edges of $M$.
   - $N_G(x) \cap F$ contains both end points of at most $|S| + c$ edges of $M_1$ where $c$ is the number of odd cycles in $G[F_2]$.
   - $N_G(x) \cap F$ contains a blocking set in at most $|S|$ cycles in $B_1$.

2. For every pair $x, y$ of vertices in $S$ such that $(x, y) \notin E(G)$,
   - $N_G(\{x, y\}) \cap F$ contains both end points of at most $|S|$ edges of $M$. 


- \( N_G(\{x, y\}) \cap F \) contains both end points of at most \(|S| + c\) edges of \( M_1 \) where \( c \) is the number of odd cycles in \( G[F_2] \).
- \( N_G(\{x, y\}) \cap F \) contains blocking set in at most \(|S|\) cycles in \( B_2 \).

**Proof sketch.** The set \( F_0 \) contains isolated vertices. Therefore, if a vertex \( x \in S \) is adjacent to at least \(|S| + 1\) vertices in \( F_0 \), then any vertex cover \( C \) such that \( x \notin C \) must pick \( vc(F) \) vertices from \( F \) (which do not contain any vertex from \( F_0 \)) and at least \(|S| + 1\) vertices from \( F_0 \). Therefore, Reduction Rule 6 becomes applicable. Hence, \( |N_G(x) \cap F_0| \leq |S| \). By similar arguments and using properties of blocking sets in odd cycles, we can prove the other facts when Reduction Rule 6 is not applicable.

The graph \( G[F_1] \) is bipartite and let \( vc(G[F_1]) = |M| \). Now, any vertex cover \( C \) such that \( x, y \notin C \) with \((x, y) \notin E(G), x, y \in S \) must contain \( vc(F) \) vertices from \( F \) containing exactly one endpoint from every edge of \( M \) and at least \(|S| + 1\) other vertices from those edges of \( M \) both of whose end points are present in \( N_G(\{x, y\}) \). Therefore, when reduction rule 7 is not applicable, then \( N_G(\{x, y\}) \) must contain both end points of at most \(|S|\) edges in \( M \). By using similar arguments and properties of blocking sets in odd cycles, we can prove the other facts when Reduction Rule 7 is not applicable.

**Corollary 15.** When Reduction Rules 6, 7 are not applicable, then

- \(|B_2| \leq k\binom{|S|}{2}\).
- \(|B_1| \leq k^2\).
- \(|F_0| \leq k^2\).

**Proof sketch.** We know that for every odd cycle \( C \in B_1 \), there exists a vertex \( x \in S \) such that \( N_G(x) \) contains a blocking set in \( C \). By Lemma 14, for every \( x \in S \), there are at most \( k \) cycles in \( B_1 \) such that \( N_G(x) \) contains a blocking set in each of those cycles. Therefore, \(|B_1| \leq k^2\). By using a similar argument, we can justify the other claims.

Another easy consequence of Lemma 14 is that \(|F_0| \leq k^2\).

By a similar argument, we can bound \(|B_3|\) as well, but we take this up in Section 3.5 by a different argument which gives a better bound.

### 3.4 Bounding the number of vertices in \( F_1 \)

Now we describe a rule that helps bound the number of vertices in \( F_1 \). Here instead of bounding the number of components in \( F_1 \) and the number of vertices in each component, we directly bound the number of edges in the maximum matching \( M \) of \( G[F_1] \). The rule is a slight variation of one proposed by Jansen and Bodlaender [16] for VERTEX COVER parameterized by the feedback vertex set number.
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- **Reduction Rule 8 (Edge Rule).** Let \( \exists(u,v) \in E(G[F]) \) such that \((N_G(u) \cap S) \cap (N_G(v) \cap S) = \emptyset \) and \( \forall x \in N_G(u) \cap S, \forall y \in N_G(v) \cap S : (x,y) \in E(G) \) (i.e. \( N_G(u) \cap S \) and \( N_G(v) \cap S \) induce a complete bipartite graph). (See Figure 1 for an illustration.) Then do the following.
  - Delete \( u,v \) from the graph.
  - If \( u \) has a neighbour \( t \) in \( F \) which is not \( v \), then make \( t \) adjacent to every vertex in \( N_G(v) \cap S \).
  - If \( v \) has a neighbour \( w \) in \( F \) which is not \( u \), then make \( w \) adjacent to every vertex in \( N_G(u) \cap S \).
  - If the vertices \( t,w \) exist, then they are unique and add the edge \((t,w)\).
  - Set \( \ell' \) to \( \ell - 1 \).

Then we have the following lemma.

- **Lemma 16 (⋆).** When reduction rules 1 to 8 are not applicable \( G[F_1 \cup F_0] \) has \( \mathcal{O}(k^3) \) vertices.

### 3.5 Bounding the the number of odd cycles

We use the Expansion Lemma 5 to get an upper bound on \( B_3 \). We construct a bipartite graph as \( H = (S_3,B_3,E) \) where \( S_3 \) is the set of all independent sets of size 3 from \( S \), and \( E(H) \) is defined as follows. \( E(H) = \{(I,L)|\exists B \subseteq V(L) \text{ such that } B \text{ is a blocking set of size 3 and } B \subseteq N_G(I)\} \).

- **Reduction Rule 9.** If \( |B_3| > 5|S_3| \), then apply Expansion lemma 5 with \( q = 5 \) from \( S_3 \) to \( B_3 \) to get \( A \subset S_3, B \subset B_3 \) such that \( N_H(B) \subset A \) and there is a 5-expansion from \( A \) to \( B \).

  Associated with every \((x,y,z) \in A \), there are 5 distinct cycles in \( B \). Pick one of those 5 cycles for each such \((x,y,z)\). Let \( C_{p_1}, \ldots, C_{p_{|A|}} \) be collection of such cycles. Then set \( G' \leftarrow G \setminus \bigcup_{i=1}^{|A|} C_{p_i} \), \( \ell' \leftarrow \ell - (\sum_{i=1}^{|A|} v(C_{p_i})) \).

Now it is easy to show that

- **Corollary 17.** If Reduction Rule 9 is not applicable, then \( |B_3| \leq 5 \binom{k}{3} \).

Finally the following lemma follows from Reduction Rule 5 (as if this rule is not applicable, every component is bad) and Corollaries 15 and 17.

- **Lemma 18.** If none of the above reduction rules is applicable, then the number of components in \( G[F_2] \) is \( \mathcal{O}(k^3) \).

### 3.6 Bounding \( G[F_2] \) and Putting things together

- **Lemma 19.** When Reduction Rules 1 to 9 are not applicable, the number of vertices in \( G[F_2] \) is \( \mathcal{O}(k^5) \).

**Proof.** By Reduction Rule 8, for every edge \((u,v) \in E(G[F])\), there is either a vertex \( x \in S \) such that \( x \in N(u) \cap N(v) \) or there exists a pair of non-adjacent vertices \( x,y \in S \) such that \( x \in N(u), y \in N(v) \). In the former case, we associate the vertex \( x \) with the edge \((u,v)\) and to the pair of vertices \((x,y)\) in the case of the latter. By Lemma 14 every \( x \in S \) is adjacent to both end points of at most \( k + c \) edges of \( M_1 \) in \( C \), and every pair of non-adjacent vertices \( x,y \in S \), are together adjacent to both end points of at most \( k + c \) edges of \( M_1 \). Therefore, \( |M_1| \leq (k + \binom{k}{2})(k + c) = \mathcal{O}(k^5) \) as \( c \) is \( \mathcal{O}(k^3) \). It follows that \( |V(G[F_2])| = 2|M_1| + c = \mathcal{O}(k^5) \).
The following theorem is an immediate consequence of Lemma 19 and Lemma 16. The bound on the number of edges follows because the number of edges in $G[S]$ is $O(k^2)$, the number of edges in $G[F]$ is $O(k^5)$ (as each vertex has degree at most 2 in $G[F]$, and the number of edges between $F$ and $S$ can be at most $O(k^6)$.

**Theorem 20.** VC-2-Mod has a kernel consisting of $O(k^5)$ vertices and $O(k^6)$ edges.

### 4 Vertex Cover parameterized by bounded cluster vertex deletion set

Now we consider the Vertex Cover problem when parameterized by the size of the degree 1 modulator. Here the resulting graph after removal of the modulator is a collection of isolated vertices and edges – i.e. a collection of cliques of size at most 2. In fact, we will consider the general problem VC-param-$d$-CVD.

If there is no bound on the sizes of the cliques in $G[F]$, then it is known that the problem has no polynomial kernel unless $NP \subseteq coNP/poly$. This follows from a result of Bodlaender et al. [2] who showed this infeasibility of polynomial kernel for Vertex Cover when parameterized by clique deletion set which is a set of vertices whose removal results in a clique.

We start with a definition, similar to the notion of Bad and Nice component in the kernelization of VC-2-Mod.

**Definition 21 (Bad Clique and Nice Clique).** A clique $C$ of $G[F]$ is said to be a bad clique if $\exists A \subseteq S$ such that $A$ is independent and $|A| \leq d$ and $V(C) \subseteq N_G(A)$. A clique is said to be a nice clique if it is not a bad clique.

Observe that any clique $C$ in $G[F]$, that contains a vertex which has no neighbour in $S$, is a nice clique. Now we proceed to state the list of reduction rules for this problem. As a preprocessing, we only require that isolated vertices are removed (i.e. there is no need to even make the graph minimum degree 3 using the rules of Section 3.1).

**Reduction Rule 10.** For every nice clique $C$ of $G[F]$, delete it to obtain $G' \leftarrow G \setminus V(C)$ and make $\ell' \leftarrow \ell - (|V(C)| - 1)$.

Note that when Reduction rule 10 is not applicable, every vertex in $F$ has a neighbour in $S$.

**Reduction Rule 11.** Let $\exists I \subseteq S$ such that $|I| \leq d - 1, I$ is an independent set and $N_G(I)$ contains all vertices of at least $|S| + 1$ cliques in $F$, then do the following:

- If $|I| = 1$, then $G' \leftarrow G \setminus I, \ell' \leftarrow \ell - 1$.
- If $2 \leq |I| \leq (d-1)$, then add the hyperedge $\{x_1, \ldots, x_{d-1}\}$ into $G$ where $I = \{x_1, \ldots, x_{d-1}\}$.

We partition the set of bad cliques in $G[F]$ into 2 parts as follows.

$Z_1 = \{Z | Z$ such that $\exists I \subseteq S, |I| \leq d - 1, V(Z) \subseteq N_G(I)\}$.

$Z_2 = \{Z | Z$ such that $\exists I \subseteq S, |I| = d, V(Z) \subseteq N_G(I)\} \setminus Z_1$.

Note that hyperedges consisting of more than 2 vertices are present only in $S$. Therefore, for any vertex $x \in S$, $N_G(x) \cap F = \{y \in F | (x, y) \in E(G)\}$ and for any vertex $u \in F$, $N_G(u) \cap S = \{v \in S | (u, v) \in E(G)\}$. For every vertex $x$, let $HE(x) = \{v \in E(G) | x \in V(e)\}$. For every hyperedge $e$ let $V(e)$ be the set of vertices that are present in the hyperedge $e$.

The following two rules are due to [1].

**Reduction Rule 12 (Vertex and Edge Domination Rule).** Let there be two vertices $x, y$ such that $HE(x) \subseteq HE(y)$, then delete $x$ from $G$. Similarly, if there are two hyperedges $e_1, e_2$ such that $V(e_1) \subseteq V(e_2)$, then delete $e_2$ from $G$. 


Corollary 22. When none of the above reduction rules are applicable, \( |Z_1| \leq k(\sum_{i=1}^{d-1} \binom{d}{i}) \).

Proof. By the definition of \( Z_1 \), for every clique \( C \in Z_1 \), there exists an independent set \( X \) of size at most \( d-1 \) of \( S \) such that \( N_G(X) \subseteq C \). By Reduction Rule 11, for every independent set \( X \) of size at most \( d-1 \), \( N_G(X) \) contains all end points of at most \( k \) cliques. Therefore, the number of cliques in \( Z_1 \) is at most \( k(\sum_{i=1}^{d-1} \binom{d}{i}) \).

Using similar arguments, we can give a bound for \( |Z_2| \) of \( O(k^{d+1}) \), but we give an improved bound using the expansion lemma. Let \( Z \) be a clique in \( Z_2 \) consisting of \( d \) vertices. For every \( u, v \in V(Z) \), we have that \( N_G(u) \cap N_G(v) \cap S = \emptyset \) by definition. But for every \( u \in V(Z) \), we have \( N_G(u) \cap S \neq \emptyset \). Now, we construct a bipartite graph \( H(S_B, Z_2, J) \). Let \( S_B = \{X \subseteq S|X \) is an independent set in \( G \) and \( |X| = d \}. We add an edge \((I, Z) \) in \( J \) if \( V(Z) \subseteq N_G(I) \).

Reduction Rule 13. If \( |Z_2| > (d+1)|S_B| \), then applyExpansion Lemma 5 with \( q = (d+1) \) from \( S_B \) to \( Z_2 \) to obtain \( P_B \subseteq S_B, Q_B \subseteq Z_2 \) such that \( N_H(Q_B) \subseteq P_B \). For every \( X \in S_B \), add the hyperedges \( \{x_1, \ldots, x_d\} \) where \( X = \{x_1, \ldots, x_d\} \).

Theorem 23. VC-param-d-CVD has a compression of size \( O(k^d) \). In other words, when no reduction rule is applicable, the resulting hypergraph has \( O(k^d) \) vertices. Each hyperedge is of size at most \( d \), and hyperedges of size more than \( 2 \) are present only in \( S \).

Proof. By Reduction Rule 10, every clique \( Z \in G[F] \) is a bad clique. Every bad clique is of 2 types. By Corollary 22, \( |Z_1| \leq k(\sum_{i=1}^{d-1} \binom{d}{i}) \). Now for every clique \( Z \in Z_2 \), there exists an independent set \( I \subseteq S \) of size \( d \) such that \( N_G(I) \subseteq Z \). There are at most \( \binom{k}{d} \) independent sets of size \( d \) in \( S \). As Reduction Rule 13 is not applicable, \( |Z_2| \leq (d+1)\binom{k}{d} \). Therefore, the resulting hypergraph has a kernel of size at most \( k(\sum_{i=1}^{d-1} \binom{d}{i}) + (d+1)\binom{k}{d} = O(k^d) \).

When \( G[F] \) is a graph of degree at most 1, every component of \( G[F] \) is either an isolated vertex or an edge. Setting \( d = 2 \) in the above theorem, we get the following. The edge bound follows as every vertex in \( F \) has degree at most 1 within \( F \) and at most \( k \) into \( S \). Note also that the resulting hypergraph is simply a graph.

Corollary 24. VC-1-Mod has a kernel on \( O(k^2) \) vertices and \( O(k^3) \) edges.

5 Lower Bounds

Now, we prove a lower bound, under complexity theoretic assumptions for the size of the kernel of the problems we considered in this paper. We prove this by giving a polynomial parameter transformation (see definition in Section 2) from \( d \)-CNF-SAT to our problem(s) and use the following theorem due to Dell and Melkebeek [7]. Here \( d \)-CNF-SAT is the problem of testing the satisfiability of a \( d \)-CNF formula, a boolean formula where the clauses are in CNF form with at most \( d \) variables each.

Theorem 25. Lower Bound for \( d \)-CNF-SAT. \( d \)-CNF-SAT parameterized by \( n \), the number of variables, has no kernel of size \( O(n^{d-\epsilon}) \) for any \( d \geq 3, \epsilon > 0 \) unless \( NP \subseteq coNP/poly \).

There is a standard reduction (see for example [23], when \( d = 3 \)) from \( d \)-CNF-SAT to VC-param-d-CVD.
Theorem 26. There exists a polynomial parameter transformation from the $d$-CNF-SAT parameterized by the number of variables to $\text{VC-param-}d$-$\text{CVD}$. In $\text{VC-param-}d$-$\text{CVD}$, the size of the modulator is twice the number of variables in the $d$-CNF-SAT formula.

The following theorem follows from Theorem 26 and Proposition 4.

Theorem 27. $\text{VC-param-}d$-$\text{CVD}$ has no kernel of size $O(k^{d-\epsilon})$ for any $d \geq 3, \epsilon > 0$ unless $\text{NP} \subseteq \text{coNP/poly}$.

As a collection of cliques of size at most 3 is a subclass of graphs with degree at most 2, we have the following corollary.

Corollary 28. $\text{VC-2-Mod}$ has no kernel of size $O(k^{3-\epsilon})$ unless $\text{NP} \subseteq \text{coNP/poly}$.

6 Conclusion

In this paper we gave a polynomial kernel for $\text{VC-2-Mod}$. There is a gap between upper and lower bounds on the kernel sizes we obtained; it would be interesting to bridge this gap. It is known that $\text{Vertex Cover}$ admits a randomized polynomial kernel parameterized by the odd cycle transversal number of the graph (minimum number of vertices whose deletion results in a bipartite graph). Is it possible to obtain a deterministic kernel for this parameterization (maybe using some ideas from this paper)? We think this might be easier and probably the first step towards obtaining a deterministic kernel for the $\text{Odd Cycle Transversal}$ problem itself.
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Abstract

We consider the following graph cut problem called Critical Node Cut (CNC): Given a graph \( G \) on \( n \) vertices, and two positive integers \( k \) and \( x \), determine whether \( G \) has a set of \( k \) vertices whose removal leaves \( G \) with at most \( x \) connected pairs of vertices. We analyze this problem in the framework of parameterized complexity. That is, we are interested in whether or not this problem is solvable in \( f(\kappa) \cdot n^{O(1)} \) time (i.e., whether or not it is fixed-parameter tractable), for various natural parameters \( \kappa \). We consider four such parameters:

- The size \( k \) of the required cut.
- The upper bound \( x \) on the number of remaining connected pairs.
- The lower bound \( y \) on the number of connected pairs to be removed.
- The treewidth \( w \) of \( G \).

We determine whether or not CNC is fixed-parameter tractable for each of these parameters. We determine this also for all possible aggregations of these four parameters, apart from \( w + k \).

Moreover, we also determine whether or not CNC admits a polynomial kernel for all these parameterizations. That is, whether or not there is an algorithm that reduces each instance of CNC in polynomial time to an equivalent instance of size \( \kappa^{O(1)} \), where \( \kappa \) is the given parameter.
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1 Introduction

In 2013 a polio virus struck Israel. The virus spread in alarming speed, creating a nationwide panic of parents concerned about the well-being of their children. It was obvious to the Israeli health department that vaccinating all Israeli children is not a practical solution in the given time frame. Thus it became clear that some areas of the country should be vaccinated first in order to stop the spread of the virus as quickly as possible. Let us represent a geographic area as a vertex of a graph, and the roads between areas as edges of the graph. In this setting, vaccinating an area corresponds to deleting a certain vertex from the graph. Thus, the objective of stopping the virus from spreading translates to minimizing the number of connected pairs (two vertices which are in the same connected component) in the corresponding graph after applying the vaccination.

This scenario can be modeled by the following graph-theoretic problem called Critical Node Cut (CNC). In this problem, we are given an undirected simple graph \( G \) and two integers \( k \) and \( x \). The objective is to determine whether there exists a set \( C \subseteq V(G) \) of
at most $k$ vertices in $G$, such that the graph $G - C$ which results from removing $C$ from $G$, contains at most $x$ connected pairs. In this sense, the cut $C$ is considered critical since removing it from $G$ leaves few (at most $x$) connected pairs. For convenience, throughout the paper we will count ordered connected pairs; i.e., pairs $(u,v) \in V(G) \times V(G)$, $u \neq v$, where $u$ and $v$ belong to same connected component in $G - C$.

The goal of CNC is thus, roughly speaking, to destroy the connectivity of a given graph as much as possible given a certain budget for deleting vertices. From this point of view, CNC fits nicely to the broad family of graph-cut problems. Graph-cut problems have been studied widely and are among the most fundamental problems in algorithmic research. Examples include Min Cut, Max Cut, MultiCut, Multiway Cut, Feedback Vertex Set, and Vertex Cover (see e.g. [19] for definitions of these problems). The latter is the special case of CNC with $x = 0$. Since Vertex Cover is one of the most important problems in the theory of algorithmic design for NP-hard problems, CNC provides a natural test bed to see which of the techniques from this theory can be extended, and to what extent.

Previous Work and Applications. The CNC problem has been studied from various angles. The problem was shown to be NP-complete in [3] (although its NP-completeness follows directly from the much earlier NP-completeness result for Vertex Cover). In trees, a weighted version of CNC is NP-complete whereas the unweighted version can be solved in polynomial time [12]. The case of bounded treewidth can be solved using dynamic programming in $O(n^{w+1})$ time, where $n$ is the number of vertices in the graph and $w$ is its treewidth [1]. Local search [3] and simulated annealing [28] were proposed as heuristic algorithms for CNC. Finally, in [29] an approximation algorithm based on randomized rounding was developed.

Due to its generic nature, the CNC problem has been considered in various applications. One example application is the virus vaccination problem discussed above [3]. Other interesting applications include protecting a computer/communication network from corrupted nodes, analyzing anti-terrorism networks [23], measuring centrality in brain networks [21], insulin signaling [27], and protein-protein interaction network analysis [6].

Our Results. From reviewing the literature mentioned above, it is noticeable that an analysis of CNC from the perspective of parameterized complexity [13] is lacking. The purpose of this paper is to remedy this situation. We examine CNC with respect to four natural parameters along with all their possible combined aggregations. The four basic parameters we examine are:

- The size $k$ of the solution (i.e., the critical node cut) $C$.
- The bound $x$ on the number of connected pairs in the resulting graph $G - C$.
- The number of connected pairs $y$ to be removed from $G$; if $G$ is connected and has $n$ vertices then $y = n(n-1) - x$.
- The treewidth $w$ of $G$.

Table 1 summarizes all we know regarding the complexity of CNC with respect to these four parameters and their aggregation.

Let us briefly go through some of the trivial results given in the table above. First note that CNC with $x = 0$ is precisely the Vertex Cover problem, which means that CNC is not in FPT (and therefore has no polynomial kernel) for parameter $x$ unless P=NP. This also implies that the problem is unlikely to admit a polynomial kernel even when parameterized by $w + x$, since such a kernel would imply a polynomial kernel for Vertex Cover parameterized by the treewidth $w$ which is known to cause the collapse of the polynomial hierarchy [5, 15].
Table 1 Summary of the complexity results for Critical Node Cut.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>FPT</td>
</tr>
<tr>
<td>$x$</td>
<td>NO (Thm. 1)</td>
</tr>
<tr>
<td>$y$</td>
<td>YES (Thm. 13)</td>
</tr>
<tr>
<td>$w$</td>
<td>NO (Thm. 5)</td>
</tr>
<tr>
<td>$x+v$</td>
<td>YES (Thm. 3)</td>
</tr>
<tr>
<td>$y+v$</td>
<td>YES (Thm. 13)</td>
</tr>
<tr>
<td>$w+v$</td>
<td>YES</td>
</tr>
<tr>
<td>$k+x+y$</td>
<td>YES</td>
</tr>
<tr>
<td>$k+x+y+w$</td>
<td>YES</td>
</tr>
</tbody>
</table>

Next, notice that if our input graph $G$ has no isolated vertices, we have $x + y = \Omega(n)$, and therefore CNC is FPT and has a polynomial kernel for $x + y$ (as isolated vertices can safely be discarded). This of course means that the same applies for parameters $k + x + y$, $x + y + w$, and $k + x + y + w$.

Our first result, stated in Theorem 1, shows that CNC parameterized by $k$ is W[1]-hard. Thus, CNC is unlikely to have an FPT algorithm under this parameterization. We then show in Theorem 3 and Theorem 4, that when considering $x + k$ as a parameter, we can extend two classical Vertex Cover techniques to the CNC problem. Our main technical result is stated in Theorem 5, where we prove that CNC is W[1]-hard with respect to $w$, the treewidth of the input graph. This is somewhat surprising since not many graph cut problems are known to be W[1]-hard with respect to $w$, the treewidth of the input graph. This is somewhat surprising since not many graph cut problems are known to be W[1]-hard when parameterized by treewidth. Also, the result complements nicely the $O(n^{w+1})$-time algorithm of [1] by showing that this algorithm cannot be improved substantially. We complement this algorithm from the other direction by showing in Theorem 12 that CNC can be solved in $f(w+x) \cdot n^{O(\log n)}$ time. Finally, we show in Theorem 13 and Theorem 14 that CNC is FPT with respect to $y$, and has no polynomial kernel even for $y + w + k$. Due to lack of space, most proofs are deferred to a full version of the article.1

Related Work. This paper belongs to a recent extensively explored line of research in parameterized complexity where various types of graph cut problems are analyzed according to various natural problem parameterizations. This line of research can perhaps be traced back to the seminal paper of Marx [24] who studied five such problems, and in the process introduced the fundamental notion of important separators. This paper paved the way to several parameterized results for various graph cut problems, including Multicut [7, 20, 22, 24, 25, 26, 30], MultiwayCut [9, 10, 11, 20, 24, 30], and Steiner Multicut [8]. A particularly closely related problem to CNC is the so-called Vertex Integrity problem where we want to remove $k$ vertices from a graph such that the largest connected component

in the remaining graph has a bounded number of vertices. Fellows and Stueckle [18] were the first to analyze this problem from a parameterized point of view; we refer the reader to [14] for a detailed overview. The edge deletion variant of Vertex Integrity has also been studied [16].

2 Parameters \( k \) and \( k + x \)

We now consider the parameters \( k \) and \( k + x \) for CNC. We first show that the problem is \( W[1] \)-hard for \( k \). To this end, we devise a reduction from Clique. From an instance \((G, \ell)\) of Clique, which asks whether \( G \) contains a complete subgraph of order \( \ell \), we construct \( H \), the graph of our CNC instance, as follows: Replace each edge in \( G \) by \( n \) parallel edges, and then subdivide each of the new edges once. Next, add an edge in \( H \) between each pair of nonadjacent vertices of \( G \). Finally, set \( k := \ell \).

\[ \text{Theorem 1. Critical Node Cut is } W[1] \text{-hard with respect to } k. \]

We next show that the above result holds also for some restricted subclasses. A split graph is a graph in which the vertices can be partitioned into a clique and an independent set. We slightly modify the construction by adding all the edges missing between every pair of non-dummy vertices. In this way, the vertices of \( G \) form a clique and the dummy vertices form an independent set, while all arguments in the proof above still hold. For a fixed integer \( d \geq 1 \), a graph is called \( d \)-degenerate if each of its subgraphs has a vertex with a degree of at most \( d \). For \( d = 1 \) (i.e., a forest), the CNC problem has a polynomial algorithm based on dynamic programming [12]. We modify the construction in the proof above by subdividing all the edges except those that are adjacent to dummy vertices. This results in a 2-degenerate graph, and also a bipartite graph with one side containing all vertices of \( G \) and the other containing all the dummy vertices. By a slightly more careful (yet still along the same lines) argument it can be shown that the conclusion of Theorem 1 still stands.

\[ \text{Corollary 2. Critical Node Cut remains } W[1] \text{-hard with respect to } k \text{ even if the input graph is split, bipartite, or } d \text{-degenerate for any fixed } d \geq 2. \]

We next consider the parameter \( k + x \). We will show that the basic techniques known for the case of \( x = 0 \), i.e., Vertex Cover, can be extended to the case where \( x > 0 \). First, a simple branching strategy can be developed into an FPT algorithm for the parameter \( k + x \).

\[ \text{Theorem 3. Critical Node Cut is FPT with respect to } k + x. \]

The running time can be improved by using a more elaborate approach in the last step. For example, isolated edges can be dealt with in a dynamic programming subroutine. Then the remaining instance on which brute-force has to be applied has at most \( 1.5x \) vertices. Next, we show that a simple “high-degree rule” leads to a polynomial kernel.

\[ \text{Theorem 4. Critical Node Cut has a polynomial kernel with respect to } k + x. \]

3 Parameter \( w \)

In this section we will show that CNC is unlikely to be fixed-parameter tractable when parameterized by \( w \). This implies that we cannot substantially improve on the \( O(n^{w+1}) \) algorithm of [1]. Since we will not directly use the notion of treewidth and tree decompositions, we refer to [4] for their definition.
Theorem 5. Critical Node Cut is \( W[1] \)-hard with respect to the treewidth \( w \) of the input graph.

Our proof of the theorem above is via the well-known multicolored clique technique [17] which utilizes generic gadget structure to construct a reduction from the \( W[1] \)-complete Multicolored Clique problem: Given an undirected simple graph \( G \) with \( n \) vertices and \( m \) edges, a coloring function \( c : V(G) \rightarrow \{1, \ldots, \ell\} \) of the vertices of \( G \), and a parameter \( \ell \), determine whether \( G \) has a clique which includes exactly one vertex from each color. Throughout this section we use \( (G, c, \ell) \) to denote an arbitrary input to Multicolored Clique. As usual in parameterized reductions, we can assume that \( n \) and \( \ell \) are sufficiently larger than any fixed constant, and that \( n \) is sufficiently larger than \( \ell \).

In the multicolored clique technique, we construct selection gadgets which encode the selection of vertices and edges of \( G \) (one per each color class and pair of color classes, respectively), and validation gadgets which ensure that the vertices and edges selected indeed form a clique in \( G \). In our reduction below, we will force any feasible solution to delete a large number of vertices from the constructed CNC instance in order to reach the required bound on the number of remaining connected pairs. We will ensure that such a solution always leaves \( 4(\ell^3) \) very large components which encode the selection of \( (\ell) \) edges in \( G \). The bound on the number of connected pairs will require all these huge components to have equal size, which in turn can only happen if the edges selected in \( G \) are edges between the same set of \( \ell \) vertices (implying that these \( \ell \) vertices form a clique in \( G \)). In what follows, we use \( (H, k, x) \) to denote the instance of CNC that we construct, where \( H \) is the input graph, \( k \) is the size of the required cut, and \( x \) is the bound on the number of connected pairs. Note that for our proof to go through, we will also need to show that the treewidth of \( H \) is bounded by some function in \( \ell \).

Connector gadgets. To each vertex \( u \in V(G) \), we assign two unique integer identifiers: \( \text{low}(u) \in \{1, \ldots, n\} \) and \( \text{high}(u) \in \{n + 1, \ldots, 2n\} \), where \( \text{high}(u) = 2n + 1 - \text{low}(u) \). Our selection gadgets are composed from gadgets which we call connector gadgets. A connector gadget corresponds to a vertex of \( G \), and can be of low order or high order. A low order connector gadget corresponding to a vertex \( u \in V(G) \) consists of a clique of size \( \ell^4 \) and an independent set of size \( n^{16} + \text{low}(u) \) which have all edges between them; i.e., it is a complete split graph on these two sets of vertices. Similarly, a high order connector gadget corresponding to \( u \in V(G) \) is a complete split graph on a clique of size \( \ell^4 \) and an independent set of size \( n^{16} + \text{high}(u) \).

We refer to the clique in a connector gadget as the core of the gadget, and to the remaining vertices as the guard of the gadget. Only vertices in the core will be adjacent to vertices outside the gadget. Notice that the huge independent set in the core contributes to a large number of connected pairs in \( H \), and one can delete all these connected pairs only by adding all core vertices to the solution cut. Below we use this property to help us control solutions for our CNC instance.

Selection gadgets. The graph \( H \) consists of a selection gadget for each vertex and edge in \( G \) (see Figure 1): For a vertex \( u \in V(G) \), we will construct a \( u \)-selection gadget as follows: First we add a clique \( U \) of size \( \ell^2 \) to \( H \), and then we connect all the vertices of \( U \) to an additional independent set of \( n^9 \) vertices, which we call the dummy vertices of the \( u \)-selection gadget. We next connect \( U \) to \( (\ell - 1) \) gadget pairs, one pair for each color \( i \in \{1, \ldots, \ell\} \setminus \{c(u)\} \). Each pair consists of a low order and a high order connector gadget corresponding to \( u \). We let \( A^i_u[u] \) and \( B^i_u[u] \) respectively denote the core and guard of the connector gadget.
associated with color $i \in \{1, \ldots, \ell \} \setminus \{c(u)\}$ and of order $o \in \{\text{low, high}\}$. We connect $U$ to each connector gadget by adding all edges between all vertices of $U$ and $A_i^o[u]$, for each $i \in \{1, \ldots, \ell \} \setminus \{c(u)\}$ and $o \in \{\text{low, high}\}$.

For an edge $\{u_1, u_2\} \in E(G)$, we will construct a $\{u_1, u_2\}$-selection gadget as follows: First we add a vertex which we denote by $\{u_1, u_2\}$ to $H$. We then connect $\{u_1, u_2\} \in V(H)$ to a low order and a high order connector gadget associated with $u_1$, and to a low order and a high order connector gadget associated with $u_2$, by adding all edges between vertex $\{u_1, u_2\} \in V(H)$ and the core vertices of these gadgets. We let $A_i^o[u_1, u_2]$ and $B_i^o[u_1, u_2]$ respectively denote the core and guard of the connector gadget corresponding to $u \in \{u_1, u_2\}$ of order $o \in \{\text{low, high}\}$ in the $\{u_1, u_2\}$-selection gadget. Finally, we connect $\{u_1, u_2\} \in V(H)$ to an additional set of $n^4$ dummy neighbors of degree one in $H$.

**Validation gadgets.** We next add the validation gadgets to $H$, one for each ordered pair of distinct colors $(i, j)$, $i \neq j$. For such a pair $(i, j)$, the $(i, j)$-validation gadget simply consists of two cliques $V_{\text{low}}[i,j]$ and $V_{\text{high}}[i,j]$, each of size $\ell^7$. The validation is done through the connections of these two cliques to the remainder of the graph. Consider a $u$-selection gadget for a vertex $u \in V(G)$ of color $i$. We add all possible edges between $V_{\text{low}}[i,j]$ and $A_{i,\text{low}}^o[u]$, and all edges between $V_{\text{high}}[i,j]$ and $A_{i,\text{high}}^o[u]$. This is done for every vertex of color $i$. Consider next a $\{u_1, u_2\}$-selection gadget where $c(u_1) = i$ and $c(u_2) = j$. We add all possible edges between $V_{\text{low}}[i,j]$ and $A_{i,\text{high}}^o[u_1,u_2]$, and all possible edges between $V_{\text{high}}[i,j]$ and $A_{i,\text{low}}^o[u_1,u_2]$. In this way, $V_{\text{low}}[i,j]$ is connected to low order connector gadgets of vertex selection gadgets and to high order connector gadgets of edge selection gadgets, and $V_{\text{high}}[i,j]$ is connected in the opposite way.

**CNC instance.** The graph $H$ of our CNC instance is thus composed of $4\binom{\ell}{2}$ validation cliques which have $\ell^7$ vertices each, $n$ vertex selection gadgets each of size $(\ell - 1)(2n^{16} + 2n + 1 + 2\ell^4) + n^3 + \ell^7$, and $m$ edge selection gadgets which have $2(2n^{16} + 2n + 1 + 2\ell^4) + n^4 + 1$ vertices each. We finish the description of our reduction by setting $k$, the size of the required critical node cut, to

$$k := \left(2(\ell - 1)n + 4m - 8\binom{\ell}{2}\right) \cdot \ell^4 + \ell^3 + \frac{\ell}{2},$$

and setting $x$, the bound on the number of connected pairs, to

$$x := (n - \ell)(n^9 + \ell^2)(n^9 + \ell^2 - 1) + \left(m - \binom{\ell}{2}\right)(n^4 + 1)n^4 + 4\binom{\ell}{2}(2n^{16} + 2n + 1 + \ell^7 + 2\ell^4)(2n^{16} + 2n + \ell^7 + 2\ell^4).$$

**Lemma 6.** The graph $H$ has treewidth at most $4\binom{\ell}{2}\ell^7 + \ell^4 + \ell^2$.

**Proof.** We use two well known facts about treewidth: The treewidth of a graph is the maximum treewidth of all its components, and adding $\alpha$ vertices to a graph of treewidth at most $\beta$ results in a graph of treewidth at most $\alpha + \beta$. Using these two facts we get that a connector gadget has treewidth at most $\ell^4$, since we add $\ell^4$ vertices to a graph of treewidth 0 (the independent set of vertices). From this we conclude that each selection gadget has treewidth at most $\ell^4 + \ell^2$, since we either add a clique of size $\ell^2$ or a single vertex to a graph whose connected components have treewidth bounded by $\ell^4$. Therefore, since $H$ itself is constructed by adding $4\binom{\ell}{2} \cdot \ell^7$ validation vertices to a graph whose connected components have treewidth at most $\ell^4 + \ell^2$, the lemma follows. □
From a multicolored clique to a critical node cut. Suppose \((G,c,\ell)\) has a solution, i.e., a multicolored clique \(S\) of size \(\ell\). Then one can verify that the cut \(C \subseteq V(H)\) defined by
\[
C := \{U : u \in S\} \cup \{\{u_1, u_2\} : u_1 \neq u_2 \in S\} \cup \{v : v \in A^\ell_n[u], u \notin S\} \\
\cup \{v : v \in A^\ell_n[u_1,u_2], u_1 \neq u_2 \notin S\}
\]
is of size \(k\), and \(H - C\) contains exactly three types of non-trivial connected components:
- \(n - \ell\) components which include a clique \(U\) of size \(\ell^3\) along with \(n^9\) dummy vertices.
- \(m - \binom{\ell}{2}\) components which include a single vertex of \(E(G)\) along with \(n^4\) dummy vertices.
- \(4\binom{\ell}{4}\) components which have \(2n^{16} + 2n + 1 + \ell^7 + 2\ell^4\) vertices each.
Thus, \(H - C\) has exactly \(x\) connected pairs, and \(C\) is indeed a solution to \((H,k,x)\).

From a critical node cut to a multicolored clique. To complete the proof of Theorem 5, we show that if \((H,k,x)\) has a solution, i.e., a cut \(C\) of size \(k\) where \(H - C\) has at most \(x\) connected pairs, then \(G\) has a multicolored clique of size \(\ell\). We do this, using a few lemmas that restrict the structure of solutions to our CNC instance. The first one of these, Lemma 7 below, shows that we can restrict our attention to cuts which include only core vertices of connector gadgets and vertices of \(V(G) \cup E(G)\).

\begin{lemma}
If there is a solution to \((H,k,x)\), then there is a solution \(C\) to this instance which includes no guard vertices, no dummy vertices, and no validation vertices of \(H\).
\end{lemma}
**Proof.** Let \( C \) be a solution to \((H,k,x)\). If \( C \) includes any dummy vertex \( v \) of \( H \), then since \( v \) is a vertex whose neighborhood is a clique, we can either replace \( v \) with one of its neighbors (which is a non-dummy vertex) or, if \( C \) contains all neighbors of \( v \), we remove \( v \) from \( C \). Both modifications of \( C \) do not increase the number of connected pairs in \( H - C \). Similarly, if \( C \) includes guard vertices, these can be safely replaced with core vertices.

Next, we show that \( C \) cannot contain any validation clique completely. To this end, note that a core of a connector gadget which is not completely included in \( C \) contributes more than \( n^{32} \) connected pairs in \( H - C \). This can be seen by counting the number of connected pairs between a single core vertex and all of its guard neighbors. Thus, since \((16\binom{\ell}{2} + 1)n^{32} > x \) assuming a sufficiently large \( n \), the cut \( C \) must include all but at most \( 16\binom{\ell}{2} \) cores of connector gadgets in \( H \). But as each validation clique is of size \( \ell^7 > 8\binom{\ell}{2}\ell^4 + \ell^3 + \binom{\ell}{2} \) (for sufficiently large \( \ell \)), we have \( k - \ell^7 < (2(\ell - 1)n + 4m - 16\binom{\ell}{2})\ell^4 \), which means that if \( C \) includes a validation clique it does not include enough cores. Thus, \( C \) cannot contain any validation clique.

Finally, consider the case that \( C \) contains a proper subset of some validation clique \( V_o[i,j] \) in \( H \). Observe first that if the validation clique is not completely isolated in \( H - C \), then a vertex \( v \in C \cap V_o[i,j] \) can be safely replaced by a core vertex that is adjacent to \( V_o[i,j] \) as \( v \) is not a cut vertex in \( H - (C \setminus \{v\}) \). Thus, the only remaining case is that all vertices that have a neighbor in \( V_o[i,j] \) are in \( C \). Then, deleting the vertices in \( V_o[i,j] \) removes at most \( \ell^7(\ell^7 - 1) \) connected pairs. By the choice of \( k \), and the number of core vertices, \( C \) cannot contain all core vertices. Consider a core vertex \( u \notin C \). Since \( C \) does not contain any guard vertices, adding \( u \) to \( C \) removes at least \( n^{16} > \ell^7(\ell^7 - 1) \) connected pairs. Thus, we can remove all vertices of \( V_o[i,j] \cap C \) from \( C \) and replace them by \( u \) without increasing the number of connected pairs in \( H - C \). Thus, there is a solution that contains no vertices of validation cliques.

Assume that \((H,k,x)\) has a solution, and fix a solution \( C \) as in Lemma 7. By the definition of \( k \), we know that the cut \( C \) cannot include all connector gadgets. A connector gadget in \( H - C \) induces a large number of connected pairs, at least \( n^{32} \), due to the guard vertices of the gadget. Let us therefore call a connected component in \( H - C \) huge if it contains at least \( n^{32} \) connected pairs. The next lemma shows that there can only be a certain number of these huge components in \( H - C \), and reveals some further restriction on any solution cut \( C \). We call a maximal non-empty (but not necessarily proper) subset of a core in \( H - C \) a partial core.

**Lemma 8.** If \( C \) is a solution to \((H,k,x)\) as in Lemma 7, then \( C \) includes \((2(\ell - 1)n + 4m - 8\binom{\ell}{2})\) cores. Furthermore, there are precisely \( 4\binom{\ell}{2} \) huge components in \( H - C \), each consisting of a validation clique, two partial cores, and the two guard sets of the partial cores.

**Proof.** Let \( A_1, \ldots, A_t \) denote all partial cores in \( H - C \). Note that since each core is of size \( \ell^4 > \ell^3 + \binom{\ell}{2} \) (for sufficiently large \( \ell \)), the cut \( C \) can include at most \((2(\ell - 1)n + 4m - 8\binom{\ell}{2})\) complete cores by definition of \( k \), and so \( t \geq 8\binom{\ell}{2} \). By Lemma 7, the graph \( H - C \) contains all \( 4\binom{\ell}{2} \) validation cliques. Let \( Q_1, \ldots, Q_s \) denote the components in \( H - C \) that contain at least one validation clique, and let \( q_i := |Q_i| - 1 \) for each \( i, 1 \leq i \leq s \). Observe that for any huge component \( Q \) in \( H - C \), we have \( Q \in \{Q_1, \ldots, Q_s\} \).

Now, since the total number of validation cliques is \( 4\binom{\ell}{2} \), we have \( s \leq 4\binom{\ell}{2} \), and the total number of connected pairs in all the \( Q_i \)'s is lower bounded by \( \sum_{i=1}^s q_i^2 \). Note that each partial core \( A_j \) belongs to some \( Q_i \) and contributes at least \( n^{16} + 1 \) vertices to its size (accounting for a single vertex of \( A_j \) and all its guard neighbors), and therefore at least \( n^{32} \) connected pairs. It can now be seen that since \( \sum_{i=1}^s q_i^2 \) is concave and symmetric, it is
components in vertices which correspond to edges in $H$. Thus, the number of further additional connected pairs in $H - C$ is at most $x - 16\binom{n}{4}^{32} = n \cdot n^{18} + o(n^{18}) < 2n^{19}$. Now, if $A$ contains other vertices, then by construction it must contain either a vertex from a clique $\{a, u\}$ corresponding to a vertex $a$ of $G$, or a vertex $\{a, u\}$ corresponding to an edge of $G$. In either of these cases, this additional vertex is adjacent to at least $n^4$ dummy vertices, implying that $A$ has an additional number of $n^4 \cdot n^{16} = n^{20} > 2n^{19}$ connected pairs, a contradiction. 

- Slightly smaller than huge components are large components in $H - C$ which have at least $n^{18}$ connected pairs and fewer than $n^{32}$ connected pairs. Further smaller are big components which have at least $n^8$ connected pairs, and less than $n^{18}$ connected pairs.

**Lemma 9.** If $C$ is a solution to $(H, k, x)$ as in Lemma 7, then $C$ includes exactly $\ell$ cliques $U_1, \ldots, U_\ell$ corresponding to vertices $u_1, \ldots, u_\ell \in V(G)$, and there are precisely $n - \ell$ large components in $H - C$.

**Proof.** Note that $x = 16\binom{n}{4}^{32} + (n - \ell)n^{18} + o(n^{18})$. By Lemma 8, we know that $H - C$ contains $4\binom{n}{4}^{32}$ huge components, and so these already account for $16\binom{n}{4}^{32}$ connected pairs in $H - C$. For every $u \in V(G)$, if the clique corresponding to $U$ is not completely contained in $C$, then there is a large component corresponding to $u$ in $H - C$, since by Lemma 7, all $n^8$ dummy neighbors of $U$ are existent in $H - C$. Furthermore, any large component in $H - C$ is of this form. Thus, if $C$ contains $\ell' < \ell$ cliques corresponding to vertices of $G$, then the number of connected pairs in $H - C$ is at least $16\binom{n}{4}^{32} + (n - \ell)n^{18} > 16\binom{n}{4}^{32} + (n - \ell)n^{18} + o(n^{18}) = x$, a contradiction. Moreover, by our choice of $k$, the cut $C$ cannot include $2(\ell - 1)n + 4m - 8\binom{n}{4}^{32}$ cores (as is necessary by Lemma 8) and more than $\ell$ such cliques $U$, since $(2(\ell - 1)n + 4m - 8\binom{n}{4}^{32})\ell^4 + (\ell + 1)\ell^2 > k$.

**Lemma 10.** If $C$ is a solution to $(H, k, x)$ as in Lemma 7, then $C$ includes exactly $\binom{n}{2}$ vertices which correspond to edges in $G$, and there are precisely $n - \binom{n}{2}$ big components in $H - C$.

**Proof.** Let us call each element in the set $\{U \subseteq V(H) : u \in V(G) \} \cup \{\{u, u'\} \in V(H) : \{u, u'\} \in E(G)\}$ a $G$-element. Thus, each $G$-element belongs to its unique selection gadget in $H$, and corresponds to either a vertex or an edge of $G$. Moreover, each core is adjacent to exactly one $G$-element. By Lemma 9 we know that $C$ contains $\ell$ $G$-elements corresponding to vertices of $G$. We next argue that it also contains $\binom{n}{2}$ $G$-elements corresponding to edges of $G$.

Consider a huge component $Q$ in $H - C$. By Lemma 8, $Q$ contains two partial cores $A$ and $A'$ and $Q$ does not contain the unique $G$-element that is adjacent to the two partial cores. Thus, the $G$-element neighbors of exactly $8\binom{n}{4}^{32}$ partial cores are contained in $C$. The set of cliques $U_1, \ldots, U_\ell \subseteq C$ promised by Lemma 9 accounts for at most $2(\ell - 1) \cdot \ell = 4\binom{n}{2}$ such cores, as each $U_i$ has exactly $2(\ell - 1)$ neighboring cores in $H$. Notice that by the choice of $k$,
after accounting for the vertices in \( C \) required by Lemma 8 and Lemma 9, the remaining number of vertices is \( \binom{\ell}{2} \). Any \( G \)-element representing a vertex has \( \ell^2 > \binom{\ell}{2} \) vertices, and thus all remaining deleted \( G \)-elements correspond to edges of \( G \). Now observe that each of them can account for at most four partial cores as they have exactly four neighboring cores in \( H \). Consequently, the number of deleted \( G \)-elements that correspond to edges in \( G \) is at least \( \binom{\ell}{2} \). By the choice of \( k \), it is thus exactly \( \binom{\ell}{2} \).

**Lemma 11.** The set of vertices \( u_1, \ldots, u_\ell \) specified in Lemma 9 induces a multicolored clique in \( G \).

**Proof.** Lemma 8, Lemma 9, and Lemma 10 together state that \( C \) includes at least \( (2(\ell - 1)n + 4m - 8\binom{\ell}{2}) \cdot \ell^4 \) core vertices, at least \( \ell^3 \) vertices in cliques corresponding to vertices of \( G \), and at least \( \binom{\ell}{2} \) vertices corresponding to edges of \( G \). By our selection of \( k \), all these lower bounds are in fact equalities. Thus, all but \( \ell \) cliques \( U, u \in V(G) \), are present in \( H - C \), and all but \( \binom{\ell}{2} \) edges of \( G \) are present in \( H - C \). All these vertices contribute at least \( (n - \ell)(n^9 + \ell^2)(n^9 + \ell^2 - 1) + \left(m - \binom{\ell}{2}\right)(n^4 + 1)n^4 \) connected pairs in \( H - C \), due to their dummy neighbors. Thus, by definition of \( x \), the total number of connected pairs from huge components in \( H - C \) is \( 4\binom{\ell}{2}(2n^{16} + 2n + 1 + \ell^7 + 2\ell^4)2n^{16} + 2n + \ell^7 + 2\ell^4 \).

Now, note that according to Lemma 8, \( H - C \) includes exactly \( 8\binom{\ell}{2} \) partial cores with no neighboring \( G \)-elements. The set of cliques \( U_1, \ldots, U_\ell \subseteq C \), promised by Lemma 9, accounts for at most \( 2(\ell - 1) \cdot \ell = 4\binom{\ell}{2} \) partial cores. Moreover, each clique (corresponding to a vertex) is of a different color, otherwise the specific structure promised by Lemma 8 is violated. Similarly, the \( \binom{\ell}{2} \) deleted \( G \)-elements that correspond to edges in \( G \), promised by Lemma 10, account for at most \( 4\binom{\ell}{2} \) partial cores, and each edge corresponds to a different pair of colors. Consequently, the only way to remove the required number of neighboring \( G \)-elements is if these upper bounds are met with equality. Thus, we have \( \ell \) vertices and \( \binom{\ell}{2} \) edges of different colors, as required in a multicolored clique.

Finally, observe that due to the fact that we have accounted for all the vertices in \( C \), it is clear that each huge component consists of two complete (i.e., non-partial) cores. Thus, the size of each of these huge components is \( 2n^{16} + \ell^7 + 2\ell^4 + \text{high}(u_1) + \text{low}(u') \) for \( u_1, u' \in V(G) \). Therefore, the only way for the total number of connected pairs in all huge components to not exceed \( 4\binom{\ell}{2}(2n^{16} + 2n + 1 + \ell^7 + 2\ell^4)(2n^{16} + 2n + \ell^7 + 2\ell^4) \) is if all huge components have equal size, i.e., exactly \( (2n^{16} + 2n + 1 + \ell^7 + 2\ell^4) \) vertices each. But this can happen only if we have \( u_1 = u' \) in the pair of connector guards \( B^1_{\ell}[u_1] \) and \( B^4_{\ell}[u', u_2] \), in each huge component of \( H - C \), as this is the only way for the guard vertices to sum up to \( 2n^{16} + 2n + 1 \). Consequently, the set of \( \binom{\ell}{2} \) edges selected in \( G \) are edges between \( u_1, \ldots, u_\ell \) implying that they indeed form a clique.

4 Parameters \( w + x \) and \( y \)

If we combine the treewidth parameter \( w \) with the parameter for the number of connected pairs \( x \), then we obtain fixed-parameter tractability. This can be derived via an optimization variant of Courcelle’s theorem due to Arnborg et al. [2]. Using tree decompositions, we obtain a more efficient algorithm.

**Theorem 12.** The Critical Node Cut problem is FPT with respect to \( w + x \).

Finally, we consider the CNC problem parameterized by \( y \). We will show that the problem is FPT under this parameterization but has no polynomial kernel even for the aggregate parameterization of \( k + y + w \).
Theorem 13. The Critical Node Cut problem is FPT with respect to $y$.

Theorem 14. The Critical Node Cut problem parameterized by $k + y + w$ has no polynomial kernel unless the polynomial hierarchy collapses.

5 Discussion

We considered a natural graph cut problem called Critical Node Cut (CNC) under the framework of parameterized complexity. The only parameterization left open in our analysis is the parameter $w + k$, and so the first natural question left open in the paper is whether CNC is fixed-parameter tractable under this parameterization (we know it is unlikely that it admits a polynomial kernel). It would also be interesting to see how parameters maximum degree and pathwidth affect the parameterized complexity of CNC. Finally, one can consider the edge variant of the problem (where one is required to delete edges instead of vertices) and the directed variant of the problem. Several of our proofs do not transfer directly to these variants. For example, it is open whether the edge deletion variant of CNC is $W[1]$-hard with respect to the number of edge deletions.
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Abstract

In this paper, we study the parameterized complexity of the linear complementarity problem (LCP), which is one of the most fundamental mathematical optimization problems. The parameters we focus on are the sparsities of the input and the output of the LCP: the maximum numbers of nonzero entries per row/column in the coefficient matrix and the number of nonzero entries in a solution. Our main result is to present a fixed-parameter algorithm for the LCP with all the parameters. We also show that if we drop any of the three parameters, then the LCP is fixed-parameter intractable. In addition, we discuss the nonexistence of a polynomial kernel for the LCP.
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1 Introduction

Given a square matrix \( M \in \mathbb{R}^{n \times n} \) and a vector \( q \in \mathbb{R}^n \), the linear complementarity problem (LCP) is to find a vector \( z \in \mathbb{R}^n \) such that

\[
Mz + q \geq 0, \quad z \geq 0, \quad z^\top (Mz + q) = 0.
\]

We denote a problem instance of the LCP with \( M \) and \( q \) by LCP(\( M, q \)). We say that \( n \) is the order of LCP(\( M, q \)). The LCP, introduced by Cottle [9], Cottle and Dantzig [10], and Lemke [24], is one of the most widely studied mathematical programming problems, which, for example, contains linear and convex quadratic programming problems. The decision version of the LCP (i.e., deciding whether (1) has a solution \( z \)) is NP-complete [6]. For details of the LCP and related topics, see the books of Cottle, Pang, and Stone [11] and Murty [25].

In this paper, we analyze the parameterized complexity of the LCP. A problem with parameter \( k \) is said to be fixed-parameter tractable if there exists an algorithm which solves the problem in \( f(k) \cdot L^{O(1)} \) time, where \( f \) is some computable function and \( L \) is the size of a
Thus it reveals the time complexity of the mixed Nash equilibrium with small support size. The LCP is NP-hard by extending an NP-hardness proof of the problem of finding a Nash equilibrium with support size at most \( c \) and \( r \). We first prove the \( r \)-row-sparse LCP becomes fixed-parameter intractable. We first construct a graph associated with a given LCP instance, and derive a necessary condition on the graph that the support of a solution must satisfy. Our algorithm enumerates all index sets satisfying the necessary condition by traversing the graph. Since the number of candidate index sets is bounded by \( ((r + c)rcs)^{O(cs)} \), the algorithm runs in fixed-parameter time.

On the other hand, we show that, if we drop any of the parameters \( r \), \( c \) and \( s \), then the LCP becomes fixed-parameter intractable. We first prove the \( W[1] \)-hardness of the \( r \)-row-sparse LCP (resp., the \( s \)-support \( r \)-row-sparse LCP) with parameters \( s \), \( r \), \( c \). We remark that the \( s \)-support LCP with only parameter \( s \) is \( W[2] \)-hard by reducing the problem of finding a Nash equilibrium with support size at most \( s \). In this paper, we focus on the sparsities of the input and the output of the LCP.

We consider as parameters the numbers of nonzero entries per row and column in an input matrix. We say that the LCP is \( r \)-row-sparse (resp. \( c \)-column-sparse) if the coefficient matrix has at most \( r \) nonzero entries per row (resp. at most \( c \) nonzero entries per column). The LCP is \((r,c)\)-sparse if it is \( r \)-row-sparse and \( c \)-column-sparse. It is not difficult to see that any LCP instance can be reduced to a \( 3 \)-row-sparse LCP instance (or a \( 3 \)-column-sparse LCP instance), and thus it is NP-hard if \( r = 3 \) or \( c = 3 \). Moreover, even the \( 2 \)-row-sparse LCP is NP-hard [27], while the \( 1 \)-row-sparse LCP is linear-time solvable. Let us remark that this kind of sparsity has been studied for the special classes of the LCP, i.e., the system of linear inequalities [8, 20] and the bimatrix game [4, 5, 7, 13, 19]. The \( \ell \)-sparse bimatrix game has payoff matrices each of whose rows and columns has at most \( \ell \) nonzero entries, which can be described as the \((\ell, \ell)\)-sparse LCP when a mixed Nash equilibrium has a positive expected payoff. It is also known that the mean payoff game falls into the \((3, c)\)-sparse LCP [2], where \( c \) is the maximum indegree of a given graph plus two.

Another parameter discussed in this paper is the size of the support of a solution, that is, the number of nonzero entries of an output solution. For an integer \( s \), the \( s \)-support LCP is to find a solution of (1) with support size at most \( s \). Finding a solution with small support size is often useful in applications. For example, in the contact problem of rigid bodies (see e.g., [11]), which is formulated as the LCP, a solution is usually required to have a few nonzero entries when the bodies are in contact at few points on the surfaces. For the bimatrix game, which is also a special class of the LCP, a mixed Nash equilibrium with small support size has been studied recently [16, 19], as such a solution is close to a pure Nash equilibrium.

Our main result is to present a fixed-parameter algorithm for the \( s \)-support \((r,c)\)-sparse LCP with parameters \( s \), \( r \), and \( c \). The running time is \((n + c)rcs)^{O(cs)} \cdot n^{O(1)} \), time, where \( n \) is the order of a given instance. To obtain the algorithm, we incorporate the idea of Hermelin, Huang, Kratsch and Wahlström [19] for the bimatrix game. We first construct a graph associated with a given LCP instance, and derive a necessary condition on the graph that the support of a solution must satisfy. Our algorithm enumerates all index sets satisfying the necessary condition by traversing the graph. Since the number of candidate index sets is bounded by \((n + c)rcs)^{O(cs)} \), the algorithm runs in fixed-parameter time.

For the case when we drop the support size \( s \) of a solution, the \((2,2)\)-sparse LCP is shown to be \( W[1] \)-hard by extending an \( W[2] \)-hardness proof of the \( 2 \)-row-sparse LCP [27]. We remark that the \( 1 \)-row-sparse LCP (resp., the \( 1 \)-column-sparse LCP) is solvable in linear time [27]. Thus it reveals the time complexity of the \((r,c)\)-sparse LCP with respect to \( r \) and \( c \).

Table 1 summarizes our results.

We also show the nonexistence of a polynomial kernel for the \( s \)-support \((r,c)\)-sparse LCP unless \( \text{coNP} \subseteq \text{NP/poly} \). A kernelization algorithm is a polynomial-time transformation of a
Table 1 The parametrized complexity of sparse LCPs.

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>general</th>
<th>support size $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>row-sparsity $r$</td>
<td></td>
<td>NP-hard ($r = 2$) [27]</td>
<td>$W[1]$-hard (Theorem 7)</td>
</tr>
<tr>
<td>column-sparsity $c$</td>
<td></td>
<td>NP-hard ($c = 2$) (Theorem 10)</td>
<td>$W[1]$-hard (Theorem 8)</td>
</tr>
<tr>
<td>$r$ and $c$</td>
<td></td>
<td>NP-hard ($r = c = 2$) (Theorem 10)</td>
<td>$((r + c)rcs)^O(cs) \cdot n^{O(1)}$ (Theorem 6)</td>
</tr>
</tbody>
</table>

problem instance to an equivalent instance whose size and parameter depend only on the parameter of the original instance. The output of a kernelization algorithm is called a *kernel*, and a *polynomial kernel* if the size and the parameter are bounded by a polynomial in the original parameter. Recently, the existence of (polynomial) kernels has been investigated for mathematical programming problems such as a system of sparse linear equations [12] and integer linear programming problems [21, 22, 23]. While the $s$-support ($r, c$)-sparse LCP is fixed-parameter tractable, we show that a polynomial kernel does not exist by applying a general framework by Bodlaender, Downey, Fellows and Hermelin [3].

We remark that our hardness results are not implied directly by those on the sparse bimatrix game [4, 5, 19], since a natural reduction to the LCP (see e.g., [11]) destroys the sparsity.

We summarize the notation used in this paper. For a positive integer $n$, let $[n] = \{1, \ldots, n\}$. For a set $B \subseteq [n]$, we define $\overline{B} = [n] \setminus B$. Let $M$ be an $m \times n$ real matrix, where $M$ has a row index set $[m]$ and a column index set $[n]$. For $S \subseteq [m]$ and $T \subseteq [n]$, we denote by $M_{ST}$ the submatrix of $M$ such that $S$ and $T$ are row and column index sets, respectively. We also define $M_T$ by $M_T = M_{[m]T}$. If $S = \{i\}$, we simply write $M_i$, $M_{iT}$ and $M_{ij}$ instead of $M_{\{i\}[m]}$, $M_{\{i\}T}$ and $M_{\{i\}\{j\}}$, respectively. Let $z$ be a vector in $\mathbb{R}^n$ with index set $[n]$. For index set $B \subseteq [n]$, let $z_B$ denote the subvector of $z$ with entries corresponding to $B$. For $i \in [n]$, we also denote by $z_i$ the $i$-th entry of $z$.

The rest of the paper is organized as follows. Section 2 presents a fixed-parameter algorithm for the parameterized LCP. Section 3 shows the fixed-parameter intractability of the LCP. Section 4 discusses the nonexistence of a polynomial kernel. Some proofs are omitted due to the space limitation.

2 Fixed-parameter algorithm

In the section, we present a fixed-parameter algorithm for the $s$-support ($r, c$)-sparse LCP with parameter $s + r + c$. Let LCP $(M, q)$ be an $(r, c)$-sparse LCP instance of order $n$.

**Definition 1.** For a vector $x$, the *support* of $x$ is the index set $\{i \mid x_i > 0\}$, denoted by $S_x$.

It is observed that a solution $z$ of LCP $(M, q)$ is a feasible solution to the system of linear inequalities

$$Mz + q \geq 0, \quad z \geq 0, \quad z_S = 0, \quad \text{and} \quad (Mz + q)_S = 0. \quad (2)$$

Conversely, if we have a vector $z$ satisfying (2), then $z$ is a solution of LCP $(M, q)$. Thus if we know the support $S$ of some solution, we can find a solution $z$ with $S_z \subseteq S$ in polynomial
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time by solving the system of linear inequalities (2). Hence, enumerating all the index sets \( S \) of size at most \( s \), we can find a solution of \( \text{LCP} (M, q) \) in \( n^{O(s)} \) time. In the following, we derive a necessary condition to reduce the number of enumerated index sets.

Note that, if \( s \cdot \max(r, c) \geq n \), then the above simple exponential-time algorithm becomes a fixed-parameter one. We may henceforth assume that \( s \cdot \max(r, c) < n \).

We denote \( T = \{ i \mid q_i < 0 \} \). It is clear that if \( T = \emptyset \), i.e., \( q \geq 0 \), then \( z = 0 \) is a solution of \( \text{LCP} (M, q) \). Thus we may assume that \( T \) is nonempty. Moreover, it is observed that for each \( i \in T \), any solution \( z \) of \( \text{LCP} (M, q) \) has a positive entry \( z_j \) with \( M_{ij} > 0 \), since \( M_i z \geq -q_i > 0 \). This implies that the size of \( T \) is not large as follows.

\[ \text{Lemma 2.} \] For any solution \( z \) of \( \text{LCP} (M, q) \), \( |T| \leq c|S_z| \) holds.

We define an undirected graph \( G = (V, E) \) by \( V = [n] \) and \( E = \{(i, j) \mid i \neq j \text{ and } (M_{ij} \neq 0 \text{ or } M_{ji} \neq 0)\} \). For a vertex \( i \in V \), let \( N_+(i) = \{ j \mid j \neq i, M_{ij} \neq 0 \} \), and \( N_-(j) = \{ i \mid i \neq j, M_{ji} \neq 0 \} \). For a vertex set \( V' \), we denote \( N_+(V') = \bigcup_{j \in V'} N_+(j) \), \( N_-(V') = \bigcup_{i \in V'} N_-(i) \), and \( E(V') = \bigcup_{(i, j) \in E} \{(i, j) \mid i \in N_-(j)\} \).

\[ \text{Definition 3.} \] A solution \( z \) of \( \text{LCP} (M, q) \) is minimal if there exists no solution \( z' \) of \( \text{LCP} (M, q) \) with \( S_{z'} \subseteq S_z \).

A minimal solution has the following property.

\[ \text{Lemma 4.} \] For any minimal solution \( z \) of \( \text{LCP} (M, q) \), each connected component of a subgraph \( G' = (S_z \cup N_-(S_z), E_-(S_z)) \) of \( G \) has a vertex in \( T \).

\[ \text{Proof.} \] Let \( C \) be the vertex set of a connected component of \( G' \), and we show that \( C \cap T \) is nonempty.

It is observed that \( C \cap S_z \) is nonempty, since every edge in \( G' \) has an end vertex in \( S_z \).

Let \( D = C \cap S_z \). By appropriately rearranging row and columns, the submatrix \( M_{S_z} \) of \( M \) is of the form

\[
\begin{pmatrix}
S_z \setminus C & D \\
C & * & O \\
N_-(S_z) \setminus C & O & * \\
V \setminus (S_z \cup N_-(S_z)) & O & O
\end{pmatrix},
\]

where \( * \) denotes a matrix of appropriate size, and \( O \) is a zero matrix.

To show \( C \cap T \neq \emptyset \), suppose to the contrary, that is, \( q_C \geq 0 \). We define a nonnegative vector \( z' \) by setting \( z'_D = 0 \) and \( z'_C = z_C \). Then it holds that

\[
(Mz' + q)_C = M_{CD}z'_D + q_C = qc \geq 0,
\]

and \( (Mz' + q)_T = (Mz + q)_T \geq 0 \). Thus \( Mz' + q \geq 0 \) holds. Moreover, since \( z'_D = 0 \) and \( z'_C \leq S_z \), we have

\[
(z')^T (Mz' + q) = (z'_C)^T (Mz' + q) = (z_C)^T (Mz + q) = 0.
\]

Thus \( z' \) is a solution of \( \text{LCP} (M, q) \). However it holds that \( S_{z'} \subseteq S_z \), which contradicts the minimality of \( z \). Therefore, we have \( q_C \geq 0 \), and thus \( C \cap T \neq \emptyset \). \( \Box \)

Lemma 4 suggests to enumerate all index sets \( S \) of size at most \( s \) such that each connected component of \( (S \cup N_-(S), E_-(S)) \) has a vertex in \( T \), and \( T \subseteq S \cup N_-(S) \).

(3)
For the purpose, we first split $T$ into two sets $T_1$ and $T_2$, and guess that $T_1 \subseteq S$ and $T_2 \subseteq N_-(S)$. Since $T_2 \subseteq N_-(S)$, each vertex in $T_2$ has to be connected to a vertex of $S$. We choose one index $p_i \in N_+(i)$ for each $i \in T_2$, and guess $p_i$’s are contained in $S$. Thus at the beginning, $S_0 = T_1 \cup \{p_i \mid i \in T_2\}$ is supposed to be contained in $S$.

The algorithm traverses the graph $G$ starting from $S = S_0$, and augment $S$ keeping the condition (3). During the traversing procedure, each visited vertex is either active or inactive, where only active vertices can be chosen in the iteration.

**Algorithm for the $s$-support $(r,c)$-sparse LCP**

**Input:** A matrix $M$, a vector $q$ and a positive integer $s$.

**Step 0:** Construct the undirected graph $G$ as described before. Let $T = \{i \mid q_i < 0\}$, and let $S = \emptyset$.

If $T = \emptyset$, return a solution $z = 0$. If $|T| > cs$ or $\{j \mid M_{ij} > 0\} = \emptyset$ for some $i \in T$, return that LCP $(M,q)$ has no solution $z$ with $|S| \leq s$.

**Step 1:** Set $T$ to be the family of all partitions $(T_1,T_2)$ of $T$. For each $(T_1,T_2) \in T$, do Step 2.

**Step 2:** Set $P$ to be the family of all index sets of size at most $|T_2|$ having one index $p_i \in N_+(i)$ for each $i \in T_2$. For each $P \in P$, let $S_0 = T_1 \cup P$, and do Step 3.

**Step 3:** Set each vertex in $S_0 \cup T_2$ to be active.

While $|S| < s$ and there exists an active vertex, do the following steps.

(i) take arbitrarily an active vertex $i$,

(ii) if $i \notin S$, then either (a) set $i$ to be inactive, or (b) visit a vertex $j \in N_+(i)$, make $j$ active, and add $j$ to $S$,

(iii) if $i \in S$, then do exactly one of the following: (a) set $i$ to be inactive, (b) visit a vertex $j \in N(i)$, make $j$ active, and add $j$ to $S$, or (c) visit a vertex $j \in N_-(i)$ and make $j$ active,

(iv) set $S \leftarrow S \cup \{i\}$ if $S$ is updated.

**Step 4:** Check whether LCP $(M,q)$ has a solution $z$ with support $S$ for some $S \in S$. If exists, return the solution $z$. Otherwise, return that LCP $(M,q)$ has no solution $z$ with $|S| \leq s$.

The algorithm enumerates all the index sets satisfying (3) by the construction.

**Claim 5.** $S$ contains all index sets satisfying (3).

In the following, we show the running time of the algorithm. Note that for each vertex $i$ of the graph $G$, we have $|N_+(i)| \leq r$ and $|N_-(i)| \leq c$ by $(r,c)$-sparsity.

It is not difficult to see that $|T| = 2^{|T|}$ and $|P| \leq r^{|T|}$. At any time in the algorithm, all active or inactive vertices are contained in $S \cup N_-(S)$. Thus in Step 3, there exist at most $(s+cs)$ active vertices, and, for each active vertex, there exist at most $(|N_+(i)| + |N_-(i)|) + |N_-(i)| \leq r + 2c$ choices of unvisited vertices in Step 3 (ii)-(iii). Thus each iteration has at most $(s+cs)(1 + r + 2c)$ branches. Moreover, the procedure is repeated at most $2(s+cs)$ times. Indeed, since the change of the state of vertices is irreversible, at most $s + cs$ vertices are set to be active, and some of them to be inactive. Therefore, the procedure generates at most $(s+cs)(1 + r + 2c))^2(s+cs)$ index sets. The existence of a solution of LCP $(M,q)$ with support $S$ can be decided in $n^{O(1)}$ time. Since we have $|T| \leq cs$ by 2, the running time of the algorithm is bounded by

$$2^{cs} \cdot r^{cs} \cdot ((s+cs) \cdot (1 + r + 2c))^2(s+cs) \cdot n^{O(1)} \leq ((r + c)rcs)^{O(cs)} \cdot n^{O(1)}.$$

Then we have proved the following theorem.
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- **Theorem 6.** For any \((r, c)\)-sparse LCP instance of order \(n\), a solution with at most \(s\) nonzero entries can be found in \(((r + c)rcs)^{O(s)} \cdot n^{O(1)}\) time.

### 3 Hardness results

In this section, we present hardness results for parameterized LCPs. First, we show the \(W[1]\)-hardness of the \(s\)-support \(r\)-row-sparse LCP with parameter \(s + r\) by reducing the weighted 2SAT. Given a Boolean formula in conjunctive normal form \(\psi\) with at most two literals per clause and a positive integer \(s\), the weighted 2SAT with parameter \(s\) is to decide whether there exists a satisfiable assignment in which at most \(s\) variables are set to be true. The problem is \(W[1]\)-complete with parameter \(s\).

- **Theorem 7.** The \(s\)-support 2-row-sparse LCP with parameter \(s\) is \(W[1]\)-hard.

We also show the following theorem by reducing the \(s\)-subset sum problem with parameter \(s\), which is \(W[1]\)-hard [14]. Given a set of integers \(A = \{a_1, \ldots, a_n\}\), and integers \(t, s\), the \(s\)-subset sum problem with parameter \(s\) is to decide whether there exists a set \(S \subseteq [n]\) such that \(|S| = s\) and \(\sum_{i \in S} a_i = t\).

- **Theorem 8.** The \(s\)-support 3-column-sparse LCP with parameter \(s\) is \(W[1]\)-hard.

In the rest of this section, we show the NP-hardness of the \((2, 2)\)-sparse LCP by reducing the monotone one-in-three 3SAT. Given a Boolean formula in conjunctive normal form \(\psi = \bigvee_{j=1}^{m}(x_{j_1} \lor x_{j_2} \lor x_{j_3})\) with three positive literals per clause, the monotone one-in-three 3SAT is to decide whether there exists an assignment such that each clause contains exactly one true literal.

This problem was introduced and proved to be NP-complete by Schaefer [26]. The monotone one-in-three 3SAT was also used to prove the NP-hardness of the 2-row-sparse LCP [27]. We obtain a stronger result by improving the proof with the following lemma.

- **Lemma 9.** Let \(k\) be a positive integer, and consider an LCP instance

\[
\begin{align*}
     w_j &= -z_{j+1} + 1 \geq 0, & z_j \geq 0, & w_jz_j = 0 & (j = 1, \ldots, k - 1), \\
     w_k &= -z_1 + 1 \geq 0, & z_k \geq 0, & w_kz_k = 0.
\end{align*}
\]

The LCP instance (4) has only two solutions: \(z = 0\) and \(z = 1\).

- **Theorem 10.** The \((2, 2)\)-sparse LCP is NP-hard.

**Proof.** Let \(\psi = \bigvee_{j=1}^{m}(x_{j_1} \lor x_{j_2} \lor x_{j_3})\) be a monotone one-in-three 3SAT instance with \(n\) literals. We construct an instance of the \((2, 2)\)-sparse LCP of order \(3mn + 6m\) from \(\psi\) as follows: for each literal \(i = 1, \ldots, n\), letting \(\alpha_i = 3m(i - 1)\), define

\[
\begin{align*}
     w_{\alpha_i+j} &= -z_{\alpha_i+j+1} + 1 & (j = 1, \ldots, 3m - 1), \\
     w_{\alpha_i+3m} &= -z_{\alpha_i+1} + 1.
\end{align*}
\]

Moreover, for each clause \(j = 1, \ldots, m\), letting \(\beta_j = 3mn + 6(j - 1)\) and \(\gamma_{\ell} = \alpha_{j\ell} + 3(j - 1)\) \((\ell = 1, 2, 3)\), set

\[
\begin{align*}
     w_{\beta_j+1} &= -z_{\gamma_{\ell}+1} - z_{\gamma_{\ell}+2} + 1, \\
     w_{\beta_j+2} &= -z_{\gamma_{\ell}+2} - z_{\gamma_{\ell}+3} + 1, \\
     w_{\beta_j+3} &= -z_{\gamma_{\ell}+3} - z_{\gamma_{\ell}+3} + 1,
\end{align*}
\]
and in addition, set
\begin{align}
w_{\beta_j+4} &= z_{\beta_j+1} + z_{\gamma_{j+1}^1} - 1, \\
w_{\beta_j+5} &= z_{\beta_j+2} + z_{\gamma_{j+2}^1} - 1, \\
w_{\beta_j+6} &= z_{\beta_j+3} + z_{\gamma_{j+3}^1} - 1.
\end{align} \quad (7)

We denote by \( w = Mz + q \) the system of linear equations consisting of the above constraints (5), (6), and (7). Consider LCP \((M, q)\), i.e., \( w = Mz + q \geq 0, z \geq 0, z^\top w = 0 \). Since each constraint has at most two entries of \( z \) and each entry of \( z \) appears in at most two constraints, this is a \((2,2)\)-sparse LCP instance.

We will show that LCP \((M, q)\) has a solution if and only if the monotone one-in-three 3SAT instance \( \psi \) is satisfiable.

First assume that LCP \((M, q)\) has a solution \((w, z)\). For each \( i = 1, \ldots, n \), by applying Lemma 9 to (5), it holds that either
\begin{align}
w_{\alpha_i+1} = \cdots = w_{\alpha_i+3m} = 0 \text{ and } z_{\alpha_i+1} = \cdots = z_{\alpha_i+3m} = 1, \text{ or }
w_{\alpha_i+1} = \cdots = w_{\alpha_i+3m} = 1 \text{ and } z_{\alpha_i+1} = \cdots = z_{\alpha_i+3m} = 0.
\end{align} \quad (8)

Assign each literal \( x_i \) true if \( z_{\alpha_i+1} = 1 \), and false otherwise. We claim that \( x \) is a satisfiable assignment for \( \psi \), that is, each clause has exactly one true literal. Indeed, for each clause \( j \), if \( z_{\gamma_{j+1}^1} = 0 \), then \( z_{\gamma_{j+2}^1} = z_{\gamma_{j+3}^1} = 0 \) by (8), and \( z_{\beta_j+1} \geq 1 \) by (7) and the complementarity, and hence exactly one of \( z_{\gamma_{j+1}^1} \) and \( z_{\gamma_{j+1}^1} \) is equal to one by the first equation in (6). On the other hand, if \( z_{\gamma_{j+1}^1} = 1 \), then we have \( z_{\gamma_{j+2}^1} = z_{\gamma_{j+3}^1} = 1 \) by (8), and hence \( z_{\gamma_{j+3}^1} = z_{\gamma_{j+2}^1} = 0 \) by the second and third equations in (6). Thus \( z_{\gamma_{j+1}^1} = z_{\gamma_{j+1}^1} = 0 \), which means each clause has exactly one true literal.

Conversely, assume that \( x = (x_1, \ldots, x_n) \) is a satisfiable assignment of \( \psi \). Define \( z \in \mathbb{R}^{3mn+6m} \) as follows: For \( i = 1, \ldots, n \), set \( z_{\alpha_i+1} = \cdots = z_{\alpha_i+3m} = 1 \) if \( x_i \) is true, and \( z_{\alpha_i+1} = \cdots = z_{\alpha_i+3m} = 0 \) if \( x_i \) is false. For \( j = 1, \ldots, m \), set \( z_{\beta_j+\ell} = 1 - z_{\gamma_{j+\ell}^1} \) for \( \ell = 1, 2, 3 \) and \( z_{\beta_j+\ell} = 0 \) for \( \ell = 4, 5, 6 \). Define \( w \) to be \( w = Mz + q \). Then the pair \((w, z)\) satisfies (5), (6), and (7), as (6) follows from that \( x \) is a satisfiable assignment. Moreover, \( w, z \geq 0 \) holds.

In order to prove that \( z \) is a solution of LCP \((M, q)\), it remains to show that the pair \((w, z)\) satisfies \( w^\top z = 0 \). For \( i = 1, \ldots, n \), it holds that \( w_{\alpha_i+\ell} z_{\alpha_i+\ell} = 0 \) \((\ell = 1, \ldots, 3m)\) since (8) is satisfied. Let \( j \in \{1, \ldots, m\} \). Since the clause \( j \) has exactly one true literal, we may suppose by symmetry that \( z_{\gamma_{j+1}^1} = 1 \) and \( z_{\gamma_{j+2}^1} = z_{\gamma_{j+1}^1} = 0 \). By (6), it holds that \( w_{\gamma_{j+1}^1} = 1 \) and \( w_{\beta_j+2} = w_{\beta_j+3} = 0 \). On the other hand, we have \( z_{\beta_j+1} = 1 - z_{\gamma_{j+1}^1} = 0 \) by definition, which means that \( w_{\beta_j+\ell} z_{\beta_j+\ell} = 0 \) for \( \ell = 1, 2, 3 \). For \( \ell = 4, 5, 6 \), we have \( w_{\beta_j+\ell} z_{\beta_j+\ell} = 0 \), since \( z_{\beta_j+\ell} = 0 \). Thus the complementarity condition is satisfied. Therefore, LCP \((M, q)\) has a solution if and only if \( \psi \) is satisfiable, which completes the proof.

\section{Polynomial kernel}

In this section, we discuss the existence of a polynomial kernel for the parameterized LCP. For a matrix \( M \) and a vector \( q \), let \( \text{size}(M) \) and \( \text{size}(q) \) denote the data size of \( M \) and \( q \), respectively. For the \( s \)-support \((r, c)\)-sparse LCP with parameter \( s + r + c \), a polynomial kernelization algorithm is that given an \((r, c)\)-sparse LCP instance \((M, q)\) and an integer \( s \), outputs in \( \text{poly}(\text{size}(M) + \text{size}(q) + s) \) time an \((r', c')\)-sparse LCP instance \((M', q')\) and an integer \( s' \) such that
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- LCP \((M, q)\) has a solution with support size at most \(s\)
  \(\iff\) LCP \((M', q')\) has a solution with support size at most \(s'\),
- \(\text{size}(M') + \text{size}(q') + r' + c' + s' \leq \text{poly}(r + c + s)\).

We show the following theorem.

**Theorem 11.** The \(s\)-support \((r, c)\)-sparse LCP with parameter \(s + r + c\) has no polynomial kernel unless \(\text{coNP} \subseteq \text{NP}/\text{poly}\).

Bodlaender, Downey, Fellows and Hermelin [3] proposed a general framework to prove the nonexistence of a polynomial kernel. They showed that, for any parameterized problem whose unparameterized version is \(\text{NP}\)-complete, if it admits an algorithm called a composition algorithm, then it has no polynomial kernel unless \(\text{coNP} \subseteq \text{NP}/\text{poly}\). We prove Theorem 11 by using their framework.

Note that the unparameterized version of our problem is the \(s\)-support LCP, and the decision version is \(\text{NP}\)-complete by reduction from the \(s\)-support bimatrix game, which is \(\text{NP}\)-complete [18]. For a square matrix \(M\), we denote by \(r(M)\) and \(c(M)\) the maximum numbers of nonzero entries per row and column in \(M\), respectively.

**Definition 12.** A composition algorithm for the \(s\)-support \((r, c)\)-sparse LCP with parameter \(s + r + c\) is that given \(t\) pairs of an LCP instance LCP \((M'^i, q'^i)\) and an integer \(s_i\) \((i = 1, \ldots, t)\), where \(s_i + r(M'^i) + c(M'^i) = k\) for all \(i\), outputs in \(\text{poly}(\sum_{i=1}^t (\text{size}(M'^i) + \text{size}(q'^i)) + k)\) time an \((r', c')\)-sparse LCP instance LCP \((M', q')\) and an integer \(s'\) such that
- LCP \((M', q')\) has a solution with support size at most \(s'\)
  \(\iff\) some LCP \((M'^i, q'^i)\) has a solution with support size at most \(s_i\),
- \(s' + r' + c' \leq \text{poly}(k)\).

In the following, we construct a composition algorithm for the \(s\)-support LCP.

**Lemma 13.** The \(s\)-support \((r, c)\)-LCP has a composition algorithm.

**Proof.** Suppose that we are given \(t\) pairs of an LCP instance LCP \((M'^i, q'^i)\) and an integer \(s_i\) \((i = 1, \ldots, t)\), where \(s_i + r(M'^i) + c(M'^i) = k\) for all \(i\). Let \(s = \max_i s_i\), \(r = \max_i r(M'^i)\), and \(c = \max_i c(M'^i)\). First, for each \(i = 1, \ldots, t\), we define an LCP instance as

\[
\begin{bmatrix}
M^i & O \\
O & I_{s-s_i}
\end{bmatrix}
\begin{bmatrix}
x \\
x
\end{bmatrix}
+ \begin{bmatrix}
q^i \\
-1
\end{bmatrix},
\]

where \(I_{s-s_i}\) is the identity matrix whose size is \(s - s_i\), and \(O\) is a zero matrix. The coefficient matrix and the constant vector are denoted by \(N^i\) and \(d^i\), respectively. Since any solution of LCP \((N^i, d^i)\) satisfies \(x = 1\), it is not difficult to see the following claim.

**Claim 14.** For each \(i = 1, \ldots, t\), it holds that LCP \((M'^i, q'^i)\) has a solution with support size at most \(s_i\) if and only if LCP \((N^i, d^i)\) has a solution with support size at most \(s\).

We remark that \(\text{size}(N^i)\) is bounded by \(\text{poly}(s + \text{size}(M'^i))\), and \(\text{size}(d^i)\) is bounded by \(\text{poly}(s) + \text{size}(q'^i)\). Since \(r(N^i) \leq r\) and \(c(N^i) \leq c\) for each \(i\), every instance LCP \((N^i, d^i)\) is \((r, c)\)-sparse.

The output \((M', q', s')\) of our composition algorithm is constructed as follows. Let \(T_i = \{ j \mid d_{ij}^i < 0 \}\) for \(i = 1, \ldots, t\). If \(|T_i| > cs\), then Lemma 2 implies that LCP \((N^i, d^i)\) does not have a solution with support size at most \(s\). Thus by removing such instances, we may assume that \(|T_i| \leq cs\) for all \(i = 1, \ldots, t\). For each \(i = 1, \ldots, t\), let \(\ell^i\) be a vector whose \(j\)-th
entry is \( \min(0, d^i_j) \), and let \( u^i = d^i - \ell^i \geq 0 \). We define a matrix \( M' \), a vector \( q' \) and an integer \( s' \) as follows:

\[
M' = \begin{bmatrix}
N^1 & \ell^1 & 0 & \cdots & 0 \\
0 & -1 & 0 & \cdots & 0 \\
& & \ddots & \ddots & \vdots \\
& & & N^t & \ell^t \\
& & & 0 & 1 & \cdots & 0 & 1 \\
0 & 1 & \cdots & 0 & -1 & 0
\end{bmatrix}, \quad q' = \begin{bmatrix} u^1 \\ 1 \\ \vdots \\ u^t \\ 1 \\ -1 \end{bmatrix}, \quad \text{and } s' = s + 1.
\]

We can construct \( M', q', s' \) in time

\[
\text{poly} \left( \sum_{i=1}^t (\text{size}(N^i) + \text{size}(d^i)) + (s + r + c) \right) \leq \text{poly} \left( \sum_{i=1}^t (\text{size}(M^i) + \text{size}(q^i)) + k \right).
\]

We first claim that the output instance satisfies the second condition of the definition of a composition algorithm. It is observed that \( M' \) has at most \( r + 1 \leq k + 1 \) nonzero entries per row, and \( \max_i |T^i| + 2 \leq cs + 2 \leq k^2 + 2 \) nonzero entries per column. Thus the parameter \( s' + r(M') + c(M') \) of \( \text{LCP}(M', q') \) is bounded by \( (s + 1) + (k + 1) + (k^2 + 2) \leq \text{poly}(k) \).

The rest of the proof shows that the first condition of the definition is satisfied, which completes the proof of the lemma.

▶ **Claim 15.** \( \text{LCP}(M', q') \) has a solution with support size at most \( s' \) if and only if \( \text{LCP}(N^i, d^i) \) has a solution with support size at most \( s \) for some \( 1 \leq i \leq t \).
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Abstract
A diamond is a graph obtained by removing an edge from a complete graph on four vertices. A graph is diamond-free if it does not contain an induced diamond. The Diamond-free Edge Deletion problem asks to find whether there exist at most $k$ edges in the input graph whose deletion results in a diamond-free graph. The problem was proved to be NP-complete and a polynomial kernel of $O(k^4)$ vertices was found by Fellows et. al. (Discrete Optimization, 2011).

In this paper, we give an improved kernel of $O(k^3)$ vertices for Diamond-free Edge Deletion. We give an alternative proof of the NP-completeness of the problem and observe that it cannot be solved in time $2^{o(k)} \cdot n^{O(1)}$, unless Exponential Time Hypothesis fails.
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1 Introduction

For a finite set of graphs $\mathcal{H}$, $\mathcal{H}$-free Edge Deletion problem asks whether we can delete at most $k$ edges from an input graph $G$ to obtain a graph $G'$ such that for every $H \in \mathcal{H}$, $G'$ does not have an induced copy of $H$. If $\mathcal{H} = \{H\}$, the problem is denoted by $H$-free Edge Deletion. $\mathcal{H}$-free Edge Deletion comes under the broader category of graph modification problems which have found applications in DNA physical mapping [3, 13], circuit design [9] and machine learning [2]. Cai has proved that $\mathcal{H}$-free Edge Deletion is fixed parameter tractable [4]. Polynomial kernelization and incompressibility of these problems were subjected to rigorous studies in the recent past. Kratsch and Wahlström gave the first example on the incompressibility of $H$-free Edge Deletion problems by proving that the problem is incompressible if $H$ is a certain graph on seven vertices, unless $\text{NP} \subseteq \text{coNP/poly}$ [15]. Later, it has been proved that there exist no polynomial kernel for $H$-free Edge Deletion where $H$ is any 3-connected graph other than a complete graph, unless $\text{NP} \subseteq \text{coNP/poly}$ [5]. In the same paper, under the same assumption, it is proved that, if $H$ is a path or a cycle, then $H$-free Edge Deletion is incompressible if and only if $H$ has at least four edges. It has been proved that $\mathcal{H}$-free Edge Deletion admits polynomial kernelization on bounded degree graphs if $\mathcal{H}$ is a finite set of connected graphs [1]. Though polynomial kernels have been found for many $H$-free Edge Deletion problems, Claw-free Edge Deletion withstood the test of time and yielded neither an incompressibility result nor a polynomial kernel. Some progress has been made recently for
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In this paper, we study the polynomial kernelization and parameterized lower bound of Diamond-free Edge Deletion. It has been proved that Diamond-free Edge Deletion is NP-complete and admits a kernel of $O(k^4)$ vertices [11]. We improve this result by giving a kernel of $O(k^3)$ vertices. We use vertex modulator technique, which was used recently to give a polynomial kernel for Trivially Perfect Editing [8] and to obtain a polynomial kernel for {Claw, Diamond}-free Edge Deletion [7]. We introduce a rule named as Vertex Split which splits a vertex into a set of independent vertices where each vertex in the set corresponds to a component in the neighborhood of the vertex. We believe that this rule may have further applications in similar settings.

We give an alternative proof of the NP-completeness of Diamond-free Edge Deletion. Our reduction is from the Vertex Cover problem on cubic graphs and is a linear parameterized reduction. This enables us to prove that, unless Exponential Time Hypothesis (ETH) fails, there exists no parameterized subexponential time algorithm (an algorithm which runs in time $2^{o(k)} \cdot n^{O(1)}$) for Diamond-free Edge Deletion.

1.1 Preliminaries

The problem we consider in this paper is Diamond-free Edge Deletion: whether there exist at most $k$ edges whose deletion from the input graph results in a graph without any induced diamonds. In the parameterized version, the parameter is $k$.

**Graphs:** Every graph considered here is simple, finite and undirected. For a graph $G$, $V(G)$ and $E(G)$ denote the vertex set and the edge set of $G$ respectively. $N_G(v)$ denotes the (open) neighborhood of a vertex $v \in V(G)$, which is the set of vertices adjacent to $v$ in $G$. The closed neighborhood of $v$ is denoted by $N_G[v]$ and is defined by $N_G(v) \cup \{v\}$. We remove the subscript when there is no ambiguity about the underlying graph $G$. A graph $G' = (V', E')$ is called an induced subgraph of a graph $G$ if $V' \subseteq V(G)$, $E' \subseteq E(G)$ and an edge $\{x, y\} \in E(G)$ is in $E'$ if and only if $\{x, y\} \subseteq V'$. For a vertex set $V' \subseteq V(G)$, $G[V']$ denotes the induced subgraph with a vertex set $V'$ of $G$. A component $G'$ of a graph $G$ is a connected induced subgraph of $G$ such that there is no edge between $V(G')$ and $V(G) \setminus V(G')$. For a set of vertices $V' \subseteq V(G)$, $G - V'$ denotes the graph obtained by removing the vertices in $V'$ and all its incident edges from $G$. For an edge set $E' \subseteq E(G)$, $G - E'$ denotes the graph obtained by deleting all edges in $E'$ from $G$. If $V' (E')$ is a singleton set $\{v\} (\{e\})$, we denote the graph $G - V'$ ($G - E'$) by $G - v$ ($G - e$). For an edge set $E' \subseteq E(G)$, $V_{E'}(G)$ denotes the vertices in $G$ incident to the edges in $E'$. A matching (non-matching) is a set of edges (non-edges) such that every vertex in the graph is incident to at most one edge (non-edge) in the matching (non-matching). Diamond is a graph obtained by deleting an edge from a complete graph on four vertices. A graph $G$ is called diamond-free, if $G$ does not contain any diamond as an induced subgraph. Whenever we mention that $\{a, b, c, d\} \subseteq V(G)$ induces a diamond in $G$, $a$ and $b$ are degree-3 vertices and $c$ and $d$ are degree-2 vertices. In a diamond, we call the edge between the degree-3 vertices as the middle edge.

---

1 We came to know about this result only after the acceptance of this paper. During this work, our reference was a kernel of $O(k^3)$ vertices [6].
Parameterized complexity: A parameterized problem is fixed parameter tractable, if there is an algorithm to solve it in time \( f(k) \cdot n^{O(1)} \), where \( f \) is any computable function and \( n \) is the size of the input, and \( k \) is the parameter. A Polynomial kernelization is an algorithm which takes as input \((G, k)\), an instance of a parameterized problem, runs in time \(|G| + k)^{O(1)}\) and returns an instance \((G', k')\) of the same problem such that \(|G'|, k' \leq p(k)\), where \( p \) is any polynomial function. A rule for kernelization is safe if \((G, k)\) is a yes-instance if and only if \((G', k')\) is a yes-instance where \((G, k)\) and \((G', k')\) are the input and output of the kernelization. Linear parameterized reduction from a parameterized problem \( A \) to another \( B \) is a polynomial time reduction such that \( k' = O(k) \) where \( k \) and \( k' \) are the parameters of the instances of \( A \) and \( B \) respectively. A subexponential time algorithm for a parameterized problem is an algorithm which runs in time \( 2^{o(k)} \cdot n^{O(1)} \) where \( n \) is the size of the problem instance.

2 Polynomial Kernel

In this section, we give a kernel with \( O(k^3) \) vertices for DIAMOND-FREE EDGE DELETION. Due to space constraints, some of the proofs are deferred to the full version of this paper. To start with, we introduce two properties of graphs and two rules based on those properties.

- **Definition 1 (Core Member).** A vertex or an edge of a graph \( G \) is a core member of \( G \) if it is a part of some induced diamond or \( K_4 \) in \( G \). \( G \) has core member property if every vertex and every edge of \( G \) is a core member.

- **Rule 1 (Irrelevant Edge).** Let \((G, k)\) be an input to the rule. If there is an edge \( e \in E(G) \) which is not a core member of \( G \), then delete \( e \) from \( G \).

- **Lemma 2.** Irrelevant edge rule is safe and can be applied in polynomial time.

  **Proof Idea.** An edge which is not a core member is not a part of any minimum solution. Deleting such an edge will not create new diamonds.

- **Definition 3 (Connected Neighborhood).** For a graph \( G \) and a vertex \( v \in V(G) \), \( v \) has connected neighborhood if \( G[N(v)] \) is connected. \( G \) has connected neighborhood if every vertex in \( G \) has connected neighborhood.

- **Rule 2 (Vertex-Split).** Let \( v \in V(G) \) and \( v \) does not have connected neighborhood in \( G \). Let there be \( t > 1 \) components in \( G[N(v)] \) with vertex sets \( V_1, V_2, \ldots, V_t \). Introduce \( t \) new vertices \( v_1, v_2, \ldots, v_t \) and make \( v_i \) adjacent to all vertices in \( V_i \) for \( 1 \leq i \leq t \). Delete \( v \).

An example of the application of vertex-split rule is depicted in Figure 2. We denote the set of vertices created by splitting \( v \) by \( V_v \). Let \( G' \) be the graph obtained by splitting a vertex \( v \) in \( G \). For convenience, we identify an edge \((v, u)\) in \( G \) with an edge \((v_j, u)\) in \( G' \) where \( u \) is in the \( j^{th} \) component of \( G[N(v)] \), so that for every set of edges \( S \) in \( G \), there is a corresponding set of edges in \( G' \) and vice versa. We identify a set of vertices \( V' \subseteq V(G) \setminus \{v\} \) with the corresponding vertices in \( G' \). Similarly, we identify \( V' \subseteq V(G') \setminus V_v \) with the

![Figure 1 Diamond.](image-url)
corresponding vertex set in \( G \). Before proving the safety of the rule, we prove two simple observations.

\section*{Observation 4.} Let vertex-split rule be applied on \( G \) to obtain \( G' \). Let \( v \in V(G) \) be the vertex being split. Then:

(i) For every pair of vertices \( \{v_i, v_j\} \subseteq V_v \), the distance between \( v_i \) and \( v_j \) is at least four.

(ii) Let \( u \in V(G) \setminus \{v\} \) and \( u \) has connected neighborhood in \( G \). Then \( u \) has connected neighborhood in \( G' \). Furthermore, every new vertex \( v_i \) introduced in \( G' \) has connected neighborhood.

\begin{proof}
(i). Let \( \{v_i, v_j\} \subseteq V_v \). Clearly, \( v_i \) and \( v_j \) are non-adjacent. Consider any two vertices \( u_i \in N(v_i) \) and \( u_j \in N(v_j) \). If \( u_i = u_j \) or \( u_i \) and \( u_j \) are adjacent in \( G' \), there would be only one vertex generated for the component containing \( u_i \) and \( u_j \) in \( G[G(v)] \) by splitting \( v \), which is a contradiction. It follows that the distance between \( v_i \) and \( v_j \) is at least four.

(ii). If \( v \notin N_G(u) \), then the neighborhood of \( u \) is same in both \( G \) and \( G' \) and hence \( u \) has connected neighborhood in \( G' \). Let \( v \in N(u) \). Since \( G[N_G(u)] \) is connected, to prove that \( G'[N_{G'}(u)] \) is connected, it is enough to get an isomorphism between \( G[N_G(u)] \) and \( G'[N_{G'}(u)] \). Let \( V' \) be the set of all vertices in \( N_G[u] \) to which \( v \) is adjacent. We note that \( u \in V' \). Let \( v_i \) be the vertex generated by splitting \( v \) for the component in \( G[N(v)] \) containing \( u \). Since, there is only one new vertex introduced for a component of \( G[N(v)] \), no other new vertex is adjacent to \( u \) in \( G' \). Now, let \( V'' \) be the set of all vertices in \( N_{G'}[u] \) to which \( v_i \) is adjacent to. Proving \( V' = V'' \) will establish an isomorphism between \( G[N_G(u)] \) and \( G'[N_{G'}(u)] \). In order to prove that \( V' = V'' \) it is enough to prove that \( G[V'] \) is connected. This is true since \( u \in V' \) and \( u \) is adjacent to all other vertices in \( V' \). Since a new vertex is made adjacent to a component in the neighborhood of \( v \), every new vertex \( v_j \) in \( G' \) has connected neighborhood.
\end{proof}

\section*{Lemma 5.} Vertex-split rule is safe and can be applied in polynomial time.

\begin{proof}[Proof Idea] Splitting a vertex neither creates nor introduces a new diamond. It does not affect the propagation of the diamonds due to deleting edges.
\end{proof}

The next rule deletes an edge \( e \), if \( e \) is the middle edge of \( k + 1 \) otherwise edge-disjoint diamonds. This rule is found in [6].

\section*{Rule 3 (Sunflower).} Let \( (G, k) \) be an input to the rule. If there is an edge \( e = \{x, y\} \in E(G) \) such that \( G[N(x) \cap N(y)] \) has a non-matching of size at least \( k + 1 \), then delete \( e \) from \( G \) and decrease \( k \) by 1.

\section*{Lemma 6.} Sunflower rule is safe and can be applied in polynomial time.
The next rule is a trivial one.

\textbf{Rule 4 (Irrelevant component).} Let \((G, k)\) be an input to the rule. If a component of \(G\) is diamond-free, then delete the component from \(G\).

\textbf{Lemma 7.} Irrelevant component rule is safe and can be applied in polynomial time.

Now, we are ready with the Phase 1 of the kernelization.

\textbf{Phase 1}

\begin{itemize}
  \item Let \((G, k)\) be an input to Phase 1.
  \item Exhaustively apply rules irrelevant edge, vertex split, sunflower and irrelevant component on \((G, k)\) to obtain \((G', k)\).
\end{itemize}

\textbf{Lemma 8.} Let \((G', k')\) be obtained by applying Phase 1 on \((G, k)\). Then:

\begin{enumerate}
  \item \(G'\) has core member property.
  \item \(G'\) has connected neighborhood.
  \item Every component in \(G'\) has an induced diamond.
  \item \(|E(G')| \leq |E(G)|\) and \(|V(G')| \leq 2|E(G)|\).
\end{enumerate}

\textbf{Proof.} (i), (ii) and (iii) follow from the fact that irrelevant edge, vertex-split and irrelevant component rules are not applicable on \((G', k)\). (iv) follows from the fact that none of the rules increases the number of edges in the graph.

\textbf{Lemma 9.} Applying Phase 1 is safe and Phase 1 runs in polynomial time.

\textbf{Proof Idea.} Follows from Lemma 8(iv) and the safety and running time of each rule.

We define a vertex modulator for \textsc{Diamond-free Edge Deletion} similar to that defined for \textsc{Trivially Perfect Editing} [8].

\textbf{Definition 10 (D-modulator).} Let \((G, k)\) be an instance of \textsc{Diamond-free Edge Deletion}. Let \(V' \subseteq V(G)\) be such that \(G[V \setminus V']\) is diamond-free. Then, \(V'\) is called a D-modulator.

\textbf{Lemma 11 ([10])}. A graph \(G\) is diamond-free if and only if every edge in \(G\) is a part of exactly one maximal clique.

For a diamond-free graph \(G\), since every edge is in exactly one maximal clique, there is a unique way of partitioning the edges into maximal cliques. For convenience, we call the set of subsets of vertices, where each subset is the vertex set of a maximal clique, as a \textit{maximal clique partitioning}. We note that, one vertex may be a part of many sets in the partitioning.

\textbf{Lemma 12.} Let \((G, k)\) be an instance of \textsc{Diamond-free Edge Deletion}. Then, in polynomial time, the edge set \(X\) of a maximal set of edge-disjoint diamonds, a D-modulator \(V_X\) of size at most \(4k\) and a maximal clique partitioning \(C\) of \(G[V(G) \setminus V_X]\) can be obtained or it can be declared that \((G, k)\) is a no-instance.

\textbf{Proof Idea.} \(V_X\) is a set of vertices incident to \(X\). \(C\) can be computed by a greedy method.

Let \((G, k)\) be an output of Phase 1. Here onward, we assume that \(X\) is an edge set of the maximal set of edge-disjoint diamonds, \(V_X\) is a D-modulator, which is the set of vertices incident to \(X\) and \(C\) is the maximal clique partitioning of \(G[V(G) \setminus V_X]\). Observation 13 directly follows from the maximality of \(X\). Observation 14 is found in Lemma 3.1 of [7]. It was proved there, if \(G\) is \{claw, diamond\}-free, but is also applicable if \(G\) is diamond-free.
Observation 13. Every induced diamond in $G$ has an edge $\{a, b\}$ such that $\{a, b\} \in X$.

Observation 14. Let $C, C' \in C$ be distinct. Then:
(i) $|C \cap C'| \leq 1$.
(ii) If $v \in C \cap C'$, then there is no edge between $C \setminus \{v\}$ and $C' \setminus \{v\}$.

Proof. (i). Assume that $x, y \in C \cap C'$. Then the edge $\{x, y\}$ is part of two maximal cliques, which is a contradiction by Lemma 11.
(ii). Let $x \in C \setminus \{v\}$ and $y \in C' \setminus \{v\}$. Let $x$ and $y$ be adjacent. Clearly, $\{x, y\}$ is not part of the clique induced by $C$. Now, $\{x, v\}$ is part of not only the clique induced by $C$ but also a maximal clique containing $x, y$ and $v$, which is a contradiction.

Definition 15 (Local Vertex). Let $G$ be a graph and $C \subseteq V(G)$ induces a clique in $G$. A vertex $v$ in $C$ is called local to $C$ in $G$, if $N(v) \subseteq C$.

Lemma 16. Let $(G, k)$ be an instance of diamond-free edge deletion. Let $C$ be a clique with at least $2k + 2$ vertices in $G$.
(i) Every solution $S$ of size at most $k$ of $(G, k)$ does not contain any edge $e$ where both the end points of $e$ are in $C$.
(ii) Let $C' \subseteq C$ be such that every vertex $v \in C'$ is local to $C$ in $G$. Every induced diamond with vertex set $D$ in $G$ can contain at most one vertex in $C'$.
(iii) Let $C' \subseteq C$ be such that every vertex $v \in C'$ is local to $C$ in $G$. Then, it is safe to delete $\min\{|C'| - 1, |C| - (2k + 2)|$ vertices of $C'$ in $G$.

Proof Idea. (i). Deleting an edge from a large clique will introduce unmanageable number of diamonds. (ii) follows from the properties of local vertices. (iii). In a big clique, retaining a single local vertex and deleting all other local vertices is safe.

We partition $C$ into three - $C_1, C_2$ and $C_{\geq 3}$, the sets of vertices of maximal cliques with one, two and three or more vertices respectively. The first in the following observation has been proved in Lemma 3.2 in [7] in the context where $G - V_X$ is 3-free. Here we prove it in the context where $G - V_X$ is diamond-free.

Observation 17. Let $C \in C$. Then:
(i) If there is a vertex $v \in V_X$ such that $v$ is adjacent to at least two vertices in $C$, then $v$ is adjacent to all vertices in $C$.
(ii) A vertex in $V(G) \setminus (V_X \cup C)$ is adjacent to at most one vertex in $C$.

Proof. (i). Let $v$ is adjacent to two vertices in $x, y$ in $C$ but not adjacent to $z \in C$. Then $\{x, y, v, z\}$ induces a diamond such that none of the edges of the diamond is in $X$.
(ii). Assume that a vertex $u \in V(G) \setminus (V_X \cup C)$ is adjacent to all vertices in $C$. This contradicts with the fact that $C$ induces a maximal clique in $G - V_X$. Let $u$ be adjacent to at least two vertices $\{a, b\}$ in $C$ and non-adjacent to at least one vertex $v \in C$. Then $\{a, b, u, v\}$ induces a diamond where none of the edges of the diamond is in $X$.

Consider $C \in C$. We define three sets of vertices in $G$ based on $C$.

$$A_C = \{v \in V_X : v \text{ is adjacent to all vertices in } C\}$$

$$B_C = \{v \in V(G) \setminus (V_X \cup C) : v \text{ is adjacent to exactly one vertex in } C\}$$

$$D_C = \{v \in V_X : v \text{ is adjacent to exactly one vertex in } C\}$$

For a vertex $v \in C$, let $B_v$ denote the set of all vertices in $B_C$ adjacent to $v$. Similarly let $D_v$ denote the set of all vertices in $D_C$ adjacent to $v$. 
Observation 18. Let $C \in C$. Then,
(i) The set of vertices in $V(G) \setminus C$ adjacent to at least one vertex in $C$ is $A_C \cup B_C \cup D_C$.
(ii) If $|C| > 1$, then $A_C$ induces a clique in $G$.
(iii) For two vertices $u, v \in C$, $B_u \cap B_v = \emptyset$ and $D_u \cap D_v = \emptyset$.

Proof. (i) directly follows from Observation 17.
(ii). Assume not. Let $a$ and $b$ be two non-adjacent vertices in $A_C$. By Observation 17(i),
both $a$ and $b$ are adjacent to all vertices in $C$. Consider any two vertices $x, y \in C$. \{x, y, a, b\}
induces a diamond with no edge in $X$, which is a contradiction.
(iii) directly follows from the definition of $B_C$ and $D_C$.

Lemma 19. Let $v \in C \in C_{\geq 3}$. If $B_v$ is non-empty then $D_v$ is non-empty.

Proof. Since $v$ has connected neighborhood, $G[N(v)]$ is connected. We observe that $N(v) = A_C \cup B_v \cup D_v \cup (C \setminus \{v\})$. Assume $B_v$ is non-empty. There is no edge between the sets $B_v$ and $C \setminus \{v\}$. Consider a vertex $v_b \in B_v$ adjacent to $A_C \cup D_v$. Assume $v_b$ is not adjacent to $D_v$. Then $v_b$ must be adjacent to a vertex $v_a \in A_C$. Let $v'$ be any other vertex in $C$. Then \{v_a, v', v_b\} induces a diamond which has no edge intersection with $X$. Therefore $v_b$ must be adjacent to a vertex in $D_v$.

Observation 20. Let $C \in C$. Then there are two adjacent vertices $x$ and $y$ such that $x \in A_C$ and $y \in A_C \cup D_C$.

Proof.
Case 1: $C = \{v\} \in C_1$. Since $\{v\} \in C_1$, $v$ is not adjacent to any vertex in $V(G) \setminus V_X$. Since $v$ is a core member, $v$ is part of an induced diamond or $K_4$ in $G$. Hence there exist two adjacent vertices $x, y \in A_C$.

Case 2: $C = \{u, v\} \in C_2$. Since the edge $\{u, v\}$ is a core member, it is part of some induced diamond or $K_4$ in $G$. Let $a, b$ be the other two vertices in an induced diamond or $K_4$ in which $\{u, v\}$ is a part. If both $a, b \in V(G) \setminus V_X$, then it contradicts with either the maximality of $X$ (if $a, b, u$ and $v$ induce a diamond) or with the fact that $\{u, v\}$ is part of exactly one maximal clique $C$ (if $a, b, u$ and $v$ induce a $K_4$). Let $a \in V_X$ and $b \in V(G) \setminus V_X$. Then, if $a, b, u$ and $v$ induces a diamond, then it contradicts with the maximality of $X$. If $a, b, u$ and $v$ induces a $K_4$, then $u, v$ and $b$ induce a $K_3$ which contradicts with the fact that $\{u, v\}$ is a part of exactly one maximal clique. Hence $a, b \in V_X$. Since $a, b, u, v$ induce a diamond or a $K_4$, one of $a, b$ must be adjacent to both $u$ and $v$ and the other vertex must be adjacent to at least one of $u$ and $v$.

Case 3: $C \in C_{\geq 3}$. Assume that $|A_C| = 0$. If $B_C \cup D_C = \emptyset$, then by Observation 18(i),
the clique $C$ is a component in $G$. Then, irrelevant component rule is applicable. Hence $B_C \cup D_C$ is non-empty. Consider a vertex $v \in C$ such that $B_v \cup D_v$ is non-empty. Consider $N(v)$. $G[N(v)]$ has at least two components, one from $B_v \cup D_v$ and the other from $C$, which contradicts with the fact that $v$ has connected neighborhood. Hence, $|A_C| > 0$. Assume $|A_C = \{x\}| = 1$. For a contradiction, assume that $D_C = \emptyset$. Then Lemma 19 implies that $B_C$ is empty. Then $x$ does not have connected neighborhood or $C \cup \{x\}$ induces an irrelevant component, which are contradictions. Hence, $D_C$ is non-empty. If $|A_C| \geq 2$, then we are done by Observation 18(ii).

Lemma 21. Let $C \in C_{\geq 3}$. Then, the number of vertices in $C$ which are adjacent to at least one vertex in $B_C \cup D_C$ is at most $4k - 1$. 
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**Proof.** By Observation 20, $|Ac| \geq 1$. Since $|V_X| \leq 4k$, $|DC| \leq 4k-1$. Let $C'$ be the set of vertices in $C$ which are adjacent to $BC \cup DC$. For every vertex $v \in C'$, by Lemma 19, if $B_v$ is non-empty, then $D_v$ is non-empty. Since $v \in C'$, if $B_v$ is empty, then also $D_v$ is non-empty. For any two vertices $v, u \in C'$, by Observation 18(iii), $D_u \cap D_v = \emptyset$. Therefore $|C'| \leq |DC| \leq 4k-1$.

Now, we state the last rule of the kernelization.

**Rule 5 (Clique Reduction).** Let $C \in C_{\geq 3}$ such that $|C| > 4k$. Let $C'$ be $C \cup Ac$. Let $C''$ be the set of vertices in $C$ which are local to $C'$. Then, delete any $|C''|-1$ vertices from $C''$.

**Observation 22.** After the application of clique reduction rule, the number of vertices retained in $C$ is at most $4k$.

**Proof.** By Lemma 21, the number of vertices in $C$ which are not local to $C'$ is at most $4k-1$. Hence, the rest of the vertices in $C$ are local to $C'$ in $G$. If $|C| > 4k$, clique reduction rule retains only one local vertex and delete all other vertices in $C$ local to $C'$.

**Lemma 23.** Clique reduction rule is safe and can be applied in polynomial time.

Now we give the kernelization algorithm.

<table>
<thead>
<tr>
<th>Kernelization of Diamond-free Edge Deletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Let $(G, k)$ be the input.</td>
</tr>
<tr>
<td>Step 1: Apply Phase 1 on $(G, k)$ to obtain $(G_1, k_1)$.</td>
</tr>
<tr>
<td>Step 2: Find $X, V_X$ and $C$ of $G_1$. Apply clique reduction rule on $(G_1, k_1)$ to obtain $(G', k_1)$.</td>
</tr>
<tr>
<td>Step 3: If neither Step 1 nor Step 2 is applicable on $(G', k_1)$, then return $(G', k_1)$. Otherwise apply the kernelization on $(G', k_1)$.</td>
</tr>
</tbody>
</table>

**Lemma 24.** The kernelization algorithm is safe and can be applied in polynomial time.

### 2.1 Bounding the Kernel Size

In this subsection, we bound the number of vertices in the kernel obtained by the kernelization. Let $(G, k)$ be an instance of Diamond-free Edge Deletion and $(G', k')$ is obtained by the kernelization. Consider an $X, V_X$ and $C$ of $(G', k')$.

**Lemma 25.** $\sum_{C \in C_1} |C| = O(k^3)$.

**Proof.** Since Phase 1 is not applicable on $(G', k')$, by Lemma 8(i), every vertex is a core member of $G'$. Let $\{v\} \in C_1$. By Observation 20, $v$ must be adjacent to two vertices $x, y \in V_X$ such that $x$ and $y$ are adjacent. Now consider the edge $\{x, y\}$. In the common neighborhood of $\{x, y\}$ there can be at most $2k+1$ vertices $v$ with the property that $\{v\} \in C_1$ (otherwise sunflower rule applies). Since there are at most $O(k^2)$ edges in $G'[V_X]$, we obtain that the total number of vertices in the singleton sets of $C$ is $O(k^3)$.

**Lemma 26.**

(i) Consider any two vertices $x, y \in V_X$. Let $C' \subseteq C_2 \cup C_{\geq 3}$ such that for any $C \in C'$, $x, y \in Ac$. If $\{x, y\} \in X$ then $|C'| \leq 2k + 1$. If $\{x, y\} \notin X$, then $|C'| \leq 1$.

(ii) Consider any ordered pair of vertices $(x, y)$ in $V_X$ such that $x$ and $y$ are adjacent in $G'$. Let $C' \subseteq C_2 \cup C_{\geq 3}$ such that for any $C \in C'$, $x \in Ac$ and $y \in D_C$. If $(x, y) \in X$ then $|C'| \leq 2k + 1$. If $(x, y) \notin X$, then $|C'| = 0$. 
Proof. (i). Let \( C_a, C_b \in C' \). By Observation 14(i), \( |C_a \cap C_b| \leq 1 \). If \( v \in C_a \cap C_b \), then by Observation 14(ii), there is no edge between \( C_a \setminus \{ v \} \) and \( C_b \setminus \{ v \} \). Hence, \( \{ x, v, a, b \} \) induces a diamond where \( a \in C_a \setminus \{ v \} \) and \( b \in C_b \setminus \{ v \} \), which is edge disjoint with \( X \), a contradiction. Hence \( C_a \cap C_b = \emptyset \). Now, consider any two vertices \( a \in C_a \) and \( b \in C_b \). Clearly, \( \{ x, y, a, b \} \) induces a diamond. Hence, \( \{ x, y \} \) must be an edge in \( X \), otherwise the diamond is edge disjoint with \( X \), a contradiction. Therefore, if \( \{ x, y \} \notin X \), \( |C'| \leq 1 \). Now we consider the case in which \( \{ x, y \} \in X \). If \( |C'| \geq 2k + 2 \), we get at least \( k + 1 \) diamonds where every two diamonds have the only edge intersection \( \{ x, y \} \). Then sunflower rule applies, which is a contradiction.

(ii). Let \( C' \) be the set of all \( C \in C_2 \cup C_{\geq 3} \) such that \( x \in A_C \) and \( y \in D_C \). Consider any two of them - \( C_a \) and \( C_b \). By Observation 14(i), \( |C_a \cap C_b| \leq 1 \). If \( v \in C_a \cap C_b \), then by Observation 14(ii), there is no edge between \( C_a \setminus \{ v \} \) and \( C_b \setminus \{ v \} \). Let \( a \in C_a \setminus \{ v \} \) and \( b \in C_b \setminus \{ v \} \). Then \( \{ x, v, a, b \} \) induces a diamond which is edge disjoint with \( X \), a contradiction. Hence \( C_a \cap C_b = \emptyset \). Let \( a, a' \in C_a \) such that \( a \) is adjacent to \( y \). Then, if \( \{ x, y \} \notin X \), \( \{ x, a, a', y \} \) induces a diamond, which is edge disjoint with \( X \). Therefore, if \( \{ x, y \} \notin X \), then \( |C'| = 0 \). Now we consider the case in which \( \{ x, y \} \in X \). If \( |C'| \geq 2k + 2 \), we get at least \( k + 1 \) diamonds where every two diamonds have the only edge intersection \( \{ x, y \} \). Then sunflower rule applies, which is a contradiction.

\[
\text{Lemma 27.} \quad \sum_{C \in C_2 \cup C_{\geq 3}} |C| = O(k^3).
\]

Proof. Consider any two adjacent vertices \( x, y \in V_X \). Let \( C'_{xy} \subseteq C_2 \cup C_{\geq 3} \) be such that \( x, y \in A_C \). Then by Lemma 26(i), if \( \{ x, y \} \in X \), then \( |C'_{xy}| \leq 2k + 1 \) and if \( \{ x, y \} \notin X \), then \( |C'_{xy}| \leq 1 \). Since there are at most \( 5k \) edges in \( X \) and \( O(k^2) \) edges in \( G[V_X] \setminus X \), \( \bigcup_{\{ x, y \} \in E(G[V_X])} C'_{xy} \) has at most \( O(k) \cdot (2k + 1) + O(k^2) = O(k^3) \) maximal cliques. Since every maximal clique has at most \( 4k \) vertices (by Observation 22), the total number of vertices in those cliques is \( O(k^3) \).

Now, let \( C'_{xy} \subseteq C_2 \cup C_{\geq 3} \) be such that \( x \in A_C \) and \( y \in D_C \). Then by Lemma 26(ii), if \( \{ x, y \} \in X \), then \( |C'_{xy}| \leq 2k + 1 \) and if \( \{ x, y \} \notin X \), then \( |C'_{xy}| = 0 \). Since there are at most \( 2 \cdot 5k = 10k \) ordered adjacent pairs of vertices in \( X \), \( \bigcup_{\{ x, y \} \in E(G[V_X])} C'_{xy} \) has at most \( O(k) \cdot (2k + 1) \) maximal cliques. Since every maximal clique has at most \( 4k \) vertices (by Observation 22), the total number of vertices in those cliques is \( O(k^3) \).

Since, by Observation 20, for every \( C \in \mathcal{C} \), there exist two vertices \( x \in A_C \) and \( y \in A_C \cup D_C \), we have counted every \( C \in C_2 \cup C_{\geq 3} \). Hence \( \sum_{C \in C_2 \cup C_{\geq 3}} |C| = O(k^3) \).

\[
\text{Theorem 28.} \quad \text{Given an instance} \ (G, k) \ \text{of Diamond-free Edge Deletion, the kernelization gives an instance} \ (G', k') \ \text{such that} \ |V(G')| = O(k^3) \ \text{and} \ k' \leq k \ \text{or declares that the instance is a no-instance}.
\]

Proof. None of the rules increases the parameter \( k \). Then, the theorem follows from Lemma 25 and Lemma 27 and the fact that \( |V_X| \leq 4k \).

3 Parameterized Lower Bound

Exponential Time Hypothesis (ETH) (along with Sparsification Lemma [14]) is an assumption that there is no algorithm which solves 3-SAT in time \( 2^{O(n+m)(n+m)} \), where \( n \) is the number of variables and \( m \) is the number of clauses. We can use linear parameterized reduction from 3-SAT (with parameter \( n + m \)) to another parameterized problem to show that the latter does not have a subexponential parameterized algorithm, unless ETH fails.
In this section, we give a linear parameterized reduction from VERTEX COVER on cubic (i.e., every vertex has degree 3) graphs to DIAMOND-FREE EDGE DELETION. It has been proved that VERTEX COVER is \textit{NP-complete} on graphs with degree at most three [12] and on cubic planar graphs [16]. The reduction in [16] does not imply that there exists no parameterized subexponential time algorithm for VERTEX COVER on cubic graphs. But, by modifying the reduction in [12] by using an insight from the reduction in [16], it can be easily proved that VERTEX COVER is \textit{NP-complete} on cubic graphs and cannot be solved in parameterized subexponential time, unless ETH fails.

\begin{lemma}
\textbf{Lemma 29.} VERTEX COVER is \textit{NP-complete} on cubic graphs and cannot be solved in time \(2^{o(k)} \cdot |G|^{|O(1)|}\), unless ETH fails.
\end{lemma}

\textbf{Proof Idea.} A reduction from 3-SAT to VERTEX COVER is given in [12] such that the input 3-SAT instance with \(n\) variables and \(m\) clauses is satisfiable if and only if the output graph has a vertex cover of size at most \(5m\). The output graph has exactly \(3m\) vertices with degree 2 and \(6m\) vertices with degree 3. In order to make sure that every vertex has degree 3, we can use a technique used in [16] to convert a degree 2 vertex by a simple structure so that the 3-SAT instance is satisfiable if and only if the resultant graph has a vertex cover of size at most \(11m\).

Now we give a linear parameterized reduction from VERTEX COVER on cubic graphs to DIAMOND-FREE EDGE DELETION.

\textbf{Reduction:} Let \((G, k)\) be an instance of VERTEX COVER and let \(G\) be a cubic graph. We replace each edge \(uv\) of \(G\) by a path of length 3. For every edge \(uv\), we denote the newly introduced vertices as \(s_{uv}\) and \(s_{vu}\) where \(s_{uv}\) is adjacent to \(u\) and \(s_{vu}\) is adjacent to \(v\). Let \(S\) be the set of all new vertices. For every \(u \in V(G)\), \(S_u\) denotes the three vertices in \(S\) adjacent to \(u\). Make every pair of vertices in \(S_u\) adjacent to each other such that the vertices in \(S_u\) form a triangle. We introduce a universal vertex \(w\) which is adjacent to all the vertices in \(V(G) \cup S\). For every edge \(uv\) in \(G\), we make sure that the edge \(s_{uv}s_{vu}\) is un-deletable by making it part of a large clique such that deleting \(s_{uv}s_{vu}\) will create unmanageable number of diamonds. For this purpose we introduce a set \(C_{\{u,v\}}\) of \(6k\) vertices each of them are adjacent to each other and to both \(s_{uv}\) and \(s_{vu}\). This completes the reduction. Let the resultant graph be \(G'\).

For every vertex \(u \in V(G)\), by \(G'_u\) we denote a subgraph of \(G'\) induced by \(S_u \cup \{u, w\}\). \(G'\) when \(G\) is a \(K_4\) is given in Figure 3. We will prove that \((G, k)\) is a yes-instance if and only if \((G', 3k)\) is a yes-instance. Before proving this, we observe some properties of \((G', 3k)\).

\begin{lemma}
\textbf{Lemma 30.}
(i) Let \(E'\) be a solution of size at most \(3k\) of \((G', 3k)\). Then \(E'\) does not contain any edge from the graph induced by \(C_{\{u,v\}} \cup \{s_{uv}, s_{vu}\}\).
(ii) Every induced diamond in \(G'\) contain the vertex \(w\).
\end{lemma}

\textbf{Proof.} (i). Let \(C'\) be \(C_{\{u,v\}} \cup \{s_{uv}, s_{vu}\}\). Let \(x, y \in C'\) be such that \(e = \{x, y\} \in E'\). Consider any pair of vertices \(x', y' \in C' \setminus \{x, y\}\). Clearly \(\{x', y', x, y\}\) induces a diamond in \(G' - e\). Any other pair of vertices \(x'', y'' \in C' \setminus \{x, y\}\) such that \(\{x', y'\} \cap \{x'', y''\} = \emptyset\) induces a diamond \(\{x'', y'', x, y\}\) which is edge disjoint with that induced by \(\{x', y', x, y\}\). There should be at least one edge in \(E'\) from every such diamond. Since there are \(6k\) vertices in \(C' \setminus \{x, y\}\), \(|E'| \geq 3k + 1\), which is a contradiction.

(ii). Let \(H\) be \(G' - w\). We claim that \(H\) is diamond-free. For every \(u \in V(G)\), we observe that \(S_u \cup \{u\}\) forms a maximal clique of \(H\). For every pair of adjacent vertices \(\{u, v\}\) in \(G\),
We obtained an $O(k^3)$ kernel for Diamond-free Edge Deletion which is an improvement over the previously known kernel. We gave an alternative proof for the NP-completeness
of Diamond-free Edge Deletion. We observed that the problem cannot be solved in parameterized subexponential time unless ETH fails. We believe that the vertex split rule introduced in this paper will be useful in similar settings. One way of extending our result is to give a polynomial kernel for $H$-free Edge Deletion where $H$ is a finite set of graphs containing diamond. We conclude with an open problem: Does Paw-free Edge Deletion admit a polynomial kernel? It is known that a graph is paw-free if and only if every component of it is either triangle-free or complete multipartite [17]. Since this characterization is easier compared to that of claw-free graphs, we believe that finding a polynomial kernel for Paw-free Edge Deletion will be easier compared to that of Claw-free Edge Deletion.
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1 Introduction

In the vector connectivity problem we are given an undirected graph $G = (V, E)$, a demand function $\varphi: V \to \{0, \ldots, d\}$, and an integer $k \in \mathbb{N}$. The question is whether there exists a set $S$ of at most $k$ vertices of $G$ such that every vertex $v \in V$ is either in $S$ or has at least $\varphi(v)$ vertex-disjoint paths to vertices in $S$; the paths may share the vertex $v$ itself.

VECTOR CONNECTIVITY

**Input:** A graph $G = (V, E)$, a function $\varphi: V \to \{0, \ldots, d\}$, $k \in \mathbb{N}$.

**Question:** Is there a set $S$ of at most $k$ vertices such that each vertex $v \in V \setminus S$ has $\varphi(v)$ vertex-disjoint paths with endpoints in $S$?

The value $\varphi(v)$ is also called the demand of vertex $v$. We call $S \subseteq V$ a vector connectivity set for $(G, \varphi)$, if it fulfills the requirements above. We do not formally distinguish decision and optimization version; $k$ is not needed for the latter.

* Supported by the German Research Foundation (DFG) under grants KR 4286/1-1 and NI 369/12-2.
For intuition about the problem formulation and applications one may imagine a logistical problem about placing warehouses to service locations on a map (or servers in a network): Each location has a particular demand, which could capture volume and redundancy requirements or level of importance. Demand can be satisfied by placing a warehouse at the location or by ensuring that there are enough disjoint paths from the location to warehouses; both can be seen as guaranteeing sufficient throughput or ensuring access that is failsafe up to demand minus one interruptions in connections. In this way, vector connectivity can also be seen as a variant of the facility location problem in which the costs of serving demand are negligible, but instead redundancy is required.

Related work. The study of the vector connectivity problem was initiated recently by Boros et al. [2] who gave polynomial-time algorithms for trees, cographs, and split graphs. Moreover, they obtained an $\ln n + 2$-factor approximation algorithm for the general case. More recently, Cicalese et al. [3] continued the study of vector connectivity and amongst other results proved that it is APX-hard (and NP-hard) on general graphs, even when all demands are upper bounded by four. In a related talk during a recent Dagstuhl seminar (Dagstuhl Seminar 14071 on “Graph Modification Problems.”) Milanič asked whether vector connectivity is fixed-parameter tractable with respect to the maximum solution size $k$. This was answered affirmatively by Lokshtanov (unpublished).

Our results. We obtain results regarding kernelization and approximation for vector connectivity and vector $d$-connectivity where the maximum demand $d$ is a fixed constant. We also provide a self-contained write-up for fixed-parameter tractability of vector connectivity with parameter $k$ (Sec. 4); it is different from Lokshtanov’s approach and instead relies on a matroid intersection algorithm of Marx [8].

Our analysis of the problem starts with a new data reduction rule stating that we can safely “forget” the demand of $r := \phi(v)$ at a vertex $v$ if $v$ has vertex-disjoint paths to $r$ vertices each of demand at least $r$ (Sec. 2). After exhaustive application of the rule, all remaining vertices of demand $r$ must have cuts of size at most $r - 1$ separating them from other vertices of demand at least $r$. By analyzing these cuts we then show that any yes-instance of vector $d$-connectivity can have at most $d^k k$ vertices with nonzero demand; the corresponding bound for vector connectivity is $k^3 + k$. (Both bounds also hold when replacing $k$ by the optimum cost $\text{opt}$.) This directly would yield factor $d^2$ and factor $\text{opt}^2 + 1$ approximation algorithms. We improve upon this in Sec. 3 by giving a variant of the reduction rule that works correctly relative to any partial solution $S_0$, which can then be applied in each round of our approximation algorithm. The algorithm follows the local-ratio paradigm and, surprisingly perhaps, proceeds by always selecting a vertex of lowest demand. We thus obtain ratios of $d$ and $\text{opt}$ respectively, i.e., the returned solution is of size at most $d \cdot \text{opt}$ for vector $d$-connectivity and at most $\text{opt}^2$ for vector connectivity.

Regarding kernelization we show in Sec. 6 that there is no kernel with size polynomial in $k$ or even $k + d$ for vector connectivity unless $\text{NP} \subseteq \text{coNP/poly}$ (and the polynomial hierarchy collapses); our proof also implies that the problem is WK$[1]$-hard (cf. [6]). Nevertheless, when $d$ is a fixed constant, we prove that a vertex-linear kernelization is possible. A non-constructive proof of this can be pieced together from recent work on meta kernelization on sparse graph classes (see below). Instead we give a constructive algorithm building on an explicit (though technical) description of what constitutes equivalent subproblems. We also have a direct proof for the number of such subproblems in an instance with parameter $k$ rather than relying on a known argument for bounding the number of connected subgraphs.
of bounded size and bounded neighborhood size (via the two-families theorem of Bollobas, cf. [7]). A brief overview of our kernelization is given in Sec. 5. The bound of \( f(d)k = \Theta(k) \) vertices is optimal in the sense that the lower bound for parameter \( d + k \) rules out total size \( \Theta(k + d) \), i.e. we need to allow superpolynomial dependence on \( d \).

**A non-constructive kernelization argument.** The mentioned results on meta kernelization for problems on sparse graph classes mostly rely on the notion of a protrusion, i.e., an induced subgraph of bounded treewidth such that only a bounded number of its vertices have neighbors in the rest of the graph (the boundary). Under appropriate assumptions there are general results that allow the replacements of protrusions by equivalent ones of bounded size, which yields kernelization results assuming that the graph can be decomposed into a bounded number of protrusions. Intuitively, having small boundary size limits the interaction of a protrusion with the remaining graph. The assumption of bounded treewidth ensures fast algorithms for solving subproblems on the protrusion and also leads to fairly general arguments for obtaining small equivalent replacements. Note that for VECTOR CONNECTIVITY there is no reason to assume small treewidth and we also do not restrict the input graphs.

Arguably, the most crucial properties of a protrusion are the small boundary and the fact that we can efficiently compute subproblems on the protrusion; in principle, we do not need bounded treewidth. (Intuitively, we want to know the best solution value for each choice of interaction of a global solution with the boundary of the protrusion.) Thus, it seems natural to define a relaxed variant of protrusions by insisting on a small boundary and efficient algorithms for solving subproblems rather than demanding bounded treewidth. Fomin et al. [5] follow this approach for problems related to picking a certain subset of vertices like \textsc{dominating set}: Their relaxed definition of a \( r \)-\textsc{DS-protrusion} requires a boundary of size at most \( r \) and the existence of a solution of size at most \( r \) for the protrusion itself; the latter part implies efficient algorithms since we can afford to simply try all \( r = \Theta(1) \) sized vertex subsets. Fomin et al. also derive a general protrusion replacement routine for problems that have finite integer index (a common assumption for meta kernelization, see, e.g., Fomin et al. [5]) and are monotone when provided also with a sufficiently fast algorithm, like the one implied by having a solution of size at most \( r \) for the protrusion. Fomin et al. [5] remark that the procedure is not constructive since it assumes hard-wiring an appropriate set of representative graphs, whose existence is implied by being finite integer index.

From previous work of Cicalese [3] it is known that \textsc{vector connectivity} is an implicit hitting set problem where the set family consists of all connected subgraphs with neighborhood size smaller than the largest demand in the set; the family is exponential size, but we get size roughly \( \Theta(n^d) \) when demands are at most \( d \). The procedure of Fomin et al. [5] can be applied to minimal sets in this family and will shrink them to some size bounded by an unknown function in \( d \), say \( h(d) \). Then one can apply the two-families theorem of Bollobás (cf. [7]) to prove that each vertex is contained in at most \( \frac{h(d)+d}{d} \) such sets. Because the solution must hit all sets with \( k \) vertices, a yes-instance can have at most \( k \cdot \frac{h(d)+d}{d} \) sets. This argument can be completed to a vertex-linear kernelization.

In comparison, we obtain an explicit upper bound of \( d^2k \cdot 2d^3+d \) for the number of subproblems that need to be replaced, by considering a set family that is different from the implicit hitting set instance (but contains supersets of all those sets). We also have a constructive description of what constitutes equivalent subproblems. This enables us to give a single algorithm that works for all values of \( d \) based on maximum flow computations (rather than requiring for each value of \( d \) an algorithm with hard-wired representative subproblems).
Preliminaries. We use standard graph notation. Apart from this, due to the nature of the vector connectivity problem, we are frequently interested in disjoint paths from a vertex \( v \) to some vertex set \( S \), where the paths are vertex-disjoint except for sharing \( v \). The natural counterpart, in the spirit of Menger’s theorem, are \( v, S \)-separators \( C \subseteq V(G) \setminus \{v\} \) such that in \( G - C \) no vertex of \( S \setminus C \) is reachable from \( v \); the maximum number of disjoint paths from \( v \) to \( S \) that may overlap in \( v \) equals the minimum size of a \( v, S \)-separator. Throughout, by disjoint paths from \( v \) to \( S \), or \( v, S \)-separator (for any single vertex \( v \) and any vertex set \( S \)) we mean the mentioned path packings and separators with special role of \( v \). Many proofs use the function \( f: 2^V \to \mathbb{N}: U \mapsto |N(U)| \), which is well-known to be submodular, i.e., for all \( X, Y \subseteq V \) we have \( f(X) + f(Y) \geq f(X \cap Y) + f(X \cup Y) \).

So-called closest sets will be used frequently; these occur naturally in cut problems but appear to have no generalized name. We define a vertex set \( C \) to be closest to \( v \) if \( C \) is the unique \( v, C \)-separator of size at most \( |C| \), where \( v, C \)-separator is in the above sense. As an example, if \( C \) is a minimum \( s, t \)-vertex cut that, amongst such cuts, has the smallest connected component for \( s \) in \( G - C \) then \( C \) is also closest.

2 Reducing the number of demand vertices

In this section we introduce a reduction rule for vector connectivity that reduces the total demand. We prove that the reduction rule does not affect the solution space, which makes it applicable not only for kernelization but also for approximation and other techniques. In Section 5, we will use this rule in our kernelization for vector \( d \)-connectivity \((k)\).

We prove that the rule does not affect the space of feasible solutions.

Lemma 2. Let \((G, \phi, k)\) be an instance of vector connectivity and let \((G, \phi', k)\) be the instance obtained via a single application of Rule 1. Every \( S \subseteq V(G) \) is a solution for \((G, \phi, k)\) if and only if it is a solution for \((G, \phi', k)\).

Proof. Let \( v \) denote the vertex whose demand was set to zero by the reduction rule and define \( r := \phi(v) \). Clearly, \( \phi(u) = \phi'(u) \) for all vertices \( u \in V(G) \setminus \{v\} \), and \( \phi'(v) = 0 \). It suffices to show that if \( S \) fulfills demands according to \( \phi' \) then \( S \) fulfills also demands according to \( \phi \) since \( \phi(u) \geq \phi'(u) \) for all \( u \in V(G) \). This in turn comes down to proving that \( S \) fulfills the demand of \( r \) at \( v \) assuming that it fulfills demands according to \( \phi' \). If \( v \in S \) then the demand at \( v \) is trivially fulfilled so henceforth assume that \( v \notin S \).

Let \( w_1, \ldots, w_r \) denote vertices different from \( v \) with demand each at least \( \phi(v) \) then set the demand of \( v \) to zero.

We prove that the rule does not affect the space of feasible solutions.

\[ \forall \] Rule 1. Let \((G, \phi, k)\) be an instance of vector connectivity. If a vertex \( v \in V \) has at least \( \phi(v) \) vertex-disjoint paths to vertices different from \( v \) with demand at least \( \phi(v) \) then set the demand of \( v \) to zero.
1. If \( w_i \in S \) then \( w_i \notin R \): Otherwise, we would have \( S \cap R \supseteq \{w_i\} \neq \emptyset \) contradicting the fact that \( v \) can reach no vertex of \( S \) in \( G - C \).
2. If \( w_i \notin S \) then \( w_i \notin R \): Since \( S \) fulfills demands according to \( \phi' \) there must be at least \( r \) vertex-disjoint paths from \( w_i \) to \( S \) that overlap only in \( w_i \). However, since \( w_i \in R \) the set \( C \) is also a \( w_i \)-\( S \)-separator; a contradiction since \( C \) has size less than \( r \).

Thus, no vertex from \( w_1, \ldots, w_r \) is contained in \( R \). This, however, implies that \( C \) separates \( v \) from \( \{w_1, \ldots, w_r\} \), contradicting the fact that there are \( r \) vertex-disjoint paths from \( v \) to \( \{w_1, \ldots, w_r\} \) that overlap only in \( v \). It follows that no such \( v \)-separator \( C \) can exist, and, hence, that there are at least \( r = \phi(v) \) vertex-disjoint paths from \( v \) to \( S \), as claimed.

Thus, \( S \) fulfills the demand of \( r \) at \( v \) and hence all demand according to \( \phi \). (Recall that the converse is trivial since \( \phi(u) \geq \phi'(u) \) for all vertices \( u \in V(G) \).)

The idea for applying Rule 1 in polynomial time is to use a maximum-flow computation with \( v \) as source and all other vertices with nonzero demand as sinks.

To analyze the impact of Rule 1 we will now bound the number of nonzero demand vertices in an exhaustively reduced instance in terms of the optimum solution size \( \text{opt} \) and the maximum demand \( d \). To this end, we require the technical lemma below about the structure of reduced instances as well as some notation. If \( (G, \phi, k) \) is reduced according to Rule 1 then for each vertex \( v \) with demand \( r = \phi(v) \geq 1 \) there is a cut set \( C \) of size at most \( r - 1 \) that separates \( v \) from all other vertices with demand at least \( r \). We fix for each vertex \( v \) with demand at least one a vertex set \( C(v) \), denoted \( C(v) \), by picking the unique closest minimum \( v \)-separator \( D_v = \{u \in V \setminus \{v\} \mid \phi(u) \geq \phi(v)\} \). Furthermore, for such vertices \( v \), let \( R(v) \) denote the connected component of \( v \) in \( G - C(v) \).

Clearly, a solution \( S \) must intersect each \( R(v) \) since \( |C(v)| < \phi(v) \). The following lemma shows implicitly that Rule 1 limits the amount of overlap of sets \( R(v) \). Intuitively, sets \( R(v) \) must overlap in order to “share” solution vertices.

**Lemma 3.** Let \( (G, \phi, k) \) be reduced under Rule 1. Let \( u, v \in V(G) \) be distinct vertices with \( \phi(u) = \phi(v) \geq 1 \). If \( R(u) \cap R(v) \neq \emptyset \) then \( u \in C(v) \) or \( v \in C(u) \).

Now, we give the promised bound on the number of nonzero demand vertices.

**Lemma 4.** Let \( (G, \phi, k) \) be an instance of vector connectivity that is reduced under Rule 1 and let \( \text{opt} \) denote the minimum size of feasible solutions \( S \subseteq V \). Then there are at most \( d^2 \text{opt} \) nonzero demand vertices in \( G \).

Lemma 4 directly implies reduction rules for vector \( d \)-connectivity \((k)\) and vector connectivity \((k)\): For the former, if there are more than \( d^2 k \) vertices then \( \text{opt} \) must exceed \( k \) and we can safely reject the instance. For the latter, there can be at most \( k \) vertices of demand greater than \( k \) since those must be in the solution. Additionally, if \( \text{opt} \leq k \) then there are at most \( d^2 \text{opt} \leq k^3 + k \) vertices of demand at most \( d = k \); a total of \( k^3 + k \).

We spell out the rule for vector \( d \)-connectivity \((k)\) because it is used in our kernelization. The bound of \( k^3 + k \) for vector connectivity \((k)\) is crucial for our FPT-algorithm.

**Rule 5.** Let \( (G, \phi, k) \) be reduced under Rule 1, with \( \phi: V(G) \to \{0, \ldots, d\} \). If there are more than \( d^2 k \) vertices of nonzero demand return NO.

### 3 Approximation algorithm

In this section we discuss the approximability of vector \( d \)-connectivity. We know from Lemma 4 that the number of vertices with nonzero demand is at most \( d^2 \text{opt} \) where \( \text{opt} \)
denotes the minimum size solution for the instance in question. This directly implies a factor \(d^2\)-approximation because taking all nonzero demand vertices constitutes a feasible solution. We now show how to improve this to a factor \(d\)-approximation for vector \(d\)-connectivity.

The approximation algorithm will work as follows: We maintain an initially empty partial solution \(S_0 \subseteq V\). In each round, we add at most \(d\) vertices to \(S_0\) and show that this always brings us at least one step closer to a solution, i.e., the optimal number of required additional vertices shrinks by at least one. To achieve this, we update Rule 1 to take the partial solution \(S_0\) into account.

**Rule 6.** Let \((G, \phi, k)\) be an instance of vector connectivity and let \(S_0 \subseteq V(G)\). If there is a vertex \(v\) with non-zero demand and a vertex set \(W\) not containing \(v\) such that each vertex in \(W\) has demand at least \(\phi(v)\) and \(v\) has at least \(\phi(v)\) vertex-disjoint paths to \(S_0 \cup W\), then set the demand of \(v\) to zero. Similarly, if \(v \in S_0\) then also set its demand to zero.

Intuitively, vertices in \(S_0\) get the same status as vertices with demand at least \(\phi(v)\) for applying the reduction argument. The proof of correctness now has to take into account that we seek a solution that includes \(S_0\).

**Lemma 7.** Let \((G, \phi, k)\) be an instance of vector connectivity, let \(S_0 \subseteq V(G)\), and let \((G, \phi', k)\) be the instance obtained via a single application of Rule 1. For every \(S \subseteq V(G)\) it holds that \(S \cup S_0\) is a solution for \((G, \phi, k)\) if and only if \(S \cup S_0\) is a solution for \((G, \phi', k)\).

It follows, that we can safely apply Rule 6, as a variant of Rule 1, in the presence of a partial solution \(S_0\). It is easy to see that Rule 6 can be applied exhaustively in polynomial time because testing for any vertex \(v\) is a single two-way min-cut computation and each successful application lowers the number of nonzero demand vertices by one.

We now describe our approximation algorithm. The algorithm maintains an instance \((G, \phi)\), a set \(S_0 \subseteq V(G)\), and an integer \(\ell \in \mathbb{N}\). Given an instance \((G, \phi)\) the algorithm proceeds in rounds to build \(S_0\), which will eventually be a complete (approximate) solution. We start with \(S_0 = \emptyset\) and \(\ell = 0\). In any single round, for given \((G, \phi)\), set \(S_0\), and integer \(\ell\) the algorithm proceeds as follows:

1. Exhaustively apply Rule 6 to \((G, \phi)\) and \(S_0\), possibly changing \(\phi\).
2. If \(S_0\) satisfies all demands of \((G, \phi)\) then return \(S_0\) as a solution (and stop).
3. Otherwise, pick a vertex \(v \in V(G)\) of minimum nonzero demand. Because we have exhaustively applied Rule 6 there must be a set \(C\) of less than \(\phi(v) \leq d\) vertices that separates \(v\) from \(S_0\) and all vertices of demand at least \(\phi(v)\). Add \(\{v\} \cup C\) to \(S_0\) and increase \(\ell\) by one. Note that we add at most \(\phi(v) \leq d\) vertices to \(S_0\) because \(|C| < \phi(v)|\).

After Step 3 the algorithm continues with Step 1. The following Invariant 8 guarantees that the algorithm runs for at most \(\text{opt}\) rounds. The approximation factor follows since only this step adds small “non-optimal” parts to the solution.

**Invariant 8.** There exists a set \(S_1\) of at most \(\text{opt} - \ell\) vertices such that \(S_0 \cup S_1\) is a feasible solution for \((G, \phi)\).

**Theorem 9.** The vector \(d\)-connectivity problem admits a polynomial-time factor \(d\)-approximation.

We can also derive an approximation algorithm for vector connectivity, where there is no fixed upper bound on the maximum demand. To this end, we can rerun the previous algorithm for all “guesses” of \(\text{opt}_0 \in \{1, \ldots, n\}\). In each run, we start with \(S_0\) containing all
vertices of demand greater than the guessed value $\text{opt}_0$, since those must be contained in every solution of total size at most $\text{opt}_0$. Then the maximum demand is $d = \text{opt}_0$ and we get a $d$-approximate set of vertices to add to $S_0$ to get a feasible solution. When $\text{opt}_0 = \text{opt}$, then $\text{opt}$ must also include the same set $S_0$ and for the remaining $\text{opt} - |S_0| \leq \text{opt}$ vertices we have a $d$-approximate extension; we get a solution of total size at most $\text{opt}^2$.

**Corollary 10.** The vector connectivity problem admits a polynomial-time approximation algorithm that returns a solution of size at most $\text{opt}^2$, where $\text{opt}$ denotes the optimum solution size for the input.

### 4 FPT algorithm for Vector Connectivity($k$)

In this section we present a randomized FPT-algorithm for vector connectivity($k$). (We recall that Lokshansan announced this to be FPT.) Recall that the reduction rules in Section 2 also allow us to reduce the number of nonzero demand vertices to at most $k^3 + k$ (or safely reject). Based on this we are able to give a randomized algorithm building on a randomized FPT algorithm of Marx [8] for intersection of linear matroids. (The randomization comes from the need to construct a representation for the required matroids.) Concretely, this permits us to search for an independent set of size $k$ in $k^3 + k$ linear matroids over the same ground set, where the independent set corresponds to the desired solution and each single matroid ensures that one demand vertex is satisfied.

**Theorem 11.** Vector connectivity($k$) is randomized fixed-parameter tractable without false positives and error probability exponentially small in the input size.

**Proof Sketch.** W.l.o.g., input instances $(G, \phi, k)$ have at most $k^3 + k$ nonzero demand vertices (else apply the reduction rules); let $D = \{v \in V(G) \mid \phi(v) \geq 1\}$. Clearly, if the instance is YES then there exist also solutions of size exactly $k$ (barring $|V(G)| < k$ which is trivial).

**Algorithm.** As a first step, we guess the intersection of a solution $S^*$ of size $k$ with the set $D$: there are at most $(k^3 + k)^k$ choices for $S_0 = D \cap S^*$. All vertices of demand exceeding $k$ must be contained in $S_0$ for $S^*$ to be a solution.

For each $v \in D \setminus S_0$, we construct a matroid $M_v$ over $V' = V \setminus D$ as follows.

1. Build a graph $G_v$ by first adding to $G$ additional $c - 1$ copies of $v$, called $v_2, \ldots, v_c$, where $c = \phi(v)$, and use $v_1 := v$ for convenience. Second, add $r = k - c$ universal vertices $w_1, \ldots, w_r$ (i.e., neighborhood $V \cup \{v_2, \ldots, v_c\}$).

2. Let $M'_v$ denote the gammoid on $G_v$ with source set $T = \{v_1, \ldots, v_c, w_1, \ldots, w_r\}$ and ground set $V' \cup S_0$. Recall that the independent sets of a gammoid are exactly those subsets $I$ of the ground set that have $|I|$ vertex-disjoint paths from the sources to $I$. Gammoids are linear matroids and a representation over a sufficiently large field can be found in randomized polynomial time (cf. [8]).

3. Create $M_v$ from $M'_v$ by contracting $S_0$, making its ground set $V'$. If $S_0$ is independent in $M'_v$ then any $I$ is independent in $M_v$, if and only if $S_0 \cup I$ is independent in $M'_v$.

Use Marx’ algorithm [8] to search for a set $I^*$ of size $k - |S_0|$ that is independent in each matroid $M_v$ for $v \in D \setminus S_0$. If a set $I^*$ is found then test whether $S_0 \cup I^*$ is a vector connectivity set for $(G, \phi, k)$ by appropriate polynomial-time flow computations. If yes then return the solution $S_0 \cup I^*$. Otherwise, if $S_0 \cup I^*$ is not a solution or if no set $I^*$ was found then try the next set $S_0$, or answer NO if no set $S_0$ is left to check.

**Correctness.** Clearly, if $(G, \phi, k)$ is NO then the algorithm will always answer NO as all possible solutions $S_0 \cup I^*$ are tested for feasibility.
Assume now that \((G, \phi, k)\) is yes, let \(S^*\) a solution of size \(k\), and let \(S_0 = D \cap S^*\). Note that \(S^* \subseteq V' \cup S_0\). Pick any \(v \in D \setminus S_0\). It follows that there are \(c = \phi(v)\) paths from \(v\) to \(S^*\) in \(G\) that are vertex-disjoint except for \(v\). Thus, in \(G_v\) we get \(c\) (fully) vertex-disjoint paths from \(\{v_1, \ldots, v_c\}\) to \(S^*\), by giving each path a private copy of \(v\). We get additional \(r = k - c\) paths from \(\{w_1, \ldots, w_r\}\) to the remaining vertices of \(S^*\) since \(S^* \subseteq V' \cup S_0 \subseteq N(w_i)\). Thus, the set \(S^*\) is independent in each gammoid \(M'_v\). Therefore, in each \(M'_v\) also \(S_0 \subseteq S^*\) is independent. This implies that in \(M_v\) (obtained by contraction of \(S_0\)) the set \(S^* \setminus S_0\) is independent and has size \(k - |S_0|\). Moreover, any \(I\) is independent in \(M_v\) if and only if \(I \cup S_0\) is independent in \(M'_v\). It follows, from the former statement, that Marx’ algorithm will find some set \(I\) of size \(k - |S_0|\) that is independent in all matroids \(M_v\) for \(v \in D \setminus S_0\).

We claim that \(I \cup S_0\) is a vector connectivity set for \((G, \phi, k)\). Let \(v \in D \setminus S_0\). We know that \(I\) is independent in \(M_v\) and, thus, \(S := I \cup S_0\) is independent in \(M'_v\). Thus, in \(G_v\) there are \(|S| = k\) paths from \(T\) to \(S\). This entails \(c = \phi(v)\) vertex-disjoint paths from \(\{v_1, \ldots, v_c\}\) to \(S\) that each contain no further vertex of \(T\) since \(|T| = k\). By construction of \(G_v\), we directly get \(\phi(v)\) paths from \(v\) to \(S\) in \(G\) that are vertex-disjoint except for overlap in \(v\). Thus, \(S\) satisfies the demand of any \(v \in D \setminus S_0\). Since \(S \supseteq S_0\), we see that \(S\) satisfies all demands. Thus, the algorithm returns a feasible solution, as required.

Runtime. Marx’ algorithm for finding a set of size \(k'\) that is independent in \(\ell\) matroids has FPT running time with respect to \(k' + \ell\). We have \(k' \leq k\) and \(\ell \leq |D| \leq k^3 + k\) in all iterations of the algorithm and there are at most \((k^3 + k)^k\) iterations. This gives a total time that is FPT with respect to \(k\), as claimed.

5 Vertex-linear kernelization for constant demand

In this section we give an outline of our vertex-linear kernelization for vector \(d\)-connectivity \((k)\), i.e., with \(d\) a constant and \(k\) the parameter. We will focus on explaining how we can directly bound the number of subproblems without using Bollobas’ two-families theorem, whose bound depends on the size of reduced subproblems. Then we give some intuition about our explicit definition for equivalent subproblems and how to replace them.

The starting point for our kernelization are Reduction Rules 1 and 5, and a result of Cicalese et al. [3] that relates vector connectivity sets for \((G, \phi)\) to hitting sets for a family of connected subgraphs of \(G\): The family contains all sets \(X\) such that \(G[X]\) is connected and some vertex \(v \in X\) has demand larger than \(|N(X)|\); intuitively, every solution \(S\) must intersect each set \(X\). We use instead a family \(\mathcal{X}(G, \phi)\) containing only the minimal sets \(X\). For ease of presentation we define \(D(G, \phi) := \{v \in V(G) \mid \phi(v) \geq 1\}\), and use the shorthand \(D = D(G, \phi)\) whenever \(G\) and \(\phi\) are clear from context.

Proposition 12 (adapted from Cicalese et al. [3, Prop. 1]). Let \(G = (V, E)\), let \(\phi: V \to \mathbb{N}\), and let \(\mathcal{X} := \mathcal{X}(G, \phi)\). Then every set \(S \subseteq V\) is a vector connectivity set for \((G, \phi)\) if and only if it is a hitting set for \(\mathcal{X}\), i.e., it has a nonempty intersection with each \(X \in \mathcal{X}\).

For the general case of vector connectivity with unrestricted demands the size of \(\mathcal{X}(G, \phi)\) can be exponential in \(|V(G)|\); for vector \(d\)-connectivity there is a straightforward bound of \(|\mathcal{X}| = O(|V(G)|^d)\) since \(|N(X)| \leq d - 1\). However, even for vector \(d\)-connectivity, the sets \(X \in \mathcal{X}\) are not necessarily small and, thus, we will not take a hitting set approach for the kernelization; we will not materialize the set \(\mathcal{X}\) but use it only for analysis.

To arrive at our kernelization we will later establish a reduction rule that shrinks connected subgraphs with small boundary and bounded number of demand vertices to constant size. This is akin to black-box protrusion-based reduction rules, especially as in [5], but we give
an explicit algorithm that comes down to elementary two-way flow computations. To get an explicit (linear) bound for the number of subproblems, we introduce a new family $\mathcal{Y}$ with larger but (as we will see) fewer sets, and apply the reduction process to graphs $G[Y]$ with $Y \in \mathcal{Y}$. Alternatively, as pointed out in the introduction, one may use a result of Bollobas for bounding the number of sets in $\mathcal{X}$ once they are small; a caveat is that this bound would depend on the final size of sets in $\mathcal{X}$, whereas we have a direct and explicit bound for $|\mathcal{Y}|$.

\begin{definition}[$\mathcal{Y}(G, \phi, d)$] Let $G = (V, E)$, let $d \in \mathbb{N}$, and let $\phi: V \to \{0, \ldots, d\}$. The family $\mathcal{Y}(G, \phi, d)$ contains all sets $Y \subseteq V$ with
1. $G[Y]$ is connected,
2. $|Y \cap D| \leq d^3$, i.e., $Y$ contains at most $d^3$ vertices $v$ with nonzero demand,
3. $|N(Y)| \leq d$, i.e., $Y$ has at most $d$ neighbors, and
4. there is a vertex $v \in Y \cap D$, i.e., $\phi(v) \geq 1$, such that $N(Y)$ is the unique closest minimum $v, D \setminus Y$-separator.

We show that each set $X \in \mathcal{X}(G, \phi)$ is a subset of some $Y \in \mathcal{Y}(G, \phi, d)$.
\end{definition}

\begin{lemma} Let $G = (V, E)$, $d \in \mathbb{N}$, and $\phi: V \to \{0, \ldots, d\}$. Let $\mathcal{X} := \mathcal{X}(G, \phi)$ and $\mathcal{Y} := \mathcal{Y}(G, \phi, d)$. Then for all $X \in \mathcal{X}$ there exists $Y \in \mathcal{Y}$ with $X \subseteq Y$.
\end{lemma}

We prove that the number of sets $Y \in \mathcal{Y}$ is linear in $k$ for every fixed $d$, by analyzing a branching algorithm for finding $Y \in \mathcal{Y}$. Thus, by later shrinking the size of sets in $\mathcal{Y}$ to some constant we get $O(k)$ vertices in total over sets $Y \in \mathcal{Y}$.

\begin{lemma} Let $(G, \phi, k)$ an instance of vector $d$-connectivity($k$) and let $\mathcal{Y} := \mathcal{Y}(G, \phi, d)$. Then $|\mathcal{Y}| \leq d^2k \cdot 2^{d^3+d}$.
\end{lemma}

### 5.1 Reducing the size of sets in $\mathcal{Y}$

Let us describe how to reduce the size of sets $Y \in \mathcal{Y}$ through modifications on the graph $G$. At a high level, this will be achieved by replacing subgraphs $G[Y]$ by “equivalent” subgraphs of bounded size. When this is done, we know that the total number of vertices in sets $Y \in \mathcal{Y}$ is $O(k)$. Since this part is somewhat technical, the proof details are deferred to a full version.

Consider a set $Y \in \mathcal{Y}$ and its (small) neighborhood $Z := N_G(Y)$. Think of deciding whether $(G, \phi, k)$ is YES as a game between two players, Alice and Bob. Alice sees only $G[Y \cup Z]$ and wants to satisfy the demands of all vertices in $Y$, and Bob sees only $G \setminus Y$ and wants to satisfy the demands of the vertices in $V \setminus Y$. To achieve a small solution the players must cooperate and exchange information about paths between vertices in $Z$, or between $Z$ and vertices of a partial solution, that they can provide or that they require from the other player.

Crucially, we know that there is only a constant number of nonzero demand vertices in $Y$, which can be seen to imply that the intersection of optimal solutions with $Y$ is bounded. Thus, Alice can try all partial solutions $S_Y \subseteq Y$ of bounded size and determine what paths between $Z$ and $S_Y$ or between different vertices of $Z$ she can provide for Bob. We formalize this set of paths as her facilities. She can furthermore determine what paths she needs to satisfy the demand of each of her vertices. Each demand vertex $v$ gives rise to a set of required paths that may run between $Z$ and Bob’s solution or just between vertices of $Z$. We formalize this family of sets as Alice’s requirement. (Note that in fact both players can offer or require various different packings of such paths.)

We now define Alice’s requirements formally; the facilities are deferred to a full version.

For notational convenience, we call a set of paths to be $v$-independent if each pair of paths is vertex-disjoint except for possibly sharing $v$ as an endpoint. For a graph $G$, a vertex $v$,
an integer \(i\), and two vertex subsets \(A, B \subseteq V(G)\) we define a \((v, i, A, B)\)-constrained path packing as a set of \(i + |A|\) \(v\)-independent paths from \(A \cup \{v\}\) to \(B\) in \(G\). Herein we explicitly allow \(v \notin V(G)\) if \(i = 0\). We tacitly assume that, if \(A \cap B \neq \emptyset\) then the paths corresponding to \(A \cap B\) in the packing are of length zero, that is, they each comprise a single vertex.

Satisfying connectors indicate which of Bob’s path packings are sufficient for Alice and a certain demand vertex.

\[\text{Definition 16 (Satisfying connector).} \text{ Let } H \text{ be a graph on vertex set } Y \uplus Z, \text{ let } v \in Y, \text{ let } v \text{ have positive demand } d_v, \text{ and let } S_Y \subseteq Y \text{ be a partial solution. A tuple } (A, B, C) \text{ with } A, B, C \subseteq Z, \text{ pairwise disjoint, is a satisfying connector for } v \text{ with respect to } S_Y \text{ in } H \text{ if either } v \in S_Y \text{ or there is a } (v, d_v, A, B \cup S_Y)\)-constrained path packing in \(H - C\). The set of all satisfying connectors for \(v\) with respect to the partial solution \(S_Y\) is denoted by } Sat(H, Z, d_v, S_Y, v).\]

Intuitively, if Bob can send disjoint paths from \(B\) to his part of the solution and to \(A\), possibly using vertices of \(C\), then Alice can complete these paths to satisfy the demand of \(v\). The requirement now formalizes the notion that each partial solution for Alice gives rise to a certain set of satisfying connectors.

\[\text{Definition 17 (Requirement).} \text{ Let } H \text{ be a graph on vertex set } Y \uplus Z, \text{ let } \phi \text{ be a demand function on } Y, \text{ and let } S_Y \subseteq Y \text{ be a partial solution. The requirement } Req(H, Z, \phi, S_Y) \text{ is the collection } \{Sat(H, Z, \phi(v), S_Y, v) \mid v \in D(H, \phi) \cap Y\}.\]

It is not hard to observe that a partial solution \(S_Y\) in some \(Y \subseteq \mathcal{Y}\) has size at most \(d^3 + d\) without loss of generality (recall that \(|Y \cap D| \leq d^3\)). Based on this fact, we can prove that \(G[Y \cup Z]\) can be safely replaced by any graph \(G'\) that has the same set of facilities and the same family of requirements as \(G[Y \cup Z]\) for any choice of \(S_Y\) with \(|S_Y| \leq d^3 + d\). A smallest such graph \(G'\) has size bounded by some function of \(|Z|\) since, if \(S_Y \leq d^3 + d\), then the family of requirements has size bounded by some function in \(d\). Checking whether the families of requirements of \(G[Y \cup Z]\) and a candidate \(G' MATCHES\) can be done using a series of maximum flow computations that exploit the definition of satisfying connectors. This means that it is feasible to search incrementally for a representative \(G'\) of smallest (constant) size with the same requirement as \(G[Y \cup Z]\). Similarly, we can ensure that the facilities are the same.

### 5.2 Kernelization procedure

Given an instance \((G, \phi, k)\) of \(\text{VECTOR} \ d\text{-CONNECTIVITY}(k)\) the kernelization proceeds as follows. Throughout, we refer to the current instance by \((G, \phi, k)\) and recall the use of \(D = \{v \in V(G) \mid \phi(v) \geq 1\}\).

1. Apply Rule 1 exhaustively and then apply Rule 5 (this may return answer \text{NO} if we have more than \(d^2k\) demand vertices).
2. Apply the above described reduction rule once that may replace a subgraph \(G[Y]\) by a smaller, constant-size graph.
3. Return to Step 1 if Step 2 was successful.
4. Let \(W := D \cup \bigcup_{Y \in \mathcal{Y}} N[Y]\). Perform the torso operation on \(W\) in \(G\) to obtain \(G'\). That is, carry out the following steps:
   a. Start with \(G' = G[W]\).
   b. For every pair \(u, v \in W\), if there is a \(u, v\)-path in \(G\) with internal vertices from \(V \setminus W\) then add the edge \(\{u, v\}\) to \(G'\).
5. Return \((G', \phi', k)\) as the kernelized instance, where \(\phi'\) is \(\phi\) restricted to \(W\).
Intuitively, the torso operation in Step 4 removes all vertices that are not in any set $Y \in \mathcal{Y}$ without affecting the sets therein. Overall, we obtain the following.

**Theorem 18.** Vector $d$-connectivity$(k)$ has a vertex-linear kernelization.

### 6 Kernelization lower bound

In this section, we prove that vector connectivity$(k)$ admits no polynomial kernelization unless $\text{NP} \subseteq \text{coNP/poly}$. We give a reduction from hitting set$(m)$, i.e., hitting set with parameter number of sets, which also makes a polynomial Turing kernelization unlikely (cf. [6]). Since demands greater than $k + 1$ can be safely replaced by demand $k + 1$, implying $d \leq k + 1$, the lower bound applies also to parameterization by $d + k$.

**Theorem 19.** Vector connectivity$(k)$ does not admit a polynomial kernelization unless $\text{NP} \subseteq \text{coNP/poly}$ and the polynomial hierarchy collapses.

**Proof.** We give a polynomial parameter transformation from hitting set$(m)$ to vector connectivity$(k)$, which is known to imply the claimed lower bound (cf. [1]). Let $(U, \mathcal{F}, k)$ be an instance of hitting set$(m)$ with parameter $m = |\mathcal{F}|$; w.l.o.g. $k \leq m$. Let $n := |U|$. We construct a graph $G$ on $2(k + 1)m + n$ vertices that has a vector connectivity set of size at most $k' = (k + 1)m + k = \mathcal{O}(m^2)$ if and only if $(U, \mathcal{F}, k)$ is yes for hitting set$(m)$.

Construction. Make one vertex $x_u$ for each element $u \in U$, and make $(2k + 1)$ vertices $y_{1,F}, \ldots, y_{k+1,F}, y_{1,F}', \ldots, y_{k+1,F}'$ for each set $F \in \mathcal{F}$. We add the following edges:

1. Add $\{y_{i,F}, y_{i,F}'\}$ for all $i \in \{1, \ldots, k + 1\}$ and $F \in \mathcal{F}$.
2. Add $\{x_u, y_{i,F}\}$ for all $i \in \{1, \ldots, k + 1\}$, $F \in \mathcal{F}$, and $u \in F$.
3. Make the set of all vertices $y_{i,F}$ a clique (not including any $y'$-vertex).

Set the demand $\phi$ of each $y_{i,F}'$ vertex to 2 and of each $y_{i,F}$ vertex to $(k + 1)m + 1$; all $x$-vertices have demand zero. Set the budget $k'$ to $(k + 1)m + k$. This completes the construction of an instance $(G, \phi, k')$, which can be easily performed in polynomial time.

Correctness. Assume first that $(G, \phi, k')$ is yes and let $S$ a vector connectivity set of size at most $k'$. Note that $S$ must contain all vertices $y_{i,F}'$ since they have demand of 2 but only one neighbor (namely $y_{i,F}$). This accounts for $(k + 1)m$ vertices in $S$; there are at most $k$ further vertices in $S$. Let $T$ contain exactly those elements $u \in U$ such that $x_u \in S$; thus $|T| \leq k$. We claim that $T$ is a hitting set for $F$. Let $F \in \mathcal{F}$ and assume that $T \cap F = \emptyset$. It follows that $S$ contains no vertex $x_u$ with $u \in F$. Since at most $k$ vertices in $S$ are not $y'$-vertices, we can choose $i \in \{1, \ldots, k + 1\}$ such that $S$ does not contain $y_{i,F}$. Consider the set $C$ consisting of all $y$-vertices other than $y_{i,F}$ as well as the vertex $y_{i,F}'$. In $G - C$ we find a connected component containing $y_{i,F}$ and all $x_u$ with $u \in F$ but no further vertices. Crucially, all other neighbors of $y_{i,F}$ are $y_{i,F}'$ and all $y$-vertices, and $x$-vertices only have $y$-vertices as neighbors. By assumption $S$ contains no vertex of this connected component. This yields a contradiction cause $C$ is of size $(k + 1)m$ and separates $y_{i,F}$ from $S$, but since $S$ is a solution with $y_{i,F} \notin S$ there should be $(k + 1)m + 1$ disjoint paths from $y_{i,F}$ to $S$. Thus, $S$ must contain some $x_u$ with $u \in F$, and then $T \cap F \neq \emptyset$.

Now, assume that $(U, \mathcal{F}, k)$ is yes for hitting set$(m)$ and let $T$ a hitting set of size at most $k$ for $F$. We create a vector connectivity set $S$ by selecting all $x_u$ with $u \in T$ as well as all $y'$-vertices; thus $|S| \leq k' = (k + 1)m + k$. Clearly, this satisfies all $y'$-vertices. Consider any vertex $y_{i,F}$ and recall that its demand is $\phi(y_{i,F}) = (k + 1)m + 1$. We know that $S$ contains at least one vertex $x_u$ with $u \in F$ that is adjacent to $y_{i,F}$. Thus, we can find the required $(k + 1)m + 1$ disjoint paths from $y_{i,F}$ to $S$:

- We have one path $(y_{i,F}, y_{i,F}')$ and one path $(y_{i,F}, x_u)$.
- For all $(j, F') \neq (i, F)$ we get one path $(y_{j,F}, y_{j,F}', y_{j,F}')$; we get $(k + 1)m - 1$ paths total.
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It follows that \((G, \phi, k')\) is yes for \textsc{vector connectivity}(k).

We have given a polynomial parameter transformation from \textsc{hitting set}(m), which is known not to admit a polynomial kernelization unless \(\text{NP} \subseteq \text{coNP}/\text{poly}\) [4] (see also [6]). This is known to imply the same lower bound for \textsc{vector connectivity}(k) [1].

\section{Conclusion}

We have presented kernelization and approximation results for \textsc{vector connectivity} and \textsc{vector d-connectivity}. An important ingredient of our results is a reduction rule that reduces the number of vertices with nonzero demand to at most \(d^2 \text{opt} \) (or, similarly, to at most \(\text{opt}^3 + \text{opt} \) or \(k^2 + k\)). From this, one directly gets approximation algorithms with ratios \(d^2\) and \((\text{opt}^2 + 1)\); we improved these to factors \(d\) and \(\text{opt}\), respectively, by a local-ratio type algorithm. Recall that \textsc{vector d-connectivity} is \textsc{APX}-hard already for \(d = 4\) [3].

On the kernelization side we show that \textsc{vector connectivity}(k) does not admit a polynomial kernelization unless \(\text{NP} \subseteq \text{coNP}/\text{poly}\). Since demands greater than \(k + 1\) can be safely replaced by demand \(k + 1\) (because they cannot be fulfilled without putting the vertex into the solution) the lower bound extends also to parameter \(k + d\). For \textsc{vector d-connectivity}(k), where \(d\) is a problem-specific constant, we give an explicit vertex-linear kernelization with at most \(f(d) \cdot k = O(k^3)\) vertices; the computable function \(f(d)\) is superpolynomial in \(d\), which is necessary (unless \(\text{NP} \subseteq \text{coNP}/\text{poly}\)) due to the lower bound for \(d + k\).

Finally, the reduction to \(\ell \leq k^3 + k\) nonzero demand vertices allows an alternative proof for fixed-parameter tractability: We give a randomized FPT-algorithm for \textsc{vector connectivity}(k) that finds a solution by seeking a set of size \(k\) that is simultaneously independent in each of \(\ell\) linear matroids; for this we use an algorithm of Marx [8] for linear matroid intersection, which is fixed-parameter tractable in \(k + \ell = O(k^3)\).
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Abstract

The b-chromatic number of a graph \( G \), \( \chi_b(G) \), is the largest integer \( k \) such that \( G \) has a \( k \)-vertex coloring with the property that each color class has a vertex which is adjacent to at least one vertex in each of the other color classes. In the \text{b-Chromatic Number} problem, the objective is to decide whether \( \chi_b(G) \geq k \). Testing whether \( \chi_b(G) = \Delta(G) + 1 \), where \( \Delta(G) \) is the maximum degree of a graph, itself is NP-complete even for connected bipartite graphs (Kratochvíl, Tuza and Voigt, WG 2002). In this paper we study \text{b-Chromatic Number} in the realm of parameterized complexity and exact exponential time algorithms. We show that \text{b-Chromatic Number} is \( \text{W}[1] \)-hard when parameterized by \( k \), resolving the open question posed by Havet and Sampaio (Algorithmica 2013). When \( k = \Delta(G) + 1 \), we design an algorithm for \text{b-Chromatic Number} running in time \( 2^{O(k^2 \log k)} n^{O(1)} \). Finally, we show that \text{b-Chromatic Number} for an \( n \)-vertex graph can be solved in time \( O(3^n n^k \log n) \).
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1 Introduction

Graph coloring (proper vertex coloring), is an assignment of colors to the vertices of a graph such that no edge connects two identically colored vertices. In other words graph coloring is a partition of vertex set into independent sets. A proper vertex coloring using \( k \) colors is called a \( k \)-\text{vertex coloring}. The least number of colors required for a proper vertex coloring of a graph \( G \) is called the \text{chromatic number} of \( G \). The most common question about graph coloring is—“what is the chromatic number of a graph”. This question has got lots of attention in graph theory and algorithms. The study of graph coloring leads to the four color theorem in planar graphs by Appel and Haken [1], study of chromatic polynomial introduced by Birkhoff, which was generalised to the Tutte polynomial by Tutte, etc. Graph coloring has been studied as an algorithmic problem since the early 1970s. The chromatic number problem is one of Karp’s 21 NP-complete problems from 1972 [11]. An exact algorithm to compute the chromatic number of a graph dates back to 1976. Lawler [13] gave an algorithm for finding chromatic number running in time \( 2^{O(k^2 \log k)} n^{O(1)} \). Finally, after 30 years, using the principle of inclusion-exclusion Björklund et al. [2] gave an algorithm for chromatic number
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problem running in time $2^n n^{O(1)}$. This is still the fastest known exact algorithm to compute the chromatic number of a graph.

Not only finding chromatic number but also different variations of graph coloring has been studied in the literature. A complete coloring of a graph $G$ is a proper vertex coloring such that no two color classes together form an independent set. The parameter achromatic number of a graph $G$ is the largest integer $k$ such that there is a complete coloring of $G$ using $k$ colors. Irving and Manlove [10] introduced $b$-chromatic number, another parameter related to graph coloring. The $b$-chromatic number of a graph $G$, denoted by $\chi_b(G)$, is the largest integer $k$ such that $G$ has a $k$-vertex coloring with the property that each color class has a vertex which is adjacent to at least one vertex in each of the other color classes. Such a coloring is called a $b$-coloring. Irving and Manlove showed that determining $b$-chromatic number is NP-complete for general graphs, but polynomial time solvable for trees [10]. For a detailed overview of parameterized complexity reader is referred to monographs [5, 4].

In the parameterized complexity framework, the $b$-chromatic number problem is studied with a dual parameter by Havet et al. [9]. In particular, they show that one can decide whether $\chi_b(G) \geq n - k$ in time $2^{O(k \log k)} n^{O(1)}$ and asked the question whether b-Chromatic Number is FPT when parameterized by $k$. Recently, Effantin et al. [6] studied a relaxed version of $b$-coloring and repeated the question about the parameterized complexity of $b$-Chromatic Number. In this work we answer this question negatively, by showing that b-Chromatic Number is W[1]-hard. But, when $k = \Delta(G) + 1$, we design an algorithm for b-Chromatic Number running in time $2^{O(k^2 \log k)} n^{O(1)}$. Finally we show that b-Chromatic Number for an $n$-vertex graph can be solved in time $O(3^n n^4 \log n)$. After the results in this article were presented at IPEC, Manfred Cochefert informed us that he had derived, in his PhD thesis [3] a $3^n n^{O(1)}$ time algorithm for b-Chromatic Number using principle of inclusion-exclusion.

Our methods. To show b-Chromatic Number is W[1]-hard, when parameterized by $k$, we give an FPT-reduction from Multi Colored Independent Set, which is very well known to be W[1]-hard [4]. When $k = \Delta(G) + 1$, to get an FPT algorithm for b-Chromatic Number, we first show that it is enough to find $C \subseteq V(G)$ such that $\chi_b(G[C]) = k$ (we call such a subset $C$ as b-chromatic core of order $k$). Then we give a polynomial kernel for the problem of finding $b$-chromatic core of order $\Delta(G) + 1$, which leads to an FPT algorithm for b-Chromatic Number when $k = \Delta(G) + 1$. For the exact exponential time algorithm for b-Chromatic Number, we reduce the problem to many instances of single variate polynomial multiplication of degree $2^n$. 

<table>
<thead>
<tr>
<th>Input:</th>
<th>An $n$-vertex graph $G$ and an integer $k$</th>
<th>Parameter: $k$</th>
<th>Question:</th>
<th>Is the $b$-chromatic number of $G$ at least $k$</th>
</tr>
</thead>
</table>

For a detailed overview of parameterized complexity reader is referred to monographs [5, 4].

In the parameterized complexity framework, the b-Chromatic Number problem is studied with a dual parameter by Havet et al. [9]. In particular, they show that one can decide whether $\chi_b(G) \geq n - k$ in time $2^{O(k \log k)} n^{O(1)}$ and asked the question whether b-Chromatic Number is FPT when parameterized by $k$. Recently, Effantin et al. [6] studied a relaxed version of $b$-coloring and repeated the question about the parameterized complexity of b-Chromatic Number. In this work we answer this question negatively, by showing that b-Chromatic Number is W[1]-hard. But, when $k = \Delta(G) + 1$, we design an algorithm for b-Chromatic Number running in time $2^{O(k^2 \log k)} n^{O(1)}$. Finally we show that b-Chromatic Number for an $n$-vertex graph can be solved in time $O(3^n n^4 \log n)$. After the results in this article were presented at IPEC, Manfred Cochefert informed us that he had derived, in his PhD thesis [3] a $3^n n^{O(1)}$ time algorithm for b-Chromatic Number using principle of inclusion-exclusion.
2 Preliminaries

We use “graph” to denote simple graphs without self-loops, directions, or labels. We use \(V(G), E(G)\) and \(\Delta(G)\), respectively, to denote the vertex set, edge set and maximum degree of a graph \(G\). We also use \(G = (V, E)\) to denote a graph \(G\) on vertex set \(V\) and edge set \(E\). For \(v, u \in V(G)\) and \(V' \subseteq V(G)\), we use \(G[V']\) to denote the subgraph of \(G\) induced on \(V'\), \(N[v] = \{u : (v, u) \in E(G)\}\) and \(d(u, v)\) is the shortest distance between \(u\) and \(v\). For a graph \(G\) and a \(b\)-coloring of \(G\) with color classes \(C_1, \ldots, C_k\), we say a vertex \(v \in C_i\) is a dominating vertex for the color class \(C_i\) if \(v\) is adjacent to a vertex in \(C_j\) for each \(j \neq i\).

We use \([n]\) to denote the set \(\{1, 2, \ldots, n\}\). We use \(\uplus\) to denote the disjoint union of sets: for any two sets \(A, B\), the set \(A \uplus B\) is defined only if \((A \cap B) = \emptyset\), and in this case \((A \uplus B) = (A \cup B)\). We assume that \(\uplus\) associates to the left; that is, we write \(\bigcup_{1 \leq i \leq n} A_i = A_1 \uplus A_2 \uplus A_3 \cdots \uplus A_n\) to mean \((\cdots ((A_1 \uplus A_2) \uplus A_3) \cdots \uplus A_n)\). Further, every use of \(\uplus\) in an expression carries with it the implicit assertion that the two sets involved are disjoint.

A binary vector is a finite sequence of bits, and its width is the number of bits in the sequence. If \(A, B\) are binary vectors, then by \(A + B\) we mean the integer \(\text{val}(A) + \text{val}(B)\) where for a binary vector \(X\) the expression \(\text{val}(X)\) denotes the integer of which \(X\) is a binary representation. Let \(U = \{u_1, u_2, \ldots, u_n\}\) be a set of cardinality \(n\), and let \(S \subseteq U\). The characteristic vector \(\chi(S)\) of \(S\) with respect to \(U\) is the binary vector with \(|U| = n\) bits whose \(\ell^{th}\) bit, for \(1 \leq \ell \leq n\), is 1 if element \(u_\ell\) belongs to set \(S\), and 0 otherwise. We use \(\mathbb{N}\) to denote the set of non-negative integers. The Hamming weight \(\mathcal{H}(r)\) of a binary vector \(r\) is the number of 1s in \(r\). For a finite set \(U\), a subset \(S \subseteq U\), and the characteristic vector \(\chi(S)\) of \(S\) with respect to \(U\), observe that \(\mathcal{H}(\chi(S)) = |S|\). We define the Hamming weight of \(n \in \mathbb{N}\) to be the number \(\mathcal{H}(n)\) of the number of 1s in a binary representation of \(n\). Note that an integer \(n \in \mathbb{N}\) does not have a unique binary representation, since we can pad any such representation with zeroes on the left without changing its numerical value. We call the total number of bits in a binary representation \(r\) of \(n\) the width of \(r\).

**Lemma 1 (⋆).** Let \(S_1, S_2\) be two disjoint subsets of a set \(U = \{u_1, u_2, \ldots, u_n\}\), and let \(S = S_1 \uplus S_2\). Then

1. \(\chi(S) = \chi(S_1) + \chi(S_2)\)
2. \(\chi(S_1) + \chi(S_2)\) has a binary representation of width \(n\)
3. \(\mathcal{H}(\chi(S)) = \mathcal{H}(\chi(S_1)) + \mathcal{H}(\chi(S_2))\)

We make extensive use of single-variate polynomials with integer coefficients. Let \(P = \sum_{i=0}^{n} a_i x^i\) be such a polynomial. We say that polynomial \(P\) contains monomial \(x^i\), or that monomial \(x^i\) is present in polynomial \(P\), if the coefficient \(a_i\) of \(x_i\) is not zero. We say that the polynomial \(P' = \sum_{i=0}^{n} b_i x^i\) is the representative polynomial of \(P\) if \(b_i = 1\) whenever \(a_i \neq 0\) and \(b_i = 0\) otherwise. That is, the representative polynomial remembers just the degrees of the monomials which are present in \(P\), and forgets their coefficients. For an \(h \in \mathbb{N}\), we define the Hamming projection of polynomial \(P\) to \(h\) to be \(\mathcal{H}_h(P) = \sum_{i=0}^{n} b_i x^i\) where \(b_i = a_i\) if \(\mathcal{H}(i) = h\) and 0 otherwise. That is, \(\mathcal{H}_h(P)\) is the sum of all those monomials in \(P\) whose degrees have Hamming weight \(h\). To obtain the stated running time for our exponential-time algorithm, we make use of the fast algorithm for multiplying polynomials which is based on the Fast Fourier Transform.

---

1 Proofs of results marked with a ⋆ are deferred to the full version of the paper.
Two polynomials of degree at most $n$ over any commutative ring $R$ can be multiplied using $O(n \log n \log \log n)$ additions and multiplications in $R$.

3 Hardness

In this section we show that b-Chromatic Number is W[1]-hard by giving an FPT-reduction from Multi-Colored Independent Set.

\[\textbf{Multi-Colored Independent Set}\]
\textbf{Parameter:} $k$

\textbf{Input:} A $k$-partite graph $G$ with its $k$-partition $V_1 \uplus \ldots \uplus V_k$ of $V(G)$

\textbf{Question:} Is there an independent set of size $k$ containing one vertex from each $V_i$?

\[\textbf{Theorem 3}. \text{There is a polynomial time algorithm that given an instance } G = (V_1 \uplus \ldots \uplus V_k, E) \text{ of Multi-Colored Independent Set, constructs an instance } (G', 2k+1) \text{ of b-Chromatic Number such that } G \text{ is a Yes instance of Multi-Colored Independent Set if and only if } (G', 2k+1) \text{ is a Yes instance of b-Chromatic Number.}\]

\textbf{Proof.} Let $G$ be an instance of Multi-Colored Independent Set, with its $k$-partition $V_1 \uplus \ldots \uplus V_k$.

\textbf{Construction.} We construct a graph $G'$ from $G$ as follows. The vertex set of $G'$, $V(G') = V(G) \cup A \cup B \cup C \cup \{s\}$, where $A = \{a_1, \ldots, a_k\}$, $B = \{b_1, \ldots, b_k\}$ and $C = \{c_1, \ldots, c_k\}$. The edge set $E(G')$ contains $E(G)$ and the following sets of new edges (see Figure 1).

- $\{(a_i, a_j) \mid i \neq j\} \cup \{(c_i, c_j) \mid i \neq j\}$ (i.e. $A$ and $C$ forms cliques),
- $\{(a_i, c_j) \mid 1 \leq i, j \leq k\}$ (i.e. $A \cup C$ forms a clique),
- $\{(a_i, b_j) \mid i \neq j\}$,
- $\{(a_i, v) \mid v \in V_i\} \cup \{(c_i, v) \mid v \in V(G) \setminus V_i\}$,
- $\{(s, b_i), (s, c_i) \mid 1 \leq i \leq k\}$.
Completeness. Suppose $G$ is an Yes instance of Multi-Colored Independent Set. Let $I = \{v_1, \ldots, v_k\}$ be an independent set such that $v_i \in V_i$ for all $i \in [k]$. Now we give a $b$-coloring of $G'$ using $2k + 1$ colors as follows. We define $2k + 1$ color classes $C_0, C_1, \ldots, C_{2k}$. The color class $C_0 = I \cup \{s\}$. For all $1 \leq i \leq k$, $C_i = (V_i \cup \{c_i\}) \setminus \{v_i\}$. For all $k + 1 \leq i \leq 2k$, $C_i = \{a_i, b_i\}$. Note that for all $0 \leq i \leq 2k$, $C_i$ is an independent set in $G'$ and $C_0 \uplus C_1 \uplus \ldots \uplus C_{2k} = V(G')$. Now we show that each color class has a dominating vertex. For color class $C_i$, the vertex $s$ is a dominating vertex, because $s$ is adjacent to all the vertices in the set $B \cup C$. For each $1 \leq i \leq k$, the vertex $c_i$ is the dominating vertex of the color class $C_i$, because it is adjacent to the vertices $A \cup \{s\}$ and $C \setminus \{c_i\}$. For each $k + 1 \leq i \leq 2k$, $a_i$ is the dominating vertex for the color class $C_i$, because it is adjacent to all the vertices in $C \cup (A \setminus \{a_i\})$ and the vertex $v_i$ in the color class $C_0$.

Soundness. Let $(G', 2k + 1)$ is an Yes instance of $b$-Chromatic Number. Let $\phi$ be a $b$-coloring for the graph $G'$ using at least $2k + 1$ colors. Since $A \cup C$ is a clique, all the vertices in $A \cup C$ are colored differently by $\phi$. For $1 \leq i \leq k$, let $C_i$ be the color class which contains the vertex $c_i$ and for each $k + 1 \leq i \leq 2k$, let $C_i$ be the color class which contains the vertex $a_i$. Let $C_0$ be an arbitrary color class other that $C_1, \ldots, C_{2k}$ in the coloring $\phi$.

First note that since the degree of any vertex in $B$ is $k$, no vertex in $B$ can be a dominating vertex for any color class. Now consider the following claim.

Claim 1. No vertex $u \in V(G)$ can be a dominating vertex for any of the color classes $C_0, C_{k+1}, C_{k+2}, \ldots, C_{2k}$.

Proof. Suppose $u \in V(G)$ is a dominating vertex for the color class $C_j$ for some $j \in \{0, k + 1, k + 2, \ldots, 2k\}$. Let $u \in V_i$ for some $1 \leq i \leq k$. Consider the color class $C_i$. Note that $c_i \in C_i$. This implies that $C_i \subseteq V_i \cup B$, because the non-neighborhood of $c_i$ is $V_i \cup B$. But since $u \in V_i$, $u$ is not adjacent to any vertex in $V_i \cup B$. This contradicts that $u$ is a dominating vertex for $C_j$.

Since $C_0$ is disjoint from $A \cup C$ and by Claim 1, we can conclude that $s$ is the dominating vertex for $C_0$. Also note that for any $k + 1 \leq i \leq 2k$, $C_i$ is disjoint from $(A \cup C \setminus \{s\}) \setminus \{a_i\}$. By Claim 1, this implies that $a_i$ is the dominating vertex for the class $C_i$. Since $a_i$ is a dominating vertex for the class $C_i$ for each $k + 1 \leq i \leq 2k$, there is a vertex $v$ in $C_0$ such that $(a_i, v) \in E(G')$. Since $C_0 \cap (A \cup B \cup C) = \emptyset$ (because $s \in C_0$), we have that $v \in V_{-k}$. This implies that for each $k + 1 \leq i \leq 2k$, there is a vertex $v \in V_{-k}$ such that $v \in C_0$. This implies that $G$ has an independent set of size $k$ containing one vertex from each $V_j$ for $1 \leq j \leq k$. This completes the proof of the lemma.

4 FPT Algorithm for deciding whether $\chi_b(G) = \Delta(G) + 1$

In this section we design a parameterized algorithm for $b$-Chromatic Number to decide whether $\chi_b(G) = \Delta(G) + 1$. For this section we set $k = \Delta(G) + 1$. Towards this we define a notion of $b$-chromatic-core. Given a graph $G$, and a positive integer $\ell$, a set $C \subseteq V(G)$ is called a $b$-chromatic-core of order $\ell$ if $\chi_b(G[C]) \geq \ell$. Observe that a minimal set such that $\chi_b(G[C]) \geq \ell$ has size upper bounded by $\ell^2$. We start by showing that for the case, when we want to test whether $\chi_b(G) = \Delta(G) + 1 = k$, it is sufficient to find a $b$-chromatic-core of order $k$.

Lemma 4. Let $G$ be a graph. Then $\chi_b(G) = k$ if and only if $G$ has a $b$-chromatic-core of order $k$. Here $k = \Delta(G) + 1$. 
Proof. For the forward direction let $\chi_b(G) = k$. Then $V(G)$ is a b-chromatic-core of order $k$.

For the reverse direction assume that $G$ has a b-chromatic-core $C$ of order $k$. By the definition of b-chromatic-core we have that $\chi_b(G[C]) \geq k$. Since $\chi_b(G[C]) \leq \Delta(G) + 1$ we have that $\chi_b(G[C]) = k$. Let $C_1, \ldots, C_k$ be the partition of $C$ witnessing the fact that $\chi_b(G[C]) = k$. Now we will show that we can extend this partition to the vertex set of $G$.

Let $w_1, \ldots, w_q$ denote the vertices of $V(G) \setminus C$. We iteratively go through the vertices in $V(G) \setminus C$ and try to place it in the already existing partition. Suppose at some stage we have that there is a partition $C_j$ such that $w_{i+1}$ does not have any neighbor in $C_j$. We place $w_{i+1} \in C_j$. That is, $C_j := C_j \cup \{w_{i+1}\}$. Observe that the placement preserves the fact that $C_j$ after the addition of the vertex remains independent. This proves the lemma.

Lemma 4 allows us to look for b-chromatic-core of order $k$ for $G$. Towards this we define the following reduction rule.

**Reduction Rule 1.** Let $(G, k)$ be an instance to b-Chromatic Number and $v$ be a vertex such that every vertex $w \in N[v]$ has degree at most $k - 2$. Then $(G \setminus \{v\}, k)$.

**Lemma 5 (⋆).** Reduction Rule 1 is safe. That is, $(G, k)$ is a Yes instance to b-Chromatic Number if and only if $(G' = G \setminus \{v\}, k)$ is a Yes instance to b-Chromatic Number.

**Theorem 6.** Let $(G, k)$ be an instance to b-Chromatic Number such that $k = \Delta(G) + 1$. Then there is an algorithm that decides whether $\chi_b(G) = k$, in time $2^{O(k^3 \log k)} + n^{O(1)}$.

**Proof.** We first apply Reduction Rule 1 exhaustively. Then, we greedily find a maximal set $S$ such that (a) degree of every vertex is equal to $k - 1$ and (b) for any pair of vertices $v, w \in S$, we have that $d(v, w) \geq 4$. We have two cases either $|S| \geq k$ or $|S| < k$. In the first case we can show that $\chi_b(G) = k$ in polynomial time and in the later case we will bound the number of vertices of $G$ by a polynomial function of $k$.

**Case I: $|S| \geq k$.** In this case we will show that $S$ and its neighbors form b-chromatic-core of order $k$ for $G$. Let $C = \{v_1, \ldots, v_k\}$ be an arbitrary subset of size $k$ of $S$. For every $v_i \in C$ let $W_i = N(v_i)$. Let the vertices of $W_i$ be denoted by $\{w_{i1}, \ldots, w_{i-1}, w_{i+1}, w_{ik}\}$. Observe that since for any pair of vertices $v, w \in S$, $d(v, w) \geq 4$, we have that $W_i \cap W_j = \emptyset$ and there are no edges between $W_i$ and $W_j$ for $i \neq j$. Now we make color class $I_i$, $i \in \{1, \ldots, k\}$, as follows: $I_i = \{w_{ij} \mid j \neq i\} \cup \{v_i\}$. Observe that by construction every vertex $v_i$ has neighbor in every color class except $I_i$ and thus $C \cup W$ forms a b-chromatic-core of order $k$ for $G$.

Given the partition of $C \cup W$ we can find a b-chromatic partition of $G$ in polynomial time using the procedure described in Lemma 4.

**Case II: $|S| < k$.** In this case we claim that for every vertex $v \in V(G) \setminus S$, there exists a vertex $u \in S$ such that $d(u, v) \leq 4$. First of all notice that either the degree of $v$ is $k - 1$ or has a neighbor $w$ with degree $k - 1$. The last assertion follows from the fact that we can not apply Reduction Rule 1 on $G$. Suppose the degree of $v$ is $k - 1$ then since the greedy algorithm did not pick $v \in S$, we have that there exists a vertex $u \in S$ such that $d(u, v) \leq 3$. In the case when $w$ has degree $k - 1$, we have that there exists a vertex $u \in S$ such that $d(u, w) \leq 3$ and thus $d(u, v) \leq 4$. This implies that every vertex in $V(G)$ can be reached from a vertex in $S$ by a path of length at most 4. Since the maximum degree of this graph is at most $k - 1$, we have that $|V(G)| = 5k^5 = O(k^5)$. Thus, to test whether $\chi_b(G) = k$ we
guess the b-chromatic-core of order $k$. We know that there exists one of size at most $k^2$. Thus, this results in
\[
\binom{5k^5}{k^2} \leq 2^{O(k^2 \log k)}
\]
guesses. Given $C$ we can test whether $\chi_b(G[C]) = k$ in time $2^{O(|C|)} = 2^{O(k^2)}$ (see the exact algorithm for the mentioned running time). Even the brute force partition into $k$ parts will led to an algorithm with running time $2^{O(k^2 \log k)}$. This concludes the proof.  

\section{Exact Algorithm}

In this section we show that given a graph $G$ on $n$ vertices as input, we can find the b-chromatic number of $G$ in running time which is single-exponential in $n$, modulo polynomial factors:

\textbf{Theorem 7.} There is an algorithm which, given a graph $G$ on $n$ vertices as input, finds the b-chromatic number of $G$ in $O(3^n n^4 \log n)$ time.

Our algorithm works by checking, for $k = n, (n - 1), \ldots, 1$ in this order, whether $G$ has a b-coloring with $k$ colors. It outputs the first (and so, the largest) value of $k$ for which the check returns Yes.

\textbf{Theorem 8.} There is an algorithm which, given a graph $G$ on $n$ vertices and an integer $1 \leq k \leq n$ as input, checks if $G$ has a b-coloring with $k$ colors in $O\left(\binom{n}{k} 2^{(n-k)} n^4 \log n\right)$ time.

Given Theorem 8, the proof of Theorem 7 is immediate:

\textbf{Proof of Theorem 7.} Since our algorithm for Theorem 7 consists of invoking the algorithm of Theorem 8 once for each $k \in \{1, 2, \ldots, n\}$, we get that the former algorithm runs in time
\[
\sum_{0 \leq k \leq n} O\left(\binom{n}{k} 2^{(n-k)} n^4 \log n\right) = O(n^4 \log n) \sum_{0 \leq k \leq n} \binom{n}{k} 2^{(n-k)} = O(3^n n^4 \log n),
\]
where we get the simplified form from the Binomial Theorem.

Observe that our goal in Theorem 8 is to check whether we can partition the vertex set of $G$ into exactly $k$ non-empty parts $V_1, V_2, \ldots, V_k$ such that
- each set $V_i$ is an independent set in $G$, and
- for each $1 \leq i \leq k$ there is a vertex $v_i \in V_i$ which has a neighbour in each of the other sets $V_j \setminus j \neq i$.

Such a partition is a b-coloring of $G$ with $k$ colors, and we call such a set of $k$ vertices $\{v_1, v_2, \ldots, v_k\}$ a dominator set for the b-coloring $V_1, V_2, \ldots, V_k$. Our algorithm for Theorem 8 checks, for each vertex subset $\{v_1, v_2, \ldots, v_k\}$ of $G$ of size $k$, whether there is a b-coloring of $G$ with $k$ colors for which $\{v_1, v_2, \ldots, v_k\}$ is a dominator set.

\textbf{Lemma 9.} Given a graph $G$ on $n$ vertices and a vertex subset $D = \{v_1, v_2, \ldots, v_k\}$ of $G$ of size $k$, we can find whether graph $G$ has a b-coloring with $k$ colors for which $D$ is a dominator set, in $O(2^{(n-k)} n^4 \log n)$ time.

Note that Theorem 8 follows directly from Lemma 9. In the next subsection we describe an algorithm of the kind specified in Lemma 9. We then prove its correctness (subsection 5.2) and show that it runs within the stated time bounds (subsection 5.3).
5.1 The Algorithm

We describe an algorithm which, given a graph $G$ on $n$ vertices and a vertex subset $D = \{v_1, v_2, \ldots, v_k\}$ of $G$ of size $k$, finds whether graph $G$ has a b-coloring with $k$ colors for which $D$ is a dominator set. Let $I$ denote the set of all vertex subsets of $G$ which are independent sets in $G$. Let $V' = V(G) \setminus D$ be the set of all vertices of graph $G$ which are not part of the candidate dominator set $D$. We label the vertices of $V'$ as $V' = \{u_1, u_2, \ldots, u_{n-k}\}$. Let $x$ be an indeterminate.

For each index $i$, let $S_i$ denote the set of all subsets $X$ of $V$ such that $(X \cup \{v_i\})$ is an independent set in $G$, and $(X \cup \{u_i, v_j\})$ is not an independent set in $G$:

$$S_i = \{X \subseteq V'; (X \cup \{v_i\}) \in I \text{ and } \forall 1 \leq j \leq k: (X \cup \{u_i, v_j\}) \notin I\}$$  (1)

For each index $i$, let $T_i$ denote the intersection, over all $j \neq i$, of the sets $S_ij$:

$$T_i = \bigcap_{1 \leq j \neq i \leq k} S_{ij}$$  (2)

Note that $T_i$ is the set of all independent sets in $V'$ which could potentially form a color class together with vertex $v_i$ in a b-coloring of interest to us. Indeed, any b-coloring of $G$ of the specified kind will consist—apart from the vertices of $D$—of a pairwise disjoint collection of $k$ independent sets, one from each set $T_i$; $1 \leq i \leq k$, such that their union makes up all of $V'$. Our algorithm looks for such a collection of independent sets, one from each set $T_i$.

For each vertex $v_i \in D$ we construct the set $T_i$. We then use $T_i$ to construct a polynomial $P_i$ in $x$ for each vertex $v_i \in D$, in the following manner: We initialize $P_i$ to zero. For each set $X \in T_i$ we compute the characteristic vector $\chi(X)$ of $X$ with respect to the set $V'$. We then add the monomial $x^{\chi(X)}$ to the polynomial $P_i$:

$$P_i = \sum_{X \in T_i} x^{\chi(X)}$$  (3)

We now compute a sequence of polynomials $Q_1, Q_2, \ldots, Q_k$. We set $Q_1 = P_1$. Now for each $2 \leq \ell \leq k$ we compute the polynomial $Q_{\ell}$ as follows. We initialize $Q_{\ell}$ to zero. For each pair of integers $i,j \geq 0$; $i + j \leq (n - k)$, we

- Compute the polynomials $Q_i = H_i(Q_{(\ell-1)})$ and $P_j = H_j(P_{(\ell)})$, and their product $R'_{ij} = Q_i \times P_j$;
- Compute the representative polynomial $R''_{ij}$ of $R'_{ij}$.
- Compute the Hamming projection $R_{ij} = H_{i+j}(R''_{ij})$;
- Set $Q_{\ell} := Q_{\ell} + R_{ij}$.
- Set $Q_{\ell}$ to be the representative polynomial of $Q_{\ell}$.

\[\text{Remark.}\] Note that this construction ensures that every nonzero monomial in each polynomial $Q_i$; $1 \leq i \leq k$ has the form $x^d$ for some $d \in \mathbb{N}$. That is, no monomial has a coefficient greater than 1 in any of these polynomials.

Our algorithm returns YES if the polynomial $Q_k$ contains at least one monomial whose degree has Hamming weight $(n-k)$, and NO otherwise. This completes the description of the algorithm.
5.2 Correctness

We now prove that the algorithm of the previous section indeed works exactly as specified in the statement of Lemma 9. We prove this in two parts; first we show that the algorithm is complete (Lemma 10), and then we show that it is sound (Lemma 12).

Lemma 10. If a graph $G$ on $n$ vertices has a $b$-coloring with $k$ colors for which $D = \{v_1, v_2, \ldots, v_k\} \subseteq V(G)$ is a dominator set, then the algorithm of subsection 5.1 returns Yes on input $(G, D)$.

Proof. Suppose graph $G$ has a $b$-coloring $V_1, V_2, \ldots, V_k$ with $k$ colors for which the set $D = \{v_1, v_2, \ldots, v_k\}$ is a dominator set. Let $V' = V(G) \setminus D$ and for $1 \leq i \leq k$, let $X_i = V_i \setminus \{v_i\}$. Let $\chi(X)$ be the characteristic vector of a subset $X \subseteq V'$ with respect to the set $V'$. For each $1 \leq i \leq k$ let $m_i = x^\chi(X_i)$. It is not difficult to see that for each $1 \leq i \leq k$, the set $X_i$ contributes the monomial $m_i$ to the polynomial $P_i$ computed by the algorithm.

Claim 2 (\( k \)). For each $1 \leq i \leq k$, the polynomial $P_i$ constructed by the algorithm contains the monomial $m_i = x^\chi(X_i)$.

Our method of computing the polynomials $Q_1, Q_2, \ldots, Q_k$ has two desirable implications: (i) the final polynomial $Q_k$ computed by the algorithm contains the product of all the $m_i$s as a monomial, and (ii) the degree of this monomial has Hamming weight exactly $(n-k)$. To see this, consider first some properties satisfied by all the polynomials $Q_i$:

Claim 3. For each $1 \leq i \leq k$, the following hold:
1. Let $d$ be the degree of the monomial $m = \prod_{1 \leq i \leq \ell} m_i$. Then
   a. $d \leq 2^{(n-k)}$, and hence $d$ has a binary representation $r$ of width $(n-k)$.
   b. Let $S = \bigcup_{1 \leq i \leq \ell} X_i$. Then $\chi(S) = r$.
2. The polynomial $Q_{\ell}$ contains the monomial $m$.

Proof of Claim 3. We prove the claim by induction on $\ell$.

Base case: $\ell = 1$.
1. Here $m = m_1 = x^\chi(X_1)$.
   a. Since $X_1 \subseteq V'$, $|V'| = (n-k)$, and the degree $d$ of $m_1$ is $\chi(X_1)$, we have that $d \leq 2^{(n-k)}$ and that $d$ has—by definition—the binary expansion $r = \chi(X_1)$ of width $(n-k)$.
   b. The set $S$ is just the subset $X_1 \subseteq V'$, and hence we get directly that $\chi(S) = \chi(X_1) = r$.
2. We get from Claim 2 that the polynomial $Q_{\ell-1} = Q_1 = P_1$ contains the monomial $m = m_1 = x^\chi(X_1)$.

Induction step: $2 \leq \ell \leq k$.
1. Here $m = m_1 m_2 \cdots m_\ell$. Let $m' = m_1 m_2 \cdots m_{\ell-1}$.
   a. Let $d$ be the degree of monomial $m$, and let $d'$ be the degree of monomial $m'$. Let $S' = \bigcup_{1 \leq i \leq (\ell-1)} X_i$. By the inductive hypothesis, $d'$ has a binary expansion $r'$ of width $(n-k)$, and $\chi(S') = r'$. Also, $m_\ell = x^\chi(X_\ell)$ by definition. Since $m = m' \cdot m_\ell$ we get that $m = x^{d'} \cdot x^\chi(X_\ell) = x^{d'} \cdot x^{\chi(S')} = x^{\chi(S')} \cdot x^\chi(X_\ell) = x^{\chi(S') + \chi(X_\ell)}$, where we got the second expression by rewriting $d'$ in binary. Now by assumption the sets $S'$ and $X_\ell$ are disjoint subsets of $V'$, and hence we get—see Lemma 1—that $d = \chi(S') + \chi(X_\ell) \leq 2^{(n-k)}$, and hence that $d$ has a binary representation $r$ of width $(n-k)$.
Algorithm 1 Algorithm for computing the sets \( T_i \) as bit strings \( T_i \).

1: function \textsc{computeTs}(G, V', k)
2: \hspace{1em} Create bit strings \( T_1, T_2, \ldots, T_k \) of length \( 2^{n-k} \) each, with all bits set to zero.
3: \hspace{1em} for \( X \subseteq V' \) do
4: \hspace{2em} for \( 1 \leq i \leq k \) do
5: \hspace{3em} if \( \{X \cup \{v_i\}\} \) is an independent set in \( G \) then
6: \hspace{4em} inT\( i \) ← True
7: \hspace{3em} for \( 1 \leq j \leq k, j \neq i \) do
8: \hspace{4em} if \( \{X \cup \{v_i, v_j\}\} \) is an independent set in \( G \) then
9: \hspace{5em} inT\( i \) ← False
10: \hspace{3em} if inT\( i \) == True then
11: \hspace{4em} \( T_i[\chi(X)] \leftarrow 1 \)
12: \hspace{1em} return \((T_1, T_2, \ldots, T_k)\)

(b) Here \( S = S' \cup X_k \), and so from the above argument and Lemma 1 we get that \( r = \chi(S) \).

2. We reuse notation from part (a) above. Let \( i \) be the Hamming weight of \( \chi(S') \). Note that \( i = |S'| \). Let \( j = |X_k| \); then \( j \) is the Hamming weight of \( \chi(X_k) \). Since \( S' \) and \( X_k \) are disjoint subsets of the set \( V' \), we get from Lemma 1 that \( i + j \leq (n - k) \). Therefore \( i, j \) is among the pairs of integers over which we iterate during the computation of the polynomial \( Q_k \). Let us examine carefully that step in this computation where we consider the pair \( i, j \). Recall that we compute the polynomials \( Q_i, P_j, R_{ij}, R_{ij}', R_{ij}'' \), and \( R_{ij} \) in this step.

From the inductive assumption we get that (i) the polynomial \( Q_{(i-1)} \) contains the monomial \( m' = m_1 m_2 \cdots m_{(i-1)} \), and (ii) \( \chi(S') \) is the binary representation of the degree of \( m' \), and hence that \( i \) is the Hamming weight of the degree of \( m' \). From these we get that the polynomial \( Q_i = H_i(Q_{(i-1)}) \) contains the monomial \( m' \). Further, we have shown that the polynomial \( P_j \) contains the monomial \( m_j = x^{\chi(X_k)} \), and by definition, \( j \) is the Hamming weight of the degree \( \chi(X_k) \) of \( m_j \). From this we get that the polynomial \( P_j = H_j(P_i) \) contains the monomial \( m_j \). Hence the product \( R_{ij}' = Q_i \times P_j \), and hence its representative polynomial \( R_{ij}' \) both contain the monomial \( m' m_j \).

From the inductive assumption we get that \( m' = x^{\chi(S')} \), and by definition we have that \( m_j = x^{\chi(X_k)} \). Thus \( m' m_j = x^{\chi(S')} + x^{\chi(X_k)} \). Now since \( S' \) and \( X_k \) are disjoint subsets of the set \( V' \), we get from Lemma 1 that \( \chi(S') + \chi(X_k) \) has Hamming weight exactly \( i + j \). Hence the monomial \( m = m' m_j \) survives in the Hamming projection \( R_{ij} = H_{i+j}(R_{ij}') \). Therefore \( m \) is present in the polynomial \( Q_k \).

\textbf{Corollary 11 (⋆).} Let \( m = \prod_{1 \leq i \leq k} m_i \). Then the polynomial \( Q_k \) contains \( m \) as a monomial, and the Hamming weight of the degree \( d \) of \( m \) is exactly \( (n - k) \).

Since \( Q_k \) contains the monomial \( \prod_{1 \leq i \leq k} m_i \) whose degree has Hamming weight \( (n - k) \), our algorithm returns \texttt{Yes} on this input.

\textbf{Lemma 12 (⋆).} If the algorithm of subsection 5.1 returns \texttt{Yes} on input \((G, D)\), then graph \( G \) has a \( b \)-coloring with \( k \) colors for which \( D \) is a dominator set.
Algorithm 2 Algorithm for computing the polynomial $Q_\ell$ as a bit string $S_\ell$.

1: function $\text{COMPUTE}Qs(S_{\ell-1}, T_\ell)$
   \(\triangleright S_{\ell-1}, T_\ell\) represent the polynomials $Q_{\ell-1}$, $P_\ell$; see the text.
2: Create bit strings $P_1, P_2, \ldots, P_{(n-k)}$ of length $2^{(n-k)}$ each, with all bits set to zero.
3: Create bit strings $Q_1, Q_2, \ldots, Q_{(n-k)}$ of length $2^{(n-k)}$ each, with all bits set to zero.
4: Create bit string $S_\ell$ of length $2^{(n-k)}$, with all bits set to zero.
5: for $1 \leq i \leq 2^{(n-k)}$ do \(\triangleright\) Compute all the projections $P_i$ and $Q_i$ in one pass.
   6: \(h \leftarrow\) the Hamming weight of $i$
   7: \textbf{if} $T_\ell[i] == 1$ then \(\triangleright\) The polynomial $P_\ell$ contains the monomial $x^i$
      8: $P_h[i] \leftarrow 1$
   9: \textbf{if} $Q_{\ell-1}[i] == 1$ then \(\triangleright\) The polynomial $Q_\ell$ contains the monomial $x^i$
      10: $Q_h[i] \leftarrow 1$
11: for $0 \leq i \leq (n-k)$ do
12: \textbf{for} $0 \leq j \leq (n-k-i)$ do
13: \(R_{ij}'' \leftarrow \text{FFT-Multiply}(Q_1, P_j)\) \(\triangleright\) See explanation in text.
14: \textbf{for} $1 \leq p \leq 2^{(n-k)}$ do
15: \textbf{if} the Hamming weight of $p$ is $i + j$ then
16: \textbf{if} $R_{ij}''[p] == 1$ then
17: $S_\ell[p] \leftarrow 1$
18: return $S_\ell$

5.3 Running Time Analysis

\textbf{Lemma 13.} The algorithm of subsection 5.1 runs in $O(2^{(n-k)} n^4 \log n)$ time where $n$ is the number of vertices of the input graph $G$, and $k$ is the size of the dominator set $D$.

**Proof.** We assume that we are given the adjacency matrix of graph $G$ as input. If required, we relabel the vertices of graph $G$ as $V(G) = \{v_1, v_2, \ldots, v_n\}$ in such a way that the $k$ vertices of the set $D$ appear last in this list. In other words, such that $V' = V(G) \setminus D = \{v_1, v_2, \ldots, v_{(n-k)}\}$. This can be done in $O(n)$ time.

We compute the sets $T_1, T_2, \ldots, T_k$ as bit strings $T_1, T_2, \ldots, T_k$, respectively, of length $2^{n-k}$ each, with the following semantics: the $j^{th}$ bit $T_i[j]$ of bit string $T_i$ is 1 if and only if the subset $X \subseteq V'$ whose characteristic vector $\chi(X)$ with respect to $V'$ satisfies the condition $\text{val}(X) = j$ is in the set $T_i$. We use Algorithm 1 to compute these bit strings.

Creating the empty bit strings (line 2) takes $O(2^{(n-k)})$ time. The innermost for loop (starting at line 7) has $O(k)$ iterations, each of which takes $O(n^2)$ time: this is the time we need for a brute-force check for independence of the set $X \cup \{v_i, v_j\}$ using the adjacency matrix of $G$. The for loop at line 7 therefore takes $O(kn^2)$ time. Assuming that we can access any one bit of a $2^{(n-k)}$-sized bit string in time $O(\log(2^{(n-k)})) = O(n)$, line 11 takes $O(n)$ time. The independence test of line 5 takes, as above, $O(n^2)$ time. Thus the contents of the for loop at line 4 take $O(n^2) + O(kn^2) + O(n) = O(kn^2)$ time. From this we get that the loop at line 3 takes $O(2^{(n-k)} \cdot k \cdot kn^2) = O(k^2 n^2 2^{(n-k)})$ time. The algorithm for creating the bit strings $T_1, T_2, \ldots, T_k$ therefore takes $O(k^2 n^2 2^{(n-k)})$ time.

Observe now that each bit-string $T_i$ serves also as a representation of the polynomial $P_i$. This follows directly from the way we defined the polynomials $P_i$ from the sets $T_i$. Specifically: monomial $x^i$ is present in polynomial $P_i$ if and only if the bit $T_i[d]$ is set to 1. Hence we do not need to explicitly compute the polynomials $P_i$; we just use the bit-strings $T_i$ instead.
Recall that $Q_1 = P_1$. For each $2 \leq \ell \leq k$ we compute the polynomial $Q_\ell$, again as a bit string $S_\ell$ of length $2^{(n-k)}$, as in Algorithm 2. We first set $S_1 = T_1$. For each $2 \leq \ell \leq k$, in increasing order of $\ell$, we invoke the function $\text{ComputeQs}$ with the arguments $S_{\ell-1}, T_\ell$ to obtain the bit string $S_\ell$. The bit string $S_k$ which we obtain at the end of this process is the representation of the polynomial $Q_k$.

The function $\text{ComputeQs}$ is mostly self-explanatory, except perhaps for lines 13 to 17. On line 13 we invoke the function $\text{FFT-Multiply}$ which takes the bit string representations of two polynomials $Q_i, P_j$, computes the bit string representation of their product $R_{ij}'$ using the Fast Fourier Transform, and returns the (bit string representation of the) representative polynomial $R_{ij}'$ of $R_{ij}$ (see Lemma 2). In lines 14 to 17 we then add the Hamming projection $R_{ij} = H(i+j)(R_{ij}')$ to $S_\ell$ without explicitly computing $R_{ij}$ as a separate bit string.

We now analyze the time taken by one invocation of $\text{ComputeQs}$. Lines 2 to 4 together take time $O((n-k)2^{(n-k)})$. Lines 6 to 10 can each be executed in time $O(n-k)$, and so the for loop at line 5 takes $O((n-k)2^{(n-k)})$ time. Line 13 can be performed in $O(2^{(n-k)}(n-k)\log(n-k))$ time (by Lemma 2), and the for loop at line 14 can be executed in $O((n-k)2^{(n-k)})$ time as well. It follows that the for loop at line 11 takes $O((n-k)2^{(n-k)})$ time. In total, therefore, one invocation of $\text{ComputeQs}$ takes $O(2^{(n-k)}(n-k)^3\log(n-k))$ time.

Since we invoke $\text{ComputeQs}$ $(k-1)$ times, it follows that the complete algorithm runs in $O(2^{(n-k)}(n-k)^3k\log(n-k)) = O(2^{(n-k)}n^4 \log n)$ time.

6 Conclusion

In this paper we studied b-Chromatic Number in the realm of parameterized and exact algorithm and resolved the parameterized complexity of the problem. We would like to conclude with two concrete open problems.

- Is there an algorithm for b-Chromatic Number running in time $2^n n^{O(1)}$?
- Does there exist an XP algorithm for b-Chromatic Number?
- Is the problem of finding a b-chromatic core of order $k$ FPT when parameterized by $k$?
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Abstract
We study two clustering problems, Starforest Editing, the problem of adding and deleting edges to obtain a disjoint union of stars, and the generalization Bicluster Editing. We show that, in addition to being NP-hard, none of the problems can be solved in subexponential time unless the exponential time hypothesis fails.

Misra, Panolan, and Saurabh (MFCS 2013) argue that introducing a bound on the number of connected components in the solution should not make the problem easier: In particular, they argue that the subexponential time algorithm for editing to a fixed number of clusters (p-Cluster Editing) by Fomin et al. (J. Comput. Syst. Sci., 80(7) 2014) is an exception rather than the rule. Here, p is a secondary parameter, bounding the number of components in the solution.

However, upon bounding the number of stars or bicliques in the solution, we obtain algorithms which run in time $O(2^{\sqrt{pk}} + n + m)$ for p-Starforest Editing and $O(2^{O(p\sqrt{k}\log(pk))} + n + m)$ for p-Bicluster Editing. This is subexponential in $k$ for a fixed number of clusters, since $p$ is then considered a constant.

Our results even out the number of multivariate subexponential time algorithms and give reasons to believe that this area warrants further study.
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1 Introduction

Identifying clusters and biclusters has been a central motif in data mining research [22] and forms the cornerstone of algorithmic applications in, e.g., biology [25] and expression data analysis [7]. Cai [6] showed that clustering – among many other graph modification problems of similar flavor – is solvable in fixed-parameter tractable time. Parallel to these general results, some progress was made in the area of structurally sparse graphs: many problems are, when restricted to classes characterized by a finite set of forbidden minors, solvable in subexponential parameterized time, i.e. they admit algorithms with time complexity $2^{o(k)} \cdot \text{poly}(n)$.

The complexity class of problems admitting such an algorithm is called SUBEPT and was defined by Flum and Grohe in the seminal textbook on parameterized complexity [14]. They simultaneously noticed that most natural problems did, in fact, not live in this complexity class: The classical NP-hardness reductions paired with the exponential time hypothesis of Impagliazzo, Paturi, and Zane [20] is enough to show that no $2^{o(k)} \cdot \text{poly}(n)$ algorithm exists.
In this context, Jianer Chen posed the following open problem in the field of parameterized algorithms [5]: Are there examples of natural problems on graphs, that do not have such a topological constraint, and also have subexponential parameterized running time? Alon, Lokshtanov, and Saurabh [1] partially answered this question in the positive by providing a subexponential time algorithm for Feedback Arc Set on tournament graphs. However, the aforementioned graph classes with topological constraints are sparse, and tournament graphs are extremely dense. Chen’s question is therefore not fully answered – are there problems which are in \text{SUBEPT} on general graphs?

This is indeed the case. Fomin and Villanger [16] showed that \textsc{Minimum Fill-In} was solvable in time $2^{O(\sqrt{k \log k})} + \text{poly}(n)$. \textsc{Minimum Fill-In} is the problem of completing a graph into a chordal graph by adding as few edges as possible. Following this, a line of research was established investigating whether more graph modification problems admit such algorithms. It proved to be a fruitful area; Since the result by Fomin and Villanger (ibid.), we now know that several graph modification problems towards classes such as split graphs [17], threshold graphs [10], trivially perfect graphs [11], (proper) interval graphs [3, 4], and more admit subexponential time algorithms.

While these classes are rather “simple”, they certainly are much more complex than simple cluster or bicluster graphs. Therefore, the problems \textsc{Cluster Editing} and \textsc{Cluster Deletion} were a logical candidate for subexponential time algorithms. Surprisingly, we cannot expect that such algorithms exist. Komusiewicz and Uhlmann gave an elegant reduction proving that both parameterized and exact subexponential time algorithms were not achievable, unless ETH fails [21]. On the other hand, the problem $p$-\textsc{Cluster Editing}, where the number of components in the target class is fixed to be at most $p$ – rather surprisingly – does indeed admit a subexponential parameterized time algorithm; This was shown by Fomin et al. [15], who designed an algorithm solving this problem in time $2^{O(\sqrt{pk})} \cdot \text{poly}(n)$.

Misra, Panolan, and Saurabh explicitly stated their surprise about this result: In their opinion, bounding the number of components in the target graph should in general not facilitate subexponential time algorithms [23]: “We show that this sub-exponential time algorithm for the fixed number of cliques is rather an exception than a rule.”

We show that the related problem \textsc{Bicluster Editing} and its generalization $t$-\textsc{Partite $p$-Cluster Editing} as well as the special case \textsc{Starforest Editing} also belong to this exceptional class of problems where a bound on the number of target components greatly improves their algorithmic tractability. Since \textsc{Bicluster Editing} is an important tool in molecular biology and biological data analysis, and the necessary second parameter is not outlandish in these settings, we feel that this is a noteworthy insight. We complement these results with \text{NP}-completeness proofs for \textsc{Bicluster Editing} and $t$-\textsc{Partite $p$-Cluster Editing} on subcubic graphs and further show that, unless ETH fails, no parameterized or exact subexponential algorithm is possible without the secondary parameter. That a bound on the maximal degree does not contribute towards making these problems more tractable contrasts many other graph modification problems (like modifications towards split and threshold graphs [24]) which are polynomial-time solvable in this setting.

Previously, it was known \textsc{Bicluster Editing} in general is \text{NP}-complete [2], and Guo, Hüffner, Komusiewicz, and Zhang [18] studied the problem from a parameterized point of view, giving a linear problem kernel with $6k$ vertices, and an algorithm solving the problem in time $O(3.24^k + m)$. 
Our contribution. In this paper, we study both the very general $t$-PARTITE $p$-CLUSTER EDITING as well as editing to the aforementioned special cases. On the positive side, we show that

- $p$-STARFOREST EDITING is solvable in time $O(2^{3\sqrt{pk}} + n + m)$, and
- both $p$-BICLUSTER EDITING and the more general $t$-PARTITE $p$-CLUSTER EDITING are solvable in time $2^{O(p\sqrt{k\log(pk)})} + O(n + m)$ facilitated by a kernel of size $O(pk)$, where $t = 2$ in the case of $p$-BICLUSTER EDITING.

In many cases, $p$ is considered a constant, and in this case our kernel has size linear in $k$. We supplement these algorithms with hardness results; specifically, we show that

- assuming ETH, STARFOREST EDITING and BICLUSTER EDITING cannot be solved in time $2^{o(k)} \cdot \text{poly}(n)$ and thus neither can $t$-PARTITE CLUSTER EDITING, and finally,
- $p$-STARFOREST EDITING is $W[1]$-hard if parameterized by $p$ alone.

Organization of the paper. In Section 3 we give a subexponential time parameterized algorithm for the STARFOREST EDITING problem when parameterized by the editing budget and the number of stars in the solution simultaneously. One ingredient for our subexponential algorithms is a polynomial kernel. A kernel for BICLUSTER EDITING exists already [18] and we provide one for the $t$-partite case in Section 4. In Section 5 we show that $p$-BICLUSTER EDITING is solvable in subexponential time in $k$; We give a $2^{O(p\sqrt{k\log(pk)})} + O(n + m)$ algorithm and generalize it to editing to $t$-partite $p$-cluster graphs. The parameter $p$ is usually considered to be a fixed constant, hence the running time is truly subexponential, $2^{o(k)} + O(n + m)$ in the editing budget $k$. However, for a more fine-grained complexity analysis and for lower bounds, we treat $p$ as a parameter.

In Section 6 we show that we cannot expect such an algorithm without an exponential dependency on $p$; The problem is not solvable in time $2^{o(k)} \cdot \text{poly}(n)$ unless ETH fails. Further, we show that STARFOREST EDITING is $W[1]$-hard if parameterized by $p$ alone, before we conclude in Section 7. Due to page limits, some proofs have been deferred to the full version, available online [12].

2 Preliminaries

We consider only finite simple graphs $G = (V, E)$ and we use $n$ and $m$ to denote the size of the vertex set and edge set, respectively. We denote by $N_G(v)$ the set of neighbors of $v$ in $G$, and let $\deg_G(v) = |N_G(v)|$. We omit subscripts when the graph in question is clear from context. We refer to the monograph by Diestel [9] for graph terminology and notation not defined here. For information on parameterized complexity, we refer to the textbook by Flum and Grohe [14]. We consider an edge in $E(G)$ to be a set of size two, i.e., $e \in E(G)$ is of the form $\{u, v\} \subseteq V(G)$ with $u \neq v$. We denote by $|V(G)|^2$ the set of all size two subsets of $G$. When $F \subseteq |V(G)|^2$, we write $G \triangle F$ to denote $G' = (V, E \triangle F)$, where $\triangle$ is the symmetric difference, i.e., $E \triangle F = (E \setminus F) \cup (F \setminus E)$. When the graph is clear from context, we will refer to $F$ simply as a set of edges rather than $F \subseteq |V(G)|^2$.

Let us fix the following terminology: A star graph is a tree of diameter at most two (a graph isomorphic to $K_{1, \ell}$ for some $\ell$). The degree-one vertices are called leaves and the vertex of higher degree the center. A starforest is a forest whose connected components are stars or, equivalently, a graph that does not contain $\{K_3, P_4, C_4\}$ as induced subgraphs. A biclique is a complete bipartite graph $K_{a, b}$ for some $a, b \in \mathbb{N}$, and a bicluster graph is a disjoint union of bicliques. A $t$-partite clique graph is a graph whose vertex set can be partitioned into at most $t$ independent sets, all pairwise fully connected, and a $t$-partite cluster graph is a...
disjoint union of $t$-partite cliques. The problem of editing towards a starforest (resp. bicluster and $t$-partite cluster) is the algorithmic problem of adding and deleting as few edges as possible to convert a graph $G$ to a starforest (resp. bicluster and $t$-partite cluster). We write $f(n) = \text{poly}(n)$ to mean $f(n) = n^{O(1)}$, i.e., that there exists a $c \in \mathbb{N}$ such that $f(n) = O(n^c)$.

**Exponential time hypothesis.** To show that there is no subexponential time algorithm for Starforest Editing we give a linear reduction from 3Sat, that is, a reduction which constructs an instance whose parameter is bounded linearly in the size of the input formula. The constructed instance will also have size bounded linearly in the size of the formula, and we use this to also rule out an exact subexponential algorithm of the form $2^{o(n+m)}$. Pipelining such a reduction with an assumed subexponential parameterized algorithm for the problem would give a subexponential algorithm for 3Sat, contradicting the complexity hypothesis of Impagliazzo, Paturi, and Zane [20]. Their Sparsification Lemma shows that, unless the exponential time hypothesis (ETH) fails, 3Sat cannot be solved in time $2^{o(n+m)}$, where $n$ and $m$ here refer to the number of variables and the number of clauses, respectively.

### 3 Editing to starforests in subexponential time

A first natural step in handling modification problems related to bicluster graphs is modification towards the subclass of bicluster graphs called starforest. Recall that a graph is a starforest if it is a bicluster where every biclique has one side of size exactly one, or equivalently, every connected component is a star.

**Starforest Editing parameterized by $k$**

- **Input:** A graph $G = (V, E)$ and a non-negative integer $k$.
- **Question:** Is there a set of at most $k$ edges $F$ such that $G \triangle F$ is a disjoint union of stars?

The problem where we only allow to delete edges is referred to as Starforest Deletion. These two problems can easily be observed to be equivalent; Adding an edge to a forbidden induced subgraph will create one of the other forbidden subgraphs, or simply put, it never makes sense to add an edge.

In Section 6 we show that this problem is $\text{NP}$-hard, and that it is not solvable in time $2^{o(k)} \text{poly}(n)$ unless the exponential time hypothesis fails.

**Multivariate analysis.** Since no subexponential algorithm is possible under ETH, we introduce a secondary parameter by $p$ which bounds the number of connected components in a solution graph. This has previously been done with success in the Cluster Editing problem [15]. Hence, we define the following multivariate variant of the above problem.

**p-Starforest Editing parameterized by $p, k$**

- **Input:** A graph $G = (V, E)$ and a non-negative integer $k$.
- **Question:** Is there a set $F$ of edges of size at most $k$ such that $G \triangle F$ is a disjoint union of exactly $p$ stars?

Observe that this problem is not the same as $p$-Starforest Deletion since we might need to merge stars to achieve the desired value $p$ for the number of connected components. In Section 6 we show that the problem is $\text{W}[1]$-hard parameterized by $p$ alone, and that we therefore need to parameterize on both $p$ and $k$. 
Lemma 1. Let \((G, k)\) be input to \(p\)-STARFOREST EDITING. If \((G, k)\) is a yes-instance, there can be at most \(p + 2k\) vertices with degree at least 2.

The following bound will be key to obtain the subexponential running time.

Proposition 2 ([15]). If \(a\) and \(b\) are non-negative integers, then \(\left(\frac{a + b}{a}\right) \leq 2\sqrt{ab}\).

Lemma 3. Given a graph \(G\) and a vertex set \(S\), we can compute in linear time \(O(n + m)\) an optimal editing set \(F\) such that \(G \setminus F\) is a starforest, when restricted to have \(S\) as the set of centers in the solutions.

We now describe an algorithm which solves \(p\)-STARFOREST EDITING in time \(O(2^{3\sqrt{2k}} + n + m)\).

The algorithm. Let \((G, k)\) be an input instance for \(p\)-STARFOREST EDITING. If the number of vertices of degree at least two is greater than \(p + 2k\), we say no in accordance with Lemma 1. Otherwise we split the graph into \(G_1\) and \(G_2\) as follows: Let \(X \subseteq V(G)\) be the collection of vertices contained in connected components of size one or two, i.e., \(G[X]\) is a collection of isolated vertices and edges. Let \(G_1 = G[X]\) and \(G_2 = G[V(G) \setminus X]\). Clearly, there are no edges going out of \(X\) in \(G\). We will treat \(G_1, G_2\) as (almost) independent subinstances by guessing the budgets \(k_1 + k_2 = k\) and the number of components in their respective solutions \(p_1 + p_2 = p\). The only time we cannot treat them as independent instances is when \(p_1\) or \(p_2\) is zero; Let \(p_i^*\) be the number of stars contained in \(G_i\) in an optimal solution. If both \(p_i^* > 0\), then there always exist an optimal solution that does not add any edge between \(G_1\) and \(G_2\).

Solving \((G_1, k_1)\) with \(p_1\) components: Assume \(G_1\) contains \(s\) isolated edges and \(t\) isolated vertices, with \(p_1 > 0\). If \(|V(G_1)| < p_1\), we immediately say no, since we need exactly \(p_1\) connected components. Depending on the values of \(s\) and \(t\), we execute the following operations as long as the budget \(k_1\) is positive. If \(s \leq p_1\) and \(s + t \leq p_1\), we have too few stars, and we arbitrarily delete edges to increase the number of connected components to \(p_1\).

If \(s = 0\) we turn the isolated vertices arbitrarily into \(p_1\) stars. Otherwise, fix an arbitrary endpoint \(c\) of an isolated edge. Assume that \(s \leq p_1\); then we connect enough isolated vertices to \(c\) such that the number of stars is \(p_1\). Finally, if \(s > p_1\), we first dissolve \(s - p_1\) edges and continue as in the previous case. It is easy to check that the above solutions are optimal.

Solving \((G_2, k_2)\) with \(p_2\) components: By Lemma 1, the number of vertices of degree at least two is bounded by \(p_2 + 2k_2\). Every vertex of degree one in \(G_2\) is adjacent to a vertex of larger degree, thus it never makes sense to choose it as a center (its neighbor will always be cheaper). Hence, it suffices to enumerate every set \(S_2\) of \(p_2\) vertices of degree larger than one and test in linear time, as per Lemma 3, whether a solution inside the budget \(k_2\) is possible. Using Proposition 2 we can bound the running time by

\[
\left(\frac{p_2 + 2k_2}{p_2}\right) \cdot pk + O(n + m) = O(2^{2\sqrt{2p_2k_2}} \cdot pk + n + m) = O(2^{3\sqrt{2k^2}} + n + m).
\]

We are left with the cases where \(p_1\) or \(p_2\) are equal to zero; then the only possible solution is to remove all edges within \(G_1\) or \(G_2\), respectively, and connect all the resulting isolated vertices to an arbitrary center in the other instance. We either follow through with the operation, if within the respective budget, or deduce that the subinstance is not solvable. We conclude that the above algorithm will at some point guess the correct budgets for \(G_1\) and \(G_2\) and thus find a solution of size at most \(k\). The theorem follows.

Theorem 4. \(p\)-STARFOREST EDITING is solvable in time \(O(2^{3\sqrt{k^2}} + n + m)\).
4 A polynomial kernel for $t$-partite $p$-cluster editing

We show a simple $O(ktp)$ kernel for the $t$-PARTITE $p$-CLUSTER EDITING problem – which will be the foundation of the subsequent subexponential algorithms – with a single rule, Rule 1, which can be exhaustively applied in time $O(n + m)$. The problem at hand is the following generalization of $p$-BICLUSTER EDITING:

**Input:** A graph $G = (V, E)$ and a non-negative integer $k$.

**Question:** Is there a set $F \subseteq [V]^2$ of edges of size at most $k$ such that $G \triangle F$ is a disjoint union of exactly $p$ complete $t$-partite graphs?

For our rule, we say that a set $X \subseteq V(G)$ is a non-isolate twin class if for every $v$ and $v'$ in $X$, $N_G(v) = N_G(v') \neq \emptyset$. Note that this is by definition a false twin class, i.e., $vv' \notin E(G)$, or in other words, a non-isolate twin class is an independent set.

**Rule 1.** If there is a non-isolate twin class $X \subseteq V(G)$ of size at least $2k + 2$, then delete all but $2k + 1$ of them.

**Lemma 5.** Rule 1 is sound and can be exhaustively applied in linear time.

The following result is an immediate consequence of the above rule and its correctness.

**Theorem 6.** The problem $t$-PARTITE $p$-CLUSTER EDITING admits a kernel where the number of vertices is bounded by $pt(2k + 1) + 2k = O(ptk)$.

**Proof.** We now count the number of vertices we can have in a yes instance after the rule above has been applied. We claim that if $G$ has more than $pt(2k + 1) + 2k$ vertices, it is a no instance. Let $(G, k)$ be the reduced instance according to Rule 1 and let $F$ be a solution of size at most $k$. At most $2k$ vertices can be touched by $F$, so the rest of the graph remains as it is, and is a disjoint union of at most $p$ complete $t$-partite graphs, each of which has at most $t$ non-isolate twin classes. It follows that in a yes instance, $G$ has at most $pt(2k + 1) + 2k = O(ptk)$ vertices.

5 Editing to bicluster graphs in subexponential time

In this section we lift the result of Section 3 by showing that the following problem is solvable in time $2^{O(p\sqrt{\log(pk)})} + O(n + m)$. Observe that we lose the subexponential dependence on $p$, however, contrary to the result of Misra et al. [23], for fixed (or small, relative to $k$) $p$, this still is truly subexponential parameterized by $k$.

**$p$-BICLUSTER EDITING** parameterized by $p, k$

**Input:** A graph $G = (V, E)$ and a non-negative integer $k$.

**Question:** Is there a set $F \subseteq [V]^2$ of edges of size at most $k$ such that $G \triangle F$ is a disjoint union of $p$ complete bipartite graphs?

We denote a biclique of $G$ as $C = (A, B)$ and call the sets $A, B$ the sides of $C$. Before describing the algorithm for the general problem, we show that the following simpler problem is solvable in linear time using a greedy algorithm:
Annotated Bicluster Editing

Input: A bipartite graph $G = (A, B, E)$, a partition $A = \{A_1, A_2, \ldots, A_p\}$ of $A$ and a non-negative integer $k$.

Question: Is there a set $F \subseteq |V|^2$ of edges of size at most $k$ such that $G \triangle F$ is a disjoint union of $p$ complete bipartite graphs with each one side in $A$?

Lemma 7. Annotated Bicluster Editing is solvable in time $O(n + m)$.

Proof. Let $G = (A, B, E)$, $A = \{A_1, \ldots, A_p\}$, $k$ be an instance of Annotated Bicluster Editing. Consider a vertex $v \in B$ and define $\text{cost}_i(v)$ to be the cost of placing $v$ in $B_i$ where $C_i = (A_i, B_i)$ is the $i$th biclique of the solution, i.e.,

$$\text{cost}_i(v) = |A_i| - 2 \deg_{A_i}(v) + \deg(v),$$

where $\deg_{A_i}(v) = |N(v) \cap A_i|$. We prove the following claim which implies that we can greedily assign each vertex $v \in B$ to a biclique of minimum cost.

Claim 8. An optimal solution will always have $v \in B$ in a biclique $C_i = (A_i, B_i)$ which minimizes $\text{cost}_i(v)$.

Suppose that $\text{cost}_i(v)$ is minimal but $v$ is placed by a solution $F$ in a biclique $C_j = (A_j, B_j)$ with $\text{cost}_j(v) > \text{cost}_i(v)$. Deleting from $F$ all edges $E_j$ between $v$ and $A_j$ and adding all edges $E_i$ between $v$ and $A_i$ creates a new solution $F' = (F \setminus E_j) \cup E_i$. Since $\text{cost}_j(v) > \text{cost}_i(v)$, we have that $|F| > |F'|$ hence $F$ is not optimal. This concludes the proof of the claim and the lemma.

5.1 Subexponential time algorithm

We now show that the problem $p$-Bicluster Editing is solvable in subexponential time by using the kernel from Theorem 6, guessing the annotated sets and applying the polynomial time algorithm for the annotated version of the problem. The important ingredient will be cheap vertices, by which we mean vertices that are known to receive very few edits. Intuitively, a cheap vertex is a "pin" that in subexponential time reveals for us its neighborhood in the solution, and thus can be leveraged to uncover parts of said solution.

We adopt the following notation and vocabulary. For an instance $(G, k)$ of $p$-Bicluster Editing, and a solution $F$, we call $H = G \triangle F$ the target graph. A vertex $v$ is called cheap with respect to $F$ if it receives at most $\sqrt{k}$ edits. Observe that any set $X$ of size larger than $2\sqrt{k}$ has a cheap vertex. We call such a set large and all sets that contain at most $2\sqrt{k}$ vertices small. We will further classify the bicliques in the target graph into two different classes: A biclique is small if its vertex set is small and large otherwise.

The algorithm now works as follows. Given an input instance $(G, k)$ of $p$-Bicluster Editing, we try all combinations of $p_s + p_l = p$, with the intended meaning that $p_s$ is the number of small bicliques and $p_l$ is the number of large bicliques in the target graph.

Handling small bicliques. We enumerate a set of $p_s$ sets $A_s \subseteq 2^V$ with the property that they are pairwise disjoint, and each of size at most $2\sqrt{k}$. Furthermore, $G[\bigcup A_s]$ contains at most $k$ edges. Delete all edges in $A_i$ and reduce the budget accordingly. These are going to be all the left sides in small bicliques. This enumeration takes time

$$(2\sqrt{k})^{p_s} \left( \frac{n}{2\sqrt{k}} \right)^{p_s} \leq (2\sqrt{k})^{p_s} \left( \frac{pk + k^2}{2\sqrt{k}} \right)^{p} = 2^{O(p \sqrt{k} \log(pk))}.$$
Handling large bicliques. The large bicliques have the following nice property. Since the vertex set of each such biclique is large, every biclique contains a cheap vertex. We guess a set \( B_t \) of size \( p_t \). For the biclique \( C_i \), the vertex \( v_i \) of \( B_t \) will be a cheap vertex in \( B_t \). Now, we enumerate all combinations of \( p_t \) sets \( N = \langle N_1, N_2, \ldots, N_{p_t} \rangle \), each of size at most \( 2\sqrt{k} \) which will be the edited neighborhood of each cheap vertex, and we conclude that \( A_i = N_B(v_i) = N_G(v_i) \triangle N_i \). The enumeration of this asymptotically takes time

\[
\binom{n}{p_t} \cdot (2\sqrt{k})^{p_t} \left( \frac{n}{2\sqrt{k}} \right)^{p_t} \leq \left( \frac{p^k + k^2}{p} \right) \cdot (2\sqrt{k})^p \left( \frac{p^k + k^2}{2\sqrt{k}} \right)^p = 2^{O(p \sqrt{k} \log(p^k))}.
\]

Putting things together. With the above two steps, in time \( 2^{O(p \sqrt{k} \log(p^k))} \) we obtained all the left sides \( A \), partitioned into \( A_s \) and \( A_c \). Using this information, we can in polynomial time compute whether the Annotated Bicluster Editing instance \( (G, k, A) \) is a yes-instance. If so, we conclude yes, otherwise, we backtrack.

**Theorem 9.** \( p \)-Bicluster Editing is solvable in time \( 2^{O(p \sqrt{k} \log(p^k))} + O(n + m) \).

**Proof.** We now show that the algorithm described above correctly decides \( p \)-Bicluster Editing given an instance \( (G, k) \). Suppose that the algorithm above concludes that \( (G, k) \) is a yes instance. The only time it outputs yes, is when Annotated Bicluster Editing for a given set \( A \) and a given budget \( k' \) outputs yes. Since this budget is the leftover budget from making \( A \) an independent set, it is clear that any Annotated Bicluster Editing solution of size at most \( k' \) gives a yes instance for \( p \)-Bicluster Editing.

Suppose now for the other direction that \( (G, k) \) is a yes instance for \( p \)-Bicluster Editing and let \( F \) be a solution. Consider the left sides \( A_1, \ldots, A_p \) of \( G \triangle F \) with the restriction that the smaller of the two sides in \( C_i \) is named \( A_i \). First we observe that during our subexponential time enumeration of sets, all the \( A_i \)s that are of size at most \( 2\sqrt{k} \) will be enumerated in one of the branches where \( p_s \) is set to the number of small bicliques. Furthermore, if \( A_i \) is large, then both are large, and then, for each of the large bicliques, there is a branch where we selected exactly one cheap vertex for each of the largest sides. Given these cheap vertices, there is a branch where we guess exactly the edits affecting each of the cheap vertices, hence we can conclude that in some branch, we know the entire partition \( A \). From Lemma 7, we can conclude that the algorithm described above concludes correctly that we are dealing with a yes-instance.

5.2 The \( t \)-partite case

We can in fact obtain similar (we treat \( t \) here as a constant so the results are up to some constant factors in the exponents) results for the more general case of \( t \)-Partite \( p \)-Cluster Editing. Again we need the polynomial kernel described in Theorem 6. The only difference now to the bicluster case is that we define a cluster to be small if every side is small. In this case, we can enumerate \( \left( \frac{n}{\sqrt{k}} \right)^p \) sets, which will form the small clusters.

In the other case a cluster \( C = \langle A_1, A_2, \ldots, A_t \rangle \) is divided into \( A_1, A_2, \ldots, A_t \), small sides and \( A_{t+1}, A_{t+2}, \ldots, A_{t+2} \) large sides. For this case, we guess all the small sides and for each of the large sides we guess a cheap vertex. Guessing the neighborhoods \( N_{t+1}, N_{t+2}, \ldots, N_t \) for the cheap vertices \( v_{t+1}, v_{t+2}, \ldots, v_t \) gives us complete information on \( C \); To compute what \( A_j \) is, if \( j \geq t \), we simply take the intersection \( \bigcap_{i \leq j, i \neq j} N_i \) and remove \( \bigcup_{i \leq t} A_i \). We arrive at the following lemma whose proof is directly analogous to that of Theorem 9.

**Theorem 10.** The problem \( t \)-Partite \( p \)-Cluster Editing is solvable in subexponential time \( 2^{O(p \sqrt{k} \log(p^k))} + O(n + m) \).
6 Lower bounds

We show that (a) Starforest Editing is NP-hard and that we cannot expect a subexponential algorithm unless the ETH fails; and (b) that p-Starforest Editing is W[1]-hard parameterized only by $p$.

6.1 Starforest editing

In the following we describe a linear reduction from 3Sat to Starforest Editing. Furthermore, the instance we reduce to has maximal degree three, thus not only showing that Starforest Editing is NP-hard on graphs of bounded degree, but also not solvable in subexponential time on subcubic graphs.

▶ Theorem 11. The problem Starforest Editing is NP-complete and, assuming ETH, does not admit a subexponential parameterized algorithm when parameterized by the solution size $k$, i.e., it cannot be solved in time $2^{o(k)} \cdot \text{poly}(n)$, nor in exact exponential time $2^{o(n+m)}$, even when restricted to subcubic graphs.

To prove the theorem above we will reduce from 3Sat. But to obtain the result, it is crucial that in our reduction, both the parameter $k$, and the size of the instance $G$ are bounded in linearly in $n$ and $m$. Such results have been shown earlier, in particular by Komusiewicz and Uhlmann for Cluster Editing [21] and Drange and Pilipczuk for Trivially Perfect Editing [13]. Thus we resort to similar reductions as used there, however, the reductions here are tweaked to work for the problem at hand. We also achieve lower bounds for subcubic graphs. See Figures 1a and 1b for figures of the gadgets.

Variable gadget. Let $\varphi$ be an input instance of 3Sat, and denote its variable set and clause set as $V(\varphi)$ and $C(\varphi)$, respectively. We construct for $x \in V(\varphi)$ a graph $G_x \cong C_{6p_x}$ where $p_x$ is the number of clauses in $\varphi$ which $x$ appears in. The vertices of $G_x$ are labeled, consecutively, $\top_i^x, \bot_i^x, A_i^x, B_i^x, C_i^x, D_i^x$ for $i \in [0, p_x - 1]$. 

Figure 1 Reduction from 3Sat to starforest editing on subcubic graphs.
There are exactly three ways of deleting $G_x$ into a starforest using at most $k_x = 6p_x$ edges. Clearly a collection of $P_3$ is a starforest and is our target graph. We will define the $\top$-deletion for $G_x$ as the deletion set $S_x^\top = \{C_i^x D_i^x, \bot_i^x A_i^x \mid i \leq p_x - 1\}$ and the $\bot$-deletion for $G_x$ as the deletion set $S_x^\bot = \{A_i^x B_i^x, D_i^x \top_{i+1}^x \mid i \leq p_x - 1\}$, taking the $i + 1$ in the index of $\top_{i+1}^x$ modulo $p_x$. In other words, in the gadget $G_x$, we are keeping the edges
\[
\begin{align*}
&= D_i^{x-1} \top_i^x \bot_i^x, A_i^x B_i^x C_i^x, \quad \text{when } x \text{ is set to true, and} \\
&= \top_i^x \bot_i^{x+1}, A_i^x B_i^x C_i^x, D_i^x, \quad \text{when } x \text{ is set to false.}
\end{align*}
\]
Observe that when $x$ is set to true, we will have paths on three vertices, where $\top_i^x$ is the middle vertex, and if $x$ is set to false, we will have paths on three vertices with $\bot_i^{x+1}$ being the middle vertex. Later, we will see that if $x$ satisfies a clause $c$, the $i$th clause $x$ appears in, then either $\top_i^x$ or $\bot_i^{x+1}$ will be the middle vertex of a claw, depending on whether $x$ appears positively or negatively in $c$.

Observation 12. In an optimal edge edit of a cycle of length divisible by 6, no edge is added and exactly every third consecutive edge is deleted.

Clause gadget. A clause gadget simply consists of one vertex, i.e., for a clause $c \in \mathcal{C}(\varphi)$, we construct the vertex $v_c$. This vertex will be connected to $G_x$, $G_y$ and $G_z$ for $x, y, z$ being its variables, in appropriate places, depending on whether or not the variable occurs negated in $c$. In fact, it will be connected to $\top_i^x$ if $c$ is the $i$th clause $x$ appears in, and $x$ appears positively in $c$, and it is connected to $\bot_i^{x+1}$ if $c$ is the $i$th clause $x$ appears in, and $x$ appears negatively in $c$.

Let $k_x = 2|C| + 2 \sum p_x = 2|C| + 3 \cdot 2|C| = 8|C|$ be the budget for a formula $\varphi$. We now observe that the budget is tight.

Lemma 13. The graph $G_\varphi$ has no starforest editing set of size less than $k_\varphi$, and if the editing set has size $k_\varphi$, it contains only deletions.

We now continue to the main lemma, from which Theorem 11 follows.

Lemma 14. A 3Sat instance $\varphi$ is satisfiable if and only if $(G_\varphi, k_\varphi)$ is a yes instance for Starforest Editing.

Observing that the maximum degree of $G_\varphi$ is three – the clause vertices have exactly degree three, and the variable gadgets are cycles with some vertices connected to at most one clause vertex – this concludes the proof of Theorem 11. From the discussions above, the following result is an immediate consequence:

Corollary 15. The problem Starforest Deletion is NP-complete and not solvable in subexponential time under ETH, even on subcubic graphs.

Before going into parameterized lower bounds of Starforest Editing, we show that the exact same reduction above simultaneously proves similar results for the bicluster case. We note that the NP-hardness was shown by Amit [2], but their reduction suffers a quadratic blowup and is therefore not suitable for showing subexponential lower bounds.

Corollary 16. The problems Bicluster Editing and Bicluster Deletion are NP-complete and not solvable in subexponential time under ETH, even on subcubic graphs.
6.2 \( W[1]\)-hardness parameterized by \( p \)

In this section we show that the parameterization by \( k \) is necessary, even for the case of \( p\)-Starforest Editing. That is, we show that when we parameterize by \( p \) alone, the problem becomes \( W[1]\)-hard, and we can thus not expect any algorithms of the form \( f(p)\cdot\text{poly}(n) \) for any function \( f \) solving \( p\)-Starforest Editing. We reduce from the problem Multicolored Regular Independent Set. An instance of this problem consists of a regular graph colored into \( p \) color classes, each color class inducing a complete graph, and we are asked to find an independent set of size \( p \).

▶ Proposition 17 ([8]). The problem Multicolored Regular Independent Set is \( W[1]\)-complete.

Since each color class is complete, any independent set will be of size at most \( p \) and any independent set of size \( p \) is maximum. The reduction is direct; In fact we have that given a budget \( k = (n - p)(d - 1) \), where \( d \) is the regularity degree, the following direct translation between the two problems holds:

▶ Lemma 18. Let \( G \) be a \( d \)-regular graph on \( n \) vertices, \( p \leq n \) and \( k = (n - p)(d - 1) \). Then \((G, p)\) is a yes instance for Multicolored Regular Independent Set if and only if \((G, k)\) is a yes instance for \( p\)-Starforest Editing.

Combining Proposition 17 with Lemma 18 yields the following result:

▶ Theorem 19. \( p\)-Starforest Editing is \( W[1]\)-hard when parameterized by \( p \) alone.

7 Conclusion

We presented subexponential time algorithms for editing problems towards bicluster graphs, and more generally, \( t \)-partite cluster graphs when the number of connected components in the target graph is bounded. We supplemented these findings with lower bounds, showing that this dual parameterization is indeed necessary.

As an interesting open problem, we pose the question of whether \( t\)-Partite \( p\)-Cluster Editing can be solved in time \( 2^{O(\sqrt{pk})}\cdot\text{poly}(n) \), i.e., in subexponential time with respect to both parameters. It is known that Bicluster Editing admits a linear kernel, but when introducing the secondary parameter, we only obtain a kernel whose size is bounded by the product of both parameters; Recall that we got a \( tp(2k + 1) + 2k \) kernel, which in the bicluster case is \( p(4k + 2) + 2k \). Does Bicluster Editing admit a truly linear kernel, i.e., a kernel with \( O(p + k) \) vertices?

Finally, in many practical applications of biclustering problems, the input can often be considered bipartite. The proof of the \( \text{NP}\)-completeness and subexponential algorithm lower bounds is highly non-bipartite, hence a natural question is whether it is possible to get similar lower bounds for the problem Bipartite Bicluster Editing, the problem where you are given a bipartite graph and asked to respect the bipartition.
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